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This thesis presents the measurements of the production cross section of jets in
association with a Z boson in pp-collisions at

√
s = 7 TeV with an integrated

luminosity of
∫
Ldt = 36 pb−1 and

∫
Ldt = 4.6 fb−1 recorded by the ATLAS

experiment at the Large Hadron Collider in Geneva. Inclusive and differen-
tial Z(→ e+e−) + jets cross sections are measured for jets with a transverse
momentum pjetT > 30 GeV and rapidity |yjet| < 4.4. The datasets allow to
exploit the data in kinematic regimes which were not accessible before and
can be used to probe the Z/γ∗ + jets modelling in typical phase-space regions
expected for the Higgs boson decay and searches for new physics. The results
are unfolded to particle level and compared to predictions from different Monte
Carlo generators and next-to-leading-order perturbative QCD calculations.
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Zusammenfassung

Die Arbeit beschreibt die Messung des Wirkungsquerschnittes für die Produktion von
Jets in Ereignissen mit Z-Bosonen in Proton-Proton Kollisionen bei einer Schwerpunkt-
senergie von

√
s = 7 TeV mit einer integrierten Luminosität von

∫
Ldt = 36 pb−1 und∫

Ldt = 4.6 fb−1 aufgenommen mit dem ATLAS Experiment am Large Hadron Collider
in Genf. Die inklusiven und differenziellen Wirkungsquerschnitte für Z(→ e+e−) + jets
werden für Jets mit einem Transversalimpuls von pjetT > 30 GeV und einer Rapidität von
|yjet| < 4.4 gemessen. Die Datensätze erlauben Messungen in vorher nicht zugänglichen
Phasenraumregionen und können genutzt werden, um die Modellierungen von Z/γ∗ + jets
in typischen Phasenraumregionen, die vom Zerfall des Higgs Bosons oder Suchen nach
neuer Physik erwarten werden, zu testen. Die Ergebnisse werden auf Partonlevel entfal-
tet und mit Vorhersagen verschiedener Monte-Carlo Generatoren und Vorhersagen der
perturbativen QCD in nächst-führender Ordnung verglichen.
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1. Introduction

The question about the composition of matter is one of the oldest in history of mankind.
Some of the ancient philosophers believed that matter was made of indivisible particles
which they call átomos. In the early history of science, end of the 19th century, people
like E. Rutherford and J. J. Thomson developed models of these particles, which include
subatomic particles with negative and positive charge. In 1897, Thomson discovered
the electron, which constitutes the basis of his atomic model. Based on the continuously
improving methods of mass spectroscopy, Rutherford postulated in 1920 that the structure
of atomic nuclei is made of positively charged protons and neutrally charged neutrons.

Since the 1950s, the technological and scientific progress allowed to develop new par-
ticle accelerators and particle detectors and therefore allowed to study atoms at even
higher energies. With deep-inelastic scattering, it could be shown that also protons and
neutrons are divisible and composed of quarks. This, together with the formulation of
the electroweak theory by S. Glashow, built the first step towards the direction of the
Standard Model (SM). The SM describes the constituents of matter and the interactions
between them. The masses of these constituents are described by the Higgs mechanism,
which predicts the existence of a new boson - the Higgs boson. The predictions of the SM
have been tested at a high level of accuracy during the past years.

At the beginning of 2010, the Large Hadron Collider (LHC) at CERN, the European
laboratory for particle physics in Geneva opened the door to a new era of particle physics.
For the first time, proton-proton collisions (pp-collisions) were taken at a centre of mass
energy of

√
s = 7 TeV, which maybe opened the opportunity to shed light on some of the

most fundamental questions of the SM, namely the process of mass generation.
The discovery of the Higgs boson and the measurement of its properties is a fundamental

part of the physics programme at the LHC. The LHC has been designed to collide protons
at a centre of mass energy of 14 GeV with a collision rate of 40 MHz. Since the beginning
of 2011, the LHC has already delivered an integrated luminosity of 5.6 fb−1 of data at√
s = 7 TeV and 23.3 fb−1 at

√
s = 8 TeV. On July 4th, 2012, the discovery of a new

boson [1, 2] of mass near 125 GeV was claimed. This boson is so far consistent with
the SM Higgs boson, but the uncertainty on its properties is still very large. In order to
confirm the consistency of the new resonance with the prediction more data is needed. So
far the LHC shows only an evidence in the vector boson decay modes H → γγ, H → ZZ
and H → WW . From now on, the highest priority is to establish the nature of this
boson, which also implies the observation of the Higgs boson decaying to fermions, e.g.
H → τ+τ−.

For the detailed investigation of the Higgs boson candidate, one of the main challenges
is the understanding of the background contributions. With 25 fb−1 of data, more pro-
duction channels are accessible. One of the most promising channels is the Higgs boson
production via weak boson fusion (WBF), since it provides a clean signature in the detec-
tor. From the WBF production two well separated forward jets and reduced activity in
the central region are expected. The main background to this channel is the production

1



1. Introduction

of jets in association with a Z boson, which has a similar signature in the detector.
The production of jets in association with a Z boson constitutes not only an impor-

tant background for studies of the Higgs boson candidate and searches for new physics,
it provides also a stringent test of perturbative quantum chromodynamics (pQCD). The
kinematic distributions of jets in association with a Z boson can be predicted by NLO
pQCD predictions and Monte Carlo (MC) predictions from matrix element generators ac-
companied by parton shower (ME+PS). The latter are affected by large scale uncertainties
and need to be tuned and validated using comparisons with data.

The aim of the analysis presented in this thesis is to measure the inclusive and differen-
tial Z/γ∗(→ ee) + jets cross section in pp-collisions with first ATLAS data at a centre-of-
mass energy of

√
s= 7 TeV. Similar measurements have been reported at moderate energy

regimes and lower jet multiplicities in proton-antiproton collisions at
√

s= 1.96 TeV at
the Tevatron [3, 4] and in pp-collisions at

√
s= 7 TeV at CMS [5]. At ATLAS the analysis

has been performed for an integrated luminosity of
∫
Ldt = 36 pb−1 (full dataset of 2010)

and 4.6 fb−1 (full dataset of 2011) [6–8]. The former has the advantage of a relatively
low collision rate and a low rate of multiple proton-proton interactions which allow for
cross-section measurements at low jet transverse momentum. The latter provides the
most accurate results and partly supersedes the measurement with the full dataset of
2010. This dataset allows to exploit the data in kinematic regions which were not ac-
cessible before and therefore can be used to probe the Z/γ∗ + jets modelling in typical
phase space regions expected for the Higgs boson decay and searches for new physics.
Inclusive and exclusive differential cross sections are accessible for higher jet multiplicities
and energy regimes up to 1 TeV. For high energy regimes, large K-factors between the
NLO and LO pQCD predictions are expected [9]. Typical phase space regions expected
from the WBF Higgs boson decay and searches for new physics are characterised by large
scales, often larger than the Z boson mass, which results in large logarithmic corrections
for higher order pQCD predictions [9, 10]. It is therefore probable that fixed-order NLO
pQCD predictions fail to describe the data in such regimes [9]. The measurement menu
contains the total inclusive and exclusive jet multiplicity cross sections and their ratios
for different phase space constraints. Inclusive differential cross sections as a function of
the jet transverse momentum and the jet rapidity are measured in Z/γ∗ events with at
least one, two, three or four jets in the final state. For Z/γ∗ events with at least two jets
in the final state, the inclusive differential cross section is also measured as a function
of the dijet mass and the angular separation between the jets. The final results of these
measurements are unfolded to particle level and compared to predictions from ME+PS
generators [11–13] and fixed-order NLO pQCD calculations [14–16].

This thesis is organized as follows: Starting with a brief description of the Z boson
and Higgs boson production in the context of the SM and the phenomenology of hadronic
collisions in Chapter 2, Chapter 3 proceeds with the description of the LHC and the
ATLAS detector. Chapter 4 explains the MC simulation chain and the different generators
used for the analyses. The different unfolding methods and the object definitions are
detailed in Chapter 5 and Chapter 6, respectively. Chapter 7 presents the general analysis
strategy, followed by three chapters explaining the different analyses. The first two,
Chapter 8 and Chapter 9, are dedicated to the QCD measurements with the full dataset of
2010 and 2011 and Chapter 10 is dedicated to the studies on WBF Higgs boson production.
Finally, an overall conclusion and an outlook are given in Chapter 11 and Chapter 12.
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2. Z Boson and Higgs Boson
Production in the Context of the
Standard Model

This chapter gives a brief introduction to the Standard Model (SM) and the Higgs mecha-
nism. In particular, the formalisms of Quantum Chromodynamics (QCD) and electroweak
(EW) theory are briefly reviewed.

2.1. Introduction into the Standard Model of

Particle Physics
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Figure 2.1.: Particle content of the Standard Model of particles physics.

Particle physics is the science of the constituents of matter and the interactions between
them. The Standard Model (SM) [17–21] is a local Lorentz-invariant quantum field theory
in which the properties of the interactions result from the requirement of local gauge
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2. Z Boson and Higgs Boson Production in the Context of the Standard Model

invariance and can be described by group theory. The gauge group of the SM is the direct
product

SU(3)C ⊗ SU(2)L ⊗ U(1)Y , (2.1)

where C is colour, Y is hypercharge and L is left-handedness.
Within the SM, the known matter is ascribed to a few elementary particles, the

fermions. The forces between those elementary particles are mediated by spin-1 gauge
bosons: the strong force is carried by gluons (g), the weak force by W± and Z0 bosons
and the electromagnetic force by photons (γ). Figure 2.1 shows a representation of the
known particles.

Gauge Boson Mass Charge Spin Force Theory

gluon 0 0 1 strong QCD

W± 80.3850±0.0150 GeV ±1 1 weak EW

Z0 91.1876±0.0021 GeV 0 1 weak EW

γ < 1 · 10−18 eV 0 1 electromagnetic EW

Table 2.1.: Standard Model gauge bosons and their properties [22], along with their forces and
the corresponding theory.

The properties and the quantum numbers of the gauge bosons, along with their forces
are detailed in Tab. 2.1. The theories behind those forces are described in the next section.
Gravity is the only known fundamental force which is not described by the SM.

The fermions are spin-1/2 particles and can be categorized into two groups of particles,
the leptons and the quarks. Each group has three generations. Generally, from generation
to generation the masses of the particles increase.

Leptons are classified according to their electric charge (Q), the lepton flavour number
(electron number (Le), muon number (Lµ) and tau number (Lτ )) and the third component
of the weak isospin (T3). An additional quantity is the weak hypercharge (YW ), which is
related to the charge and the third component of the weak isospin via:

YW = 2 · (Q− T3). (2.2)

The properties of the leptons are summarized in Tab. 2.2.

Each lepton generation forms a left-handed weak isospin doublet(
T3 = +1/2

T3 = −1/2

)
=

(
νeL
e−L

)
,

(
νµL
µ−L

)
,

(
ντL
τ−L

)
. (2.3)

Since right-handed neutrinos are not in the SM, the charged right-handed leptons in each
generation form a weak isospin singlet (T3 = 0): e−R, µ−R and τ−R . The charged leptons
interact via the weak and the electromagnetic force, whereas the neutral leptons are only
allowed to interact via the weak force.
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2.1. Introduction into the Standard Model of Particle Physics

Lepton Flavour Mass Q YW Le Lµ Lτ

νe < 2 eV 0 −1 1 0 0

e− 0.511 MeV −1 −1 1 0 0

νµ < 0.19 MeV 0 −1 0 1 0

µ− 105.7 MeV −1 −1 0 1 0

ντ < 18.2 MeV 0 −1 0 0 1

τ− 1776.8 MeV −1 −1 0 0 1

Table 2.2.: Properties of the leptons [22].

Quarks are classified according to their charge (Q) and their flavour quantum numbers
(baryon number (third component of the isospin (I3), strangeness (S), charmness (C),
bottomness (B) and topness (T)). The quarks are the only particles which are able to
interact via all three fundamental interactions. The quark properties and quantum num-
bers are summarised in Tab. 2.3.

Quark Flavour Mass Q I3 C S T B

u 2.3 +
−

0.7
0.5 MeV 2/3 1/2 0 0 0 0

d 4.8 +
−

0.7
0.3 MeV −1/3 −1/2 0 0 0 0

c 1.275±0.025 GeV 2/3 0 1 0 0 0

s 95. ±5 MeV −1/3 0 0 −1 0 0

t 173.2 ±0.9 GeV 2/3 0 0 0 1 0

b 4.18 ±0.03 GeV −1/3 0 0 0 0 −1

Table 2.3.: Properties and quantum numbers of the different quarks [22]. The masses are given
in the MS scheme, except for top mass, where the world average from direct measurements is
quoted.

Each fermion has its own antiparticle with reversed signs of all quantum numbers. In
addition, each quark has one additional quantum number which can take three values,
called colour charge. The SM ends up with 12 leptons and 36 quarks in total.

The SM predictions have been tested to a high level of accuracy during the past years.
It is one of the most successful theories in history. But at the same time, the electroweak
(EW) theory imposes one of the most fundamental constraints on this theory. Within
the EW theory masses for the gauge bosons of the weak interaction violate invariance
under local gauge transformations. Nonetheless, the weak gauge bosons W± and Z have
large masses, as confirmed by experiment [22, 23]. This can be accommodated by the
Higgs mechanism, which is described in Sect. 2.1.1. The Higgs mechanism results in an
additional particle, the Higgs boson. Recently, a new boson with a mass around 125 GeV
has been discovered [1, 2], which is consistent with the SM Higgs boson.

Although the SM fits very well to the current measurements, it is not a complete theory.
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2. Z Boson and Higgs Boson Production in the Context of the Standard Model

There are still some phenomena beyond the SM which need further understanding, e.g.:

• Gravity is the only of the four fundamental forces which is not described by the SM.
This force is described by Einstein’s macroscopic theory of general relativity.

• The SM in its current formulation only describes ∼ 4.9% of the mass content of
the universe. The remaining 95.1% are described by dark matter 26.8% and dark
energy 68.3% [24, 25]. The SM does not incorporate a candidate for dark matter or
an explanation for dark energy.

• Within the SM no masses for neutrinos are foreseen. Nonetheless, the existence of
neutrino flavour oscillations implies non-zero masses for the neutrinos [26–28].

• The SM contains a large number of free parameters (e.g the fermion masses, the
mixing angles and the Higgs boson mass), which gives the impression that it is an
effective low-energy approximation of a more fundamental theory.

• The Higgs boson mass receives corrections from quantum loop diagrams, which
tend to increase the Higgs boson mass to an enormous value at the order of the
Planck mass MP ∼ 1019 GeV. But from electroweak precision measurements the
SM Higgs boson mass is at the order of 100 GeV, which is significantly below MP .
Therefore a fine tuning of the bare Higgs mass is necessary, which is able to cancel
the difference between the radiative corrections and the mass (fine tuning problem,
hierarchy problem) [29].

2.1.1. Mathematical Description of the Standard Model

In the following sections the mathematical formulation of SM interactions is described.

Quantum Chromodynamics

Quantum Chromodynamics (QCD) [22, 30] is the non-Abelian gauge theory behind the
strong interaction, which is based on the SU(3) symmetry group of colour. The eight
generators of this group correspond to the eight massless gluons, which mediate the in-
teraction of coloured quarks. The quarks are described by colour triplets

qTf ≡ (q1
f , q

2
f , q

3
f ), (2.4)

with 1, 2, 3 representing the three colour states: red, green and blue.
The Lagrangian density of QCD is given by

LQCD =

nf∑
j=1

q̄j(iDµγ
µ −mj)qj︸ ︷︷ ︸

quarks

−1

4

8∑
A=1

FAµνFA
µν︸ ︷︷ ︸

gluons

(2.5)

with the quark-field spinors, qj, and the quark masses mj. The γµ represent the Dirac
matrices and Dµ = ∂µ− igsTAAAµ is the covariant derivative, where AAµ correspond to the
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2.1. Introduction into the Standard Model of Particle Physics

gluon fields and TA to the eight generators of the SU(3) symmetry group. Finally, FA
µν

represents the field strength tensor based on the gluon field AAµ

FA
µν = ∂µAAν − ∂νAAµ − gsfABCABµACν , (2.6)

with the structure constants of the SU(3) symmetry group, fABC , and the QCD coupling
constant, gs =

√
4παs.

Due to the fact that the SU(3) is a non-Abelian group, the 3rd term of Eq. 2.6 does
not vanish and thus gluon fields are able to self-interact. Due to this self-interaction,
the effective coupling constant of the strong interaction decreases with increasing energy,
leading to asymptotic freedom. Here, for short distances the strong coupling constant
converges asymptotically against zero, so that quarks and gluons can be treated as free
and their interactions can be calculated within perturbation theory. On the other hand
with increasing distance between two quarks, the quarks become bounded in hadrons
through a process called confinement.

Electroweak Theory

The electroweak (EW) theory [17–19] is the gauge theory behind the electroweak in-
teraction. It describes the unification of the weak interaction with the electromagnetic
interaction under the SU(2)L⊗U(1)Y symmetry group. The SU(2) group involves three
gauge fields and the U(1) group one gauge field. The corresponding gauge bosons are W i

µ,
i = 1, 2, 3 for SU(2) and Bµ for U(1). The EW theory, also known as GSW theory, was
introduced by S. Glashow, A. Salam and S. Weinberg. The Lagrangian of the EW theory
is

LEW =
3∑
j=1

iψ̄j(x)γµDµψj(x)︸ ︷︷ ︸
part for the fermions

−1

4
BµνB

µν − 1

4
W j
µνW

µν
j︸ ︷︷ ︸

part for the gauge field

. (2.7)

Dµ describes the covariant derivative

Dµ = ∂µ − ig
σj
2
W j
µ(x)− ig′Y

2
Bµ(x), (2.8)

with the coupling constants g corresponding to SU(2)L and g′ corresponding to U(1)Y .
The fermionic part of the Lagrangian describes the kinetic energy of the fermions and
their interactions, while the covariant derivative describes the interaction with the gauge
field. It is worth mentioning that no explicit mass term for the fermions is allowed. If
there is an explicit mass term, there will be a mixture of left-handed multiplets with
right-handed singlets. Therefore, the local gauge invariance would be violated, since the
weak interaction only couples to left-handed fermions.

The second part of the Lagrangian describes the gauge fields. Again, there is a term
for the kinetic energy and a term that describes the self interaction between the gauge
fields. In this part of the Lagrangian no explicit mass term is included, in order to avoid
a violation of the invariance of local gauge transformations.
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2. Z Boson and Higgs Boson Production in the Context of the Standard Model

The four gauge bosons of the SU(2)L⊗U(1)Y symmetry group do not translate directly
in W±, Z and γ. W± are linear combinations of W 1

µ and W 2
µ

W±
µ = (1/

√
2)(W 1

µ ∓ iW 2
µ), (2.9)

representing the charged part of the interaction. The neutral part of the interaction,
represented by Z and γ, evolves from the mixing of the two neutral fields W 3

µ and Bµ(
Aµ
Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W 3
µ

)
, (2.10)

with the weak mixing angle θW , which has been experimentally determined to
sin2 θW = 0.23116± 0.00012 at the Z scale [22].

Higgs Mechanism

The existence of massive gauge bosons within the EW theory requires an additional mech-
anism which is able to accommodate those masses in a gauge invariant and renormalisable
way. The most popular and minimal solution of this problem is through the Higgs mech-
anism [31–36].

The Higgs mechanism leaves the fundamental symmetry of the EW theory unchanged
and generates the masses by spontaneous symmetry breaking of the quantum vacuum
ground state. Within the theory a complex scalar SU(2) doublet φ with a hypercharge
Y = 1 is introduced

φ(x) =

(
φ(+)(x)
φ(0)(x)

)
=

√
1

2

(
φ1(x) + iφ2(x)
φ3(x) + iφ4(x)

)
. (2.11)

A gauge invariant Lagrangian is obtained by coupling φ to the gauge bosons

LHiggs = (Dµφ)†Dµφ− V (φ), (2.12)

using the covariant derivative Dµ defined in Eq. 2.8. Here, V (φ) describes the most general
renormalisable potential, which is invariant under an SU(2)L ⊗U(1)Y gauge transforma-
tion

V (φ) = µ2φ†φ+ λ(φ†φ)2. (2.13)

The potential depends on the choice of µ and λ. For µ2 < 0 and λ > 0 the potential is
bounded from below, with a rotationally symmetric degenerate ground state

−µ
2

2λ
=
v2

2
, (2.14)

v describes the vacuum expectation value, which is related to the Fermi constant GF [22]:

v =

√
1√
2GF

≈ 246.22 GeV. (2.15)

φ(x) is expanded using Eq. 2.14 by means of perturbation theory. Regarding a rotation
in phase space, the choice of the ground state is arbitrary. Therefore it can be fixed to
φ1 = φ2 = φ4 = 0 and φ3 = v at
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2.1. Introduction into the Standard Model of Particle Physics

φ0(x) =
1√
2

(
0
v

)
. (2.16)

The ground state is invariant with respect to a U(1)em symmetry, which is a subgroup of
SU(2)L ⊗ U(1)Y . Then one expands φ(x) around the ground state φ0(x), resulting in

φ(x) =
1√
2

(
0

v +H(x)

)
(2.17)

for the complex and scalar Higgs SU(2) doublet.
Once the vacuum state of Eq. 2.16 is chosen, the underlying SU(2)L⊗U(1)Y symmetry is

spontaneously broken. Only the U(1)em symmetry remains, leaving the photon massless.
The electroweak theory has four degrees of freedom, three of them are absorbed by the
longitudinal polarization of the gauge bosons to form massive particles (W±, Z0). The
remaining degree of freedom implies the existence of one additional neutral scalar particle,
the so-called Higgs boson. Non-minimal models are based on a more complex Higgs sector
and therefore predict additional neutral and charged Higgs bosons [37].

Summarising the considerations above, the Lagrangian of the Higgs field after sponta-
neous symmetry breaking is

LHiggs =
1

2
∂µH∂

µH︸ ︷︷ ︸
kinetic part

+const

+
1

4
g2v2W+

µ W
−µ +

1

8
(g2 + g′2)v2ZµZ

µ − λv2H2︸ ︷︷ ︸
mass terms

+
1

2
g2vHW+

µ W
−µ +

1

4
(g2 + g′2)vHZµZ

µ︸ ︷︷ ︸
trilinear HW+W− and HZZ coupling

+
1

4
g2H2W+

µ W
−µ +

1

8
(g2 + g′2)H2ZµZ

µ︸ ︷︷ ︸
quartic HHW+W− and HHZZ coupling

−λvH3 − 1

4
λH4︸ ︷︷ ︸

Self-coupling of the Higgs field

. (2.18)

The mass terms of the gauge bosons at tree level can be determined directly from the
Lagrangian

MW =
1

2
vg =

ev

2 sin θW
, (2.19)

MZ =
1

2

√
g2 + g′2v =

ev

2 sin θW cos θW
=

MW

cos θW
, (2.20)

Mγ = 0, (2.21)

MH = v
√

2λ. (2.22)
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2. Z Boson and Higgs Boson Production in the Context of the Standard Model

The masses of the W and Z boson depend directly on the vacuum expectation value, thus
it could be determined by measuring both masses. But the Higgs boson mass cannot be
calculated from the vacuum expectation value, since it also depends on λ, which is a free
parameter in the SM.

Mass terms for the fermions have to be added via trilinear Yukawa couplings of the
fermions to the Higgs fields, which results in extra terms for the Lagrangian. Fermion
masses are given by

mf =
1√
2
gfv, (2.23)

with the coupling constants gf being free parameters of the SM.

2.2. Phenomenology of pp Collisions

The description of hadronic collisions requires a profound understanding of the proton
structure, since the actual interaction takes place between the proton constituents, the
partons. Figure 2.2 shows a schematic view of the evolution of a hadronic collision.

Figure 2.2.: Schematic view of a hadronic collision event [38].

Sub-processes in hadronic collisions can be classified into two types of processes, hard
and soft. For both the underlying theory is QCD, but only the former can be described
using fixed-order perturbation theory. In order to describe the latter, phenomenological
models are needed, since the rates and properties of soft processes are dominated by non-
perturbative QCD effects. In addition, fixed-order perturbation theory is able to provide
parton level predictions at LO, NLO and NNLO for inclusive cross sections, but for the
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2.2. Phenomenology of pp Collisions

description of the full final state effects such as QCD radiation and fragmentation, play
an essential role.

This chapter gives a brief overview on general features of hadronic collisions and the
calculation of hadronic cross sections. In addition, it details some phenomenological QCD
models, which are relevant for the following analysis.

2.2.1. Parton Model

The parton model in its original formulation was proposed by R. P. Feynman in 1969 [39]
and was used to describe deep inelastic lepton-hadron scattering. Hadronic collisions at
high energies are described by the QCD improved parton model [40]. In this model, each
hadron with four-momentum P is described by point-like constituents, the partons, which
are moving collinear to the hadron, carrying a fraction of its momentum pi = xiPi. The
actual interaction of the hadronic collision, the hard scattering, takes place between the
partons at the 4-momentum exchange Q2, which could be e.g. the mass of the Z boson
or the transverse momentum of a jet. In order to provide an exact description of the hard
scattering process, the momentum distributions of the partons f(x, µ2), so called Parton
Distribution Functions (PDFs), have to be well known. µ denotes the factorisation scale,
which separates the two energy regimes of short and long distance physics. For inclusive
measurements the factorisation scale is usually chosen to be at the same order as the
renormalisation scale Q of the hard process.

2.2.2. Parton Distribution Functions

PDFs are determined at LO and NLO by various collaborations. The approaches from
the CTEQ [41] and MRST [42–44] groups are mainly used at the ATLAS experiment.
PDFs cannot be calculated from first principles using perturbation theory. Therefore,
they are obtained from global fits to experimental data from deep inelastic scattering
(DIS), Drell-Yan (DY) and jet production covering a wide range in x and Q2. Figure 2.3
shows as an example the PDFs from the CTEQ6M PDF set for Q = 100 GeV.

Figure 2.3: CTEQ6M parton distribution
functions for a momentum scale of Q =
100 GeV [41].

In addition to a precise knowledge of the values of the PDFs, the uncertainties on
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2. Z Boson and Higgs Boson Production in the Context of the Standard Model

these values are of great importance. The different sources of uncertainties are explained
in Ref. [41, 45, 46]. The quark distributions are mainly determined from DIS and DY
production, whereas the gluon distribution is determined indirectly from measurements
of the quark distributions at low x, and from jet production measurements for high x.
Thus, the largest uncertainty comes from the gluon distribution. For the evaluation of
PDF uncertainties two approaches are used, the Lagrange Multiplier [47] and the Hessian
technique [48]. Latest results from both the CTEQ and the MRST group use the Hessian
technique. In the context of the Hessian technique, a matrix with dimensions defined
by the number of free parameters Np of the global fit is diagonalized, which results in a
set of eigenvectors, 20(26) for CTEQ and 15 for MRST. The set of eigenvectors provide
the basis for the calculation of the PDF uncertainty on the cross section. From that, the
final PDF error set is determined by varying up and down each eigenvector within the
corresponding uncertainties, resulting in 40(52) PDF error sets for CTEQ and 30 PDF
error sets for MRST.

2.2.3. Cross Section

Figure 2.4.: Schematic view of a hard scattering process [49].

Using the factorization theorem [50], the cross section σAB of a hard scattering process,
schematically depicted in Fig. 2.4, is given by

σAB→X =

∫
dxadxbfa/A(xa, Q

2)fb/B(xb, Q
2)σ̂ab→X , (2.24)

where σ̂ab→X describes the short-distance cross section for the scattering of the partons
a and b, also called partonic cross section. The long-distance part is separated from the
short-distance part and included in the PDFs. Therefore, the short-distance part does
not depend on the incoming hadrons and can be calculated by a perturbative expansion
in αs
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2.2. Phenomenology of pp Collisions

σAB→X =

∫
dxadxbfa/A(xa, µ

2
F )fb/B(xb, µ

2
F )× [σ̂0 + αs(µ

2
R)σ̂1 + ...]ab→X . (2.25)

µF denotes the factorisation scale and µR the renormalisation scale, at which the QCD
coupling constant is evaluated. µR is introduced due to renormalisation of the QCD
expansion. At higher order of the perturbative expansion, the dependence of the cross
section on µF and µR decreases. Typically, the factorisation scale and the renormalisation
scale are set equal and chosen to be at the order of the momentum scale Q of the hard
scattering process.

2.2.4. Higher Order Corrections

The cross section of the hard scattering process, detailed in Sect. 2.2.3, is determined using
a perturbative expansion. Leading order (LO) calculations provide a first estimate of the
cross section, but for large parts of the phase-space this approximation is not sufficient.
The scale uncertainty for LO calculations is quite large, since LO calculations are highly
dependent on the choice of µF and µR. In general, including higher orders of αs in the
calculation leads to more precise cross-section estimates. At each order in perturbation
theory, the partonic cross section contains ultraviolet (UV) infinities, which have to be
renormalised. In addition, higher order corrections consist of real and virtual corrections,
both need to be included in the calculation to cancel infrared (IR) divergences [51, 52].
Higher-order calculations require a large effort, since all diagrams containing an additional
factor of αs have to be taken into account. An approximation of higher-order effects can
be achieved by applying a so-called global K-factor, the ratio of the higher-order cross
section to the LO cross section, e.g.

KNLO =
σNLO
σLO

(2.26)

KNNLO =
σNNLO
σLO

(2.27)

Already, NLO calculations improve the cross-section estimate and uncertainty, but even
NLO calculations are not appropriate in all phase space regions. For NLO calculations
the higher-order corrections consist of one-loop virtual corrections and the real emission
of one extra quark or gluon. The test of NLO perturbative QCD predictions is one of the
main parts of this thesis.

2.2.5. Luminosity

The event rate, R, of a given process is related to its cross section σ and the instantaneous
luminosity L

R = σ · L. (2.28)

The latter is proportional to the number of bunches, nb, the numbers of particles per
bunch in each beam, n1 and n2 and and the collision frequency, f . In addition, it is
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2. Z Boson and Higgs Boson Production in the Context of the Standard Model

inversely proportional to the effective interaction area Aeff . These considerations are
valid for a simplified model, in which the particles are assumed to be point-like.

L = nb
n1 · n2

Aeff
f, (2.29)

with
Aeff = 4πσxσy, (2.30)

where σx and σy are the Gaussian beam width in horizontal and vertical direction. The
expected event rates and cross sections of various physics processes in pp̄-collisions and
pp-collisions are shown in Fig. 2.5.
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Figure 2.5.: Expected cross section and event rates for various physics processes in pp̄-collisions
and pp-collisions[49].

2.2.6. Multiple Proton Interactions

Hadronic collisions are characterized by the hard interaction and additional soft inter-
actions. Figure 2.6 shows the luminosity-weighted distribution of the mean number of
interactions per bunch crossing µ for the data taken in 2011 and 2012 with the ATLAS
experiment at the LHC.

The soft interactions, are composed of single-diffractive (SD), double-diffractive (DD),
non-diffractive (ND) and central-diffractive (CD) interactions. Minimum bias events are
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Figure 2.6: Luminosity-weighted distribution of
the mean number of interactions per bunch cross-
ing for the data taken in 2011 and 2012 with the
ATLAS experiment at the LHC [53].

usually associated with events occurring from non-single-diffractive (NSD) interactions.
They are characterised by a low transverse momentum and low multiplicity. The number
of minimum bias events is luminosity dependent. To some extent, minimum bias events
can be measured at low luminosities using random triggers.

Minimum bias interactions which take place at the same bunch crossing cause so-called
in-time pile-up resulting in additional tracks and energy deposits in the different detector
parts. In addition to in-time pile-up, Minimum bias interactions from previous bunch
crossings could cause so-called out-of-time pile-up, which mainly leads to additional energy
deposits in the calorimeter. The correct modelling of in-time and out-of-time pile-up is
important for physics measurements at high transverse momentum.

2.2.7. Underlying Event

The underlying event (UE) is related to the hard interaction of the hadronic collision
and consists of beam remnants and particles arising from soft multiple-parton interactions
(MPI). The correct modelling of the UE is essential for precise physics measurements
at high transverse momentum and large jet multiplicity, but it cannot be described by
perturbation theory. Therefore, non-perturbative phenomenological models are needed to
describe the UE. Currently, various approaches exist [54, 55], which are tuned to data.
Multi-jet events are ideal to study the UE, since the transverse region with respect to the
direction of the leading jet is really sensitive to the UE [56].

2.2.8. Modelling of QCD Radiation

As described in Sec. 2.2.4, coloured and/or charged particles can radiate quarks or gluons
before they enter the hard interaction, called initial state radiation (ISR), or after the
hard scattering process, called final state radiation (FSR). Preferably, the quarks and
gluons are emitted collinearly and/or soft to the hard interacting partons, carrying a non-
vanishing momentum. The radiated quarks and gluons are again able to radiate, which
leads to the formation of partonic cascades.

The correct modelling of ISR and FSR is essential for a full and realistic description
of the physics process. Current perturbative calculations in QCD are only performed at
NLO or for a few cases at NNLO. Nevertheless, for some phase-space regions corrections
for additional parton emissions cannot be neglected. These emissions can be be modelled
by either the full matrix-element calculation or by parton shower [57].
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The former is based on fixed-order pQCD calculations in different orders of αs. For
higher orders these calculations become increasingly difficult, especially including virtual
corrections. Therefore, LO and NLO calculations only exist for a limited number of mul-
tiple parton final states such that collinear and/or soft parton emissions are not included.
Nevertheless, the hard large-angle emission of a few partons is well described.

The parton-shower method is based on a probabilistic approach to describe the partonic
cascades. The probability of additional parton emissions is determined from the DGLAP
evolution [58–60] using a virtuality scale Q2. Partonic shower evolution is cut-off at a value
Q0, typically around 1 GeV. ISR is calculated using the backward-shower algorithm [61],
whereas FSR is calculated using the forward-shower algorithm [62, 63].

Since hard large-angle emissions are better covered by the full matrix-element calcula-
tions, whereas soft collinear emissions are better described by the parton shower method,
both methods can be combined to provide an accurate description of physics processes
with a multiple parton final state at high energies.

2.2.9. Fragmentation

The formation of hadrons out of quarks and gluons produced in the collision is called
fragmentation or hadronisation. Due to the fact that αs grows to values larger than one for
energies at the order of 1 GeV, fragmentation cannot be described by perturbation theory.
Currently, various phenomenological models exist in order to provide an approximation of
such processes. The most successful models are the string fragmentation (SF) [64, 65] and
the cluster fragmentation (CF) [66–69]. The different fragmentation models are tuned to
match the data. Since the process of fragmentation is approximately universal, already
e+e−-collision data from LEP could be used for tuning.

2.3. Z/γ∗ + jets Production at Hadron Colliders

The introduction of the electroweak theory [22] in 1968 predicted not only the existence
of the W boson, responsible for the beta decay, but as well the existence of the Z boson,
which was discovered in pp̄ collisions at the Super Proton Synchrotron (SPS) at CERN
in 1983 [70]. The Z boson is the heaviest of the gauge bosons, as shown in Tab. 2.1,
mediating the neutral current part of the weak interaction.

As Z boson properties are precisely known from e+e− collisions at the Large Electron
Positron Collider (LEP) at CERN and the Stanford Linear Collider (SLC) at SLAC, the
selection of Z bosons in hadronic collisions serves as a precision benchmark of SM physics.
The production cross section is quite large, see Fig. 2.5. In addition, the decay of the Z
boson in two oppositely charged leptons provides a very clean signature in the detector,
which is easy to trigger on, since the backgrounds are under control. Furthermore, the
selection of Z bosons in association with jets provides a valuable test of pQCD predictions
and constitutes an important background for studies of the Higgs boson properties and
searches for new physics. Studying the production of Z bosons in association with jets with
a high level of accuracy is possible in data taken from the CDF and DØ experiment at the
Tevatron and from the ATLAS and CMS experiment at the LHC. Z boson production and
an overview of recent experimental results, together with theoretical predictions and the
challenges of higher order corrections in kinematic regimes accessible at hadron colliders
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are explained in the following.

2.3.1. Z Boson Production and Decay

In hadronic collisions Z bosons are dominantly produced via the Drell-Yan (DY) process,
which is depicted in Fig. 2.7. A quark and an anti-quark from the interacting hadrons
annihilate to create a pair of oppositely charged leptons, via the exchange of a virtual
photon γ∗ or a Z boson.

Figure 2.7.: Z boson production via the Drell-Yan process.

Theoretically, the inclusive DY cross section is known at next-to-next-to-leading order
(NNLO) pQCD determined by the FEWZ program [71–73] using the MSTW2008 NNLO
PDFs [42]. For the calculation, the QCD factorisation and renormalisation scales are set
to the mass of the Z boson. The NNLO pQCD prediction of the inclusive DY cross section
reaches a precision of approximately 5% [74], accumulating the uncertainties from NNLO
PDFs, the dependence on the factorisation and renormalisation scale and the choice of
αs.

The decay width of the Z boson is small ΓZ = 2.4952 ± 0.0023 GeV [22] compared to
its mass mZ = 91.1876 ± 0.0021 GeV [22]. Z bosons decay leptonically or hadronically
into a fermion-antifermion pair, except for the higher mass top and anti-top quark pair.
The branching ratios for the different decay modes are summarised in Tab. 2.4.

Z decay modes Fraction (Γi/Γ) [%]

e+e− 3.363±0.004

µ+µ− 3.366±0.007

τ+τ− 3.370±0.008

invisible 20.000±0.060

hadrons 69.910±0.060

Table 2.4.: Different decay modes of the Z boson with their corresponding branching ratios
[22].
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2.3.2. Jet Production in Association with a Z Boson

Z bosons in association with a jet can be produced via the Compton process and via the
qq̄ annihilation. The LO Feynman diagrams for both production mechanisms are shown
in Fig. 2.8.

(a)

(b)

Figure 2.8.: Feynman diagrams for the production of a jet in association with a Z boson via
(a) the Compton process and (b) the qq̄ annihilation.

At the LHC with
√
s = 7 TeV, the dominant production mechanism is the Compton

process, whereas at the Tevatron with
√
s = 1.96 TeV the production via qq̄ annihilation

dominates. A few NLO Feynman diagrams for the production of Z bosons in association
with multiple jets in the final state are depicted in Fig. 2.9.

g

q

q

e+

e−

g

gg

q

g q

g

g

e+

e−Z, γ∗
Z, γ∗

q

e+

e−

Q̄ Q̄

q

g

Z, γ∗

Figure 2.9.: A few NLO Feynman diagrams for the production of Z bosons in association with
three jets [15].

For high energy regimes, pQCD predictions are strongly affected by higher-order QCD
and EW corrections [75]. For example for pZT , higher-order EW corrections are expected to
reduce the differential cross section by 10%− 20% in the range 100 GeV < pZT < 500 GeV
[75], as shown in Fig. 2.10, due to larger EW Sudakov logarithms [76].
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photon recombination (red) are shown.

In addition, K-factors are expected to reach values of up to an order of 100 [9] for some
phase-space regions. Figure 2.11 compares the LO and NLO distributions of pZT , the pT
of the leading jet and the scalar sum of the transverse momenta of all jets HT,jets.
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Figure 2.11.: The LO and NLO distributions for pZT (left), pT of the leading jet (middle) and
the scalar sum of the transverse momenta of all jets HT,jets (right) obtained with MCFM [9].

The LO predictions of all three distributions are identical, whereas at NLO the pre-
dictions give very different results. Final states with high energetic jets, especially when
the transverse momentum of the jet exceeds the scale given by the Z boson mass, are
expected to be no longer dominated by events with jets recoiling against the Z boson. At
these scales, large contributions from final states with a Z boson radiated from a quark
line are expected due to QCD corrections at the order of αsln

2(pjetT /mZ), resulting in large
NLO K-factors.

For the cross section of the associate production of Z bosons with up to four jets
currently no fixed-order predictions higher than NLO exists [14–16]. A detailed discussion
of the NLO pQCD predictions for the associate production, together with a comparison
to recent measurements can be found in Chapter 8 to Chapter 9 of this thesis.
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Jet Scaling Patterns

As discussed in the previous sections, theoretical predictions for multi-jet events at a high
level of accuracy are challenging. Therefore, the physics of multi-jet production has been
studied since 1985 [77–79].

Poisson scaling of the exclusive jet multiplicity corresponds to a multiplicity ratio fol-
lowing

R(n+1)/n =
σn+1

σn
∼ n̄

n+ 1
, (2.31)

where n describes the number of jets in addition to the hard process and n̄ describes
the expectation value of the Poisson distribution. In the case of staircase scaling the
multiplicity is expected to follow a linear function

R(n+1)/n =
σn+1

σn
∼ R0 +

dR

dn
n. (2.32)

Current theoretical studies [10, 80, 81] predict a transition from staircase scaling to
Poisson scaling for large scale differences. For small scales and high jet multiplicities
additional jet emission is attributed to non-Abelian secondary splittings. For low jet
multiplicities, where the scale of the hard process is not much larger compared to the scale
of additional jet emissions, the non-Abelian secondary splittings are accompanied by a
PDF suppression. The emission of the first parton is more suppressed than the additional
parton emissions. For large scale differences between the leading jet and the additional
radiated jets, the scaling behaviour is expected to change to a Poisson scaling, typical for
an Abelian type of FSR resulting in subsequent soft parton emissions, in analogy to soft
photon emissions in QED.

Double-Parton Interactions

Final states with a Z boson in association with two jets can originate from a single-parton
interaction (SPI) or a double-parton interaction (DPI). The LO Feynman diagrams for
both processes are depicted in Fig. 2.12.

l
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q

g
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g

(a) SPI

l

l

q

q

Z

(b) DPI

Figure 2.12.: Leading order Feynman diagrams for the production of a two jets in association
with a Z boson originating from (a) single-parton interaction and (b) double-parton interaction.

The DPI part of the differential production cross section for a composite system (Y+Z)
in hadronic collisions can be parametrised by the effective area parameter for DPI, σeff (s).
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Assuming no correlation at first order between the two production processes, the total
cross section can be written as

dσ̂
(tot)
Y+Z(s) = dσ̂

(SPI)
Y+Z (s) + dσ̂

(DPI)
Y+Z (s) = dσ̂

(SPI)
Y+Z (s) +

dσ̂Y (s) · dσ̂Z(s)

σeff (s)
, (2.33)

where dσ̂
(SPI)
Y+Z (s) and dσ̂

(DPI)
Y+Z (s) correspond to the differential cross section of the direct

production and the production via DPI, respectively. dσ̂Y (s) and dσ̂Z(s) are the differen-
tial cross section of the individual production processes of Y and Z. By integrating over
the full phase space, σeff (s) can be determined by

σeff (s) =
σ̂Y (s) · σ̂Z(s)

σ̂
(DPI)
Y+Z (s)

=
σ̂Y (s) · σ̂Z(s)

σ̂
(tot)
Y+Z(s)− σ̂(SPI)

Y+Z (s)
. (2.34)

σeff is expected to be approximately independent of the process and the phase-space
requirements.

Current predictions from NLO fixed-order pQCD calculations do not include contribu-
tions from DPI, but for Z + 2 jets events the fraction of DPI events is expected to be
rather small ∼ 3% [82]. Therefore, the influence from DPI on the analysis presented in
this thesis has been assumed to be negligible, compared to the large uncertainties on the
theory predictions and on the measured cross sections.

2.3.3. Background Processes for Dileptonic Final States

The jet production in association with a Z boson for dielectron and dimuon final states are
characterised by two isolated oppositely charged leptons with additional well separated
jets. Background contributions are expected from the production of tt̄ pairs, single top
quarks, pairs of W bosons, Z bosons and a W and a Z, Z/γ∗(→ ττ), W (→ eν) and
multi-jet events. At the LHC, pairs of top antitop quarks are mainly produced via gluon
fusion. Single top quarks are produced in electroweak interactions via the s-channel, t-
channel and the associate production with a W boson (Wt-channel). Pairs of W bosons,
Z bosons and a W boson and a Z boson, in the following referred to as diboson, are
mainly produced in quark-antiquark interactions.

The background processes can be split into two groups, the irreducible backgrounds
and the reducible backgrounds. The former are characterised by an identical final state
with two isolated leptons. This is the case for tt̄, diboson and Z/γ∗ → τ+τ− production.
The reducible backgrounds can be split again into two groups, the backgrounds with
one isolated lepton and the backgrounds without isolated leptons. For both reducible
backgrounds the additional leptons originate from misidentification of jets or additional
activity in the detector. Events with only one isolated lepton in the final state are coming
from jet production in association with a W boson, where the W boson is decaying lepton-
ically, or from single-top-quark production. Events without isolated leptons originate from
multi-jet processes. Even if the misidentification rate for jets faking an isolated lepton is
rather low, the background from multi-jet processes has a non-negligible contribution due
to the large cross section for multi-jet processes.

The individual background contributions at the Tevatron and the LHC vary because
of the different production mechanisms due to the different centre-of-mass energies. The
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cross sections for the individual processes are shown in Fig. 2.5 in Sec. 2.2.5. At the Teva-
tron the dominant background contributions are multi-jet processes and the production
of jets in association with a W boson, whereas at the LHC multi-jet processes, tt̄ and
diboson production are the dominant contributions.

2.3.4. Experimental Measurements of Z/γ∗ + jets Production

Measurements of the jet production in association with a Z boson have been performed
at the Tevatron [3, 4] as well as at the LHC. At both colliders the analysis strategies are
quite similar. The measured cross sections, determined by a cut and count method, are
corrected for detector effects back to particle level and compared to pQCD predictions and
predictions from various generators. Results from the Tevatron show a good agreement
between NLO pQCD predictions and the measured cross sections, as shown in Fig. 2.13.
The measurements have only been performed for jet multiplicities up to three jets in the
final state and transverse momentum distributions up to 400 GeV for events with one or
two jets in the final state.
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Figure 2.13.: (a) Measured cross section as a function of the inclusive jet multiplicity and (b)
measured inclusive differential cross section as a function of the transverse momentum of the
jets for Z/γ∗(→ e+e−) + jets [3].

The significantly higher center-of-mass energy and the increased production cross sec-
tion at the LHC allow to explore completely new phase-space regions and provide more
precise tests of pQCD predictions.
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2.4. Higgs Boson Production at Hadron Colliders

The Higgs mechanism, as described in Sec. 2.1.1, yields the most popular and minimal
solution to solve the problem of mass generation. It predicts the existence of at least
one single Higgs boson. The Higgs boson is a scalar massive particle, carrying no electric
and colour charge. Within the SM, the Higgs boson mass is an unknown parameter.
Only upper and lower limits can be set by theoretical arguments. However, previous
experiments, such as LEP and the Tevatron, were able to set exclusion limits and shrink
the possible Higgs mass range. At the LHC, the search for the Higgs boson and the
measurement of its properties is a fundamental part of the physics program.

On July 4th, 2012, the discovery of a new boson of mass near 125 GeV was claimed
[1, 2], which is consistent with the SM Higgs boson. The properties of the SM Higgs boson
and the different production mechanisms, as well as recent results are described in the
remainder of this section. Non-minimal models with more Higgs bosons are not discussed
in this thesis.

2.4.1. Higgs Boson Mass Constraints

Within the minimal SM no mass for the Higgs boson is predicted, but theoretical argu-
ments suggest some constraints [83–89]. With increasing Higgs mass, the WW scattering
cross section via Higgs boson exchange also increases. In order to not violate the unitarity
in WW scattering, the Higgs bosons mass must be smaller than mH ∼ 1 TeV, unitarity
bound. An additional upper limit on the Higgs boson mass has been derived from the φ4

dependence of the Higgs potential of mH < 700 GeV, triviality bound. In addition, the
Higgs potential is bounded from below, since the vacuum has to remain stable, vacuum
stability bound. With decreasing value of λ, the potential becomes flatter, which could
cause an instability of the vacuum and therefore results in a lower bound on λ. As the
Higgs mass is proportional to

√
λ, the Higgs mass is limited, as well, by mH > 7 GeV.

Both the upper and the lower limits on the Higgs boson mass are dependent on the cut-off
scale Λ up to which the SM is expected to be valid.

Figure 2.14: “Chimney plot”: Upper and
lower limits on the Higgs boson mass as a
function of the cut-off scale Λ up to which
the SM is expected to be valid [90].

Figure 2.14 shows the Higgs boson mass as a function of Λ taking the theoretical

23



2. Z Boson and Higgs Boson Production in the Context of the Standard Model

arguments from above into account. The upper limit is given by the trivality bound,
while the lower limit has been determined from the vacuum stability bound.

Further constraints on the Higgs boson mass were set by indirect and direct mea-
surements from the experiments. The former is determined from a global fit to data
considering precision measurements of weak neutral currents and the W and Z masses.
An essential part is the sensitivity of the W mass on electroweak radiative corrections,
since it is proportional to ln (mH) but also proportional to m2

t , which makes the de-
termination quite complicated. The combination of electroweak precision measurements
from LEP and the Tevatron results in an upper limit on the Higgs boson mass of about
152 GeV at 95% confidence level (CL) [91]. Direct measurements from LEP have set a
lower limit of mH = 114.4 GeV at 95% CL [92]. In addition, the combined results of the
Tevatron experiments CDF and DØ could exclude the Higgs boson in the mass region
147 GeV < mH < 180 GeV at 95% CL [93].

2.4.2. Higgs Boson Decay

The Higgs boson couples directly to massive particles, coupling to massless particles are
realised via massive gauge boson or heavy quark loops. Within the SM, the possible Higgs
boson decays are predicted for a given Higgs boson mass. The probability of the different
decay channels is expressed by the individual branching ratios. Figure 2.15 shows the set
of branching ratios for a Higgs boson mass in the range 90 GeV < mH < 1000 GeV with
the corresponding theoretical uncertainties.
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Figure 2.15: Branching ratios
of the SM Higgs boson, together
with their corresponding theo-
retical uncertainties [94].

For a light Higgs boson, below the WW threshold, the dominant decay channel is the
decay into a bottom-antibottom quark pair with a branching ratio of ∼ 90% followed by
the decay into ττ with ∼ 10%. This difference comes from the fact that the partial decay
width for fermion decays is proportional to the fermion mass squared and the b-quark
mass is a factor of three higher than the τ mass. Above the WW threshold, the decays
into WW and ZZ are dominant. For a heavy Higgs boson, mH > 350 GeV, the Higgs
boson can also decay into a top-antitop quark pair.

At hadron colliders, final states containing jets must compete with a large amount of
multi-jet background, which make searches in these channels, e.g. H → bb̄, quite difficult.
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Therefore, searches with purely leptonic final states or photons are favoured. For a light
Higgs boson the decays into an oppositely charged τ pair and into a pair of photons are
the preferred ones.

2.4.3. Higgs Boson Production

The SM predicts various production mechanisms for the Higgs boson, but only a limited
number of them is accessible at the LHC, due to their in general low production cross
sections compared to other SM processes. Figure 2.16 shows the cross sections of the indi-
vidual production mechanisms accessible at the LHC with their corresponding theoretical
uncertainties at a centre-of-mass energy of 7 TeV in pp-collisions.
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At the LHC, the dominant production mechanism over the whole Higgs boson mass
range is the gluon fusion via a virtual heavy quark loop. The second most important
contribution to the overall production cross section is the weak boson fusion (WBF),
which has a ten times smaller cross section than the gluon fusion. The WBF production
is characterised by two high energetic, well separated forward jets and reduced central jet
activity in the final state, which can be used for background suppression. Other possible
production mechanisms are the associated Higgs boson production with weak bosons or
top quarks. Figure 2.17 shows the LO Feynman diagrams of the dominant production
mechanisms at the LHC.
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(a) Gluon fusion (b) Weak boson fusion

(c) Higgs-Strahlung (d) Top fusion

Figure 2.17.: LO Feynman diagrams for the dominant Higgs boson production mechanisms
at the LHC: (a) the gluon fusion, (b) the weak boson fusion, (c) the associated Higgs boson
production with vector bosons and (d) top quarks.

By moving to higher centre-of-mass energies the cross sections will be significantly
increased, as shown in Fig. 2.18.
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2.4.4. Experimental Measurements of Higgs Boson Production

Searches at previous colliders, such as LEP and the Tevatron, were able to shrink the
possible Higgs boson mass range, as discussed in Sec. 2.4.1. In addition, recent results
from the Tevatron have shown an excess with a global significance of ∼ 2.5 σ in the mass
range 115 GeV < mH < 140 GeV [93].

The LHC has successfully started the quest for the Higgs boson. On July 4, 2012, both
the ATLAS collaboration and the CMS collaboration claimed the discovery of a new boson
with a mass of 126.0± 0.4 (stat)± 0.4 (syst) GeV (ATLAS) [1] and
125.3± 0.4 (stat)± 0.5 (syst) GeV (CMS) [2] with a local significance above 5 σ. Re-
cent results from ATLAS and CMS from the end of 2012 using a combined dataset of up
to 4.8 fb−1 at

√
s = 7 TeV and 13 fb−1 at

√
s = 8 TeV (ATLAS) and up to 5.1 fb−1 at√

s = 7 TeV and 12.2 fb−1 at
√
s = 8 TeV (CMS) have shown an increased local signif-

icance of the new boson of 7.0 σ (ATLAS) [95] and 6.9 σ (CMS) [96] for a Higgs boson
mass hypothesis near mH = 125 GeV. Figure 2.19 shows the observed local probability
p0 for both experiments for the individual channels and the combination.
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Figure 2.19.: Observed local probability p0 for the individual channels and the combination
for (a) the ATLAS experiment [95] and (b) the CMS experiment [96]. The dashed black line
shows the expected local probability p0 as a function of the Higgs boson mass.

The properties of this boson are consistent with the expectations of a SM Higgs boson,
but the uncertainties on the properties are still very large. So far, the LHC shows evidence
only in the vector boson decay modes H → γγ, H → ZZ and H → WW .

From now on, the highest priority is to establish the nature of this new boson, which
also implies the observation of the boson decaying to fermions, such as H → ττ . One
of the most promising channels would be the WBF production, since it provides a very
clean signature in the detector.
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3. Experimental Setup

The Large Hadron Collider (LHC) at CERN plays a decisive role in the investigation of the
fundamental problems of the SM and beyond. This chapter describes the LHC accelerator
complex and the ATLAS detector. The first section is dedicated to the description of the
LHC and the second section gives an overview on the ATLAS detector with its main
components.

3.1. The Large Hadron Collider

The LHC [97] is the highest energy particle accelerator ever built. It is located in the
old tunnel of the Large Electron-Positron Collider at CERN. With its circumference of
27 km, the LHC crosses the Franco-Swiss border twice. It has been designed to collide
protons at a centre-of-mass energy of 14 TeV with a collision rate of 40 MHz and an
instantaneous luminosity of 10 nb−1s−1. Before being injected into the main accelerator,
the protons, produced by the ionisation of hydrogen atoms, have to be preaccelerated.
Finally, the protons are injected in the main LHC ring in opposite directions, where they
are accelerated up to the nominal beam energy, before they are brought to collision. By
design, each proton beam includes 2808 bunches of about 1011 protons per bunch, which
results on average in 23 interactions per bunch crossing.

Figure 3.1.: The Large Hadron Collider accelerator with its main experiments.

Figure 3.1 shows a sketch of the LHC accelerator complex. The LHC has four main
experiments, ATLAS, CMS, ALICE and LHCb, which are placed at four interaction points
around the beam pipe. The two general-purpose detectors ATLAS, which is detailed in
Sec. 3.2, and CMS [98] have been built to study many aspects of pp-collisions. Both were
designed mainly for the discovery of the Higgs Boson, the measurement of its properties
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and searches for new physics. The ALICE [99] detector was built to investigate heavy
ion collisions, especially with the purpose of studying the properties of matter at high
energy densities. The LHCb [100] detector was also built to study pp collisions, but with
a specialisation on physics with b-quarks.

The LHC has successfully started its operation in November 2009, after the first test
in September 2008, which was stopped by a magnet quench caused by an electrical fault.
On March 30, 2010, a new era of particle physics was heralded. The first collisions at a
centre-of-mass energy of 7 TeV were recorded, which set a new world energy record. The
operational conditions of the LHC for the data taking of 2010 and 2011 are summarised
in Tab. 3.1.

Parameter 2010 2011

Maximum number of bunch pairs colliding 348 1331
Minimum bunch spacing (ns) 150 50
Typical number of protons per bunch (1011 protons) 0.9 1.2
Peak luminosity (1033 cm−2s−1) 0.2 3.6
Maximum number of interactions per bunch crossing ∼ 5 ∼ 20
Total integrated luminosity delivered 48.1 pb−1 5.61 fb−1

Table 3.1.: Operational conditions of the LHC for 2010 and 2011 data taking in pp-collisions
at
√
s = 7 TeV [101].

From the beginning of 2010 until the end of 2012, ATLAS has collected an integrated
luminosity of 45 pb−1 in 2010, 5.25 fb−1 in 2011 at

√
s = 7 TeV and 23.3 fb−1 at

√
s =

8 TeV. For 2013 and 2014, a long shutdown is planned to set up the machine for a
long running period with its design parameters. Figure 3.2 shows the total integrated
luminosity for 2010 and 2011 versus days in pp-collisions. For 2010 and 2011 the average
data taking efficiencies were 93.6% and 93.5%, respectively.
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Figure 3.2.: Total integrated luminosity in pp-collisions for (a) 2010 and (b) 2011 versus day,
delivered by the LHC (green) and recorded by ATLAS (yellow) [102].
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3.2. The ATLAS Detector

The ATLAS detector [103], with a height of 22 m and a length of 45 m, is the biggest
of the four LHC experiments. Figure 3.3 shows a schematic view of the ATLAS detector
with its main components.

Figure 3.3.: Schematic view of the ATLAS detector [103].

Based on the large physics programme of the LHC, the ATLAS detector has to fulfil
many requirements. Most of the interesting physics processes are expected to have a
very low cross section, therefore a large integrated luminosity is needed to reach the
significance for an observation or a discovery. Since the discovery of the Higgs boson and
the measurement of its properties is a fundamental part of the LHC physics program, the
ATLAS detector has been optimized for such measurements.

Many of the interesting physics processes are characterised by leptons, high energetic
forward jets and a large amount of missing transverse energy (MET) in the final state.
Therefore, a very good electromagnetic calorimeter for electron and photon identification
and measurements, together with a hermetic hadronic calorimeter for jet and MET mea-
surements is needed. In addition, a high performance of the muon chambers is needed to
provide a good muon identification and resolution.

The ATLAS detector has a cylindrical shape and is centred around the beam pipe.
It consists of five main components: the magnet system, the inner detector system,
the calorimeter system, the muon system, and the data acquisition system. The in-
nermost part of the detector is a silicon-based tracker plus a transition radiation tracker,
surrounded by the electromagnetic calorimeter (ECAL) and the hadronic calorimeter
(HCAL). The outermost part of the ATLAS detector is the muon spectrometer. In the
following subsections, the different detector components are described in more detail.

The coordinate system of the ATLAS detector is defined such that its origin is identical
with the nominal interaction point. The z-axis points in the direction of the beam axis and
the x-y plane is transverse to it. The positive x-axis points in the direction of the centre of
the LHC ring and the positive y-axis points upwards, building a right-handed coordinate
system. In addition, cylindrical coordinates are used to parametrise the detector geometry.
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φ is the azimuthal angle perpendicular to the beam axis and θ is the polar angle from the
beam axis perpendicular to the x-axis. In order to describe the direction of particles in
the detector, the pseudo rapidity, defined as

η = −1

2

( |~p|+ pz
|~p| − pz

)
= − ln

(
tan

θ

2

)
(3.1)

is used. For massive particles like jets, the rapidity is used

y =
1

2
ln [(E + pz) / (E − pz)] . (3.2)

3.2.1. Magnet System

The ATLAS detector has two large superconducting magnet systems: the solenoid and
the toroid system. Both are used for the bending of charged tracks in order to measure
their momentum. Figure 3.4 shows a schematic view of the magnet system.

Figure 3.4.: Magnet system of the ATLAS detector including the solenoid and the air-core
toroids [103].

Solenoid The solenoid system produces an axial magnetic field of about 2 T and sur-
rounds the tracking system. It is used for the momentum measurement of charged particles
in the inner detector. The solenoid system covers the pseudo rapidity range |η| < 2.7.

Toroid The toroid system consists of three large air-core toroids, one barrel toroid and
two end-cap toroids. Each of them has 8 air coils. The toroid system encloses the elec-
tromagnetic (EM) and hadronic calorimeter and is placed within the muon spectrometer.
The barrel and the end-cap toroid magnets together cover a range of |η| < 2.7, producing
a magnetic field of up to 2.5 T in the barrel region and up to 3.5 T in the end-cap region.
The bending power of the barrel toroid encompasses the range between 2 to 6 Tm. Both
end-cap toroids provide a bending power of 4 to 8 Tm.
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3.2.2. Inner Detector System

The inner detector system has a full coverage in φ and covers a pseudorapidity range up
to |η| = 2.5. A schematic view of the inner detector is shown in Fig. 3.5.

Figure 3.5.: Schematic view of the ATLAS inner detector [103].

It consists of three sub-detectors: the silicon pixel detector, the silicon micro-strip
detector (SCT) and the transition radiation tracker (TRT). The inner detector is used
for vertex and track reconstruction of charged particles with pT > 0.5 GeV. It allows to
identify secondary vertices, which is of great importance for the tagging of b quarks.

Silicon Pixel Detector The pixel detector, the innermost part of the inner detector,
provides high precision measurements very close to the interaction point. It provides the
best resolution of the impact parameter due to its high granularity and its proximity to
the beam pipe. The pixel detector consists of three barrel layers around the beam axis
and three end-cap discs on each side. It typically provides three space points per track
over the full acceptance region of the inner detector and reaches a resolution of up to
9− 10 µm.

Silicon Micro-Strip Detector The SCT encloses the pixel detector and is composed
of 8 layers of micro-strip sensors in the barrel region, which are grouped in pairs using a
small stereo angle of 40 mrad to provide measurements in z-direction. The barrel region
covers a range up to |η| = 2.4. The end-caps consists of 9 discs and cover a pseudo
rapidity region between |η| = 1.4 and |η| = 2.5. The SCT typically provides four space
points per track and reaches a resolution of up to 17 µm.

Transition Radiation Tracker The TRT, the outermost part of the inner detector,
is, in contrast to the two other inner detector parts, a gaseous detector. It is composed
of drift straw tubes, filled with Xenon gas, covered by a radiator foil. The TRT uses a
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combination of two effects for the detection of the charged particles: EM-ionisation and
transition radiation. The production of transition radiation, which depends on the mass
of the particle, its charge and momentum, can be used to distinguish between electrons
and pions. The TRT typically provides 36 space points per track and reaches a resolution
of up to 130 µm per straw tube.

The combination of the pixel detector, the SCT and the TRT typically provides overall
43 space points per track and therefore delivers a very good pattern recognition and a
high precision coordinate measurement.

3.2.3. Calorimeter System

The calorimeter encloses the solenoid system and the inner detector. It is composed of an
inner EM calorimeter and an outer hadronic calorimeter. The purpose of the calorimeter
systems is to measure the energy deposition of charged and neutral particles. The EM
calorimeter absorbs most of the energy from the EM showers produced by pair production
and bremsstrahlung, whereas hadronic showers range into the hadronic calorimeter, where
most of their energy is absorbed. Both calorimeter systems have a full coverage in φ.

Electromagnetic Calorimeter The EM calorimeter is a liquid-argon (LAr) sampling
calorimeter, which has a high granularity and provides a very good energy and position
resolution [104]. It consists of a barrel calorimeter and two end-cap calorimeters, one on
each side. The EM calorimeter uses lead as absorber material and LAr as active material
and covers a pseudo-rapidity range up to |η| = 3.2. The absorber are accordeon shaped,
which has the advantage of a full coverage in φ without azimuthal cracks. The resolution
of the EM barrel calorimeter has been determined in electron test beam measurements
and found to be σ/E = 10%/

√
E ⊕ 2% [105].

Hadronic Calorimeter The hadronic calorimeter is composed of a scintillator-tile
calorimeter and a LAr hadronic end-cap calorimeter (HEC). Both are also sampling
calorimeters. The tile calorimeter uses steel as absorber material and scintillating tiles
as active material, whereas the HEC uses copper as absorber material and LAr as active
material. The tile calorimeter consists of a large central barrel and two smaller extended
barrel cylinders and covers a range up to |η| = 1.7. The region between |η| = 1.5 and
|η| = 3.2 is covered by the HEC. The energy resolution of hadrons in the tile calorimeter
has been measured to σ/E = 52.9%/

√
E ⊕ 5.7% in test beam studies [106].

The region 3.1 < |η| < 4.9 is covered by the LAr forward calorimeter (FCAL), which
provides electromagnetic and hadronic energy measurements.

3.2.4. Muon System

The muon system, the outermost part of the ATLAS detector, is designed to measure the
muon momentum with high resolution in the pseudo-rapidity range |η| ≤ 2.7. The muon
system is composed of four components: the monitored drift tubes (MDT), the cathode
strip chambers (CSC), the resistive plate chambers (RPC) and the thin gap chambers
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(TGC). The MDT’s are used as high precision tracking chambers in the full pseudo-
rapidity range, except for the innermost end-cap layer in the region 2.0 < |η| < 2.7,
where the CSC’s are used due to their higher granularity. The MDT’s and CSC’s reach a
resolution of 80 µm and 60 µm, respectively. The RPC’s and TGC’s are used for triggering
with a response time of 15− 25 ns. The RPC’s covers the barrel region (|η| < 1.05) and
the TGC’s cover the end-cap regions (1.05 < |η| < 2.4).

3.2.5. Data Acquisition and Trigger System

Given the collision rate and average number of interactions per bunch crossing, the ATLAS
detector has to deal with a very high event rate at the order of 1 GHz. By design, the
maximum storage rate was restricted to less than 200 Hz. Therefore, a highly efficient
trigger system with a maximized physics coverage is needed. In addition, each event
requires on average 1.5 MB of storage space, which calls for a very efficient data acquisition
system (DAQ).

The ATLAS trigger system [107, 108] consists of three levels: the level-1 trigger (LVL1),
the level-2 trigger (LVL2) and the event filter (EF). The High-Level trigger (HLT) is
represented by the combination of LVL2 and EF. The event rate is reduced consecutively
on each level, to give sufficient time for data processing.

The different trigger signatures are summarised in the so-called trigger menu, which
strongly depends on the data taking conditions. Some of the triggers need to be prescaled,
since for triggers with high rates, only a fraction of events can be selected due to limited
storage rate. These events are selected randomly. Figure 3.6 shows a functional overview
of the ATLAS trigger system, together with a sketch of the event rates and processing
times at the different decision stages.

(a) (b)

Figure 3.6.: (a) Functional overview of the ATLAS trigger/DAQ system and (b) the event
rates and processing times at the different decision stages [108].
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Level-1 Trigger The LVL1 is a hardware-based trigger, which uses information from
the calorimeter system and the muon spectrometer. This level defines a region of interest
and the first classification of particles is made. It reduces the initial event rate to less
than 75 kHz (100 kHz by design).

Level-2 Trigger The LVL2 is a software-based trigger. Its decision is based on the
region of interest defined by the LVL1, refining the object classification by taking the full
detector information into account. This leads to an event rate of 1 kHz.

Event Filter Like the LVL2, the EF is a software-based trigger and is part of the DAQ
system. The EF has access to the full event information. On this stage a refined and
complex event selection is used to reduce the event rate furthermore to O(100 Hz). This
selection is similar to the subsequent offline selection used for the final reconstruction.
The event rate in 2011 was on average 400 Hz.
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Monte Carlo (MC) simulation plays an essential role in modelling of particle physics pro-
cesses, especially beyond fixed order perturbative QCD. Predictions from MC generators
are supplemented with detector simulation in order to map theoretical predictions to
experimental results.

In particle physics, three types of MC generators are used: multi-purpose LO hadroni-
sation and shower generators, NLO generators and multi-leg LO generators. In addition,
generators for specific final states exist.

Multi-purpose parton shower generators, such as HERWIG [109] or PYTHIA [57], are
based on calculations of the leading order hard process. Higher order corrections which
are enhanced by large kinematic logarithms are modelled by parton shower (PS). Parton
shower implies the production of extra jets in the event, but mainly accounts for collinear
and soft emissions and not for hard large angle emissions, as discussed in Sec. 2.2.8.

Multi-leg generators, such as ALPGEN [11], SHERPA [12] or MadGraph [110], are
parton-level generators which use fixed-order matrix element (ME) calculations in lowest
order in perturbation theory, not including virtual corrections. In addition, ALPGEN
and MadGraph do not incorporate any kind of hadronisation, resulting in final states of
bare quarks and gluons. Therefore, they need to be supplemented by hadronisation and
showering programmes to obtain a full and realistic model of the physics process. The
phase space at low pT and small angles is dominated by parton shower jets, whereas at
high pT and large angles jets from the hard matrix element dominate, with a small overlap
region. In order to avoid double counting, ME+PS matching algorithms, like CKKW [111]
or MLM [112, 113], are needed, which allow the combination of tree-level matrix elements
for hard large angle emissions and parton shower for soft collinear emissions.

NLO generators, such as MC@NLO [114] or POWHEG [115, 116], are parton-level
generators which are based on hard matrix element calculations including the full NLO
QCD corrections. They are expected to give a better description of the hard core 2→ 1
and 2→ 2 process and the overall rate compared to matched ME+PS generators and pure
showering generators. In order to provide a full and realistic model for the physics process,
NLO generators also have to be interfaced to hadronisation and showering programs.

The full production chain of simulated MC events at the ATLAS experiment consists
of 5 steps, starting from the generation process up to the creation of Analysis Object
Data (AOD). The intermediate steps are the event simulation, the digitization and the
reconstruction. All these steps are performed within the Athena framework [117]. In the
first step, particle four-vectors for specific physics processes are generated and saved as
HepMC [38]. The MC generators which are used for the following analysis are described
in more detail in the following sections. The four-vectors are then passed through the
GEANT4 [118, 119] simulation or the ATLFAST II [120] simulation. The latter replaces
the CPU intensive steps: the simulation, the digitisation, and the reconstruction by a fast

37



4. Monte Carlo Simulation and Event Generators

simulation. This results in more statistics, but has the disadvantage that not all detector
components are modelled precisely. The digitisation step is used to transform the output
from the GEANT4 simulation into the actual output format of the detector, the Raw Data
Objects (RDOs). Finally, in the reconstruction step, which is identical for digitised MC
events and real data, the output from the readout electronics is reconstructed as tracks
and energy depositions and saved as Event Summary Data (ESD). A reduced version of
the ESDs, only containing a summary of the reconstructed events, are saved as AODs.
For analysis purposes, D3PDs are created from the AODs, which can be easily accessed
within ROOT [121].

4.1. PYTHIA

PYTHIA is a leading order multi-purpose hadronisation and showering generator, which
can be used to simulate hard and soft interactions. It contains a large library of subpro-
cesses around 240 different 2→ n processes, which are mainly 2→ 1 or 2→ 2 processes.
PYTHIA describes initial and final state radiation, multiple particle interactions, frag-
mentation and decays. Initial and final state radiation is simulated using Q2-ordered or
pT -ordered parton showers depending on the tune while for the fragmentation the Lund
string model [64, 65] is used. For multiple interactions PYTHIA uses a pT -ordered parton
shower and colour string fragmentation.

4.2. HERWIG

HERWIG, just as PYTHIA, is a leading order multi purpose hadronisation and showering
generator, which can be used to simulate hadronic and leptonic collisions. It also contains
a large library of 2→ n hard scattering processes. HERWIG includes initial and final state
radiation, as well as UE simulation, hadronisation and decays. In contrast to PYTHIA,
HERWIG uses the angular-ordered parton shower model for the description of the initial
and final state radiation and for hadronisation the cluster hadronisation model [66–69].
The UE simulation in HERWIG is based on high energy pp simulation program of the
UA5 collaboration [122], incorporating the cluster fragmentation model. In addition,
HERWIG can be interfaced to JIMMY [123, 124] for the UE simulation, which uses the
multiple scattering model.

4.3. ALPGEN

ALPGEN is a multi-leg generator and has been designed to generate hard multi-parton
processes in hadronic collisions. It provides fixed order matrix element calculations at
tree-level in QCD and EW interactions for a large set of processes, such as W/Z + jets
for up to 6 jets. ALPGEN is interfaced to HERWIG or PYTHIA to evolve the event by
parton shower and finally form hadrons from the partonic cascades. In order to avoid
double counting, MLM matching is used for the merging of the tree-level matrix elements
and the parton shower jets. For QED radiative corrections in massive boson decays
ALPGEN is interfaced to PHOTOS [125].
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4.4. SHERPA

SHERPA, just as ALPGEN, is a multi-leg generator, which in addition provides its own
algorithms for initial and final state radiation [126, 127], multiple interactions [54], frag-
mentation and decays. It has been designed to generate hard scattering processes within
the SM and beyond. In order to avoid double counting in the merging of tree-level ma-
trix elements and parton shower jets, the CKKW approach is used. For the formation
of hadrons, SHERPA uses a modified cluster hadronisation model [128], which is based
on the model used in HERWIG. In addition, the YFS [129] approach is incorporated in
SHERPA to describe the effect of virtual and real QED corrections.

4.5. MC@NLO

MC@NLO is a NLO generator which has been designed to simulate hadronic processes.
For the evolution of the events with parton shower, MC@NLO is interfaced to HERWIG.
Due to the resummation technique used for the NLO corrections, a fraction of events is
generated with negative weights.

4.6. AcerMC

AcerMC [130] is a parton level generator which has been designed to simulate hard in-
teractions for various SM background processes in pp-collisions. It provides calculations
of the hard matrix element with the help of the MadGraph package. For initial and final
state radiation, UE simulation, hadronisation and decays AcerMC has to be interfaced to
a multi-purpose hadronisation and showering generator such as PYTHIA or HERWIG.
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This chapter gives an introduction into possible methods for the solution of inverse prob-
lems. Within particle physics the solution of such problems is better known as unfolding
and many different unfolding methods are available, e.g. the iterative (Bayes) method
[131] or the singular value decomposition (SVD) [132]. Measured distributions in par-
ticle physics are influenced by resolution effects, non linearities and the acceptance of
the detector. Unfolding describes the transition from the measured distributions to the
underlying truth distribution. Therefore, unfolded results have the advantage that they
are detector independent and can be directly compared to theory predictions or results
from other experiments. However, it is not always necessary to unfold the measurements,
it depends on the problem. Sometimes it is easier to fold the theory predictions with the
detector resolution and compare it directly to the measurement, since inverse problems
are difficult to solve and the solution provides only an approximation of the problem.

The choice of the unfolding method depends on different parameters, e.g. the size
of migration and the shape of the distribution. For the following analyses the iterative
(Bayes) method and the bin-by-bin method [133] are used. The latter is a simple cor-
rection method and only includes migrations between bins to the extend to which they
are modelled in MC. In the following, the iterative (Bayes) method is described in more
detail. In addition, the performance of this method and its error calculations is tested
using toy MC.

5.1. Iterative (Bayes) Method

The iterative (Bayes) method [131] was introduced in 1994 by G. D’Agostini and is im-
plemented in the RooUnfold package [134].

The method can be explained using a picture of causes C and effects E. The causes
represent the true distribution before smearing and the effects substitute the reconstructed
values, including smearing, migration, reconstruction efficiencies and fakes. Each cause
can produce different effects, but for a given effect, as it is the case in a measurement,
the exact cause is not known. Figure 5.1 visualises the connections between the causes
and effects. The node T indicates the trash bin, representing the inefficiency of the
reconstruction.

However, the probability for an effect produced from a defined cause P (Ej|Ci) can be
estimated assuming some knowledge about the migration, efficiency and resolution. This
is usually achieved by using MC event samples. Now the goal is to estimate the probability
P (Ci|Ej) that different causes Ci were responsible for the observed effect Ej. A simple
inversion cannot be used to solve this problem, since most matrices are not invertible, but
the Bayes theorem1 yields a solution.

1P (A|B) = P (B|A)P (A)
P (B)
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C1 C2 Ci CnC

E1 E2 Ej EnE T

Figure 5.1.: Connections between causes and effects [135]. The node T indicates the trash bin,
representing the inefficiency of the reconstruction.

P (Ci|Ej) =
P (Ej|Ci) · P0(Ci)∑nC

l=1 P (Ej|Cl) · P0(Cl)
, (5.1)

n̂(Ci) =
1

εi

nE∑
j=1

n(Ej) · P (Ci|Ej) εi 6= 0, (5.2)

with n̂(Ci) the expected number of events in the cause bin i, n(Ej) the number of events
in the effect bin j, P0(Ci) the initial probabilities and εi the efficiency that the cause i
has an effect. The expected number of events in the different cause bins can be used to
calculate the total true number of events N̂true and the probabilities of the causes P̂ (Ci):

N̂true =
nc∑
i=1

n̂(Ci), (5.3)

P̂ (Ci) = P (Ci|n(E))− n̂(Ci)

N̂true

. (5.4)

The unfolding is performed iteratively, starting from the initial probabilities for the first
iteration. Further iterations are based on the Bayesian posterior as prior, therefore P0(C)
needs to be substituted by P̂ (C) and n0(C) by n̄(C).

Equation 5.2 can be rewritten in terms of the unfolding matrix M

n̂(Ci) =

nE∑
j=1

Mij · n(Ej), (5.5)

Mij =
P (Ej|Ci) · P0(Ci)

[
∑nE

l=1 P (El|Ci)] · [
∑nC

l=1 P (Ej|Cl) · P0(Cl)]
, (5.6)

which is clearly not equal to the inverse of the migration matrix. But with increasing
number of iterations the result becomes close to the result which would be obtained with
a matrix inversion.

For the calculation of the covariance matrix of n̂(Ci) two different sources are taken
into account, an uncertainty on the distribution of the effects n(Ej)
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Vkl(n(E)) =

nE∑
j=1

Mkj ·Mlj · n(Ej) ·
(

1− n(Ej)

N̂true

)

−
nE∑

i,j=1
i6=j

Mki ·Mlj ·
n(Ei) · n(Ej)

N̂true

, (5.7)

with the true number of events N̂true and an uncertainty on the migration probabilities
P (Ej|Ci)

Vkl(M) =

nE∑
i,j=1

n(Ei) · n(Ej) · Cov(MkiMlj). (5.8)

The total uncertainty is calculated from the sum of both covariance matrices

Vkl = Vkl(n(E)) + Vkl(M). (5.9)

In the following, the absolute values and uncertainties provided by this method are tested
using toy MC.

5.1.1. The Toy Monte Carlo

This section describes a simple toy MC, which is used in the following to check the method.
Three different migration matrices with different migration (large migration (S1), medium

migration (S2) and low migration (S3)) for 3 bins without efficiency losses are defined

S1 =

 0 0.1 0.1
0.2 0.3 0.5
0.8 0.6 0.4

 , S2 =

 0 0.1 0.8
0.2 0.8 0.2
0.8 0.1 0

 , S3 =

 0 0.025 0.95
0.05 0.95 0.05
0.95 0.025 0

 .

For the unfolding, two different sources of uncertainties are present: a finite amount of
data and a finite number of events for the creation of the migration matrix. In order to
study the different uncertainty components, two different cases are defined:

1. create randomly 2000 test distributions to simulate the finite amount of data events

2. create randomly 2000 migration matrices from fixed probabilities on top of the test
distributions to simulate statistical fluctuations in the migration matrix due to a
finite statistics in Monte Carlo
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5.1.2. Performance checks

For the performance checks of the method, a C++ implementation of Ref. [131] is used.
In order to quantify if the absolute values and the uncertainties are correct ensemble

testing is used. The width of the Gaussian distribution from ensemble testing is compared
to the uncertainties calculated by the programme using pull distributions:

pull =
yi − µ
σi

(5.10)

with the unfolded values yi, the truth value µ and the calculated uncertainties σi. For
a correct treatment of the migration effect in the unfolding and a correct estimation of
the unfolding uncertainties, the pull distributions are expected to be standard Gaussian
(mean zero and unit variance).

Figure 5.2 shows the pull distributions for the three different migration matrices for
the first bin and the width of the pull distributions for the different bins considering the
randomly generated test distributions.
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Figure 5.2.: Comparison of (a) the pull distributions for the first bin and (b) the width of the
pull distributions for the different migration matrices with large migration S1 (blue), medium
migration S2 (red) and low migration S3 (black) for the randomly generated test distributions.

For all three migration matrices the pull distributions are centred around zero, but
with decreasing migration in the migration matrix, the pull distributions become nar-
rower. This leads to the conclusion that less migration leads to an overestimate of the
uncertainties in the programme, and therefore the migration effect is not treated correctly
in the uncertainty calculation.

This problem seems to come from the fact that the programme assumes a multinomial
distribution 2 for the data. But each data bin is multinomially distributed and the sum of
multinomial distributions is only a multinomial distribution if all distributions are equal.
In order to fulfil this requirement, the columns of the migration matrix have to be equal to
get the correct estimate for the uncertainty from the programme, which is not the typical
case in data analysis.

Due to the fact, that the data sample is a sum of multinomial distributions, the formula
for the calculation of the covariance matrix Vkl for the data sample n(E) is changed from
Eq. 5.7 to

2A multinomial distribution is a generalisation of the binomial distribution with more than two possible
outcomes.

44



5.1. Iterative (Bayes) Method

Vkl(n(E) =

nE∑
j=1

Mkj ·Mlj ·
nC∑
r=1

n̂(Cr) · P (Ej|Cr) · (1− P (Ej|Cr))

−
nE∑

i,j=1
i6=j

Mki ·Mlj ·
nC∑
r=1

n̂(Cr)P (Ei|Cr) · P (Ej|Cr). (5.11)

Figure 5.3 and Fig. 5.4 show the comparison of the pull distributions between the old
and the new uncertainty calculation for S1 and S2 for the first bin and the width of the
pull distributions for each of the three bins.
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Figure 5.3.: Comparison of (a) the pull distributions and (b) the width of the pull distributions
for the old (black) and the new (red) uncertainty calculation for the migration matrix with large
migration S1.
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Figure 5.4.: Comparison of (a) the pull distributions and (b) the width of the pull distributions
for the old (black) and the new (red) uncertainty calculation for the migration matrix with
medium migration S2.

As expected, for large migration, only a small improvement due to the new uncertainty
calculation is visible, whereas for the migration matrix with medium migration a clear
improvement is visible. For both cases with the new uncertainty calculation the width of
the pull distribution is now compatible with unity.
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5. Unfolding Methods

Figure 5.5 compares the width of the pull distributions for the fixed migration matrices
and the randomly generated migration matrices for the old and the new uncertainty
calculation.
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Figure 5.5.: Comparison of the width of the pull distributions for (a) the old uncertainty
calculation and (b) the new uncertainty calculation for the fixed migration matrix (black) and
the randomly generated migration matrices (red).

For the old uncertainty calculations the width of the pull distributions is broader for
the randomly generated migration matrices than for the fixed migration matrices, while
for the new uncertainty this difference nearly vanishes.

In summary, the new uncertainty calculation shows a clear improvement, but further
checks in more complicated scenarios need to be performed, before it can be used for
physics analyses. Since the iterative (Bayes) method shows problems concerning the error
calculation, in the following analyses ensemble testing is used to estimate the statistical
uncertainty including the intrinsic uncertainty on the method.

Recently, an improved Bayesian Unfolding method has become available, which was also
described by G. D’Agostini in Ref. [135] and which is based on the previous method but
the uncertainties are treated differently. In this method the quantities are described by
probability density functions and the error propagation is done by sampling. A comparison
between that method and the improvements for the old method is not performed yet.
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6. Object Definitions

The identification and reconstruction of physical objects are based on the information
from the respective detector subsystems. This thesis focuses on final states with jets
and electrons. The different analyses presented in this thesis are based on the data
taken in 2010 and 2011. From 2010 to 2011, the object definitions and calibrations have
been improved. In addition, the average number of interactions per bunch crossing have
increased from 2010 to 2011, as shown in Fig. 2.6 in Sec. 2.2.6, which necessitate more
refined methods to suppress events originating from pile-up.

In the following two subsections the different electron and jet algorithms are detailed.

6.1. Electrons

The electron reconstruction and identification is performed separately for electrons in the
central region of |η| < 2.47 and electrons in the forward region, 2.5 < |η| < 4.9. For
central electrons, the reconstruction and identification is based on information from the
EM calorimeter and the tracking detectors, whereas for forward electrons only information
from the EM calorimeter can be used, since tracking detectors only cover the region
up to |η| < 2.5. The following subsections detail the reconstruction and identification
algorithms for central electrons, as well as the performance of the electron measurements.
The algorithms for forward electrons will not be described in detail, since the analyses
presented in this thesis are performed for central electrons only.

6.1.1. Reconstruction Algorithm

The reconstruction of central electrons is based on the calorimeter-seeded algorithm [136].
Starting with cluster information reconstructed from the energy deposits in the EM
calorimeter, the clusters are then matched to reconstructed tracks of charged particles in
the inner detector. In order to find and reconstruct the EM clusters, the sliding-window
algorithm [137] is used. The size of the window has been set to 3× 5 in units of the cell
dimensions of the 2nd EM calorimeter layer, ∆η×∆φ = 0.025×0.025 and the total trans-
verse energy of the EM clusters is required to exceed 2.5 GeV. The window is positioned
to maximize the amount of energy. For each reconstructed cluster, the algorithm searches
for matched tracks within a window of the size ∆η ×∆φ = 0.05 × 0.10. For the case in
which more than one track matches the seed cluster, the closest in ∆R =

√
∆η2 + ∆φ2

to the seed cluster are selected. Tracks containing silicon hits are preferred.

Finally, the electron cluster is recomputed from a window with a size of 3× 7 and 5× 5
in units of the cell dimensions in the barrel and the endcaps, respectively. The energy of
the electrons is obtained from the calorimeter, while the φ and η direction are obtained
from the inner detector information. In the cases where the tracks do not contain any
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6. Object Definitions

silicon hits, the φ direction is determined from the track and the η direction is determined
from the cluster η-pointing.

6.1.2. Quality Criteria

For the identification of central electrons a cut-based selection is used, which is based
on calorimeter and tracking information. For physics analyses three cut-based selections
with different jet rejections are available: the loose, medium and tight selection [104, 138].
The jet rejections have been determined from MC simulation, which are at the order of
500, 5000 and 50000 [104]. The selection criteria of the loose and medium selections are
summarised in Tab. 6.1. The loose selection includes cuts on the hadronic leakage, as
well as on shower shape variables for the middle layer of the EM calorimeter. On top of
the loose selection, the medium selection includes cuts on shower shape variables for the
strip layer of the EM calorimeter and cuts on track quality requirements and track-cluster
matching. The tight selection is not described in this thesis, since only loose and medium
electrons are used for the analyses.

Type Description Name

Loose selection

Acceptance |η| < 2.47
Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of Rhad1

the EM cluster (used over the range |η| < 0.8 and |η| > 1.37)
Ratio of ET in the hadronic calorimeter to ET of the EM cluster Rhad

(used over the range |η| > 0.8 and |η| < 1.37)
Middle layer of Ratio of the energy in 3×7 cells over the energy in 7×7 cells Rη
EM calorimeter centred at the electron cluster position

Lateral shower width,
√

(ΣEiη2i )/(ΣEi)− ((ΣEiηi)/(ΣEi))2, wη2
where Ei is the energy and ηi is the pseudorapidity of cell i
and the sum is calculated within a window of 3× 5 cells

Medium selection (includes loose)

Strip layer of Shower width,
√

(ΣEi(i− imax)2)(ΣEi), where i runs over all strips wstot

EM calorimeter in a window of ∆η ×∆φ ≈ 0.0625× 0.2, corresponding typically
to 20 strips in η, and imax is the index of the highest-energy strip
Ratio of the energy difference between the largest and second largest Eratio

energy deposits in the cluster over the sum of these energies
Track quality Number of hits in the pixel detector (≥ 1) npixel

Number of total hits in the pixel and SCT detectors (≥ 7) nSi
Transverse impact parameter (|d0| <5 mm) d0

Track–cluster ∆η between the cluster position in the strip layer and the ∆η
matching extrapolated track (|∆η| < 0.01)

Table 6.1.: Definition of variables used for loose and medium electron identification cuts for
the central region of the detector with |η| < 2.47 [104].

For analyses with 2011 data, the selection criteria were improved to deal with higher
pile-up environments, called loose++, medium++ and tight++. These criteria have a
slightly lower selection efficiency, but a higher background rejection.
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6.1. Electrons

6.1.3. Performance

The electron energy scale and energy resolution have been determined using in-situ tech-
niques in Z → e+e− decays for central and forward electrons in 2010 and 2011 data
[104, 139]. These measurements have been cross checked for central electrons using
J/Ψ → e+e− and W → eν decays. The electron calibration has been performed in
bins of the energy E for different rapidity regions. Figure 6.1 exemplarily shows the elec-
tron energy scale correction with the associated uncertainties in the region |η| < 0.6 for
2010.
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Figure 6.1: Electron energy scale correction
with the associated uncertainties in the region
|η| < 0.6 for 2010 data, determined using in-
situ techniques in Z → e+e− (black circles),
J/Ψ→ e+e− (blue squares) and W → eν (red
triangles) decays [104].

Figure 6.2 shows the reconstructed invariant dielectron mass for Z → e+e− decays in
2010 and 2011 data. The width of the invariant dielectron mass gives an estimate of the
electron energy resolution.
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Figure 6.2.: Reconstructed invariant dielectron mass for Z → e+e− decays in (a) 2010 data
[104] and (b) 2011 data [139].

The distribution in data is well reproduced by MC simulation, except for some small
residual differences that results in the mass peak being slightly broader in data than in the
MC simulation. Therefore, smearing factors have been determined to account for those
residual differences, that have to be applied on the MC events.

Electron trigger, reconstruction and identification efficiencies have been measured in
data and MC using tag-and-probe methods [140, 141] in Z → e+e−, W → eν and
J/Ψ→ e+e− events. For Z → e+e− and J/Ψ→ e+e− events, one electron has been used
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6. Object Definitions

to define the event (tag) and the other electron has been used to measure the efficiency
(probe), whereas for W → eν events the missing transverse energy has been used as tag.
From those measurements, scale factors are provided to account for the differences in
data and MC. For 2011 data, the scale factors and their corresponding uncertainties are
slightly improved, due to the larger statistics and a better understanding of the differ-
ences between the results from tag-and-probe in W and Z events. Figure 6.3 shows as an
example the loose++ identification efficiency as a function of the transverse energy.

 [GeV]TE

5 10 15 20 25 30 35 40 45 50

 L
o
o
s
e
+

+
 i
d
e
n
ti
fi
c
a
ti
o
n
 e

ff
ic

ie
n
c
y

50

60

70

80

90

100

110

| < 2.47η|

 ee→Data Z

 ee→ ψData J/

ν e→Data W

 ee→MC Z

 ee→ψMC J/

ν e→MC W

ATLAS Preliminary
­1

 4.7 fb≈L dt ∫

Figure 6.3: Identification efficiency for elec-
trons passing the loose++ criteria in 2011 data
with a transverse energy between 7 GeV and
50 GeV [142].

6.2. Jets

Jets are ensembles of hadrons and other particles defined in a given cone, originating from
the hadronisation of a parton. For the reconstruction of jets various jet finding algorithms
exist. At ATLAS, the anti-kt algorithm [143] with a distance parameter of 0.4 is used as
default. This algorithm is infrared and collinear safe. The following subsections detail
the reconstruction and calibration of jets, as well as the jet quality selection and the
performance of the jet energy measurements.

6.2.1. Reconstruction Algorithm

Jet finding algorithms can use simulated partons (parton level jets), stable simulated
particles (particle level jets), reconstructed tracks in the inner detector (track jets) or
energy depositions in the calorimeter (calorimeter jets) as input. Calorimeter jets can
be reconstructed from various different inputs, e.g. calorimeter towers or topological
calorimeter clusters (topo-clusters) [137, 144].

For the analyses presented in this thesis, topo-clusters are used as inputs to the jet
finding algorithm, which are reconstructed at the electromagnetic (EM) scale, correctly
measuring the energy deposition by electromagnetic showers in the calorimeter. The
formation of topo-clusters follows a 4-2-0 algorithm, starting with the cells which have an
energy above four times the electronic plus pile-up noise as seed. The algorithm proceeds
with the recursive aggregation of all neighbouring cells, which have a signal-to-noise ratio
above two. Finally, all remaining cells are added to the clusters. Figure 6.4 shows an
overview of the jet reconstruction in ATLAS.
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6.2. Jets

Figure 6.4.: Overview of the jet reconstruction in ATLAS. After the jet finding, the jet four
momentum is defined as the four momentum sum of its constituents [145].

6.2.2. Calibration

In ATLAS various jet calibration schemes are available [146], which all use jets recon-
structed at EM scale as starting point. The calibration corrects for various detector
effects, such as calorimeter non-compensation, since the calorimeter response is lower for
hadrons than for electrons or photons. In addition, it corrects for dead detector mate-
rial, energy leakage due to particles outside the calorimeter, energy deposits outside the
calorimeter jet cone from particles inside the cone and inefficiencies due to noise threshold
and particle reconstruction.

For the following analyses, jets are calibrated to the hadronic scale using the EM+JES
scheme [146]. The calibration is performed in bins of the jet energy and jet rapidity and
restores the jet energy scale (JES) to the one for jets reconstructed on particle level. For
the 2010 dataset, the calibration consists of three steps [147]: a pile-up correction, a vertex
correction and a jet energy and direction correction derived from MC simulation. This
approach assumes implicitly that GEANT4 perfectly models the detector. For the 2011
dataset, due to its larger statistics, a further step correcting for the remaining difference
between data and MC could be added to the jet calibration scheme. This correction has
been determined using a combination of in-situ measurements based on the transverse-
momentum balance between a jet and well-calibrated reference object in Z + jet [148],
γ + jet [149], multi-jet [150] and dijet [151] events. A full overview of the ATLAS jet
calibration scheme used for the 2011 dataset is depicted in Fig. 6.5.

6.2.3. Quality Criteria

Jets used for physics analysis have to fulfil several quality requirements, in order to distin-
guish them from jets not originating from the hard interactions of the pp-collision (fake
jets). Those fake jets refer to beam-gas events, beam-halo events, cosmic ray muons or
calorimeter noise. For physics analysis with 2010 data two quality selections are defined
[147], the loose and medium selection, while for 2011 data two additional selections are
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6. Object Definitions

Figure 6.5.: Overview of the ATLAS jet calibration scheme used for the 2011 dataset. The
pile-up, absolute JES and the residual in situ corrections calibrate the scale of the jet, while the
origin and the eta corrections affect the direction of the jet [145].

introduced [152], the looser and tight selection. Figure 6.6 shows exemplarily the dis-
tribution of fake jets before and after applying the different jet quality criteria for the
transverse momentum and the φ distribution of jets.
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The efficiency of the different quality selections have been measured in data using tag-
and-probe methods in dijet events [152]. Figure 6.7 shows exemplarily the jet quality
selection efficiency for anti-kT jets with R = 0.4 in the region |η| < 0.3.
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6.2. Jets

For the analysis with the 2010 data presented in this thesis the medium quality selection
for jets is used, since it was optimised for high transverse momentum jets. For the analysis
with 2011 data the looser selection is applied, which has a larger jet selection efficiency
than medium (> 99.8% for pjetT > 20 GeV and the full η region) and is able to reject most
of the calorimeter noise.

Furthermore, jets can originate from additional pp-interactions per bunch crossing, as
described in Sec. 2.2.6. In order to reject those jets, the jet vertex fraction (JVF) is
defined as the ratio of the pT sum of its associated tracks belonging to the vertex of the
hard interaction to the pT sum of all its associated tracks. Since the JVF requires tracking
information, it is only defined within the tracker acceptance region. Jets originating from
the primary vertex are expected to have a value close to 1 for the JVF, whereas the value
for jets from additional pp-interactions are expected to be close to 0. For the following
analyses the absolute value of the JVF is required to be greater than 0.75 for the jets
which are identified in the acceptance region of the tracker (|y| < 2.4).

6.2.4. Performance

The jet energy scale and energy resolution has been studied in data and MC using in-
situ techniques. In the following, the performance of those methods is explained for the
dataset of 2010 and 2011.

Performance in 2010 Data

In 2010, jets are calibrated using MC simulation, as described in Sec. 6.2.2. Systematic
uncertainties of the JES account for uncertainties on the JES calibration method, the
calorimeter response, the detector simulation, the noise threshold of the calorimeter cells,
the knowledge of additional detector material and the relative calibration of jets with
η > 0.8 (η-intercalibration). Additional uncertainties account for the presence of pile-
up and close-by jets in the final state. Since the JES is derived from multi-jet events,
which have a different relative quark- and gluon-jet population compared to Z/γ∗ + jets
events, an additional uncertainty has been calculated to cover this difference. Figure 6.8
exemplarily shows the fractional JES uncertainty for the 2010 dataset as a function of the
jet transverse momentum in the region 0.3 ≥ |η| ≥ 0.8.
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The jet calibration in 2010 data has been tested using in-situ techniques in dijet and
γ + jet events and is able to restore the jet energy for the full kinematic range to the
extend of 2% [147].

The jet energy resolution (JER) has been studied using dijet-events in data and MC
event samples, generated by PYTHIA, based on two in-situ techniques, the dijet balance
and the bisector techniques [153] in the range 30 GeV < pT < 500 GeV and |y| < 2.8.
Figure 6.9 shows the fractional jet transverse momentum resolution.
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The resolution measured in MC simulation and data have been found to be in agreement
within 10% [154]. The relative difference is used to calculate the systematic uncertainty.
The extrapolation of the systematic uncertainty beyond the region mentioned above, has
been done by smoothly increasing the uncertainty up to a factor of three for pT = 10 GeV
and up to a factor of two for pT = 1000 GeV. In the forward region (2.8 < |y| < 4.5) the
JER uncertainty from the region 2.1 < |y| < 2.8 has been taken.

Performance in 2011 Data

In 2011 data, jets are calibrated using MC simulation plus an additional correction derived
from in-situ measurements to correct for the remaining differences between data and MC,
as described in Sec. 6.2.2. Systematic uncertainties of the JES account for uncertainties
on the different in-situ measurements entering in the jet calibration, uncertainties on the
pile-up correction, uncertainties due to close-by jets and uncertainties due to the different
flavour composition and response between the MC event sample used for the calibration
and the samples used for the analysis. The different systematic uncertainties have been
evaluated as a function of η and pT of the jet. In addition, the uncertainty due to the
pile-up correction is determined as a function of NPV and µ. In total the JES uncertainty
in 2011 is decomposed into 64 uncertainty components in order to fully take into account
the correlations. 54 of these components belong to the in-situ analysis. Figure 6.10 shows
the fractional JES uncertainty for the 2011 dataset as a function of the jet transverse
momentum for two different rapidity values.
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(a) jet pT , η = 0.5 (b) jet pT , η = 2.0

Figure 6.10.: Fractional JES uncertainty for jets reconstructed with the anti-kt algorithm with
R = 0.4 and calibrated using the EM+JES scheme as a function of the jet transverse momentum
for (a) η = 0.5 and (b) η = 2.0 [145]. The total uncertainty as well as the different components
are shown. The uncertainties have been derived from data taken in 2011 and MC simulation.

Compared to 2010 data, the JES uncertainty has significantly been reduced by approx-
imately 50% up to 1 TeV, due to the in-situ based calibration, as shown in Fig. 6.11.

Figure 6.11: Fractional JES uncertainty for
jets reconstructed with the anti-kt algorithm
with R = 0.4 and calibrated using the EM+JES
scheme as a function of the jet transverse mo-
mentum for η = 0.5 for the data taken in 2010
and 2011 [145].

The JER in 2011 data has as well been studied using dijet-events in data and MC
event samples, generated by PYTHIA, based on the same two in-situ techniques [153]. In
contrast to the studies with the 2010 dataset, the measurements have been extended to the
forward region and to larger pT regimes. The resolution measured in MC simulation and
data have been found to be in agreement within 6% to 15% depending on the |η| region.
Similar to 2010, the relative difference is used to calculate the systematic uncertainty.
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A proper understanding of the jet production in association with a Z/γ∗ boson is a
fundamental part of the LHC physics programme. It provides a stringent test of pQCD
predictions and can be used to test NLO EW corrections. In addition, it constitutes
an important background for studies of the Higgs boson properties and searches of new
physics.

The kinematic distributions of jets in association with a Z boson can be predicted by
NLO pQCD calculation and MC predictions from matrix element generators accompanied
by parton shower (ME+PS). The latter are affected by large scale uncertainties and need
to be tuned and validated using comparisons with data.

The aim of the following analysis is to measure the inclusive and differential
Z/γ∗(→ ee) + jets cross section in pp-collisions with first ATLAS data at a centre of
mass energy of

√
s = 7 TeV. At ATLAS the analysis has been performed for three differ-

ent integrated luminosities:
∫
Ldt = 1.3 pb−1, 36 pb−1 (full dataset of 2010) and 4.6 fb−1

(full dataset of 2011). Since the measurement with the full dataset of 2010 supersedes the
measurement with

∫
Ldt = 1.3 pb−1, only the analyses with the full dataset of 2010 and

2011 are detailed in this thesis. The full dataset of 2010 has the advantage of a relatively
low collision rate and a low rate of multiple proton-proton interactions (< µ >= 2), due
to a moderate instantaneous luminosity of 2.1×1032 and a bunch spacing of 150 ns, which
allow for cross-section measurements at low jet transverse momentum. The measurement
with the full dataset of 2011 provides the most accurate results and partly supersedes the
measurement with the full dataset of 2010. This dataset allows to exploit the data in kine-
matic regions which were not accessible before and can be used to probe the Z/γ∗ + jets
modelling in typical phase space regions expected for the Higgs boson decay and searches
for new physics.

Cross sections can be quoted on three different levels: detector level, particle level
(hadron level) and parton level.

• Detector level: Cross sections on detector level correspond to electrons and jets
reconstructed in the detector.

• Particle level: Cross sections on particle level correspond to dressed electrons, which
are defined to include the contributions from photons within a cone of 0.1 around the
electron direction. Jets are clustered around all final state particles (decay length
cτ > 10 mm) except for the dressed decay products of the Z boson and identified
with the anti-kt algorithm with a cone of R = 0.4.

• Parton level: Cross sections on parton level correspond to Born level electrons
before QED FSR. Jets are clustered around all partons before fragmentation using
the anti-kt algorithm with a cone of R = 0.4.

For a first comparison, the measurements are performed on detector level and com-
pared to predictions from MC event generators. In order to provide results which are
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detector level

(data)

particle level

parton level

(BLACKHAT + SHERPA)

Figure 7.1.: Schematic view of jet production and reconstruction. The different levels are
shown; parton level, particle level and detector level.

independent of the detector setup, the final results of the measurements are presented on
particle level, as shown in Fig. 7.1. Thus, the background subtracted data distributions
have to be corrected for detector effects back to particle level. The correction for detector
effects is performed using two different methods: the iterative (Bayes) method and the
bin-by-bin method, as described in Chapter 5. The corrected measurements refer to dis-
tributions with exactly two dressed electrons and additional jets, which fulfil the phase
space requirements detailed in Tab. 7.1 (fiducial phase space).

Variable Criteria

electron pT pT > 20 GeV
electron |η| |η| < 1.37 or 1.52 < |η| < 2.47

electron charges opposite charge
electron separation ∆Ree ∆Ree > 0.2 (only 2011)
electron invariant mass mee 66 GeV ≤ mee ≤ 116 GeV

jet pjetT pjetT > 30 GeV
jet rapidity yjet |yjet| < 4.4
electron-jet separation ∆Rej ∆Rej > 0.5

Table 7.1.: Summary of Z/γ∗(→ ee) and jet selection criteria.

Cross sections are only determined for bins with at least 10 observed events on de-
tector level. Systematic uncertainties on the measurements can be split in three main
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groups: detector and reconstruction related uncertainties (jet energy scale, jet energy
resolution, electron triggering, energy scale, resolution, reconstruction and identification),
uncertainties due to background modelling and normalisation and uncertainties related
to the unfolding method. In order to reduce the uncertainties on the measured differen-
tial cross sections, related to the luminosity estimate and the electron reconstruction and
identification, the cross sections are divided by the inclusive Z/γ∗(→ ee) cross section,
respectively. This results in a relative uncertainty which is clearly reduced in comparison
with the uncertainty on the absolute cross sections.

The final results are compared to theory predictions from various generators and to NLO
fixed-order perturbative QCD predictions from BlackHat+SHERPA [14–16], corrected
for non-perturbative effects, such as UE and fragmentation, and electroweak final state
radiation (QED FSR).

7.1. Data Samples and Event Selection

The datasets used for these measurements were collected in pp-collisions at a centre-of-
mass energy of

√
s = 7 TeV in 2010 and 2011 with the ATLAS detector.

For both analyses, the events were selected online using a set of triggers. In 2010 single
electron triggers [155] have been used, while for 2011 dielectron triggers [156] have been
used in order to be able to keep the electron pT threshold for the offline selection.

• 2010: Events in early data periods (A-E3) are selected with a hardware-based L1
trigger (L1 EM 14), requiring at least an electromagnetic cluster with a minimum
ET threshold of ET = 14 GeV, whereas events in later data periods (E4-I2) are
selected with a software-based higher-level trigger (EF e15 medium) requiring at
least one electron with a minimum ET threshold of ET = 15 GeV in the region
|η| < 2.5. The trigger efficiency per electron is above 99% [155].

• 2011: Events are selected using variations of a software-based higher-level dielec-
tron trigger (EF 2e12 medium, EF 2e12T medium and EF 2e12Tvh medium) with
a minimum ET threshold of ET = 12 GeV in the region |η| < 2.5. The T in the
trigger name indicates that a tighter trigger requirement on L1 has been used. For
EF 2e12 medium L1 2EM7 has been used, while the other two use L1 2EM10. The
additional vh in the trigger name indicates that an additional cut on the hadronic
core isolation at L1 of ≤ 1 GeV has been applied. The efficiency plateau for
e12 medium is reached at 20 GeV, while both 2e12T medium and e12Tvh medium
reaches the plateau at 25 GeV. For all three triggers the trigger efficiency with
respect to the offline electron pT is between 95% and 99% for pT > 20 GeV [156].

The electron identification for these triggers is similar to the subsequent offline identifi-
cation. All these triggers are unprescaled. Only events which have been collected with
a fully operational inner detector, calorimeters, muon chambers and magnets are consid-
ered by applying the Good Run List (GRL). The selected data samples correspond to an
integrated luminosity of

∫
Ldt = 36.2± 1.2 pb−1 [101, 157] for 2010 and 4.64± 0.08 fb−1

[101] for 2011. Table 7.2 illustrates the data collected with the respective triggers for the
different periods of data taking and their corresponding integrated luminosities.
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2010

Data Period L1 L2 EF Integrated Luminosity

A-E3 EM14 0.7 pb−1

E4-I2 EM10 e15 medium e15 medium 35.5 pb−1

2011

Data Period L1 L2 EF Integrated Luminosity

D-H 2EM7 2e12 medium 2e12 medium 1.10 fb−1

I-K 2EM10 2e12T medium 2e12T medium 1.14 fb−1

L-M 2EM10VH 2e12Tvh medium 2e12Tvh medium 2.40 fb−1

Table 7.2.: Trigger chains for the various data taking periods in 2010 and 2011 with their
corresponding integrated luminosities.

Each selected event is required to have at least one vertex with a minimum of three
associated tracks. In addition, events where the first vertex is not a good vertex are
removed.

In 2010, Z bosons are selected by requiring the events to have at least two oppositely
charged reconstructed electrons, which fulfil the medium quality requirement, as described
in Sec. 6.1, with a minimum transverse momentum of pT = 20 GeV and a pseudorapidity
in the region |η| < 2.47, excluding the transition regions between the calorimeter sections
1.37 < |η| < 1.52. The dielectron invariant mass, me+e− , is required to be within a mass
window of 66 GeV < me+e− < 116 GeV around the mass of the Z boson to optimise the
signal purity.

For 2011 the electron definition has been updated, as described in Sec. 6.1. The events
are required to have exactly two oppositely charged reconstructed electrons, which ful-
fil the medium++ quality requirement, as explained in Sec. 6.1.2. In addition, the selected
electrons are required to be well separated in the η - φ plane, ∆R =

√
(∆η)2 + (∆φ)2 > 0.2,

which gives a clean electron definition in particular for highly boosted Z bosons. A veto
on events with more than two electrons is used to further suppress background contribu-
tions from diboson production. It has been checked that this veto has negligible influence
on the signal process.

Associated jets are build from calorimeter clusters using the anti-kt algorithm with a
distance parameter of R = 0.4 and calibrated with the EM+JES calibration, as described
in Sec. 6.2. Furthermore, the energies of reconstructed jets in the data taken in 2011
are corrected using a combination of in-situ measurements, as detailed in Sec. 6.2.2.
Jets are selected in the region |yjet| < 4.4 and required to have a transverse momentum
pjetT > 30 GeV. In addition, the absolute value of the JVF has to be greater than 0.75. For
the analysis with the full dataset of 2010, the JVF cut is applied on all selected jets, while
for 2011 it is only applied on jets, which have been identified in the acceptance region of
the tracker (|y| < 2.4). In order to account for beam-gas events, beam-halo events, cosmic
ray muons or calorimeter noise, further jet cleaning procedures are applied, as detailed
in Sec. 6.2.3. Studies in Ref. [158] have shown that the reconstruction efficiency for jets
decreases in the proximity of electrons (∆R < 0.5), which directly translates into a bias
on the measured jet multiplicity. Therefore, jets closer in ∆R than 0.5 to the two selected
electrons are removed.
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7.2. Modelling of Signal and Background Processes

MC event samples are used to model signal and background processes. A good modelling
especially of the signal process is essential, since it is used to determine the corrections
for detector effects and study the different sources of systematic uncertainties on the
measurement. In addition, MC event samples are used to correct the fixed-order NLO
predictions for non-perturbative effects and QED radiation effects.

Background contributions to the jet production in association with a Z boson are com-
posed of EW and multi-jet processes, as detailed in Sec. 2.3.3. The dominant contributions
at the LHC originate from multi-jet processes and tt̄ production. For the analysis with
the dataset of 2010 the background contribution originating from multi-jet processes has
been estimated using a data-driven method, while for the analysis with the dataset of
2011, both the background contribution from multi-jet processes and the tt̄ production
have been estimated using data-driven methods.

This section details the different MC event samples used for the analyses and introduces
the methods for the data-driven background estimations.

7.2.1. Signal and Background Monte Carlo Event Samples

The nominal Z/γ∗(→ ee) + jets MC event sample is modelled with ALPGEN v2.13 us-

ing CTEQ6L1 PDFs and
√
m2
Z + p2

T,Z as QCD factorisation and renormalisation scale.

ALPGEN is interfaced to HERWIG v6.510 (v.6.520)1 for parton shower evolution and
hadronisation and to JIMMY v4.31 for UE simulation, using the AUET1-CTEQ6L1 [159]
(AUET2-CTEQ6L1 [160]) tune. The MLM matching cut is at 20 GeV. Similar sam-
ples are generated with ALPGEN v2.14, interfaced to PYTHIA v.6425 using the PERU-
GIA2011c tune (only 2011) and SHERPA 1.2.3 (1.4.1). The latter uses CTEQ6.6 (CT10)
PDFs. SHERPA 1.4.1 has been improved compared to SHERPA 1.2.3 in terms of shower
kinematics, which are relevant for the clustering of the ME events in the matching. In
addition SHERPA 1.4.1 includes a new tune and the MC event samples are generated
using the MEnloPS approach [13]. Both, the ALPGEN and SHERPA samples are gen-
erated with an invariant dilepton mass above 40 GeV, including LO matrix elements with
up to five partons. For ALPGEN, PHOTOS is used to describe QED radiation, whereas
SHERPA incorporates the YFS approach to describe virtual and real QED corrections.
Both, the ALPGEN and SHERPA samples are normalised globally to the NNLO pQCD
inclusive DY cross section of 1.07± 0.054 nb [72]. The MC event samples generated with
ALPGEN+HERWIG only includes heavy flavour jets due to additional gluon splittings
in the parton shower, therefore for 2011 the production of Z bosons in association with
jets originating from b quarks is modelled separately using ALPGEN+HERWIG includ-
ing LO matrix elements with up to three additional partons. The overlap between both
ALPGEN+HERWIG samples is removed. In contrast, the predictions from SHERPA
already includes LO matrix elements containing b quarks in the nominal samples, but
in this samples the b quarks are assumed to be massless. For 2010 it was not necessary
to include additional samples for the production of Z bosons in association with heavy
flavour jets, since the expected precision was much lower.

1The numbers in brackets correspond to the settings for 2011.
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Additional samples for the production of Z/γ∗(→ ee) + jets events with an invariant
dilepton mass above 60 GeV are simulated with PYTHIA v6.423, using the processes
qq̄ → Z/γ∗g and qg → Z/γ∗q for the 2010 analysis and with MC@NLO, interfaced
to HERWIG and JIMMY, for the 2011 analysis. For the PYTHIA MC event sample,
MRST2007LO* [161] PDFs are used and the LO pQCD predictions are normalised to
the inclusive Z/γ∗(→ ee)+ ≥ 1 jet cross section measured in data for the comparisons on
hadron level. The resulting global scale factor is 1.19±0.02 [7]. The MC@NLO MC event
sample uses CT10 PDFs and the predictions are normalised globally to the NNLO pQCD
inclusive DY cross section for mee > 60 GeV of 0.989±0.049 nb [72]. The signal MC event
samples do not include contributions from the WBF production of Z/γ∗(→ ee) + jets, but
it has been shown in generator-level studies that the expected contribution is at per-mille
to per-cent level for the selections and kinematic ranges studied in this thesis.

Background MC event samples for W (→ eν) + jets, Z/γ∗(→ ττ) + jets and diboson
processes (WW , WZ and ZZ) are modelled with ALPGEN, interfaced to HERWIG
and JIMMY, using CTEQ6L1 PDFs, similarly to the signal MC event samples. For
the analysis with the dataset of 2011 diboson processes are generated only with HER-
WIG, interfaced to JIMMY, using the AUET2-LO* [160] tune. The W (→ eν) + jets and
Z/γ∗(→ ττ) + jets samples are normalised globally to the NNLO pQCD predictions of
10.46± 0.52 nb [73] for W (→ eν) + jets and 1.07 ± 0.05 nb [72] for Z/γ∗(→ ττ) + jets
whereas diboson processes are normalised globally to NLO [14] pQCD predictions. For
Z/γ∗(→ ττ) + jets TAUOLA v1.0.2 [162] is used to simulate tau decays. tt̄ events are
simulated with MC@NLO using CTEQ6.6 (CT10) PDFs. Since MC predictions of the
multi-jet production have large uncertainties, the contributions are estimated using a
data-driven method, as described in Sec. 7.2.2. In addition, for the analysis with the
dataset of 2011, tt̄ production is estimated using a data-driven method, as detailed in
Sec. 7.2.3.

In order to account for the presence of pile-up, the predictions from the different MC
generators are overlaid with minimum-bias (MB) interactions, simulated by PYTHIA.
The amount of pile-up for 2011 is much larger than in 2010. In addition, the pile-up and
detector conditions have been changed during the 2011 running period. Therefore for
2011 a more sophisticated method has been used to correct for this effect.

• 2010: The number of additional MB interactions follows a Poisson distribution,
with an average of 2 MB interactions per bunch crossing, in order to match the
distribution in data. Remaining residual differences between the data and MC
predictions are corrected by reweighting the primary vertex distribution in MC,
such that it follows the distribution observed in data. The corresponding reweighting
factors are detailed in Tab. 7.3.

• 2011: Due to different pile-up and detector conditions in the 2011 data, the MC
event samples are divided into four subsamples to account for these differences. The
relative size of the subsamples corresponds to the relative size of the different data
taking periods. Remaining residual differences between the data and the MC pre-
dictions are corrected by reweighting the MC predictions to the average number
of interactions per bunch crossing in data. Figure 7.2 shows the number of pri-
mary vertices NPV and the average number of interactions per bunch crossing µ in
data and ALPGEN+HERWIG event samples after re-weighting and applying the
inclusive Z/γ∗(→ ee) selection, as described in Sec. 7.1.
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# Vertices 1 2 3 4 5 6 7 8 9 ≥10
Reweighting Factors 1.97 1.23 0.85 0.65 0.52 0.45 0.42 0.39 0.37 0.42

Table 7.3.: Primary vertex reweighting factors for MC event samples in 2010.
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Figure 7.2.: (a) Average number of interactions per bunch crossing and (b) number of primary
vertices in data taken in 2011 and ALPGEN+HERWIG after reweighting and applying the
inclusive Z/γ∗(→ ee) selection, as described in Sec. 7.1. The distributions are normalised to
unity.

Finally, all MC event samples are passed through the GEANT4 simulation of the
ATLAS detector and trigger system, as described in Chapter 4.

Further signal MC event samples without full detector simulation, used to determine
the correction factors for non-perturbative effects for the analysis with the full dataset
of 2010, have been generated with PYTHIA and HERWIG, interfaced to JIMMY. The
generation is performed for events with an invariant dilepton mass above 40 GeV using
MRST2007LO* PDFs and different parton shower, fragmentation models and UE settings.
For PYTHIA variations of the AMBT1 [163] tune are used, while HERWIG+JIMMY uses
the AUET1 tune.

The details and settings of the different MC event samples are summarised in Tab. 7.4
and Tab. 7.5 for 2010 and Tab. 7.6 for 2011.
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7. General Analysis Approach

7.2.2. Data-Driven Estimate of the Multi-jet Background

The multi-jet background constitutes the major background to Z/γ∗(→ ee) + jets for
low jet multiplicities. In addition, MC predictions of the multi-jet background have
large uncertainties, due to limited available MC statistics. Using a data-driven estimate
provides a more reliable shape for each of the measured distributions and results in a
significantly lower uncertainty.

Estimate for the Measurement with the Dataset of 2010

Multi-jet events are selected similarly to the Z/γ∗(→ ee) + jets selection, except for the ID
and trigger requirement. The electron candidates are required to pass the loose criterion,
but fail the medium one. It is assumed that the shape of multi-jet events passing this
selection is similar to the shape of multi-jet events passing the standard selection.

The normalisation of the multi-jet contribution is extracted from a maximum likelihood
fit to the measured dielectron mass distribution in the range 50 GeV < me+e− < 120 GeV
for events passing the standard Z/γ∗(→ ee) + jets selection, using two template distri-
butions. The first template is created from the selected multi-jet events in data, and
the second one originates from the combined simulated signal events plus non-multi-jet
background events. The normalisation of both templates are free parameters of the fit.

Systematic uncertainties account for the choice of fit parameters, by varying the bin
width and the fit range, the shape of the multi-jet template and the impact of the electron
energy scale, by shifting the Z boson mass peak. The maximum deviations upwards and
downwards are taken as final systematic uncertainty.

Estimate for the Measurement with the Dataset of 2011

For analysis with the dataset of 2011 the method to estimate the multi-jet background
has been improved. The template of multi-jet events is created similarly to the one for the
analysis with dataset of 2010, but using different trigger requirements. The trigger selects
events with two clusters in the calorimeter with a pT above 20 GeV. Contamination from
other backgrounds are subtracted using MC predictions.

The normalisation of the multi-jet contribution is also extracted from a maximum
likelihood fit to the invariant dielectron mass using the two template distributions, defined
above. But due to the larger available data statistics, a finer binning could be used and
the mass range for the fit could be extended to 50 GeV < me+e− < 150 GeV. Figure 7.3
represents the result of the maximum likelihood fit.

In addition, the treatment of systematic uncertainties has been refined. The different
sources of uncertainties are grouped into four more or less uncorrelated categories: the
choice of fit parameters, the choice of the signal MC, the shape of the multi-jet template
and the impact of electron energy scale and electron energy resolution. In order to obtain
the total systematic uncertainty, the maximum deviations in each category are taken and
added in quadrature.

66



7.2. Modelling of Signal and Background Processes

Figure 7.3: Result of the maximum likelihood fit
to the dielectron mass distribution in an extended
mass range using two templates, the selected multi-
jet events in data and the combined simulated signal
events plus non-multi-jet background events. The
normalisation of both templates are free parameters
of the fit [8].

7.2.3. Data-Driven Estimate of the tt̄ Background

The tt̄ background constitutes the major background to Z/γ∗(→ ee)+ ≥ 1jet, dominated
by events where both W bosons decay leptonically. For the analysis with the dataset of
2010 measurements are performed for jet multiplicities up to four jets in the final state,
whereas the dataset of 2011 allows to measure cross sections for up to seven jets in the
final state. MC event generators, such as MC@NLO and POWHEG, use parton showers
to model final states with more than four jets, which leads to an underestimation of the
cross section. Therefore, it is necessary to use a data-driven estimate to describe higher
jet multiplicities. Due to lepton universality, no difference in final state kinematics for
the ee and eµ channel are expected. In addition, no overlap with Z/γ∗(→ ee) events is
expected. Thus, eµ events from the tt̄ decay can be used to provide a data-driven estimate
of the tt̄ background. The event selection for the tt̄-enriched sample in eµ final states is
performed similarly to the Z/γ∗(→ ee) + jets selection, but requiring exactly one electron
and exactly one muon, passing a combined electron and muon trigger with a minimum
pT threshold of 10 GeV for the electron and 6 GeV for the muon.

(a) Exclusive jet multiplicity (b) Leading jet pT

Figure 7.4.: Shape comparisons of (a) the exclusive jet multiplicity distribution and (b) the
transverse momentum distribution of the leading jet for the ee, eµ and µµ channel in tt̄ produc-
tion simulated with MC@NLO [8].
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Figure 7.4 shows the shape comparisons of the exclusive jet multiplicity and the trans-
verse momentum of the leading jet for the ee, eµ and µµ channels in tt̄ production
simulated with MC@NLO.

(a) Exclusive jet multiplicity (b) Leading jet pT

Figure 7.5.: Comparison between data and MC predictions for (a) the exclusive jet multiplicity
distribution and (b) the transverse momentum distribution of the leading jet in the eµ channel
[8].

Figure 7.5 shows the comparison between data and MC predictions for the exclusive
jet multiplicity and the transverse momentum of the leading jet in the eµ channel. Up
to Njet = 4, both plots show a good agreement. For higher jet multiplicities the pre-
dictions from MC@NLO underestimates the data, which reveals that a data-driven esti-
mate is necessary for jet multiplicities above four. Top, diboson and Z/γ∗(→ ττ) + jets
are subtracted. From the dileptonic tt̄ decay twice as many eµ events compared to ee
events are expected. The exact ratio of rates varies a bit, due to different reconstruc-
tion efficiencies of electrons and muons and different trigger requirements. Therefore, the
data-driven shape and cross-section estimates are normalised to ee using a scale factor
SFeµ→ee = N ee

events/N
eµ
events derived from NLO pQCD predictions by MC@NLO+HERWIG

and POWHEG+PYTHIA. Systematic uncertainties on the data-driven estimate result
from the choice of the MC generator used to calculate SFeµ→ee, the electron trigger,
reconstruction and identification efficiencies and the subtraction of EW backgrounds.
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7.3. NLO pQCD Predictions

NLO fixed-order2 pQCD predictions are determined by the BlackHat+SHERPA pro-
gramme [14–16] for Z/γ∗+ ≥ 0 jets up to Z/γ∗+ ≥ 4 jets using NLO PDFs. In this
programme BlackHat is used for the numerical calculation of the on-shell one loop
amplitudes, while SHERPA delivers the remaining things of the calculation, e.g. the
integration of the phase space.

For the analysis with the full dataset of 2010, CTEQ6.6 PDFs are used, while for the
analysis with the full dataset of 2011 CT10 PDFs are used. For the calculation the QCD
factorisation and renormalisation scales are set to µ = HT/2, where HT describes the
scalar pT sum of all particles and partons in the final state. The jet reconstruction on
parton level is performed similar to the one in data using the anti-kt algorithm with a
cone of 0.4.

7.3.1. Study of Theoretical Uncertainties

The systematic uncertainties on the predictions account for the uncertainties from the
NLO PDFs, the choice of αs and the dependence on the QCD factorisation and renor-
malisation scales.

Uncertainties for 2010 Settings

The systematic uncertainty related to the NLO PDFs is computed from the complete
CTEQ6.6 PDF error sets using the Hessian method at 90% CL, as described in Sec. 2.2.2.
This corresponds to 41 different PDF sets: the central fit S0 and 40 eigenvector uncertainty
sets, splitted in S+

i and S−i , which can be used to calculate the PDF uncertainty for each
desired distribution using Eq. 7.1.

(∆X)+ =

( NP∑
i

max(X(S+
i )−X(S0), X(S−i )−X(S0), 0)

2

)1/2

,

(∆X)− =

( NP∑
i

max(X(S0)−X(S+
i ), X(S0)−X(S−i ), 0)

2

)1/2

. (7.1)

This results in an uncertainty of 2% to 5% on the inclusive jet multiplicity for
Njet ≥ 1 to Njet ≥ 4. Additional changes on the PDF, due to variations of the input
αs at the Z boson scale around its nominal value of αs(mZ) = 0.118 by ±0.002, which
represents the 90% CL, result in an uncertainty of 2% to 7% on the inclusive jet multi-
plicity for Njet ≥ 1 to Njet ≥ 4. Both, the PDF uncertainty and the uncertainty due to
the variation of the input αs are added in quadrature.

Systematic uncertainties related to the size of QCD higher-order effects are approxi-
mated by varying the factorisation and renormalisation scale simultaneously by a factor
of 2, assuming that the jet multiplicities are correlated. This results in an uncertainty of
4% to 14% on the inclusive jet multiplicity for Njet ≥ 1 to Njet ≥ 4.

2NLO fixed-order calculations are performed inclusively for a specific final state at NLO including the
matrix element for one additional real parton emission.
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Uncertainties for 2011 Settings

The systematic uncertainty related to the NLO PDFs is computed from the complete
CT10 PDF error sets using the Hessian method at 68% CL, as described in Sec. 2.2.2,
corresponding to 52 eigenvectors. This results in an uncertainty of 1% to 3% on the
inclusive jet multiplicity for Njet ≥ 1 to Njet ≥ 4 and of 1% to 5% as pT of the leading jet
increases in the range 30 GeV < pjetT < 500 GeV. Additional changes on the PDF, due to
variations of the input αs at the Z boson scale around its nominal value of αs(mZ) = 0.118
by ±0.0012, which represents the 68% CL, result in an uncertainty of 1% to 3% on the
inclusive jet multiplicity for Njet ≥ 1 to Njet ≥ 4 and of 1% on the transverse momentum
of the leading jet. Both, the PDF uncertainty and the uncertainty due to the variation of
the input αs, are added in quadrature.

Systematic uncertainties related to the size of QCD higher-order effects are approxi-
mated by varying the factorisation and renormalisation scale simultaneously by a factor
of 2, using two different approaches, assuming that the different jet multiplicities are un-
correlated. The nominal approach is used for the inclusive distributions. This results in
an uncertainty of 4% to 13% on the inclusive jet multiplicity for Njet ≥ 1 to Njet ≥ 4 and
of 2% to 18% as pT of the leading jet increases in the range 30 GeV < pjetT < 500 GeV. For
exclusive final states, the approach from Ref. [164] is used, where inclusive scale variations
are used, assuming the scale uncertainty to be uncorrelated between the jet multiplici-
ties. In addition, for the comparison of NLO pQCD predictions and data in Sec. 9.5 and
Sec. 10.3 the naive approach of calculating the scale uncertainties, which is identical to
the one used for the 2010 analysis and the theoretical uncertainty excluding the scale
uncertainty are shown.

For both analyses the scale uncertainty constitutes the dominant contribution to the
total uncertainty in most phase-space regions. Figure 7.6 shows exemplarily the relative
uncertainties on the theory predictions for a few selected observables using the 2011
settings.
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Figure 7.6.: Theoretical uncertainties on the NLO fixed-order pQCD predictions for (a) the
exclusive jet multiplicity, (b) the transverse momentum of the leading jet for events with at least
one jet in the final state, (c) the rapidity of the leading jet for events with at least one jet in the
final state, (d) the absolute rapidity difference of the two leading jets |∆yjj | for events with at
least two jets in the final state and (e) HT for events with at least one jet in the final state.
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8. Measurement with the Dataset of
2010

This chapter describes the inclusive and differential Z/γ∗(→ ee) + jets cross-section mea-
surement in pp-collisions at a centre-of-mass energy of

√
s = 7 TeV with an integrated

luminosity of
∫
Ldt = 36 pb−1 (full dataset of 2010). This dataset has the advantage of

a relatively low collision rate and a low rate of multiple proton-proton interactions, due
to a moderate instantaneous luminosity of 2.1× 1032 and bunch spacing of 150 ns, which
allow for cross-section measurements at low jet transverse momentum.

Total inclusive cross sections and their ratios are measured as a function of the jet
multiplicity, Njet. Additionally, inclusive differential cross sections are measured as a
function of the jet transverse momentum, pjetT , the jet rapidity, yjet, the dijet mass, mjj,
and the angular separation between the jets for at least two jets in the final state.

This chapter is organised as follows: Starting with the description of the uncorrected
distributions comparing MC predictions to the measurements on detector level in Sec. 8.1,
Sec. 8.2 proceeds with the explanation of the method to correct for detector effects.
The different sources of systematic uncertainties on the measurement are discussed in
Sec. 8.3, followed by the theoretical corrections for non-perturbative effects and QED
FSR in Sec. 8.4. Finally, Sec. 8.5 discusses the results at particle level.

8.1. Uncorrected Distributions

The uncorrected data distributions for Z/γ∗(→ ee) + jets are compared to the expected
signal and background distributions. For signal expectations two different ME+PS genera-
tors have been used, ALPGEN+HERWIG and SHERPA 1.2.3. Electron trigger, efficiency
and smearing corrections, as well as jet energy corrections are applied on MC, as described
in Chapter 6. Table 8.1 summarises the events in data and the expectations from MC for
both ALPGEN+HERWIG and SHERPA as signal MC. Only statistical uncertainties are
shown.

The main backgrounds for Z/γ∗(→ ee) + jets are multi-jets with 2% − 4% for
Njet ≥ 0 to Njet ≥ 2, diboson with 6.9% for Njet ≥ 3 and for higher jet multiplicities
tt̄ with 8.6%. The multi-jet background has been estimated using a data-driven method
as explained in Sec. 7.2.2. The other two backgrounds, together with Z/γ∗(→ ττ) + jets,
W (→ eν) + jets are estimated by MC and normalized to the integrated luminosity in data
using the respective (N)NLO cross sections [14, 72, 73].
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8. Measurement with the Dataset of 2010

≥ 0 jets ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets

Z/γ∗(→ ee) 8925±7 1357±3 307±1 64.4±0.6 12.7±0.2
(ALPGEN)
Z/γ∗(→ ee) 9103±17 1289±4 262±2 52.0±0.6 10.8±0.3
(SHERPA)
W (→ eν) 14±1 4.3±0.3 1.0±0.2 0.31±0.09 0.11±0.06
Z/γ∗(→ ττ) 5.0±0.2 0.9±0.1 0.25±0.04 0.03±0.01 0.005±0.003
WW,WZ,ZZ 13.6±0.2 9.6±0.1 4.8±0.1 1.66±0.05 0.45±0.03

tt̄ 12.0±0.3 11.7±0.3 9.20±0.24 4.25±0.16 1.29±0.09
Multi-jets 197±4 49±2 12.6±0.9 2.22±0.36 0.7±0.2

Total predicted 9166±8 1432±3 334±2 72.9±0.7 15.2±0.3
(ALPGEN)

Total predicted 9344±17 1364±5 290±2 60.5±0.7 13.3±0.4
(SHERPA)

Data observed 9705 1514 333 62 15

Table 8.1.: Number of events expected from MC event sample and observed in data for several
inclusive jet multiplicities. Only statistical uncertainties are included. The multi-jet background
has been extracted from data, as described in Sec. 7.2.2

Figure 8.1 shows the uncorrected invariant dielectron mass for Z boson candidates,
me+e− , in events with at least one associated jet in the final state, as well as the uncorrected
inclusive jet multiplicity.
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Figure 8.1.: (a) Dielectron mass for Z candidates with at least one jet in the event and (b)
inclusive jet multiplicity in data and simulation. Only statistical uncertainties are shown. The
multi-jet background has been estimated from data.

The uncorrected invariant dielectron mass is shown for a wider range than the one which
is selected (66 GeV < me+e− < 116 GeV). For both ALPGEN+HERWIG and SHERPA,
Data and MC are consistent for the final selection and in the side bands.
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8.1. Uncorrected Distributions

Figure 8.2 shows the uncorrected inclusive jet pT and y distributions in events with at
least one jet in the final state.
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Figure 8.2.: (a) Transverse momentum distribution and (b) rapidity distribution of all jets in
data and simulation. Only statistical uncertainties are shown. The multi-jet background has
been estimated from data.

Further uncorrected distributions can be found in Appendix A.1.
All plots illustrated in this section and in Appendix A.1 are shown only with the statis-

tical uncertainty. In general, the predictions from ALPGEN+HERWIG and SHERPA are
consistent with the data. In addition, it has been checked that the migration around the
pjetT threshold at 30 GeV is correctly taken into account by looking at the data-MC com-
parisons for pjetT > 20 GeV and |yjet| < 4.4. Figure 8.3 to Fig. 8.4 show the uncorrected
inclusive jet multiplicity, jet pT and jet y distribution for jets with pjetT > 20 GeV and
|yjet| < 4.4. Further uncorrected distributions can be found in Appendix A.2. Unfolded
cross checks for jets with pjetT > 20 GeV and |yjet| < 4.4 have been performed in W + jets
events [165].
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Figure 8.3: Inclusive jet multiplicity in data
and simulation. Only statistical uncertainties are
shown. Jets are required to have a transverse mo-
mentum of pjetT > 20 GeV and |yjet| < 4.4. The
multi-jet background has been estimated from data.

75



8. Measurement with the Dataset of 2010

 [GeV]jet

T
p

20 40 60 80 100 120 140 160 180

J
e
ts

 /
 1

 G
e
V

­210

­110

1

10

210

310

410

510
­1

 L dt = 36 pb∫
 1 jet,≥ jetN

 jets, R = 0.4,tanti­k

| < 4.4
jet

 > 20 GeV, |y
jet

T
p

 = 7 TeV)sData 2010 (

) + jets (ALPGEN)­e
+

 e→*(γZ/

) + jets (Sherpa)­e
+

 e→*(γZ/

Multi jets

WW,WZ,ZZ

tt
) + jetsν e→W(

) + jets­τ
+

τ →*(γZ/

Statistical Uncertainties Only

(a) Inclusive jet pT

jety

­4 ­3 ­2 ­1 0 1 2 3 4

J
e
ts

 /
 0

.5

­110

1

10

210

310

410

510

610
­1

 L dt = 36 pb∫
 1 jet,≥ jetN

 jets, R = 0.4,tanti­k

| < 4.4
jet

 > 20 GeV, |y
jet

T
p

 = 7 TeV)sData 2010 (

) + jets (ALPGEN)­e
+

 e→*(γZ/

) + jets (Sherpa)­e
+

 e→*(γZ/

Multi jets

WW,WZ,ZZ

tt
) + jetsν e→W(

) + jets­τ
+

τ →*(γZ/

Statistical Uncertainties Only

(b) Inclusive jet y

Figure 8.4.: (a) Transverse momentum distribution and (b) rapidity distribution of all jets
in data and simulation. Only statistical uncertainties are shown. Jets are required to have a
transverse momentum of pjetT > 20 GeV and |yjet| < 4.4. The multi-jet background has been
estimated from data.

Both together give confidence that these MC event samples provide a reasonable de-
scription of the event kinematics and the detector response, which is necessary since they
are used as input sample for the unfolding. A detailed discussion of all distributions is
presented in Sec. 8.5 together with the comparison on particle level.

8.2. Corrections for Detector Effects

The cross sections are quoted on particle level to facilitate the comparison with pQCD
predictions and with measurements from other experiments. Therefore, the measurements
are corrected for detector effects back to particle level. This correction accounts for
resolution effects, non linearities and efficiencies of the Z/γ∗ boson and jet identification
and reconstruction.

The corrected measurements refer to distributions with exactly two dressed electrons
and additional jets, which fulfil the phase-space requirements detailed in Chapter 7.

The differential cross sections are defined as a function of a variable ξ in the given
fiducial region

dσ

dξ
=

1

L
1

∆ξ
(Ndata −Nbkg)× U(ξ), (8.1)

where Ndata and Nbkg describe the number of observed events and the number of expected
background events in bin ξ, ∆ξ describes the bin widths and U(ξ) the corresponding
correction factor of bin ξ. Finally, L is the total integrated luminosity.

The correction factor U(ξ) back to particle level is determined separately for each
observable using the bin-by-bin method [133] based on MC event samples. Since the
bin-by-bin method only includes migrations between bins to the extend to which they are
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8.2. Corrections for Detector Effects

modelled in MC, the bin width is chosen such that the purity of each bin is above 70%,
which substantially reduces the bin-by-bin migration. In order to further reduce biases
from this method, the MC event samples used for the calculation of the correction are
corrected for residual differences observed between the predictions and the data.

Since the correction is MC based, systematic uncertainties have to account for the
wrong modelling of jet kinematics and jet composition, such as UE tunes, fragmentation
model and the heavy flavour fraction within the jets. Thus, the correction factor is
determined twice, once with the ALPGEN+HERWIG signal MC event sample as nominal
correction and once with the SHERPA signal MC event sample for systematic studies. As
an example, Fig. 8.5 depicts the different bin-by-bin correction factors for the inclusive
jet multiplicity distribution and the inclusive jet transverse momentum distribution for
events with at least one jet in the final state.
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Figure 8.5.: Bin-by-bin correction factors for (a) the inclusive jet multiplicity and (b) the
jet transverse momentum distribution for events with at least one jet in the final state. The
correction factors are calculated using ALPGEN+HERWIG and SHERPA MC. The error bars
indicate the statistical uncertainties.

This results in differences between both corrections of 0.3% to 6% on the inclusive jet
multiplicity for Njet ≥ 0 to Njet ≥ 4. Additional systematics are taken from the compar-
ison of the bin-by-bin method with the iterative (Bayes) method, which is described in
Sec. 5.1 and implemented in the RooUnfold package [134]. The method starts from an
initial prior for the first iteration, further iterations are afterwards based on the Bayesian
posterior as prior. Depending on the choice of the initial prior, the optimal number of
iterations can vary a lot.

The migration matrix is created by matching each particle level jet to its corresponding
jet on detector level within a cone of ∆R = 0.4. In addition, each reconstructed event has
to fulfil the Z selection on particle level and on detector level. Events which do not fulfil
these requirements at particle or detector level, are put in the correction of not-matched
reconstructed events or counted as inefficiency, respectively. As an example, the resulting
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8. Measurement with the Dataset of 2010

correction for not-matched events and the migration matrix for the inclusive jet transverse
momentum distribution for events with at least one jet in the final state are shown in
Fig. 8.6 and Fig. 8.7. The migration matrix is normalised to the inclusive jet transverse
momentum distribution on particle level.
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Figure 8.7.: Migration matrix for the inclusive jet transverse momentum distribution for events
with at least one jet in the final state. The migration matrix has been determined using ALP-
GEN+HERWIG MC event samples.

Before unfolding, the background subtracted measurements are corrected for the not-
matched events. The number of iterations has been estimated from MC, separately for
each observable. Typical numbers are between one and three.

Figure 8.8 shows the comparison between the results obtained with the iterative (Bayes)
method and with the bin-by-bin method for the inclusive jet transverse momentum distri-
bution for events with at least one jet in the final state. The ratio between both results has
been fitted with a 2nd grade polynomial and the fit result is taken as a relative systematic
uncertainty on the cross section, which is mainly at the percentage level.
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Finally, the MC event samples used to calculate the correction factors have limited
statistics. Therefore, an additional uncertainty is propagated on the final cross section to
account for this fact.

8.3. Study of Systematic Uncertainties

The different sources of systematic uncertainties have been studied in detail for each
observable presented in this analysis. The different systematic shifts, corresponding to
1σ, are applied on the predictions from MC event samples and the data-driven background
estimate. Uncertainties related to a given background prediction or estimation are only
applied to this specific background contribution. The modified background distributions
are then subtracted from the data distribution and corrected for detector effects, using
the modified correction factors. The difference between the nominal unfolded result and
the modified unfolded distributions has been taken as systematic uncertainty. Finally, the
different sources of systematic uncertainties are added in quadrature.

8.3.1. Electron Selection

Electron trigger, identification and reconstruction efficiencies have been studied in data
and MC event samples using tag and probe methods. Remaining residual differences
between the data and the MC predictions are corrected by applying the corresponding
scale factors on the MC event samples, as described in Sec. 6.1.3. The individual system-
atic uncertainties on these scale factors are propagated into the uncertainty on the cross
section by increasing or decreasing the scale factors by ±1σ.

Additional uncertainties are coming from the electron energy scale and resolution, as
detailed in Sec. 6.1.3. The systematic uncertainty due to the electron energy scale is
propagated into the uncertainty on the cross section in a correlated manner by increasing
or decreasing the electron energy simultaneously for both electrons within ±1σ. The
electron energy resolution is not reproduced by the resolution in data. In order to account
for this difference the MC is smeared to match the distribution in data. The corresponding
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8. Measurement with the Dataset of 2010

uncertainty is taken into account by smearing each electron within ±1σ.

The different source of uncertainties are added in quadrature, resulting in an uncertainty
of approximately 4% independent of the jet multiplicity, the jet pT and the jet y. The
dominant contributions are coming from the uncertainty of the electron identification.

8.3.2. Jet Energy Scale

The different components of the JES uncertainty, as described in Sec. 6.2, are added in
quadrature and propagated to the final cross section. This results in an uncertainty of
7% to 22% for Njet ≥ 1 to Njet ≥ 4.

8.3.3. Jet Energy Resolution

The JER uncertainty is propagated to the final cross section by over-smearing the jet en-
ergy in MC within 1σ using random numbers before performing the unfolding. Given the
nature of stochastic processes, the procedure has been repeated six times by modifying
the random seed. It has been checked that further repetitions do no yield an improve-
ment. Finally, the resulting uncertainties are symmetrised and the average is taken as a
systematic uncertainty. This translates into an uncertainty of 1% to 2% on the inclusive
jet multiplicity.

8.3.4. Background Modelling and Normalisation

The uncertainties on the background predictions are related to normalisation and sta-
tistical uncertainties. These two types of uncertainties are treated differently. On the
one hand, the normalisation uncertainty is assumed to be correlated between the bins,
whereas the statistical uncertainty is assumed to be uncorrelated.

The normalisation uncertainty is propagated to the final cross section by shifting the
different background contributions up and down. The dominant contribution comes from
the data-driven estimate of the multi-jets background. The uncertainty on the multi-jet
background, as described in Sec. 7.2.2, translates into an uncertainty of 0.6% to 2% on
the inclusive jet multiplicity for Njet ≥ 1 to Njet ≥ 4. The background predictions from tt̄
and EW are varied within their corresponding normalisation uncertainty of +7%/− 9.6%
[166] and 5% [72, 73], respectively. The normalisation uncertainty accounts for PDF
uncertainties, uncertainties due to the choice of αs and scale uncertainties. Since the
impact from these background contributions is rather small, the resulting uncertainty on
the final cross section is less than 1%.

The statistical uncertainties from the background predictions are added in quadrature
to the statistical uncertainty in data. They are propagated simultaneously to the final
cross section.

8.3.5. Unfolding

The systematic uncertainty due to unfolding includes three components, the choice of the
MC event sample, the choice of the unfolding method and the uncertainty due to the
limited statistics of the MC event sample, as discussed in Sec. 8.2. The different sources
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8.3. Study of Systematic Uncertainties

of systematic uncertainties are added in quadrature separately for each observable and
propagated to the final systematic uncertainty on the cross section measurement.

8.3.6. Total Systematic Uncertainty
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Figure 8.9.: Different contributions to the combined relative systematic uncertainty for the
measured cross section as a function of (a) the inclusive jet multiplicity and (b) the inclusive jet
transverse momentum distribution with at least one jet in the final state. The total systematic
uncertainty is determined by summing up the different contributions in quadrature.

Figure 8.9 exemplarily presents the results of the detailed study of the systematic
uncertainties for the inclusive cross section as a function of Njet and the inclusive jet cross
section as a function of the transverse momentum pjetT in events with at least one jet in
the final state. In addition, Tab. 8.2 summarises the different components of the total
systematic uncertainty on the measured cross section for several inclusive jet multiplicities.
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8.4. Theory Corrections

The total systematic uncertainty is determined by summing up the different contribu-
tions in quadrature. This results in an uncertainty of 9% to 24% on the inclusive jet
multiplicity for Njet ≥ 1 to Njet ≥ 4 and of 10% to 13% on the inclusive jet transverse
momentum for 30 GeV < pjetT < 180 GeV. The dominant uncertainty contribution for the
inclusive Z/γ∗(→ ee) selection comes from the uncertainty on the electron identification,
whereas the measurement of the production cross section of Z/γ∗(→ ee) associated with
jets is dominated by the uncertainty on the JER and JES.

Finally, the total systematic uncertainty is added in quadrature to the statistical un-
certainty and to the uncertainty on the total integrated luminosity of 3.4% [101, 157].

8.4. Theory Corrections

For the extraction from parton level to particle level, the NLO fixed-order pQCD predic-
tions are corrected for QED FSR and non-perturbative effects, such as UE and fragmen-
tation. The UE correction also accounts for events originating from DPI. Both corrections
are determined using MC event samples. The corresponding uncertainties are added in
quadrature to the other theoretical uncertainties. A detailed description of both correc-
tions can be found in the following two subsections.

8.4.1. Corrections for Non-perturbative Effects

The nominal correction is determined using HERWIG+JIMMY MC event samples with
the HERWIG cluster fragmentation and the AUET1-CTEQ6L1 tune. The correction is
performed on a bin-by-bin basis, therefore it has to be calculated for each desired variable
separately. In order to obtain the correction, two different MC event samples have been
generated: one using the standard tune and one with both fragmentation and UE switched
off. The bin-by-bin ratio of the final correction is built between the nominal distribution
and the distribution obtained from the MC event sample with fragmentation and UE
switched off separately for each observable.

Figure 8.10 illustrates the different components combining to the final correction for the
transverse momentum distribution of the jets in events with at least one jet in the final
state. The ratios presented in Fig. 8.10(a) and Fig. 8.10(b) represent only approximations
of the different components since the correction does not factorise. The first ratio has
been built between the nominal distribution and the distribution without fragmentation.
The second ratio has been built between the nominal distribution and the distribution
without UE.

Fragmentation leads to an energy loss in the jet reconstruction due to increased out-
of-cone showering, which results in a decreased number of jets passing the pT threshold.
In contrast, UE increases the average jet energy, resulting in an increased number of jets
passing the pT threshold. The influence from both effects is larger at low pT , since low
energetic jets are wider and the fraction of jet energy provided by the UE is larger. The
combination of both effects leads to a nominal correction factor of 0.99 for the inclusive jet
multiplicity and transverse momentum distribution, which shows a negligible dependence
on Njet and pjetT .

Systematic uncertainties on this correction are obtained from the comparison with
PYTHIA MC event samples using the Lund string model [65] and different variations of
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Figure 8.10.: (a) Fragmentation correction, (b) UE correction and (c) combined correction for
pjetT in events with at least one jet in the final state.

the AMBT1 UE tunes [163]. The maximum deviation from the different tunes to the
reference tune is taken as systematic uncertainty, which varies between 2% and 5%.

8.4.2. Corrections for QED Final State Radiation

Lepton kinematics on particle level in the MC event samples are defined to include the
contributions from photon radiation within a cone of 0.1 around the lepton direction
(dressed leptons), whereas the predictions from NLO fixed-order calculations only include
initial state leptons1 (Born level). Therefore, MC event samples are used to obtain cor-
rection factors for QED FSR on a bin-by-bin basis for each desired variable. The nominal
correction is derived from ALPGEN+HERWIG MC event samples with and without pho-
ton radiation in the final state. For photon radiation ALPGEN is interfaced to PHOTOS,

1The term initial state leptons refers to leptons prior to radiation.
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as described in Sec. 4.3. The correction is approximately 0.98 and is nearly independent
of the Njet and pjetT distributions. Figure 8.11 shows the resulting QED FSR corrections
for the pjetT distribution. In addition, the correction from Born level to the level of bare
final-state leptons is shown, which demonstrates that the dressing of leptons with photons
brings the final state leptons closer to the initial state leptons.
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Figure 8.11: QED FSR correction for pjetT in
events with at least one jet in the final state.

For systematic studies, the corrections obtained with ALPGEN+HERWIG MC event
samples are compared to the corrections derived with SHERPA MC event samples, which
includes a different approach for modelling QED FSR, as described in Sec. 4.4. The
differences between the corrections obtained with ALPGEN+HERWIG and SHERPA are
at the per-mille level.

8.5. Results

This section presents the final results of the measurement with the full dataset of 2010.
The measured distributions depicted in Sec. 8.1 are now unfolded to particle level taking
into account the systematic uncertainties discussed in Sec. 8.3. Predictions from NLO
fixed-order pQCD predictions, corrected for non-perturbative effects and QED radiation
effects, as described in Sec. 8.4, as well as predictions from ALPGEN+HERWIG, SHERPA
and PYTHIA using the ATLAS configurations, as detailed in Sec. 7.2, are compared to the
measured cross sections. ALPGEN+HERWIG and SHERPA include LO matrix elements
with up to five partons, while higher jet multiplicities are modelled by parton shower, as
detailed in Sec. 7.2.1. In contrast, PYTHIA only includes the tree-level matrix element
for Z/γ∗+ ≥ 1 jet, additional jet emission is modelled by parton shower. Inclusive and
differential cross sections for Z/γ∗(→ ee)+ ≥ n jets are compared to the corresponding
NLO fixed-order pQCD calculation for Z+ ≥ n jets from BlackHat+SHERPA.

Except for the cross sections as a function of the jet multiplicity, the results presented in
this chapter are divided by their respective inclusive Z/γ∗(→ ee) cross section. This has
the advantage of cancelling part of the systematic uncertainties, related to the luminosity
estimate and the electron reconstruction and identification.

The figures in this section are organized such that they show the absolute or normalised
cross sections in the upper pad, together with the ratios data/BlackHat+SHERPA,
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data/ALPGEN and data/SHERPA in the lower three pads. The predictions from ALP-
GEN+HERWIG and SHERPA have been normalised to the inclusive NNLO cross section
with global K-factors, whereas PYTHIA has been normalised to the inclusive one jet
cross section in data, which brings PYTHIA close to the data. Theoretical uncertainties
are shown separately from the total combined statistical and systematic uncertainty on
the measurement. The hatched uncertainty bands in the figures correspond to the total
systematic and statistical uncertainty on the measurement, added in quadrature, whereas
the shaded bands represent the theoretical uncertainties on the respective predictions.

8.5.1. Inclusive Jet Multiplicity and Jet Multiplicity Ratio
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Figure 8.12.: (a) Measured cross section as a function of the inclusive jet multiplicity and (b)
the ratio of cross sections for successive inclusive jet multiplicities. The measured values are
represented by the black dots, the error bars indicate the statistical uncertainty and the hatched
band incorporates the total statistical and systematic uncertainty added in quadrature. The
measurements are compared to predictions from ALPGEN+HERWIG, SHERPA and PYTHIA
event generators, as well as to NLO pQCD predictions from BlackHat+SHERPA. The shaded
bands represent the theoretical uncertainties.

Figure 8.12(a) shows the inclusive cross section for up to four jets. The predictions
from ALPGEN + HERWIG and SHERPA include a 5% uncertainty from the normali-
sation to the NNLO pQCD inclusive DY cross section, as detailed in Sec. 7.2.1, and the
theoretical uncertainties on the prediction from BlackHat+SHERPA are described in
Sec. 7.3. The prediction from BlackHat+SHERPA uses for each inclusive jet multiplic-
ity bin, the respective NLO fixed-order calculation for Z/γ∗+ ≥ n jets. As expected the
measured cross section decreases with increasing jet multiplicity. The predictions from
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ALPGEN+HERWIG and SHERPA, as well as the NLO fixed-order pQCD prediction
from BlackHat+SHERPA show a good description of the measured distribution in data,
whereas PYTHIA underestimates the measured cross section for larger jet multiplicities
in spite of the additional normalisation. This can be attributed to the fact that PYTHIA
only includes the tree-level matrix element for Z/γ∗+ ≥ 1 jet, additional jet emission are
done by parton shower. Detailed values of the measured cross section with respect to the
fiducial region, as well as NLO pQCD predictions from BlackHat+SHERPA are listed
in Tab. 8.3.

Njet Data Cross Section (pb) NLO Cross Section (pb)

≥0 jets [ 4.277± 0.045 (stat)+0.159
−0.153 (syst)+0.151

−0.141 (lumi) ]×102 3.903+0.170
−0.164 × 102

≥1 jets [ 5.896± 0.160 (stat)+0.522
−0.529 (syst)+0.211

−0.197 (lumi) ]×101 5.489+0.318
−0.312 × 101

≥2 jets [ 1.227± 0.074 (stat)+0.155
−0.156 (syst)+0.045

−0.042 (lumi) ]×101 1.219+0.060
−0.086 × 101

≥3 jets [ 2.091± 0.308 (stat)+0.370
−0.358 (syst)+0.082

−0.077 (lumi) ]×100 2.554+0.202
−0.313 × 100

≥4 jets [ 4.751± 1.479 (stat)+1.117
−1.023 (syst)+0.192

−0.179 (lumi) ]×10−1 5.545+0.552
−0.912 × 10−1

Table 8.3.: Cross sections as a function of the inclusive jet multiplicity with respect to the
fiducial region measured in data and predicted from NLO fixed-order pQCD calculations from
BlackHat+SHERPA.

The ratios σNjet+1/σNjet
of cross sections for two successive jet multiplicities are shown

in Fig. 8.12(b). This observable has a higher experimental precision than the inclusive
jet multiplicity distribution, due to the fact that part of the systematics related to the
luminosity estimate, the electron reconstruction and identification, the JES and JER
cancel. It provides an improved test of the SM, since it is sensitive to the value of
the strong coupling, the implementation of higher order matrix elements and soft gluon
contributions in the theoretical predictions. The measurement in data indicates that the
cross section decreases by a factor of five for increasing jet multiplicity. The predictions
from ALPGEN+HERWIG and SHERPA, as well as the NLO fixed-order pQCD prediction
from BlackHat+SHERPA show a good description of the measured ratio. PYTHIA fails
to describe the ratio. Detailed values of the cross section ratio, as well as NLO pQCD
predictions from BlackHat+SHERPA with respect to the fiducial region are listed in
Tab. 8.4.

Njet + 1/Njet Data Cross Section Ratio NLO Cross Section Ratio

≥1 jet / ≥0 jets 0.138 ± 0.002 (stat) +0.011
−0.011 (syst) 0.140+0.006

−0.007

≥2 jets / ≥1 jets 0.208 ± 0.007 (stat) +0.008
−0.009 (syst) 0.222+0.006

−0.009

≥3 jets / ≥2 jets 0.170 ± 0.016 (stat) +0.009
−0.009 (syst) 0.209+0.008

−0.012

≥4 jets / ≥3 jets 0.227 ± 0.044 (stat) +0.012
−0.012 (syst) 0.217+0.008

−0.012

Table 8.4.: Ratio of cross sections for successive inclusive jet multiplicities
σ(Z/γ∗+ ≥ N + 1 jets)/σ(Z/γ∗+ ≥ N jets) measured with respect to the fiducial region
measured in data and predicted from NLO fixed-order pQCD calculations from Black-
Hat+SHERPA.
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8.5.2. Transverse Momentum Distributions

The differential cross section as a function of the transverse momentum pjetT in the range
30 GeV < pjetT < 180 GeV for events with at least one jet in the final state is depicted
in Fig. 8.13(a). The cross sections are normalised to the inclusive Z/γ∗(→ ee) cross
section, which clearly reduces the relative uncertainty in comparison to the absolute cross
sections. For the prediction from BlackHat+SHERPA, the NLO fixed order pQCD
calculation for Z+1 parton is used. As expected, the measured cross section decreases with
increasing transverse momentum. The predictions from ALPGEN+HERWIG, SHERPA
and the NLO fixed-order pQCD prediction from BlackHat+SHERPA are consistent
with the data, whereas PYTHIA shows a too soft transverse momentum spectrum. Similar
conclusions can be drawn from the differential cross section as a function of the transverse
momentum of the leading jet for events with at least one jet in the final state, which is
shown in Fig. 8.13(b).

Figure 8.13(c) shows the differential cross section as a function of the transverse momen-
tum of the 2nd leading jet in the range 30 GeV < pjetT < 120 GeV for events with at least
two jets in the final state. The cross section is also normalised to the inclusive Z/γ∗(→ ee)
cross section and decreases with increasing transverse momentum. The measurements are
again well described by the predictions from ALPGEN+HERWIG, SHERPA and the NLO
fixed-order pQCD predictions from BlackHat+SHERPA. PYTHIA fails to describe the
data. This can be attributed to the fact that the emission of a second jet in PYTHIA is
modelled by parton shower.

Detailed values of the measured cross sections, as well as NLO pQCD predictions from
BlackHat+SHERPA with respect to the fiducial region are listed in Appendix A.3. For
low pjetT the measurements are limited by systematics, mainly JES and JER, whereas as
for large pjetT the measurements are still limited by statistics.
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Figure 8.13.: Differential cross section as a function of (a) the transverse momentum pjetT for

events with at least one jet in the final state, (b) pjetT of the leading jet for events with at least

one jet in the final state and (c) pjetT of the 2nd leading jet for events with at least two jets in
the final state. The cross sections are normalised to the inclusive Z/γ∗(→ ee) cross section. The
other details are as in Fig. 8.12.
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8.5.3. Rapidity Distributions

The normalised differential cross sections as a function of the absolute rapidity |yjet| and
as a function of |yjet| of the leading jet for events with at least one jet with pjetT > 30 GeV in
the final state are depicted in Fig. 8.14(a) and in Fig. 8.14(b). The measured cross sections
decrease with increasing |yjet|. The predictions from ALPGEN+HERWIG, SHERPA and
the NLO fixed-order pQCD calculations from BlackHat+SHERPA are consistent with
the data. Both measurements are limited by systematics over the whole rapidity range, the
dominant contribution comes from JES, especially in the forward region. PYTHIA also
shows a good description of the shape in the region up to |yjet| = 2.5, but underestimates
the measured cross section in the forward region.

Figure 8.14(c) shows the normalised differential cross section as a function of |yjet| of the
2nd leading jet for events with at least two jets in the final state. The cross section also
decreases with increasing |yjet|. The predictions from ALPGEN+HERWIG, SHERPA
and the NLO fixed-order pQCD calculations from BlackHat+SHERPA are consistent
with the data, whereas PYTHIA is characterised by a general offset, which is consistent
with the offset observed for the inclusive jet multiplicity depicted in Fig. 8.12(a).

Detailed values of the measured cross sections, as well as NLO pQCD predictions from
BlackHat+SHERPA with respect to the fiducial region are listed in Appendix A.3.
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Figure 8.14.: Differential cross section as a function of (a) the absolute rapidity |yjet| for events
with at least one jet in the final state, (b) |yjet| of the leading jet for events with at least one jet
in the final state and (c) pjetT of the 2nd leading jet for events with at least two jets in the final
state. The cross sections are normalised to the inclusive Z/γ∗(→ ee) cross section. The other
details are as in Fig. 8.12.
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8.5.4. Invariant Dijet Mass

The normalised differential cross section as a function of the invariant mass mjj of
the two leading jets for events with at least two jets in the final state in the range
60 GeV < mjj < 300 GeV is shown in Fig. 8.15. The correct modelling of this distribu-
tion is essential, since it is often used to separate signal from background in searches for
new physics or studies of the Higgs boson.
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Figure 8.15: Differential cross section as a func-
tion of the invariant mass mjj of the two leading
jets for events with at least two jets in the final
state. The cross sections are normalised to the in-
clusive Z/γ∗(→ ee) cross section. The other details
are as in Fig. 8.12.

For mjj > 100 GeV the measured cross section decreases with increasing mjj. The
predictions from ALPGEN+HERWIG, SHERPA and the NLO fixed-order pQCD calcu-
lations from BlackHat+SHERPA are consistent with the data, while PYTHIA only
reproduces the shape, but underestimates the cross section.

Detailed values of the measured cross sections, as well as NLO pQCD predictions from
BlackHat+SHERPA with respect to the fiducial region are listed in Appendix A.3.

8.5.5. Angular Separation between the Leading Jets

The normalised differential dijet cross sections as a function of the spatial separation of
the two leading jets for events with at least two jets are shown in Fig 8.16.

The measurements are well described by the predictions from ALPGEN+HERWIG,
SHERPA and the NLO fixed-order pQCD predictions from BlackHat+SHERPA, while
PYTHIA underestimates the measured cross section for |∆yjj|, large |∆φjj| and large
∆Rjj.

Detailed values of the measured cross sections, as well as NLO pQCD predictions from
BlackHat+SHERPA with respect to the fiducial region are listed in Appendix A.3.
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Figure 8.16.: Differential dijet cross section as a function of (a) the absolute rapidity difference
of the two leading jets |∆yjj |, (b) the absolute azimuthal separation of the two leading jets |∆φjj |
and (c) the angular separation in y-φ space of the two leading jets ∆Rjj for events with at least
two jets in the final state. The cross sections are normalised to the inclusive Z/γ∗(→ ee) cross
section. The other details are as in Fig. 8.12.
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8. Measurement with the Dataset of 2010

8.6. Conclusions

The inclusive and differential Z/γ∗(→ ee) + jets cross section has been measured in pp-
collisions at a centre-of-mass energy of

√
s = 7 TeV with the full dataset of 2010. Total

inclusive cross sections and their ratios are measured as a function of jet multiplicity, as
well as inclusive differential cross sections as a function of the jet transverse momentum,
the jet rapidity, the dijet mass and the angular separation between the two leading jets.

Systematic and statistical uncertainties have been evaluated and the systematic uncer-
tainty has been reduced by normalising the cross sections to the inclusive Z/γ∗(→ ee)
cross section. Within uncertainties the predictions from ALPGEN+HERWIG, SHERPA
and the NLO fixed-order pQCD calculations from BlackHat+SHERPA are consistent
with the data, whereas PYTHIA fails to describe the data in large parts of the phase
space.

The measurements are already limited by systematics, mainly due to JES and JER,
except for the high transverse momentum and forward regions, in which the statistical
uncertainty is comparable to the total systematic uncertainty.

The increased dataset of 2011 on the one hand allows for more precise measurements
and measurements in new regions of phase space, on the other hand measurements have
to deal with increased pile-up.
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9. Measurement with the Dataset of
2011

This chapter describes the inclusive and differential Z/γ∗(→ ee) + jets cross-section mea-
surement in pp-collisions at a centre of mass energy of

√
s = 7 TeV with an integrated

luminosity of
∫
Ldt = 4.6 fb−1. This corresponds to the full dataset of 2011. This mea-

surement provides the most accurate results and partly supersedes the measurement with
the full dataset of 2010. It allows to exploit the data in kinematic regions which were not
accessible before, due to statistical limitations. It can be used to probe the Z/γ∗ + jets
modelling in typical phase space regions expected for the Higgs boson decay and searches
for new physics.

Total inclusive and exclusive cross sections are measured as a function of the jet multi-
plicity, Njet. Additionally, the inclusive and exclusive jet multiplicity ratios are measured
for different values of the transverse momentum of the leading jet to test the jet multiplic-
ity scaling. Furthermore, inclusive differential cross sections are measured as a function of
the jet transverse momentum, pjetT , the jet rapidity, yjet, the transverse momentum of the
Z boson peeT , the invariant mass of the two leading jets, mjj, and the angular separation
between the two leading jets. Finally, inclusive differential cross sections as a function of
HT and ST are measured. HT is defined as the scalar pT sum of all final state objects,
while ST is defined as the scalar pT sum of all hadronic jets in the final state.

The different steps of the analysis are exemplarily presented for a few key observables:
the exclusive jet multiplicity, the transverse momentum and the rapidity of the leading
jet for events with at least one jet in the final state, the absolute rapidity difference of
the two leading jets for events with at least two jets in the final state and HT for events
with at least on jet in the final state. The distributions for the other observables can be
found in Ref. [167].

This chapter is organised in the same way as the previous chapter: Starting with the
description of the uncorrected distributions comparing MC predictions to the measure-
ments on detector level in Sec. 9.1, Sec. 9.2 proceeds with the explanation of the method
to correct for detector effects. The different sources of systematic uncertainties on the
measurement are discussed in Sec. 9.3, followed by the theoretical corrections for non-
perturbative effects and QED FSR in Sec. 9.4. Finally, Sec. 9.5 discusses the results at
particle level.
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9. Measurement with the Dataset of 2011

9.1. Uncorrected Distributions

The uncorrected data distributions for Z/γ∗(→ ee) + jets are compared to the expected
signal and background distributions. For signal expectations two different ME+PS gen-
erators have been used, ALPGEN+HERWIG and SHERPA 1.4.1. Electron trigger, effi-
ciency and smearing corrections, as well as jet energy corrections are applied on MC, as
described in Chapter 6. Since the electron identification efficiency has been determined
from a MC event sample with a too wide beamspot σz compared to the one used for the
analysis, a global correction factor of 0.9860 ± 0.0013 has been determined by the com-
parison of the Z boson reconstruction efficiency in both MC event samples and is applied
to the predictions from the MC event generators.

Figure 9.1 depicts the different rapidity distributions predicted by ALPGEN+HERWIG
and SHERPA and in data normalised to unity.
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Figure 9.1: Z boson rapidity distribution in
data and MC event samples. The distributions
are normalised to unity.

ALPGEN+HERWIG, which uses a LO PDF, models a too wide rapidity distribution
of the Z boson, whereas SHERPA, which uses an NLO PDF, shows good agreement. A
too wide rapidity distribution of the Z boson results in a too small acceptance for the
lepton fiducial selection. Therefore, the expectations from ALPGEN+HERWIG in this
subsection are reweighted by a global scale factor of 1.062 on an event-by-event base. This
scale factor has been derived from the comparison of the nominal ALPGEN+HERWIG
prediction with the prediction reweighted to NLO PDFs [167] and has only been used for
the results presented in this subsection.

Table 9.1 summarises the events in data and the expectations from MC for both ALP-
GEN+HERWIG and SHERPA as signal MC. The uncertainties incorporates the combined
statistical and systematic uncertainty, as detailed in Sec. 9.3.
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9. Measurement with the Dataset of 2011

The expected background fraction for Z/γ∗(→ ee) + jets increases with increasing jet
multiplicity from 0.8% for Njet ≥ 0 to 20% for Njet ≥ 6. The main contributions
come from QCD multi-jet, tt̄ and diboson events for Z/γ∗ ≤ 1 jet, and for higher jet
multiplicities from tt̄ events. The fraction of the multi-jet background varies between
(0.38 ± 0.13)% for Njet ≥ 0 and (1.20 ± 0.44)% for Njet ≥ 6, while the tt̄ fractions vary
between (0.16± 0.02)% for Njet ≥ 0 to (18.6± 7.0)% for Njet ≥ 6. Both backgrounds are
estimated using a data-driven method as explained in Sec. 7.2. The other backgrounds,
such as Z/γ∗(→ ττ) + jets, W (→ eν) + jets, diboson and single top are estimated by
MC and normalised to the integrated luminosity in data using the respective (N)NLO
cross sections. For the following figures, background contributions from W (→ eν) + jets,
Z/γ∗(→ ττ) + jets and diboson processes are summarised as electroweak background and
contributions from tt̄ and single top are labelled as top background.

Figure 9.2 shows the uncorrected invariant dielectron mass for Z boson candidates,
me+e− , in events with at least one associated jet in the final state, as well as the uncorrected
inclusive jet multiplicity. The uncorrected invariant dielectron mass is shown for a wider
range than the one which is selected (66 GeV < me+e− < 116 GeV).
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Figure 9.2.: (a) Dielectron mass for Z candidates with at least one jet in the event and (b)
inclusive jet multiplicity in data and simulation. Multi-jets and tt̄ backgrounds have been esti-
mated from data. The hatched band incorporates the total statistical and systematic uncertainty
on the predictions. The yellow band in the ratio plots reflects the total systematic uncertainty.

For both ALPGEN+HERWIG and SHERPA, Data and MC are consistent for the final
selection and in the side bands. The current statistics in data allows for the first time to
gain access to the seventh jet bin in the inclusive and exclusive jet multiplicity. But the
MC expectation has to be taken with care in this region, since both ALPGEN+HERWIG
and SHERPA only uses matrix elements with up to five partons and the rest is done by
parton shower. As already known from the 2010 analysis, parton shower does not fully
describe the jet kinematics which results in an offset in the jet multiplicity.

Figure 9.3 shows the uncorrected pjetT and yjet distributions for the leading jet in events
with at least one jet in the final state, as well as the uncorrected absolute rapidity dif-
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Figure 9.3.: (a) Transverse momentum distribution of the leading jet in events with at least
one jet in the final state, (b) rapidity distribution of the leading jet in events with at least one
jet in the final state, (c) |∆yjj | of the two leading jets in events with at least two jets in the
final state and (d) HT in events with at least one jet in the final state in data and simulation.
Multi-jets and tt̄ backgrounds have been estimated from data. The hatched band incorporates
the total statistical and systematic uncertainty on the predictions. The yellow band in the ratio
plots reflects the total systematic uncertainty.
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ference, |∆yjj|, of the two leading jets in events with at least two jets in the final state
and the uncorrected HT distribution in events with at least one jet in the final state. The
predictions from ALPGEN+HERWIG model a too hard pT distribution for the leading
jet, while they are consistent with the data for the other distributions. SHERPA models
a two broad rapidity distributions, which is reflected in large values of |∆yjj|. Further
uncorrected distributions can be found in Appendix B.1.

All plots illustrated in this section and in Appendix B.1 are shown with the combined
statistical and systematic uncertainty, as described in Sec. 9.3. Since there are no system-
atic uncertainties coming from the unfolding process, they provide a valuable reference for
a comparison between generator predictions and data. In general, the predictions from
ALPGEN+HERWIG and SHERPA are consistent with the data. This gives confidence
that these MC event samples provide a reasonable description of the event kinematics
and the detector response, which is necessary since they are used as input sample for the
unfolding. A detailed discussion of all distributions is given in Sec. 9.5 together with the
comparison on particle level.

9.1.1. Double-parton Interactions

The production of Z/γ∗(→ ee) + jets events includes a fraction of events originating from
DPI, which is expected from MC predictions to be small, at the order of 3%. This contri-
bution is not included in the NLO fixed-order calculations from BlackHat+SHERPA,
therefore the correction for non-perturbative effects has to cover this effect. Due to the fact
that this correction is based on MC predictions from ALPGEN+HERWIG, the fraction
of expected DPI events has to be validated with data.

In order to study DPI, the production of Z + 2 jets can be used. As described in
Sec. 2.3.2, σeff is expected to be approximately independent of the process and the phase
space requirements, thus Z/γ∗ + jets events can lead to an improved understanding of
DPI. For Z+2 jets events originating from DPI, the two jets are more likely back-to-back
in the transverse plane, whereas for events originating from SPI the two jets are expected
to recoil against the Z boson. Therefore, the transverse momentum balance between the
two jets ∆jets provides a good observable to separate DPI from SPI events, following the
approach from Ref. [168]. The observable ∆jets is defined as

∆jets = |~pjet1T + ~pjet2T |. (9.1)

In order to reduce the dependence of ∆jets on the jet energy scale, ∆jets has been nor-
malised to the sum of the individual transverse momenta

∆n
jets =

|~pjet1T + ~pjet2T |
|~pjet1T |+ |~pjet2T |

. (9.2)

Figure 9.4 shows the uncorrected distribution of ∆n
jets and ∆jets. Effects from DPI are

mainly expected in the region 0 GeV < ∆jets < 50 GeV and 0 < ∆n
jets < 0.5[168]. The

predictions from ALPGEN+HERWIG are consistent with the data for ∆n
jets and ∆jets.

The predictions from SHERPA show a constant offset, which can be attributed to the
mismodelling of the number of two jet events. This gives confidence that the MC events
samples provide a reasonable description of DPI events and no coarse mismodelling exists.
For a clearer statement, further studies using template fits are necessary.
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Figure 9.4.: (a) ∆n
jets and (b) ∆jets distribution in events with exactly two jets in the final

state in data and simulation. Multi-jets and tt̄ backgrounds have been estimated from data. The
hatched band incorporates the total statistical and systematic uncertainty on the predictions.
The yellow band in the ratio plots reflects the total systematic uncertainty.

9.1.2. Impact of Pile-up

From 2010 to 2011 the amount of pile-up has significantly increased. During the 2010 data
taking the average number of interactions per bunch crossing was two, while at the end of
2011 it increased to up to 20. Therefore for the analysis with 2010 data the dependence
on pile-up could be neglected. In contrast, for the analysis with 2011 data the measured
quantities on detector level are expected to be affected by pile-up, even if the cut on
the JVF rejects jets coming from pile-up in the central region and the jet energies are
corrected for an offset depending on the number of primary vertices NPV and the number
of interactions per bunch crossing µ. This can be ascribed to the fact that no algorithm
exists to reject jets originating from pile-up outside the acceptance region of the inner
detector. If the pile-up observed in data after applying the inclusive Z/γ∗(→ ee) selection
is correctly modelled by the MC event samples, the measured cross sections are expected
to be independent from the amount of pile-up, since its impact is correctly taken into
account in the unfolding.

A first check is performed by comparing the average number of interactions per bunch
crossing and the number of primary vertices predicted by ALPGEN+HERWIG with
the data, as shown in Fig. 7.2. For both distributions, the predictions from ALP-
GEN+HERWIG are consistent with the data, which indicates that the re-weighting pro-
cedure, as described in Sec. 7.2, works correctly.

Further tests are performed by comparing the predictions from ALPGEN+HERWIG
with the data for a few key distributions after applying the inclusive Z/γ∗(→ ee) selection
for different pile-up scenarios. Three regions (low, medium and high) for the average
number of interactions, as well as for the number of primary vertices are defined:

• Low µ: µ < 6.5
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• Medium µ: 6.5 ≤ µ < 10.5

• High µ: µ ≥ 10.5

• Low NPV : NPV < 5

• Medium NPV : 5 ≤ NPV < 8

• High NPV : NPV ≥ 8

At first order, it is expected that the number of primary vertices is mainly influenced by
in-time pile-up whereas µ is influenced by out-of-time pile-up. In order to disentangle
both effects, four regions have been defined: low µ or high µ together with medium NPV

to study the impact of out-of-time pile-up and medium µ together with low NPV or high
NPV for in-time pile-up.

In order to compare the different pile-up scenarios, the ratio between the distribution
with requirements on µ and NPV and the inclusive distribution without requirements on
µ and NPV is taken. The impact coming from electrons are removed by dividing each
distribution by its respective number of inclusive Z/γ∗(→ ee) events before calculating
the ratio. Figure 9.5 shows the ratios to test the impact of in-time and out-of-time pile-up
for the transverse momentum and the rapidity distribution of all jets. As expected, the
largest impact of pile-up is found in the low pjetT region and in the forward region beyond
the acceptance region of the tracker, where no cut on the JVF is applied. In addition
the impact of in-time pile-up is much larger on the measured quantities. In general,
a good agreement between the predictions from ALPGEN+HERWIG and the data are
found, except for some phase-space regions (low pT and very high |y|). In order to provide
more precise tests of the MC data agreement, the double ratio between the ratios from
ALPGEN+HERWIG and data is built and shown in Fig. 9.6. The hatched bands reflect
the pile-up component of the JES uncertainty.

As seen before the impact of pile-up on the measured quantities is well described by
the predictions from ALPGEN+HERWIG, except for the region 20 GeV < pjetT < 30 GeV,
which supports the choice to perform the measurements only for jets with pT > 30 GeV.
But the deviations in this region are still covered by the pile-up component of the JES
uncertainty. Also in the forward region the predictions from ALPGEN+HERWIG are
consistent with the data within the large statistical and systematic uncertainties. Results
of similar pile-up studies for the inclusive jet multiplicity are shown in Appendix B.1.1.
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(a) Inclusive jet pT , impact of in-time pile-up
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Figure 9.5.: Ratios of (a),(b) the transverse momentum and (c),(d) the rapidity distributions
of all jets with and without requirements on µ and NPV in data and simulation to test the
impact of (a),(c) in-time pile-up and (b),(d) out-of-time pile-up. The distributions are divided
by the respective number of inclusive Z/γ∗(→ ee) events before calculating the ratios.

103



9. Measurement with the Dataset of 2011

 [GeV]
jet

T
p

20 40 60 80 100 120 140 160 180 200

A
L
P

G
E

N
 /
 D

a
ta

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

 1 jet≥) + ­e
+

 e→*(γZ/

 jets, R = 0.4,tanti­k

| < 4.4
jet

 > 20 GeV, |yjet

T
p

PV
, Low NµMedium 

PV
, High NµMedium 

(a) Inclusive jet pT , impact of in-time pile-up
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Figure 9.6.: Double ratio between the ratios from ALPGEN+HERWIG and data for (a),(b)
the transverse momentum and (c),(d) the rapidity distributions of all jets to test the impact of
(a),(c) in-time pile-up and (b),(d) out-of-time pile-up. The hatched bands reflect the pile-up
component of the JES uncertainty.
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9.2. Corrections for Detector Effects

Similar to the 2010 analysis, the final cross sections are quoted on particle level to facilitate
the comparison with pQCD predictions and with measurements from other experiments.
Therefore, the measurements are corrected for detector effects back to particle level. This
correction accounts for resolution effects, non linearities and efficiencies of the Z/γ∗ and jet
identification and reconstruction. In contrast to the 2010 analysis, the nominal correction
is done using the iterative (Bayes) method [131] based on the ALPGEN+HERWIG signal
MC event sample. The iterative (Bayes) method has been optimised using more refined
corrections and a better method to choose the optimal number of iterations. In addition,
the available MC statistics has significantly increased, which allows for measurements
with a higher level of accuracy.

In the following subsections the implementation of the iterative (Bayes) method and
the method to evaluate the optimal number of iterations are presented. The systematic
uncertainties due to the unfolding procedure are discussed in Sec. 9.3.5.

9.2.1. Method Implementation

The correction for detector effects is done using the iterative (Bayes) method following in
general the approach from the analysis with the dataset of 2010, as described in Sec. 8.2.
The correction is performed for each distribution separately, due to the fact that the
statistics of the MC event samples is limited. With more statistics a multi-dimensional
unfolding would be preferred to correctly take into account the full event kinematics.

The jet hierarchy on particle level, defined by pjetT in decreasing order, is preserved
on detector level in the matched events. This results in a different jet hierarchy for the
matched distribution compared to the nominal distribution on detector level. In order to
better understand this effect, the correction of not-matched events used in 2010, is split
into two separate corrections for 2011, a pure correction for not-matched events and a jet
hierarchy correction. Both corrections are based on bin-by-bin correction factors, which
introduces a dependence of the MC event samples in the unfolding procedure. Hence, it
is attempted to keep these corrections small.

The binning of the different distributions is chosen such that the bin width commensu-
rates with the resolution and the bin purity is ∼ 70%. The MC distribution on particle
level is used as initial prior. A sanity check of this method is performed using SHERPA
MC event samples and ALPGEN + HERWIG reweighted to data. The results are pre-
sented in Appendix B.3. Finally, the optimal number of iterations has been studied, as
described in Sec. 9.2.2.

Figure. 9.7 - Fig. 9.9 exemplarily show the migration matrices, the correction for not-
matched events and the jet hierarchy for the transverse momentum and the absolute
rapidity distribution of the leading jet for events with at least one jet in the final state.
Further distributions can be found in Appendix B.2 and Ref. [167].
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Figure 9.7.: Migration matrices for (a) the transverse momentum of the leading jet and (b)
the absolute rapidity of the leading jet for events with at least one jet in the final state. The
migration matrices are determined using ALPGEN+HERWIG MC event samples.
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Figure 9.8.: Correction for not-matched events for (a) the transverse momentum of the leading
jet and (b) the absolute rapidity of the leading jet for events with at least one jet in the final state.
The correction factors are shown for ALPGEN+HERWIG and SHERPA MC event samples.

106



9.2. Corrections for Detector Effects

 (leading jet) [GeV]jet

T
p

100 200 300 400 500 600 700

O
rd

e
r 

C
o
rr

e
c
ti
o
n

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05
 1 jet,≥) + ­e

+
 e→*(γZ/

 jets, R = 0.4,
t

anti­k

| < 4.4
jet

 > 30 GeV, |y
jet

T
p

ALPGEN

SHERPA

(a) Leading jet pT

| (leading jet)
jet

|y

0 0.5 1 1.5 2 2.5 3 3.5 4

O
rd

e
r 

C
o
rr

e
c
ti
o
n

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05
 1 jet,≥) + ­e

+
 e→*(γZ/

 jets, R = 0.4,
t

anti­k

| < 4.4
jet

 > 30 GeV, |y
jet

T
p

ALPGEN

SHERPA

(b) Leading jet |y|

Figure 9.9.: Order correction for (a) the transverse momentum of the leading jet and (b)
the absolute rapidity of the leading jet for events with at least one jet in the final state. The
correction factors are shown for ALPGEN+HERWIG and SHERPA MC event samples.

Whereas substantial migration is observed for the transverse momentum of the jets,
the migration matrix for the absolute rapidity distribution is approximately diagonal.
In order to account for the correct migration around the pjetT threshold of 30 GeV, the
pjetT distributions are expanded to 20 GeV. For the rapidity distribution, a cross check
using a two-dimensional unfolding is performed to account for the migration around the
pjetT threshold, as described in Sec. 9.5.4. For some phase-space regions, the correction
for not-matched events is rather large, e.g. in the forward region. In addition, in this
region the predictions from ALPGEN+HERWIG and SHERPA diverges, which leads to
large systematic uncertainties on the final measurements. In the future with increasing
precision of the measurement and more MC statistics this method needs to be optimised.
As expected, the jet hierarchy correction is rather small over the whole phase-space region
at the order of 1%, only for the low pjetT the correction slightly increases. This is due to
the fact that the pT distribution is steeply falling and therefore it is more likely for low
pT jets to change their ordering due to resolution effects.

9.2.2. Optimal Number of Iterations

In order to determine the optimal number of iterations for the unfolding, the detec-
tor level distributions obtained with SHERPA are unfolded to particle level using ALP-
GEN+HERWIG event samples separately for each observable, similar to the unfolding
performed for the data distributions. In addition, an MC@NLO MC event sample is used
to perform a cross check. The statistics of the SHERPA and MC@NLO MC event samples
are at the same order as the statistics in data, such that statistical fluctuations are taken
into account. The unfolded results are then compared to the truth distributions of the
different MC event samples, respectively. The optimal number of iterations is quantified
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by minimising the variable

χ2 =
∑
i

(Ui − Ti)2

(δTi)2
,

Here, Ui and Ti describe the unfolded number of events and the true number of events in
bin i, respectively. δTi is the statistical uncertainty on Ti. The sum runs over all bins of
the distributions.

Figure 9.10 exemplarily shows the χ2 values divided by the number of bins for the
transverse momentum and the absolute rapidity distribution of the leading jet for events
with at least one jet in the final state. Zero iterations in these figures correspond to the
result from the bin-by-bin method. Further distributions can be found in Appendix B.2
and Ref. [167].
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Figure 9.10.: χ2 divided by the number of bins as a function of the number of iterations for
(a) the transverse momentum of the leading jet and (b) the absolute rapidity of the leading jet
for events with at least one jet in the final state. The values have been obtained with SHERPA
MC event samples. Zero iterations correspond to the result from the bin-by-bin method.

In general, the optimal number of iterations obtained with SHERPA and MC@NLO
are quite similar, although the generators predict very different kinematics. For the few
cases where both generators give different results, the smallest number of both is chosen,
in order to reduce the impact from statistical fluctuations. For the transverse momentum
and the absolute rapidity distribution of the leading jet the optimal numbers of iterations
are chosen to three and two, respectively.
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9.3. Study of Systematic Uncertainties

The different sources of systematic uncertainties are studied in detail for each observable
presented in this analysis, similar to the analysis with the full dataset of 2010. The differ-
ent systematic shifts, corresponding to 1σ, are applied on the predictions from MC event
samples and the data-driven background estimate. Uncertainties related to a given back-
ground prediction or estimation are only applied to this specific background contribution.
The modified background distributions are then subtracted from the data distribution.
The resulting background-subtracted data distributions are unfolded to particle level, us-
ing the modified migration matrices and correction factors. The difference between the
nominal unfolded result and the modified unfolded distributions is taken as systematic
uncertainty. The experimental uncertainties are expected to be mainly symmetric for
plus and minus 1σ, therefore the systematic uncertainties are symmetrised in order to
mitigate artificial fluctuations due to a lack of statistics in the MC event samples. The
symmetrisation is performed by taking the average of the up and down variation of the
different components on the unfolded result. Finally, the different sources of systematic
uncertainties are added in quadrature.

9.3.1. Electron Selection

The systematic uncertainties coming from the electron selection are estimated in the same
way as for the analysis with the full dataset of 2010, as described in Sec. 8.3. Compared
to the analysis with the full dataset of 2010, the uncertainty due to electron identification
has been significantly reduced, as described in Sec. 6.1.3. It is now at the same order of
magnitude as the uncertainty due to electron reconstruction of 2%.

The different sources of uncertainties are symmetrised and added in quadrature, result-
ing in an uncertainty of ∼ 2.8% approximately independent of the jet multiplicity, the jet
pT and the jet y. The dominant contributions are coming from the electron identification
and reconstruction.

9.3.2. Jet Energy Scale

As already seen for the measurement with the full dataset of 2010, the measurement is
quite sensitive to the systematic uncertainty of the JES.

For the analysis presented in this chapter, the set of 64 uncertainty components, as
described in Sec. 6.2.4, has been reduced to 14, by diagonalising the total covariance
matrix for the uncertainties related to the different in-situ measurements, separating out
the five eigenvectors with the largest contribution and combining the others to a sixth
component. It has been checked that a decomposition into more components does not
make a difference on the final results [167]. In addition, the uncertainty due to b-jets can
be neglected, since the expected fraction of b-jets in this analysis is small. The remaining
different uncertainty components are:

• six from the different in-situ measurements

• one from the η-intercalibration

• one for high pT jets larger than ∼ 1 TeV, derived from the single hadron response
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• one for the MC non-closure of the calibration between MC11c relative to MC11b.

• two from the pile-up offset correction, one for NPV and one for µ

• one for the presence of close-by jets

• two from the flavour composition and response of the samples

The different components are propagated separately for each observable to the final cross
section. The total JES uncertainty has been determined by symmetrizing each component
and adding them in quadrature. Figure 9.11 shows the different contributions to the total
JES uncertainty exemplarily for a few distributions. The leading systematic component
of the first six coming from the different in-situ measurements is shown separately, called
effective 1, the other five components are shown combined as effective rest. The uncer-
tainty on the JES translates into an uncertainty on the final cross-section measurement
of 6.7% to 16% for Njet ≥ 1 to Njet ≥ 4 and of up to 30% for large values for the jet
rapidity and the absolute rapidity difference. The dominant contribution to the JES un-
certainty for forward jets is coming from the uncertainty on the η-intercalibration, while
the uncertainty on the high pT jets are dominated by effective1 and the uncertainty on
the flavour composition and response. The JES uncertainty still constitutes the dominant
contribution to the total systematic uncertainty.
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Figure 9.11.: Different contributions to the combined relative JES uncertainty for the measured
cross section as a function of (a) the exclusive jet multiplicity, (b) the transverse momentum of
the leading jet for events with at least one jet in the final state, (c) the absolute rapidity of the
leading jet for events with at least one jet in the final state, (d) the absolute rapidity difference
of the two leading jets |∆yjj | for events with at least two jets in the final state and (e) HT for
events with at least one jet in the final state. The total uncertainty is determined by summing
up the different contributions in quadrature.
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9.3.3. Jet Energy Resolution

The uncertainty on the JER is propagated to the final cross section by over-smearing the
jet energy in the MC event samples within 1σ using random numbers. The procedure has
been repeated 5 times by modifying the random seed. Finally, the resulting uncertainties
are symmetrised and the average is taken as a systematic uncertainty. This translates into
an uncertainty at the order of a few percent (3%− 4%) for the inclusive jet multiplicity.

9.3.4. Background Modelling and Normalisation

The uncertainties on the background predictions related to background modelling and
normalisation are treated similarly to the ones in the analysis with the full dataset of
2010, as described in Sec. 8.3.

For this analysis the multi-jets and the tt̄ background have been estimated from data, as
described in Sec. 7.2. The uncertainty on the normalisation of the data-driven estimates
of the tt̄ and the multi-jets background translates into an uncertainty of 0.015% to 0.37%
and of 0.13% to 0.33% on the inclusive jet multiplicity for Njet ≥ 1 to Njet ≥ 4, respec-
tively. The cross section of the single top and the EW backgrounds are varied within their
corresponding normalisation uncertainties, accounting for PDF uncertainties, uncertain-
ties due to the choice of αs and scale uncertainties on the NNLO predictions. Since the
fractions from these background contributions are rather small, the resulting uncertainty
on the final cross section is less than 1%.

The statistical uncertainties from the background predictions are added in quadrature
to the statistical uncertainty in data. They are propagated simultaneously to the final
cross section.

9.3.5. Unfolding

For the systematic uncertainty on the unfolding three uncorrelated components are con-
sidered, similar to the analysis with the full dataset of 2010.

The unfolding has been repeated twice to account for the potentially insufficient mod-
elling of jet kinematics and composition and to account for variations of the final results
due to different unfolding techniques and method implementations, once using the itera-
tive (Bayes) method based on the SHERPA signal MC event sample and once using the
bin-by-bin method based on the ALPGEN+HERWIG signal MC event sample.

The third component of the systematic uncertainty accounts for the limited statistics
of the MC event samples. This uncertainty is propagated to the particle level distribution
using toy MC. Each bin of the migration matrices is fluctuated independently according
to a Gaussian distribution 1000 times and the correction factors are recalculated. The
RMS of the different unfolded results are taken as systematic uncertainty.

The first two components are highly influenced by statistical fluctuations in some phase-
space regions, therefore the difference between the nominal unfolded results and the mod-
ified results Dk(Oi) with respect to the nominal results are smoothed using a Gaussian
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9.3. Study of Systematic Uncertainties

kernel separately for each observable O

D̃k(Oi) =

∑Nbins

j=1 Dk(Oj) · W(Oi, Oj)∑Nbins

j=1 W(Oi, Oj)
,

W(Oi, Oj) = w(Oj)×Gauss

(
S(Oi)− S(Oj)

σO

)
. (9.3)

Here, D̃k(Oi) is the smoothed result of the systematic source k for bin i. The width of
the Gaussian kernel is σO, which has been chosen such that the smoothed curve provides
a good and stable description of the shape with respect to the statistical fluctuations. σO
is typically between 0.2 and 0.8. The function S is used to change the scale on which O is
evaluated. For pT -like observables S is the natural logarithm of O, whereas for the other
observables S is the identity. The w(Oj) describe a set of weights with

∑Nbins

j=1 w(Oj) = 1,
which are calculated from the statistical uncertainties δσ(Oj) on the nominal unfolded
results:

w(Oj) =
1/(δσ(Oj))2∑Nbins

j=1 1/(δσ(Oj))2
. (9.4)

Figure 9.12 and Fig. 9.13 exemplarily show the smoothed results for the transverse mo-
mentum and the absolute rapidity distribution of the leading jet for events with at least
one jet in the final state.
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Figure 9.12.: Relative systematic shifts on the unfolded cross section obtained by comparing
the unfolding procedure using ALPGEN+HERWIG or SHERPA for (a) the transverse momen-
tum of the leading jet and (b) the absolute rapidity of the leading jet for events with at least
one jet in the final state. The relative shifts are smoothed using a Gaussian kernel.

Finally, the three different sources of systematic uncertainties are symmetrised and
added in quadrature, resulting in an uncertainty of 0.22% to 1.9% on the inclusive jet
multiplicity for Njet ≥ 1 to Njet ≥ 4 and up to 6.8% as pjetT increases. The dominant
contribution to this uncertainty comes from the choice of the MC event sample. The
uncertainty coming from the choice of the unfolding method, even if it is not dominant,
is expected to be too conservative, since the bin-by-bin method fully depends on the MC
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Figure 9.13.: Relative systematic shifts on the unfolded cross section obtained by comparing
the results obtained with iterative (Bayes) method and bin-by-bin method for (a) the transverse
momentum of the leading jet and (b) the absolute rapidity of the leading jet for events with at
least one jet in the final state. The relative shifts are smoothed using a Gaussian kernel.

predictions and therefore does not provide a valuable systematic uncertainty. For future
analyses this contribution will be neglected and more refined methods will be used. A
comparison with the bin-by-bin method will only be used as a cross check.

9.3.6. Total Systematic Uncertainty

Table 9.2 summarises the different components of the total systematic uncertainty on the
measured cross section for several inclusive jet multiplicities.

≥ 0 jets ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets

Electron Trigger 0.28% 0.40% 0.45% 0.50% 0.54%
Electron Energy Scale 0.14% 0.22% 0.21% 0.21% 0.25%

Electron Energy Resolution 0.0073% 0.011% 0.015% 0.012% 0.030%
Electron Reconstruction 1.6% 1.6% 1.6% 1.6% 1.6%

Electron ID 2.2% 2.3% 2.3% 2.3% 2.2%
Jet Energy Scale - 6.7% 9.7% 13% 16%

Jet Energy Resolution - 3.1% 2.6% 3.3% 3.7%
Multi-jets Background 0.13% 0.25% 0.29% 0.31% 0.33%

tt̄ Background 0.015% 0.053% 0.17% 0.29% 0.37%
EW Background 0.0087% 0.036% 0.070% 0.072% 0.051%

Single Top Background 0.0009% 0.0055% 0.010% 0.012% 0.010%
Unfolding Method 0.0043% 0.012% 0.34% 0.89% 0.38%
Unfolding Sample 0.49% 0.16% 0.85% 0.77% 1.7%

Unfolding Stat 0.49% 0.14% 0.21% 0.42% 0.84%

Total 2.8% 7.9% 10.5% 13.4% 16.9%

Table 9.2.: Different components of the total systematic uncertainty on the measured cross
section for several inclusive jet multiplicities.
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The dominant systematic uncertainty on the inclusive Z/γ∗(→ ee) selection comes from
the electron identification and reconstruction, while the measurement of the production
cross section of Z/γ∗(→ ee) associated with jets is dominated by JER and JES.

In addition, Fig. 9.14 presents the detailed study of the systematic uncertainties for
the cross section as a function of the exclusive jet multiplicity, the transverse momentum
and the absolute rapidity of the leading jet for events with at least one jet in the final
state, the absolute rapidity difference of the two leading jets |∆yjj| for events with at
least two jets in the final state and HT for events with at least one jet in the final state.
The dominant contribution to the total systematic uncertainty comes from JES, except
for a few regions, e.g. high pT or large values of |∆yjj| where the systematic contribution
from the unfolding is compatible with the JES uncertainty or is even larger. Further
distributions for the study of the systematic uncertainties can be found in Ref. [167].

Furthermore, the correlations between bins for the different sources of systematic un-
certainties are computed, which are of great importance especially for the combination of
the measurements from the electron and muon channel. The results of the combination
can be found in Ref. [8]. The correlations are calculated using the following formula:

ρ(i, j) =
cov(i, j)

σiσj
,

with
cov(i, j) =

∑
k

ski × skj ,

Here, ρ(i, j) describes the correlation coefficient between bin i and j, cov(i, j) describes
the entry of the covariance matrix for bin i and j and σi,j are the total uncertainties of
bin i and j. The covariance matrix is calculated by summing over all systematic sources
k, except for the systematic uncertainty coming from the limited statistics of the MC
event samples used for unfolding, which is assumed to be fully uncorrelated between
bins. The ski,j describe the relative systematic shifts of the component k for bin i and j.
Figure 9.15 exemplarily shows the correlation matrices for a few selected observables. The
values of the correlation coefficients are driven by the relative size and the shape of each
systematic component. For example, the fact that the JES uncertainty increases with
increasing exclusive jet multiplicity starting from zero for the zero jet bin anti-correlates
the zero jet bin to the other jet bins and correlates all the other jet bins.

Similar to the systematic uncertainties, the uncertainty on the total integrated lumi-
nosity of 1.8% [101] is propagated through the unfolding procedure.

The total systematic uncertainty is added in quadrature to the statistical uncertainty
of the measurement and to the uncertainty on the total integrated luminosity.
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Figure 9.14.: Different contributions to the combined relative systematic uncertainty for the
measured cross section as a function of (a) the exclusive jet multiplicity, (b) the transverse
momentum of the leading jet for events with at least one jet in the final state, (c) the absolute
rapidity of the leading jet for events with at least one jet in the final state, (d) the absolute
rapidity difference of the two leading jets |∆yjj | for events with at least two jets in the final state
and (e) HT for events with at least one jet in the final state. The total systematic uncertainty
is determined by summing up the different contributions in quadrature.
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Figure 9.15.: Correlation matrices for the measured cross section as a function of (a) the
exclusive jet multiplicity, (b) the transverse momentum of the leading jet for events with at
least one jet in the final state, (c) the absolute rapidity of the leading jet for events with at least
one jet in the final state, (d) the absolute rapidity difference of the two leading jets |∆yjj | for
events with at least two jets in the final state and (e) HT for events with at least one jet in the
final state.
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9.4. Theory Corrections

For the extraction from parton level to particle level, the NLO fixed-order pQCD predic-
tions are corrected for QED FSR and non-perturbative effects, such as UE and fragmen-
tation. The UE correction also accounts for events originating from DPI. Both corrections
are determined using MC event samples. The corresponding uncertainties are added in
quadrature to the other theoretical uncertainties. A detailed description of both correc-
tions can be found in the following two subsections.

9.4.1. Corrections for Non-perturbative Effects

The correction for non-perturbative effects is performed on a bin-by-bin basis separately
for each observable similarly to the one for the 2010 analysis, as described in Sec. 8.4.1.
For 2011, the statistics of the MC event sample used to determine the corrections are
significantly increased. In addition, new UE tunes are used.

The nominal correction is determined using ALPGEN+HERWIG+JIMMY MC event
samples with the HERWIG cluster fragmentation and the AUET2-CTEQ6L1 tune.

Systematic uncertainties on this correction are obtained from the comparison with ALP-
GEN+PYTHIA MC event samples using string fragmentation and the PERUGIA2011
tune.

Figure 9.16 to Fig. 9.18 show the correction for the exclusive jet multiplicity, the trans-
verse momentum and the rapidity of the leading jet for events with at least one jet in the
final state, illustrating the different components, which are combined in the final correc-
tion. Similar to the 2010 analysis, the separate correction factors for fragmentation and
UE are only presented to approximately show the effects of the different components, for
the final correction the combined correction factors are used. Fragmentation leads to an
energy loss in the jet reconstruction due to increased out-of-cone showering, which results
in a decreased number of jets passing the pT threshold. In contrast, UE increases the
average jet energy, resulting in an increased number of jets passing the pT threshold. The
influence from both effects is larger at low pT and high y, since low energetic jets are
wider and the fraction of jet energy provided by the UE is larger.

The combined fragmentation and UE correction decreases with increasing pT , starting
with a correction of 7% towards no correction for the high-pT regime. The correction deter-
mined with ALPGEN+PYTHIA compared to ALPGEN+HERWIG+JIMMY is slightly
larger for low pT . This can be attributed to the fact that PYTHIA predicts a larger
amount of UE compared to HERWIG+JIMMY as shown in Fig. 9.18(b). For large values
of pjetT the correction factors are highly influenced by statistical fluctuations due to the
limited statistics of the MC event samples, therefore a linear fit in this regime is performed
to determine the final correction.

The correction with respect to the jet rapidity is flat in the region −3.0 < y < 3.0
at ∼ 5% for both ALPGEN+HERWIG and ALPGEN+PYTHIA MC event samples,
whereas for large values of y the predictions differ. The correction determined with
ALPGEN+HERWIG increases to ∼ 35%, while the correction determined using ALP-
GEN+PYTHIA remains flat. This difference is fully propagated into the systematic
uncertainty of this correction and can be explained by the fact that HERWIG + JIMMY
with the AUET2 tune predicts larger UE corrections compared to PYTHIA with the
PERUGIA2011c tune.
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Figure 9.16.: (a) Fragmentation correction, (b) UE correction and (c) combined fragmentation
and UE correction for the exclusive jet multiplicity.
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Figure 9.17.: (a) Fragmentation correction, (b) UE correction and (c) combined fragmentation
and UE correction for the transverse momentum of the leading jet for events with at least one
jet in the final state.
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Figure 9.18.: (a) Fragmentation correction, (b) UE correction and (c) combined fragmentation
and UE correction for the rapidity of the leading jet for events with at least one jet in the final
state.
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Figure 9.19 shows the combined fragmentation and UE correction for the absolute
rapidity difference of the two leading jets for events with at least two jets in the final
state and HT in events with at least one jet in the final state.
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Figure 9.19.: Combined fragmentation and UE correction for (a) the absolute rapidity differ-
ence of the two leading jets for events with at least two jets in the final state and (b) HT in
events with at least one jet in the final state.

While the corrections determined from ALPGEN+HERWIG and ALPGEN+PYTHIA
clearly differ for the rapidity distribution, both generators predict similar corrections for
the absolute rapidity distance between the two leading jets. Fragmentation and UE lead
to a migration of the jets in pT , therefore the number of jets included in HT varies. Large
values of HT can result from a large number of jets or a small number of very hard jets,
for both the influence of UE and fragmentation is expected to be small as confirmed
in Fig. 9.19(b). For large values of HT the correction factors are highly influenced by
statistical fluctuations similar to pT of the leading jet. Therefore, the final correction is
also determined from a linear fit in this regime.

9.4.2. Corrections for QED Final State Radiation

The correction for QED FSR is performed in the same way as for the analysis with the
full dataset of 2010, as described in Sec. 8.4.2. The nominal correction is derived us-
ing ALPGEN+HERWIG MC event samples interfaced to PHOTOS for photon radiation.
Figure 9.20 exemplarily shows the QED FSR correction for a few observables. The cor-
rection is approximately 0.98 and is nearly independent of the jet multiplicity and jet
kinematics. In addition, the correction from Born level to the level of bare final-state
leptons is shown, which demonstrates that the dressing of leptons with photons brings
the final state leptons closer to the initial state leptons. The size of the correction for low
values of HT refers to the influence from QED radiation on the electron kinematics.

For systematic studies, the corrections obtained with ALPGEN+HERWIG MC event
samples are compared to the corrections derived with SHERPA MC event samples, which
uses the YFS [129] approach to model QED FSR, as described in Sec. 4.4. The differences
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Figure 9.20.: QED FSR correction as a function of (a) the exclusive jet multiplicity, (b) the
transverse momentum of the leading jet for events with at least one jet in the final state, (c)
the rapidity of the leading jet for events with at least one jet in the final state, (d) the absolute
rapidity difference of the two leading jets |∆yjj | for events with at least two jets in the final
state and (e) HT for events with at least one jet in the final state.
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between the corrections obtained with ALPGEN+HERWIG and SHERPA are at the per-
mille level.

9.5. Results

This section presents the final results of the measurement with the full dataset of 2011.
Similar to the analysis with the full dataset of 2010, the measured distributions depicted
in Sec. 9.1 are unfolded to particle level taking into account the systematic uncertainties
discussed in Sec. 9.3. Predictions from NLO fixed-order pQCD calculations, corrected for
non-perturbative effects and QED radiation effects, as described in Sec. 9.4, as well as
predictions from ALPGEN+HERWIG, SHERPA and MC@NLO using the ATLAS config-
urations, as detailed in Sec. 7.2, are compared to the measured cross sections. In addition,
the predictions from ALPGEN+PYTHIA are compared to the measured cross section for
a few selected observables. ALPGEN+HERWIG, ALPGEN+PYTHIA and SHERPA in-
clude LO matrix elements with up to five partons, while higher jet multiplicities are
modelled by parton shower, as detailed in Sec. 7.2.1. In contrast, MC@NLO generates
the DY process at NLO, which includes the real emission of one additional parton. Events
with more than one jet in the final state are modelled by parton shower. Inclusive and
differential cross sections for Z/γ∗(→ ee)+ ≥ n jets are compared to the corresponding
NLO fixed-order pQCD calculation for Z+ ≥ n jets from BlackHat+SHERPA.

The figures in this section are organized such that they show the absolute or normalised
cross sections in the upper part, together with the ratios BlackHat+SHERPA/data,
ALPGEN/data and SHERPA/data in the lower three parts. The predictions from ALP-
GEN+HERWIG, SHERPA and MC@NLO have been normalised to the inclusive NNLO
cross section with global K-factors. Theoretical uncertainties are shown separately from
the total combined statistical and systematic uncertainty on the measurement. The
hatched uncertainty bands in the figures correspond to the total systematic and statisti-
cal uncertainty, added in quadrature, whereas the shaded bands represent the theoretical
uncertainties on the respective predictions.

9.5.1. Inclusive Jet Multiplicity

Figure 9.21(a) shows the inclusive cross section as a function of the jet multiplicity up
to seven jets. Final states with more than five jets are accessible for the first time. The
predictions from ALPGEN+HERWIG and SHERPA include a 5% uncertainty from the
normalisation to the NNLO pQCD inclusive DY cross section, as detailed in Sec. 7.2.1, and
the theoretical uncertainties on the predictions from BlackHat+SHERPA are described
in Sec. 7.3. As expected the measured cross section decreases with increasing jet multi-
plicity. The NLO fixed-order pQCD predictions from BlackHat+SHERPA show a good
description of the measured distribution in data. Predictions from ALPGEN+HERWIG
and SHERPA are consistent with the measured distribution in data, whereas MC@NLO
fails to describe the data beyond the first jet emission. This mismodelling is attributed to
the HERWIG parton shower, since for MC@NLO the associated first jet corresponds to
the real emission term of the NLO calculation and events with more than one jet in the
final state are modelled by parton shower. Therefore, MC@NLO is only shown for a few
example distributions in the following. Detailed values of the measured cross section, as
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Figure 9.21.: (a) Measured cross section as a function of the inclusive jet multiplicity and
(b) the ratio of cross sections for successive inclusive jet multiplicities. The measured values
are represented by the black dots, the error bars indicate the statistical uncertainty and the
hatched band incorporates the total statistical and systematic uncertainty added in quadrature.
The measurements are compared to predictions from ALPGEN+HERWIG and SHERPA event
generators, as well as to NLO pQCD calculations from BlackHat+SHERPA. The shaded bands
represent the theoretical uncertainties.

well as NLO pQCD predictions from BlackHat+SHERPA with respect to the fiducial
region are listed in Tab. 9.3.

Njet Data Cross Section (pb) NLO Cross Section (pb)

≥0 jets [ 4.314± 0.004 (stat)± 0.120 (syst)± 0.078 (lumi) ]×102 3.906+0.119
−0.112 × 102

≥1 jets [ 6.142± 0.018 (stat)± 0.486 (syst)± 0.112 (lumi) ]×101 5.672+0.278
−0.253 × 101

≥2 jets [ 1.329± 0.008 (stat)± 0.139 (syst)± 0.024 (lumi) ]×101 1.300+0.037
−0.075 × 101

≥3 jets [ 2.688± 0.039 (stat)± 0.359 (syst)± 0.049 (lumi) ]×100 2.707+0.120
−0.275 × 100

≥4 jets [ 5.738± 0.178 (stat)± 0.969 (syst)± 0.105 (lumi) ]×10−1 5.650+0.214
−0.773 × 10−1

≥5 jets [ 1.129± 0.084 (stat)± 0.235 (syst)± 0.020 (lumi) ]×10−1 -

≥6 jets [ 1.760± 0.324 (stat)± 0.435 (syst)± 0.032 (lumi) ]×10−2 -

≥7 jets [ 4.133± 1.755 (stat)± 1.532 (syst)± 0.074 (lumi) ]×10−3 -

Table 9.3.: Cross sections as a function of the inclusive jet multiplicities with respect to the
fiducial region measured in data and predicted from NLO fixed-order pQCD calculations from
BlackHat+SHERPA.

Additional jet emissions for larger jet multiplicities are dominated by successive gluon
radiation. As already discussed for the 2010 analysis, by calculating the ratio of cross
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sections of successive jet multiplicities, which is depicted in Fig. 9.21(b), an improved test
of the SM is provided, since part of the systematics related to the luminosity estimate, the
electron reconstruction and identification, the JES and JER cancel. Starting from R2/1 the
ratio is expected to be constant, representing a staircase scaling of the jet multiplicities,
which is attributed to the non-Abelian type of FSR accompanied by a PDF suppression,
as discussed in Sec. 2.3.4. The predictions from ALPGEN+HERWIG and SHERPA, as
well as the NLO fixed-order pQCD predictions from BlackHat+SHERPA show a good
description of the measured ratio. Detailed values of the cross section ratio, as well as
NLO pQCD predictions from BlackHat+SHERPA with respect to the fiducial region
are listed in Tab. 9.4.

Njet + 1/Njet Data Cross Section Ratio NLO Cross Section Ratio

≥1 jet / ≥0 jets [ 1.424± 0.004 (stat)± 0.106 (syst) ]×10−1 1.452+0.084
−0.082 × 10−1

≥2 jets / ≥1 jets [ 2.164± 0.012 (stat)± 0.071 (syst) ]×10−1 2.292+0.120
−0.212 × 10−1

≥3 jets / ≥2 jets [ 2.022± 0.026 (stat)± 0.064 (syst) ]×10−1 2.083+0.135
−0.214 × 10−1

≥4 jets / ≥3 jets [ 2.135± 0.059 (stat)± 0.083 (syst) ]×10−1 2.087+0.236
−0.290 × 10−1

≥5 jets / ≥4 jets [ 1.967± 0.130 (stat)± 0.092 (syst) ]×10−1 -

≥6 jets / ≥5 jets [ 1.559± 0.265 (stat)± 0.130 (syst) ]×10−1 -

Table 9.4.: Ratio of cross sections for successive inclusive jet multiplicities
σ(Z/γ∗+ ≥ N + 1 jets)/σ(Z/γ∗+ ≥ N jets) with respect to the fiducial region measured
in data and predicted from NLO fixed-order pQCD calculations from BlackHat+SHERPA.

9.5.2. Exclusive Jet Multiplicity and Jet Multiplicity Scaling

Multiple-jet final states in association with leptons are typical signatures of Higgs boson
production and new physics phenomena. Analysis categories are split into different jet
multiplicities, effectively enforcing a jet veto. This is quite common to distinguish signal
from background, such that a proper description of these quantities in SM processes is
really important. In the 2010 analysis the focus was set to inclusive jet multiplicities,
while the analysis with the full dataset of 2011 also includes cross-section measurements
for exclusive jet multiplicities and their ratios. Inclusive multiple-jet final states are less
problematic from the theoretical point of view [81] and the uncertainties from the choice
of QCD renormalisation and factorisation scale are smaller.

Exclusive jet multiplicities are described by two benchmark patterns, staircase scaling
or Poisson scaling [10], depending on the scale difference between the leading jet and the
additional radiated jets, as detailed in Sec. 2.3.4. In order to test the two benchmark
scenarios, two selections are used: (a) the standard Z/γ∗ + jets selection and (b) the
standard Z/γ∗ + jets selection with an additional requirement on the transverse momen-
tum of the leading jet of pjetT (leading jet) > 150 GeV. The cross section as a function of
the exclusive jet multiplicity for these two benchmark scenarios is shown in Fig. 9.22, the
corresponding ratios are shown in Fig. 9.23.

The relatively large theoretical uncertainty on the NLO pQCD predictions are domi-
nated by the scale uncertainty, coming from the approach of Ref. [164], where the scale
variations are assumed to be uncorrelated between the jet multiplicities. For comparisons,
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Figure 9.22.: Measured cross section as a function of the exclusive jet multiplicity for events
selected with (a) the standard Z/γ∗(→ ee) + jets selection and (b) with an additional require-
ment on the transverse momentum of the leading jet of pjetT > 150 GeV. The measured values
are represented by the black dots, the error bars indicate the statistical uncertainty and the
hatched band incorporates the total statistical and systematic uncertainty added in quadra-
ture. The measurements are compared to predictions from ALPGEN+HERWIG and SHERPA
event generators, as well as to NLO pQCD calculations from BlackHat+SHERPA. The shaded
bands represent the theoretical uncertainties excluding the scale uncertainties (dark blue) and
the total uncertainty using the naive approach (medium) blue and the nominal approach (light
blue) to calculate the scale uncertainty, as described in Sec. 7.3.

two additional bands are shown, once with the total uncertainty using the naive approach
to calculate the scale uncertainty and once without the scale uncertainty, as described
in Sec. 9.4. The central values of the NLO fixed-order pQCD calculations from Black-
Hat+SHERPA, as well as the predictions from ALPGEN+HERWIG and SHERPA are
consistent with the measurements. The precision in data already exceeds the precision of
the fixed-order pQCD predictions. MC@NLO fails to describe the exclusive jet multiplic-
ity, similarly to the inclusive jet multiplicity.

As predicted, the cross-section ratio depicted in Fig. 9.23(a) shows an approximately
linear dependence with a small slope aboveR2/1. The measurement has been fitted linearly

with the function R(n+1)/n = R0 + dR
dn
n in the range R2/1 ≤ R(n+1)/n ≤ R5/4, the result

is shown in Tab. 9.5. The systematic uncertainty of the fit result has been determined
by fitting each systematic variation of the ratio separately and adding the differences in
quadrature. The χ2/DoF is computed using only the statistical uncertainties.

The exclusive cross-section ratio for events with an additional requirement on the trans-
verse momentum of the leading jet of pjetT > 150 GeV is shown in Fig. 9.23(b). The mea-
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Figure 9.23.: Ratios of cross sections for successive exclusive jet multiplicities for events se-
lected with (a) the standard Z/γ∗(→ ee) + jets selection and (b) with an additional requirement
on the transverse momentum of the leading jet of pjetT > 150 GeV. The figures include (a) a

linear fit R(n+1)/n = R0 + dR
dn
n and (b) a Poisson fit R(n+1)/n = n̄

n of the data in the range
R2/1 ≤ R(n+1)/n ≤ R5/4. The other details are as in Fig. 9.22.

surement has been fitted with the function R(n+1)/n = n̄
n

in the range
R2/1 ≤ R(n+1)/n ≤ R5/4, assuming that the exclusive jet multiplicity follows a Poisson
distribution. The results of the fit are also shown in Tab. 9.5. The predicted Poisson
scaling pattern provides a good overall description of the measurement.

Linear Fit

R0 dR/dn χ2/DoF

0.229± 0.004 (stat)±0.009 (sys) −0.0102± 0.0029 (stat)±0.0031 (sys) 12.9/2

Poisson Fit

n̄ χ2/DoF

1.015± 0.026 (stat)±0.036 (sys) 9.7/3

Table 9.5.: Results of a linear fit of the exclusive cross-section ratio R(n+1)/n with the standard
selection, and results of a fit of the exclusive cross-section ratio R(n+1)/n with a pattern expected
for Poisson distributed exclusive jet multiplicity for events with an additional requirement on
the transverse momentum of the leading jet of pjetT > 150 GeV. The systematic uncertainty of
the fit result has been determined by fitting each systematic variation of the ratio separately
and adding the differences in quadrature. The χ2/DoF is computed using only the statistical
uncertainties.
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The detailed values of the measured cross sections, as well as NLO pQCD predictions
from BlackHat+SHERPA with respect to the fiducial region are listed in Appendix B.4.

9.5.3. Transverse Momentum Distributions

The correct description of multiple-jet rates in association with a Z boson does not auto-
matically imply that the kinematics of these jets are well described. For final states with
high energetic jets, especially when the transverse momentum of the jet exceeds the scale
given by the Z boson mass, large K-factors are expected, as described in Sec. 2.3.2. This
results in large scale uncertainties for the NLO fixed-order pQCD calculations [9], which is
in-line with the fact that half of the events where the leading jet has a transverse momen-
tum above 150 GeV has at least two jets with pT > 30 GeV in the final state, as shown in
Fig. 9.22(b). In addition, a large impact from higher-order EW corrections is expected,
which reduce the cross section by 10− 20% in the range 100 GeV < pZT < 500 GeV [75],
due to larger EW Sudakov logarithms. Currently, these corrections are neither included
in the predictions from ALPGEN+HERWIG nor in the NLO pQCD calculations. Only
the predictions from SHERPA partly include higher-order EW corrections [129], due to
its implementation of additional photon radiation. Higher order QCD corrections and
NLO EW corrections are expected to factorise for the transverse momentum distribution
of the leading jet in final states with exactly one jet and the Z boson in final states with
at least one jet and exactly one jet [75].

Figure 9.24 depicts the normalised differential cross section as a function of the trans-
verse momentum of the leading, 2nd leading, 3rd leading and 4th leading jet in events
with one, two, three and four jets in the final state. The predictions from NLO fixed-order
pQCD calculations are consistent for all jet multiplicities.

For the transverse momentum of the leading jet in events with at least one jet in the final
state, the predictions from SHERPA are consistent with the data, while the predictions
from ALPGEN+HERWIG overestimate the cross section for large pT . The deviation
decreases for events with exactly one jet, as shown in Fig. 9.25(a), which leads to the
conclusion that the deviation is mainly due to higher order QCD effects. The predictions
from NLO fixed-order calculations from BlackHat + SHERPA are consistent with data,
even if they do not include NLO EW corrections. MC@NLO fails to describe the cross
section of the transverse momentum of the leading jet for events with at least one jet in
the final state, whereas it provides a better description of the exclusive one jet final state,
as expected. With increasing transverse momentum of the leading jet, the possibility of
a secondary jet emission increases, which for MC@NLO is modelled by parton showers.

The difference observed for the predictions from ALPGEN+HERWIG for the transverse
momentum of the leading jet for events with at least one jet is reflected in low values of
the transverse momentum ratio of the 2nd leading jet to the leading jet for events with
at least two jets in the final state, as shown in Fig. 9.25(b). This variable has a higher
experimental precision than the individual transverse momentum distribution, due to the
fact that part of the systematics related to the JES and JER cancel. Therefore, the
predictions can be tested to a higher level of accuracy. The predictions from SHERPA
reproduce the shape of the ratio, but adopts the offset from its too low estimate of R1/2.
The fixed-order pQCD calculations for Z/γ∗+ ≥ 2 jets from BlackHat+SHERPA are
consistent with data.
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Figure 9.24.: Differential cross section as a function of (a) the transverse momentum pjetT of

the leading jet for events with at least one jet in the final state, (b) pjetT of the 2nd leading jet

for events with at least two jets in the final state, (c) pjetT of the 3rd leading jet for events with

at least three jets in the final state and (d) pjetT of the 4th leading jet for events with at least
four jets in the final state. The cross sections are normalised to the inclusive Z/γ∗(→ ee) cross
section. The other details are as in Fig. 9.21.
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Figure 9.25.: Differential cross section as a function of (a) pjetT for events with exactly one
jet in the final state and (b) the ratio of the transverse momentum of the 2nd leading jet to
that of the leading jet for events with at least two jets in the final state. The cross sections are
normalised to the inclusive Z/γ∗(→ ee) cross section. The other details are as in Fig. 9.22.
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Figure 9.26.: Differential cross section as a function of the Z boson transverse momentum for
events with (a) at least one jet in the final state and (b) exactly one jet in the final state. The
cross sections are normalised to the inclusive Z/γ∗(→ ee) cross section. The other details are
as in Fig. 9.22.
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Figure 9.26 shows the differential cross section as a function of the Z boson trans-
verse momentum for events with at least one jet in the final state and with exactly one
jet in the final state. Higher order QCD corrections and NLO EW corrections are ex-
pected to factorise for the transverse momentum of the Z boson, similar to the transverse
momentum of the leading jet with exactly one jet in the final state. Predictions from
ALPGEN+HERWIG overestimate the cross section for large transverse momenta of the
Z boson for events with at least one jet in the final state, which is consistent with the pure
NLO EW correction. However, the predictions from ALPGEN+HERWIG are consistent
with the data for the transverse momentum of the Z boson for events with exactly one
jet in the final state, similar to the case for the transverse momentum of the leading jet.
This supports the conclusion that the deviation is mainly due to higher-order QCD effects
for both large transverse momenta of the Z boson and the leading jet. NLO fixed order
Z/γ∗+ ≥ 1 jet calculations underestimate the cross sections for peeT above peeT ≈ 80 GeV
by 10-20%. This can be attributed to missing higher orders in QCD: Figure 9.27 shows
the average number of jets as a function of peeT at detector level.
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Figure 9.27: Average number of jets as a
function the transverse momentum of the Z
boson in data and predicted by the generators
ALPGEN+HERWIG and SHERPA. The mea-
sured values after background subtraction are
represented by the black dots, the error bars in-
dicate the combined statistical and systematic
uncertainty on the data. The hatched band in-
corporates the total statistical and systematic
uncertainty on the predictions, modelled with
ALPGEN+HERWIG. The shaded band reflects
the total systematic uncertainty.

The average jet multiplicity is modelled well within uncertainties for both ME+PS
generators. Already for peeT ≈ 160 GeV the average number of jets is close to two.
The NLO fixed-order pQCD predictions are calculated inclusively for events with a Z
boson and at least one jet in the final state. Due to this fact, matrix elements for 3 or
more real parton emissions are not included in the final state, while the predictions from
ALPGEN+HERWIG and SHERPA include matrix elements for up to 5 partons in the
simulation.

In the following, the event shapes in the subset of Z/γ∗+ ≥ 2 jets events are studied
in more detail. Figure 9.28 shows ∆φ and the ratio R(pT2/pT1) of the two leading jets
for two regimes of peeT . Whereas events with low peeT typically have two jets of similar
pjetT back-to-back in the transverse plane, for large peeT , the events are characterised by
a small ∆φ and small R(pT2/pT1), thus introducing a large scale difference between the
two leading jets.

Apparently, NLO fixed-order Z/γ∗+ ≥ 1 jet calculations are not able to describe two
jet final states with large scale differences. Discrepancies between NLO fixed-order pQCD
calculations and data have already been reported for other observables, such as HT , in
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Figure 9.28.: Absolute azimuthal separation |∆φjj | of the two leading jets for different bins
of peeT , (a) 0 GeV < peeT < 40 GeV and (b) 160 GeV < peeT < 200 GeV and the ratio of the
transverse momentum of the 2nd leading jet to that of the leading jet for different bins of peeT ,
(c) 0 GeV < peeT < 40 GeV and (d) 160 GeV < peeT < 200 GeV in events with at least two jets
in the final state in data and simulation. Multi-jets and tt̄ backgrounds have been estimated
from data. The hatched band incorporates the total statistical and systematic uncertainty on
the predictions. The yellow band reflects the total systematic uncertainty.
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W + jets events, where they can be mitigated by including higher jet multiplicities in the
calculation using exclusive sums [165]: the sum of the exclusive Z/γ∗ + 1 jet calculation
and the inclusive Z/γ∗ + 2 jets calculation. Figure 9.29 shows the comparison of the
exclusive sum to the measurement in data for the normalised differential cross section as
a function of the Z boson transverse momentum for events with at least one jet in the
final state. The exclusive sum yields a much better performance and is able to restore
the agreement with the data.
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Figure 9.29: Differential cross section as a
function of Z boson transverse momentum for
events with at least one jet in the final state.
The cross sections are normalised to the inclu-
sive Z/γ∗(→ ee) cross section. The measured
values are represented by the black dots, the
error bars indicate the statistical uncertainty
and the hatched band incorporates the total
statistical and systematic uncertainty added
in quadrature. The measurements are com-
pared to NLO pQCD predictions from Black-
Hat+SHERPA, obtained by adding the ex-
clusive Z/γ∗(→ ee) + 1 jet and the inclusive
Z/γ∗(→ ee) + 2 jets calculations. The shaded
bands represent the theoretical uncertainties.

Finally, predictions from ALPGEN+PYTHIA are compared to the measured cross sec-
tion for the transverse momentum distribution of the leading jet and the Z boson, shown
in Fig. 9.30. The predictions from ALPGEN+PYTHIA compared to the predictions from
ALPGEN+HERWIG are characterised by a different parton shower, fragmentation and
UE modelling.

The predictions from ALPGEN+PYTHIA also overestimate the measured cross section
for large values of pjetT and peeT , similar to the predictions from ALPGEN+HERWIG, which
leads to the conclusion that the observed discrepancies between the predictions and the
measurements actually refer to NLO or EW NLO corrections and not to parton shower.
In contrast, the effect of parton shower is clearly visible for the transverse momentum of
the 4th leading jet, as shown in Fig. 9.31, for which the fraction of higher jet multiplicity
contributions is much larger.

In general, effects from both higher-order EW and QCD corrections are expected, which
are assumed to factorise for the transverse momentum distribution of the leading jet in
final states with exactly one jet and the Z boson in final states with exactly one jet
and with at least one jet. But for the observed differences between the prediction from
ALPGEN+HERWIG and the data higher-order QCD corrections seem to play a mayor
role. The prediction from NLO fixed-order pQCD calculations are consistent with the
data.

The detailed values of the measured cross sections, as well as NLO pQCD predictions
from BlackHat+SHERPA with respect to the fiducial region are listed in Appendix B.4.
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Figure 9.30.: Differential cross section as a function of the transverse momentum of (a) the
leading jet and (b) the Z boson for events with at least one jet in the final state. The cross
sections are normalised to the inclusive Z/γ∗(→ ee) cross section. The measured values are
represented by the black dots, the error bars indicate the statistical uncertainty and the hatched
band incorporates the total statistical and systematic uncertainty added in quadrature. The
measurements are compared to predictions from ALPGEN+HERWIG and ALPGEN+PYTHIA.
The shaded bands represent the theoretical uncertainties.
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9.5.4. Rapidity Distributions

The correct modelling of the rapidity distribution of the jets, especially in the forward
region, is essential, since this quantity plays an important role in searches for new physics
and studies of the Higgs boson. Such processes are characterised by high energetic well-
separated forward jets. Therefore, an excellent knowledge of the rapidity distribution can
be used to distinguish signal from background.

The normalised differential cross section as a function of the absolute rapidity |yjet|
for the leading, 2nd leading, 3rd leading and 4th leading jet in events with at least one,
two, three and four jets in the final state are shown in Fig. 9.32. The predictions from
ALPGEN+HERWIG are consistent with the data for |yjet| of the leading jet, whereas
the predictions from SHERPA and the NLO fixed-order pQCD calculation overestimate
the cross section in the forward region. MC@NLO predicts a too broad rapidity distribu-
tion, which is off by several orders of magnitude from the observation. The predictions
from ALPGEN+HERWIG, SHERPA and the NLO fixed-order pQCD calculations from
BlackHat+SHERPA for the absolute rapidity of the 2nd leading, 3rd leading and 4th
leading jet are consistent with the data.

The precision of measurements in the forward region is strongly limited by systematic
uncertainties, especially due to JES, but also the contribution of the unfolding has a
large impact. The latter could be optimised using multi-dimensional unfolding. Multi-
dimensional unfolding is expected to reduce the model dependence, since the full event
kinematics is taken into account. In the remainder of this section the measurement of the
normalised differential cross section as a function of the absolute rapidity |yjet| for the
leading jet is studied using two-dimensional unfolding.
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Figure 9.32.: Differential cross section as a function of (a) the absolute rapidity |yjet| of the
leading jet for events with at least one jet in the final state, (b) |yjet| of the 2nd leading jet for
events with at least two jets in the final state, (c) |yjet| of the 3rd leading jet for events with
at least three jets in the final state and (d) |yjet| of the 4th leading jet for events with at least
four jets in the final state. The cross sections are normalised to the inclusive Z/γ∗(→ ee) cross
section. The other details are as in Fig. 9.21.

137



9. Measurement with the Dataset of 2011

Two-dimensional Unfolding
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leading jet in data and simulation for two pjetT bins:

20 GeV ≤ pjetT ≤ 30 GeV and pjetT > 30 GeV.
Multi-jets and tt̄ backgrounds have been estimated
from data. The hatched band incorporates the total
statistical and systematic uncertainty on the pre-
dictions. The yellow band reflects the total sys-
tematic uncertainty.

Figure 9.33 shows the uncorrected absolute rapidity distribution of the leading jet for
two pjetT bins: 20 GeV ≤ pjetT ≤ 30 GeV and pjetT > 30 GeV. The pT -region between
20 GeV and 30 GeV is included to correctly account for the migration around the pjetT
threshold of 30 GeV. The distribution shown in the range 0 < |y| ≤ 4.4 corresponds to
the rapidity distributions of jets with 20 GeV ≤ pjetT ≤ 30 GeV and |yjet| < 4.4, while
the distribution in the range 4.4 < |y| ≤ 8.8 corresponds to the distribution for jets with
pjetT > 30 GeV and |yjet| < 4.4. The predictions from SHERPA models a too broad
rapidity distribution for both pT -regions, while ALPGEN+HERWIG only predicts a too
broad distribution for the pT -region between 20 GeV and 30 GeV. For pjetT > 30 GeV the
predictions from ALPGEN+HERWIG agree with the data. In order to account for the
exact pjetT distribution in each rapidity bin more pjetT bins need to be included, which is
currently not possible due to the limited MC statistics.

Figure 9.34 to Fig. 9.35 show the corresponding migration matrix and the correction
for not-matched events and the jet hierarchy.
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Figure 9.34: Two-dimensional migration ma-
trix for the absolute rapidity of the leading jet
for events with at least one jet in the final state.
The migration matrix is determined using ALP-
GEN+HERWIG MC event samples.

As expected, the migration matrix shows that the migration between the two pjetT bins
is not negligible. The additional pjetT bin leads to a higher matching probability of the jets,
resulting in a significantly lower correction for not-matched events in the region of interest

138



9.5. Results

| (leading jet)
jet

|y

0 1 2 3 4 5 6 7 8

F
ra

c
ti
o
n
 o

f 
n
o
t 
m

a
tc

h
e
d
 e

v
e
n
ts

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
 1 jet,≥) + ­e

+
 e→*(γZ/

 jets, R = 0.4,
t

anti­k

| < 4.4
jet

 > 30 GeV, |y
jet

T
p

ALPGEN

SHERPA

(a) Correction for not-matched events

| (leading jet)
jet

|y

0 1 2 3 4 5 6 7 8

O
rd

e
r 

C
o
rr

e
c
ti
o
n

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05
 1 jet,≥) + ­e

+
 e→*(γZ/

 jets, R = 0.4,
t

anti­k

| < 4.4
jet

 > 30 GeV, |y
jet

T
p

ALPGEN

SHERPA

(b) Jet hierarchy correction

Figure 9.35.: (a) Correction for not-matched events and (b) order correction for the absolute
rapidity of the leading jet for events with at least one jet in the final state. The correction
factors are shown for ALPGEN+HERWIG and SHERPA MC event samples.

(pjetT > 30 GeV and |y| < 4.4), but slightly larger jet hierarchy correction compared to
the one-dimensional unfolding corrections, as shown in Fig. 9.8 and Fig. 9.9 in Sec. 9.2.
Also for the two-dimensional unfolding a sanity check is performed using closure tests.
The detector level predictions from SHERPA are unfolded with ALPGEN+HERWIG
and compared to the particle level predictions from SHERPA. Figure 9.36 shows the
progression of the one-dimensional and two-dimensional unfolding with increasing number
of iterations, indicated by the coloured lines.
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Figure 9.36.: Closure tests using (a) one-dimensional unfolding and (b) two-dimensional un-
folding for the absolute rapidity of the leading jet for events with at least one jet in the final state.
The detector level predictions from SHERPA have been unfolded with ALPGEN+HERWIG and
compared to the particle level predictions from SHERPA.
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The bias in the forward region observed for the one-dimensional unfolding can be re-
solved using two-dimensional unfolding. The general offset observed in the tests can be
ascribed to the fact that part of the correction is still based on bin-by-bin correction
factors. The optimal number of iterations is determined from χ2 values divided by the
number of bins for the different number of iterations, as described in Sec. 9.2.2 and shown
in Fig. 9.37. In order to have a good balance between the unfolding bias and the statistical
uncertainties the optimal number of iterations is chosen to five.
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Zero iterations correspond to the result from the
Bin-by-Bin method.

For the systematic uncertainties on the two-dimensional unfolding two uncorrelated
components are considered: the choice of the MC events sample used for unfolding and
the limited statistics of the MC event sample. Figure 9.38 shows the smoothed results for
the first component.
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Figure 9.38: Relative systematic shifts on the un-
folded cross section obtained by comparing the
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jet for events with at least one jet in the final state.
The unfolding has been performed in two dimen-
sions. The relative shifts (black) are smoothed us-
ing a Gaussian kernel.

As expected, the dependence on the MC event sample is significantly reduced using
two-dimensional unfolding compared to one-dimensional unfolding, as shown in Fig. 9.12
in Sec. 9.3. The total uncertainty due to unfolding has been decreased from up to 14.8%
for the one-dimensional unfolding, as shown in Fig. 9.14(c) in Sec. 9.3, to up to 3.7% for
the two-dimensional unfolding.
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A detailed study of all components of the total systematic uncertainty is shown in
Fig. 9.39. The total systematic uncertainty on the measured cross section in the forward
region is significantly reduced due to the two-dimensional unfolding. In addition to the
unfolding uncertainty, also the JES uncertainty is reduced. But this cannot be explained
by the method itself, it refers to the rapidity distributions of the different pjetT bins in
the MC event samples. As shown in Fig. 9.33, ALPGEN+HERWIG predicts a broader
rapidity distribution as the data for low pT jets, while for high pT jets ALPGEN+HERWIG
tends to predict a narrower rapidity distribution than observed in the data.
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The result obtained with the two-dimensional unfolding, shown in Fig. 9.40, is consistent
with the previous result obtained with the one-dimensional unfolding, which is shown in
Fig. 9.32.
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Figure 9.40: Differential cross section as a function
of the absolute rapidity of the leading jet for events
with at least one jet in the final state, determined
using two-dimensional unfolding. The cross sections
are normalised to the inclusive Z/γ∗(→ ee) cross
section. The other details are as in Fig. 9.21.

The predictions from SHERPA and the NLO fixed-order pQCD calculations still overes-
timate the cross section in the forward region, while the predictions from ALPGEN+HERWIG
now tend to model a too narrow rapidity distribution but are still consistent with the data.
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The current measurements are dominated by the JES uncertainty. In the future with a
reduced JES systematics and a larger MC statistics, the uncertainty coming from the un-
folding procedure might become dominant, which requires the usage of multi-dimensional
unfolding in order to further reduce the systematic uncertainty.

9.5.5. Invariant Dijet Mass

The normalised differential cross section as a function of the invariant mass mjj of the
two leading jets for events with at least two jets in the final state is depicted in Fig. 9.41.
The correct modelling of this distribution is essential, since it is often used to separate
signal from background in searches for new physics or studies of the Higgs boson.
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Figure 9.41: Differential cross section as a func-
tion of the invariant mass mjj of the two leading
jets for events with at least two jets in the final
state. The cross sections are normalised to the in-
clusive Z/γ∗(→ ee) cross section. The other details
are as in Fig. 9.21.

For mjj > 100 GeV, the measured cross section decreases with increasing mjj. The
predictions from ALPGEN+HERWIG, SHERPA and the NLO fixed-order pQCD predic-
tions from BlackHat+SHERPA are consistent with the data. Detailed values of the
measured cross section, together with the NLO fixed-order pQCD predictions, can be
found in Appendix B.4.

9.5.6. Angular Separation between the Leading Jets

The normalised differential dijet cross sections as a function of the spatial separation be-
tween the two leading jets for events with at least two jets in the final state are shown
in Fig. 9.42. The predictions from NLO fixed-order pQCD calculations from Black-
Hat+SHERPA are consistent with the data, although they predict a too broad rapidity
distribution, as shown in Fig. 9.32. ALPGEN+HERWIG tends to underestimate the cross
section for large values of |∆yjj| and ∆Rjj, but the predictions are still consistent with
the data. The tendencies observed in the rapidity distributions for the predictions from
SHERPA are reflected in |∆yjj| and ∆Rjj. In addition, the predictions from SHERPA
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Figure 9.42.: Differential dijet cross section as a function of (a) the absolute rapidity difference
of the two leading jets |∆yjj |, (b) the absolute azimuthal separation of the two leading jets |∆φjj |
and (c) the angular separation in y-φ space of the two leading jets ∆Rjj for events with at least
two jets in the final state. The cross sections are normalised to the inclusive Z/γ∗(→ ee) cross
section. The other details are as in Fig. 9.21.
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model a too flat distribution for |∆φjj| and ∆Rjj. The offset of the SHERPA prediction
from the measured cross section is consistent with the observed offset of 15% presented
in Fig. 9.21(a) for the inclusive Z/γ∗(→ ee)+ ≥ 2 jets cross section. Detailed values of
the measured cross section, together with the NLO fixed-order pQCD predictions can be
found in Appendix B.4.

9.5.7. Inclusive Quantities: HT and ST

Inclusive quantities based on the pT sum of final state objects, such as HT and ST , are
of particular interests for searches of new physics. In addition, HT is of interest, since it
is often used as the QCD renormalisation and factorisation scale for calculations of NLO
fixed-order pQCD predictions. Large values of both HT and ST , could result either from
a small number of high energetic jets or from a large number of jets with a low energy.
The latter are statistically favoured, but both require a good description of the pjetT and
the jet multiplicity distribution.

Figure 9.43 shows the differential cross section as a function of HT and ST . The cross
sections are normalised to the inclusive Z/γ∗(→ ee) cross section. For the predictions
from BlackHat+SHERPA, the NLO fixed-order pQCD calculation for Z/γ∗+ ≥ 1 jet
is used.
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Figure 9.43.: Differential cross section as a function of (a) HT and (b) ST for events with at
least one jet in the final state. The cross sections are normalised to the inclusive Z/γ∗(→ ee)
cross section. The other details are as in Fig. 9.21.

The measurements agree well with the predictions from ALPGEN+HERWIG and
SHERPA, while the predictions from NLO fixed-order pQCD calculations underestimate
the cross section for large values of HT and ST . These differences are attributed to a
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truncated number of jet emissions. The NLO fixed-order pQCD predictions are calcu-
lated inclusively for events with a Z boson and at least one jet in the final state. Due to
this fact, matrix elements for three or more real parton emissions are not included in the
final state, while the predictions from ALPGEN+HERWIG and SHERPA include matrix
elements for up to five partons in the simulation.

Figure 9.44 shows the average number of jets as a function of HT at detector level.
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Figure 9.44: Average number of jets as a
function of HT in data and predicted by the
generators ALPGEN+HERWIG and SHERPA.
The measured values after background subtrac-
tion are represented by the black dots, the error
bars indicate the combined statistical and sys-
tematic uncertainty on the data. The hatched
band incorporates the total statistical and sys-
tematic uncertainty on the predictions, mod-
elled with ALPGEN+HERWIG. The shaded
band reflects the total systematic uncertainty.

The average jet multiplicity is modelled well within uncertainties for both ME+PS
generators. Already for HT ≈ 300 GeV the average number of jets is close to two and
for HT ≈ 600 GeV close to three. In the following, the event shapes in the subset of
Z/γ∗+ ≥ 2 jets events are studied in more detail, similar to the case for peeT . Figure
9.45 shows ∆φ and the ratio R(pT2/pT1) of the two leading jets for two regimes of HT .
While events with low HT are dominated by events with two jets of similar pT , for large
HT , the events are characterized by a small R(pT2/pT1), thus introducing a large scale
difference between the two leading jets. But for both cases the two jets are typically
back-to-back, in contrast to the cases for peeT , where only the events with the Z boson at
rest are dominated by events with two back-to-back jets.

Apparently, NLO fixed-order Z/γ∗+ ≥ 1 jet calculations are not able to describe two
jet final states with large scale differences, as already seen in Sec. 9.5.3 for the transverse
momentum of the Z boson. In addition, events with three jets in the final state play
an important role in the description of HT , which are not included in the NLO fixed-
order Z/γ∗+ ≥ 1 jet calculations, as described above. Discrepancies in the description
of HT between NLO fixed-order pQCD calculations and data have already been reported
in W + jets events, where they can be mitigated by including higher jet multiplicities
in the calculation using exclusive sums [165]. Figure 9.46 shows the comparison of the
exclusive sum to the measurement in data for the normalised differential cross section as
a function of HT and ST for events with at least one jet in the final state. Here, the
exclusive sum is obtained by adding the exclusive Z/γ∗(→ ee) + 1 jet and the inclusive
Z/γ∗(→ ee) + 2 jets calculations from BlackHat+SHERPA, similar to the case for the
transverse momentum distribution of the Z boson described in Sec. 9.5.3. As expected,
the exclusive sum yields a much better performance. However, the discrepancy for low
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Figure 9.45.: Absolute azimuthal separation |∆φjj | of the two leading jets for different bins
of HT , (a) 140 GeV < HT < 150 GeV and (b) 300 GeV < HT < 320 GeV and ratio of the
transverse momentum of the 2nd leading jet to that of the leading jet for different bins of pZT,
(c) 140 GeV < HT < 150 GeV and (d) 300 GeV < HT < 320 GeV in events with at least two
jets in the final state in data and simulation. Multi-jets and tt̄ backgrounds have been estimated
from data. The hatched band incorporates the total statistical and systematic uncertainty on
the predictions. The yellow band reflects the total systematic uncertainty.
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values of HT does not vanish and for very high values of HT and ST the NLO pQCD
predictions still tend to underestimate the measured cross section. These differences are
expected to be solved by either using nNLO predictions [9] or using the exclusive sum
of the exclusive Z/γ∗(→ ee) + 1 jet, the exclusive Z/γ∗(→ ee) + 2 jets and the inclusive
Z/γ∗(→ ee) + 3 jets calculation [165].
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Figure 9.46.: Differential cross section as a function of (a) HT and (b) ST for events with at
least one jet in the final state. The cross sections are normalised to the inclusive Z/γ∗(→ ee)
cross section. The measured values are represented by the black dots, the error bars indicate the
statistical uncertainty and the hatched band incorporates the total statistical and systematic un-
certainty added in quadrature. The measurements are compared to NLO pQCD predictions from
BlackHat+SHERPA, obtained by adding the exclusive Z/γ∗(→ ee) + 1 jet and the inclusive
Z/γ∗(→ ee)+ ≥ 2 jets calculations. The shaded bands represent the theoretical uncertainties.

The detailed values of the measured cross sections, as well as NLO pQCD predictions
from BlackHat+SHERPA with respect to the fiducial region are listed in Appendix B.4.

9.6. Conclusions

The inclusive and differential Z/γ∗(→ ee) + jets cross section has been measured in pp-
collisions at a centre-of-mass energy of

√
s = 7 TeV with the full dataset of 2011. Total

inclusive and exclusive cross sections have been measured as a function of the jet multi-
plicity. In addition, the ratios of cross sections of successive jet multiplicities have been
measured for different values of the transverse momentum of the leading jet to test the
scaling behaviour. The inclusive differential cross sections have been measured as a func-
tion of the jet transverse momentum, the jet rapidity, the transverse momentum of the
Z boson, the invariant mass of the two leading jets, the angular separation between the
two leading jets and the inclusive quantities HT and ST .
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Systematic and statistical uncertainties have been evaluated and the systematic uncer-
tainty has been reduced by normalising the cross sections to the inclusive Z/γ∗(→ ee)
cross section. Compared to the measurement with the full dataset of 2010 the sensitivity
has been extended to higher jet multiplicities, larger transverse momentum and rapidity.

In general, a good agreement within uncertainties between predictions from ALP-
GEN+HERWIG, SHERPA, NLO fixed-order pQCD calculations and the data have been
found, while MC@NLO fails to describe the data in large phase space regions. MC@NLO
is not able to describe higher jet multiplicities, predicts a too soft pT spectrum and a
too broad rapidity distribution. For exclusive jet multiplicities, the transition from stair-
case scaling to Poisson scaling for large scale differences between the leading jet and the
additional radiated jets is confirmed by the measurement.

For some phase-space regions discrepancies between the predictions from the ME+PS
generators and the measurements have been observed. The jet multiplicity is well de-
scribed by ALPGEN+HERWIG and SHERPA up to five jets, but additional jet emis-
sions are modelled by parton shower, which fail to describe the data. Furthermore, ALP-
GEN+HERWIG overestimates the cross section for high energetic jets or highly boosted
Z bosons, which is mainly due to higher-order QCD effects. Finally, SHERPA predicts a
too wide rapidity distribution, which translates into the dijet mass, the absolute rapidity
difference and the angular separation in y-φ space. In addition, SHERPA models a too
flat spectrum for the absolute azimuthal separation of the two leading jets.

The NLO fixed-order pQCD calculations from BlackHat+SHERPA underestimate
the cross section for large HT and ST by several standard deviations, which is attributed to
missing higher parton multiplicities in the calculation. Similar deviations have been found
for large peeT . Exclusive sums of the NLO fixed-oder pQCD calculations for Z/γ∗ + 1 jet
and Z/γ∗+ ≥ 2 jets show a much better description of the hard HT , ST and peeT regime.
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10. Higgs Boson Production via
Weak Boson Fusion

On July 4th, 2012, the discovery of a new boson [1, 2] of mass near 125 GeV was an-
nounced. This boson is consistent with the expectations of a Higgs boson but it still has
to be proven that it is the same particle as predicted by the SM. It is now the highest
priority of the LHC physics programme to explore the nature of this boson. This requires
the precise measurement of its properties. As of today, only evidence of the Higgs boson in
the vector boson decay modes was found. Interactions of the new particle with fermions,
i.e. H → τ+τ−, as predicted by the SM, have not been discovered yet.

For the detailed investigation of the Higgs boson candidate, one of the main challenges
is the understanding of the background contributions. With 25 fb−1 of data, more pro-
duction channels are accessible. One of the most promising channels is the Higgs boson
production via weak boson fusion (WBF), since it provides a clear signature in the detec-
tor, which can be easily used to distinguish signal from background. Figure 10.1 depicts
the LO Feynman diagram for the Higgs boson production via WBF.

Figure 10.1.: Leading-order Feynman diagram for the Higgs boson production via vector boson
fusion. The colour flow is indicated with the red and green lines.

From the WBF production two well separated high energetic forward jets are expected.
Due to the colour coherence of those jets, indicated by the red and green line, central
activity between them is suppressed. Several SM processes show a similar signature in
the detector, e.g. Z/γ∗ → `+`− with ` = e, µ, τ , tt̄ production and diboson processes.
Figure 10.2 shows the collinear mass distribution for events passing the H → ττ selection
in the WBF category, where both taus decay leptonically, as detailed in Ref. [169].
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been scaled to the integrated luminosity in
data [169].

In the mass range between 50 GeV and 200 GeV, the production of Z bosons in as-
sociation with jets, where the Z boson decays to two taus, constitutes the dominant
background. Therefore it is essential that the jet kinematics in Z/γ∗ + jets events is well
understood. The production of Z/γ∗ + jets events can be either estimated from data or
modelled by MC event samples. Each serves as a cross check for the other. In order to
probe the Z/γ∗ + jets modelling in typical phase-space regions expected for the decay of
the Higgs boson, produced via WBF, the production of Z/γ∗(→ ee) + jets events pro-
vides a valuable control region, since no contribution from the Higgs boson production is
expected in this region.

The LO Feynman diagrams for the QCD and the EW production of Z + 2 jets events
are shown in Fig. 10.3.

(a) QCD Z + 2 jets production (b) EW Z + 2 jets production

Figure 10.3.: Leading-order Feynman diagrams for QCD Z + 2 jets production (a) and the
EW Z + 2 jets production (b).

The QCD production of Z+jets provides a reducible background, due to its larger prob-
ability for QCD radiation in the central region, while the EW production is an irreducible
background, since it has the same colour coherence between the final state jets.
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10.1. Weak Boson Fusion Preselection

In order to reduce the background contribution in the WBF selection, a veto against
additional jets provides a good tool to distinguish signal from background. But a simple
veto on all jets is expected to also cut on the signal, therefore more elaborated methods
are needed.

This chapter describes the probe of the Z/γ∗ + jets modelling in typical phase-space
regions expected for the decay of the Higgs boson, produced via WBF, in pp-collisions at
a centre of mass energy of

√
s = 7 TeV with an integrated luminosity of

∫
Ldt = 4.6 fb−1.

The main focus has been placed on the kinematics of the 3rd jet after applying the
WBF preselection, since a veto against a 3rd central jet (CJV) provides a good tool to
distinguish signal from background. In this regions the expected contribution from the
EW production of Z/γ∗(→ ee) + jets events is still at the per-mille to the per-cent level,
therefore it is not included in the following studies, as already described in Sec. 7.2.1. A
good modelling of the data by the MC predictions is essential, especially for multivariate
analyses, which use MC predictions for the training.

This chapter is organised as follows: Starting with a brief description of the WBF
preselection in Sec. 10.1, Sec. 10.2 proceeds with the uncorrected distributions comparing
MC predictions to the measurements on detector level, focussing on observables which can
be used to optimise the central jet veto. Finally, Sec. 10.3 discusses the unfolded results
of the jet multiplicity distribution, as well as the kinematic distributions of the 3rd jet
after WBF preselection. The method for the correction of detector effects, the sources of
systematic uncertainties and the NLO fixed-order pQCD predictions have already been
discussed in Chapter 9.

10.1. Weak Boson Fusion Preselection

This measurement uses the full dataset of 2011, which was collected in pp-collisions at a
centre of mass energy of

√
s = 7 TeV with the ATLAS detector.

The baseline of the selection used for this analysis is identical to the standard
Z/γ∗(→ ee) selection for 2011 described in Sec. 7.1 to provide a clean control region,
in which no signal from the Higgs boson production is expected. As discussed earlier,
from the WBF production of the Higgs boson, two well separated high energetic forward
jets are expected. Therefore on top of the standard selection, events are required to have
at least two jets, which are well separated in rapidity |∆yjj| > 3.0 and have a dijet mass
of mjj > 350 GeV to enhance WBF-like signatures. Before performing these cuts, the
modelling of these distributions has been checked, as shown in Fig. 9.42 of Sec. 9.5.6. In
the following, the two leading jets are called tagging jets.

10.2. Uncorrected Distributions

The uncorrected data distributions for Z/γ∗(→ ee)+ ≥ 2 jets after passing the WBF pres-
election have been compared to the expected signal and background distributions. For sig-
nal expectations two different ME+PS generators have been used, ALPGEN+HERWIG
and SHERPA 1.4.1. The corrections applied to these samples are identical to the ones
described in Sec. 9.1. Table 10.1 summarises the events passing the WBF preselection in
data and the expectations from MC for both ALPGEN+HERWIG and SHERPA as signal
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10. Higgs Boson Production via Weak Boson Fusion

MC. The uncertainties incorporate the combined statistical and systematic uncertainty,
as detailed in Sec. 9.3.

≥ 2 jets ≥ 3 jets ≥ 4 jets ≥ 5 jets

Z/γ∗(→ ee) (ALPGEN) 2373 ± 390 697 ± 116 166 ± 36 32 ± 7
Z/γ∗(→ ee) (SHERPA) 2701 ± 444 657 ± 109 134 ± 29 31 ± 7

W (→ eν) 3 ± 1 0.6 ± 0.6 < 0.6 < 0.6
Z/γ∗(→ ττ) 1.9 ± 0.7 0.3 ± 0.2 < 0.2 < 0.2
WW,WZ,ZZ 21 ± 3 8 ± 2 1.8 ± 0.6 0.4 ± 0.1

Single top 4.0 ± 0.7 1.5 ± 0.5 0.3 ± 0.2 0.2 ± 0.2
tt̄ 59 ± 13 35 ± 9 13 ± 5 4 ± 3

Multi-jets 25 ± 9 6 ± 2 1.8 ± 0.7 0.5 ± 0.2

Total predicted (ALPGEN) 2487 ± 394 748 ± 117 183 ± 36 37 ± 7
Total predicted (SHERPA) 2815 ± 446 709 ± 111 151 ± 30 36 ± 7

Data observed 2753 715 146 37

Table 10.1.: Number of events predicted from MC simulation and observed in data for the
different jet multiplicities for events with at least two jets in the final state passing the WBF
preselection (mjj > 350 GeV and |∆yjj | > 3.0). The predictions for tt̄ and multi-jets have
been estimated from data. The combined statistical and systematic uncertainty, as described in
Sec. 9.3, are included.

Figure 10.4 shows the inclusive and exclusive jet multiplicity distribution after WBF
preselection.
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Figure 10.4.: (a) Inclusive jet multiplicity and (b) exclusive jet multiplicity for events with at
least two jets in the final state passing the WBF preselection (mjj > 350 GeV and |∆yjj | > 3.0)
in data and simulation. Multi-jets and tt̄ backgrounds have been estimated from data. The
hatched band incorporates the total statistical and systematic uncertainty on the predictions.
The yellow band reflects the total systematic uncertainty.

The predictions from SHERPA are in agreement with the data, while ALPGEN+HERWIG
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10.2. Uncorrected Distributions

underestimates the number of events with two jets in the final state and overestimates the
ratio R3/2. The good modelling of the fraction of two jet events which have an additional
third jet is essential, since a veto on a 3rd jet provides a powerful tool to distinguish signal
from background for WBF Higgs boson searches.

In addition, an excellent modelling of the 3rd jet kinematics is required. Figure 10.5
shows the transverse momentum and the rapidity distribution of the 3rd jet after WBF
preselection. The predictions from both generators are consistent with the data.
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Figure 10.5.: (a) Transverse momentum distribution and (b) rapidity distribution of the 3rd
leading jet for Z/γ∗(→ ee) + jets events with at least two jets in the final state passing the
WBF preselection (mjj > 350 GeV and |∆yjj | > 3.0) in data and simulation. Multi-jets and tt̄
backgrounds have been estimated from data. The hatched band incorporates the total statistical
and systematic uncertainty on the predictions. The yellow band reflects the total systematic
uncertainty.

The probability to survive a veto on a 3rd jet above a given pT threshold for
Z/γ∗(→ ee) + jets events with at least two jets in the final state passing the WBF prese-
lection (mjj > 350 GeV and |∆yjj| > 3.0) is shown in Fig. 10.6, called jet veto efficiency
in the following. Figure 10.5(a) shows the jet veto efficiency of a third jet with |yjet| < 4.4,
while Fig. 10.5(b) shows the jet veto efficiency of a central third jet with |yjet| < 2.4. The
predictions from SHERPA agree well with the jet veto efficiency found in data, whereas
the overestimation of R3/2 for ALPGEN+HERWIG translates into an underestimation of
the jet veto efficiency.
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Figure 10.6.: (a) 3rd jet veto efficiency and (b) 3rd central jet veto efficiency for
Z/γ∗(→ ee) + jets events with at least two jets in the final state passing the WBF preselection
(mjj > 350 GeV and |∆yjj | > 3.0) in data and predicted by the generators ALPGEN+HERWIG
and SHERPA. The efficiency is shown as a function of the third jet pT threshold. The mea-
sured values after background subtraction are represented by the black dots, the error bars
indicate the combined statistical and systematic uncertainty on the data. The hatched band
incorporates the total statistical and systematic uncertainty on the predictions, modelled with
ALPGEN+HERWIG. The shaded band reflects the total systematic uncertainty.

A simple veto against a third jet already provides a good tool to distinguish signal from
background. But the cross section for WBF Higgs boson production is quite low and this
veto also rejects parts of the signal. This is why a more sophisticated method is required.
More elaborated observables are for example η∗ and Z∗. The variable η∗ is defined as the
rapidity difference between the third jet and the mean value of the rapidities of the two
tagging jets

η∗ = ηj3 −
ηj2 + ηj1

2

Z∗ can be calculated from η∗ by dividing it by the absolute rapidity difference between
the tagging jets.

Z∗ =
η∗

|ηj2 − ηj1|

For a 3rd jet which is in between the two tagging jets |ηj1,j2| < |ηj3| < |ηj2,j1|, η∗ is
expected to be small and |Z∗| < 0.5. Both the predictions from ALPGEN+HERWIG and
SHERPA are consistent with the data, as shown in Fig. 10.7.
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Figure 10.7.: (a) η∗ distribution and (b) Z∗ distribution for Z/γ∗(→ ee) + jets events with at
least three jets in the final state passing the WBF preselection (mjj > 350 GeV and |∆yjj | > 3.0)
in data and simulation. Multi-jets and tt̄ backgrounds have been estimated from data. The
hatched band incorporates the total statistical and systematic uncertainty on the predictions.
The yellow band reflects the total systematic uncertainty.

10.3. Results at Particle Level

This section presents the results of the Z/γ∗(→ ee) + jets cross-section measurement at
particle level with the full dataset of 2011 after WBF preselection. In order to provide
results which are independent of the detector setup, the results are presented on particle
level. Therefore, the measured multiplicity distributions and the kinematic distributions
of the 3rd jet depicted in Sec. 10.2 are unfolded to particle level, taking into account
the systematic uncertainties as discussed in Sec. 9.3. Predictions from NLO fixed-order
pQCD predictions, are corrected for non-perturbative effects and QED radiation effects,
as described in Sec. 9.4. Finally, both the predictions from NLO fixed-order pQCD cal-
culations and from ALPGEN+HERWIG and SHERPA using the ATLAS configurations,
as detailed in Sec. 7.2, are compared to the measured cross sections.

The figures in this section are organised such that they show the absolute or normalised
cross sections in the upper part, together with the ratios BlackHat+SHERPA/data,
ALPGEN/data and SHERPA/data in the lower three parts. The predictions from ALP-
GEN+HERWIG and SHERPA have been normalised to the inclusive NNLO cross section
with global K-factors. Theoretical uncertainties are shown separately from the total
combined statistical and systematic uncertainty on the measurement.

A typical WBF preselection, requiring a large rapidity distance between the two tagging
jets and a large dijet mass, is expected to have a similar effect on the jet multiplicity scaling
as a hard cut on the transverse momentum of the leading jet [81]. Figure 10.8 shows the
measured cross section as a function of the exclusive jet multiplicity and the ratio of cross
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10. Higgs Boson Production via Weak Boson Fusion

sections for successive exclusive jet multiplicities for events with at least two jets in the
final state passing the WBF preselection (mjj > 350 GeV and |∆yjj| > 3.0).
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Figure 10.8.: (a) Measured cross section as a function of the exclusive jet multiplicity and (b)
ratio of cross sections for successive exclusive jet multiplicities for events with at least two jets
in the final state passing the WBF preselection (mjj > 350 GeV and |∆yjj | > 3.0). The cross
sections are normalised to the inclusive Z/γ∗(→ ee) cross section. The other details are as in
Fig. 9.22.

The hypothesis of Poisson scaling is found to be consistent with the measured cross
sections, at least in the first two ratios, but a larger cut on the dijet mass is expected
to strengthen the effect of Poisson scaling. The predictions from BlackHat+SHERPA
are consistent with the data, while the precision of the measurement exceeds the theory
precision. In addition, the measurements are well described by the predictions from
SHERPA, whereas ALPGEN+HERWIG predicts a too low number of events passing the
WBF preselection, which is in line with the tendencies observed for large values of the
absolute rapidity difference between the leading jets described in Sec. 9.5.6. In addition,
the predictions from ALPGEN+HERWIG overestimates R3/2.

Figure 10.9 shows the measured cross section as a function of the transverse momentum
and the absolute rapidity distribution of the 3rd jet after WBF preselection. The NLO
fixed order predictions from BlackHat+SHERPA, as well as the predictions from ALP-
GEN+HERWIG and SHERPA agree well with the data, except for the high pjetT regime
above 70 GeV, where a lack of data is observed.

Detailed values of the measured cross sections, as well as NLO pQCD predictions from
BlackHat+SHERPA with respect to the fiducial region are listed in Appendix C.1.
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Figure 10.9.: Differential cross section as a function of (a) the transverse momentum pjetT and
(b) the absolute rapidity |yjet| of the 3rd leading jet for events with at least three jets in the
final state passing the WBF preselection (mjj > 350 GeV and |∆yjj | > 3.0). The cross sections
are normalised to the inclusive Z/γ∗(→ ee) cross section. The other details are as in Fig. 9.21.

10.4. Conclusions

The Z/γ∗ + jets modelling has been tested in typical phase space regions expected for the
decay of the Higgs boson, produced via WBF, in pp-collisions at a centre of mass energy
of
√
s = 7 TeV with the full dataset of 2011. In Higgs boson events produced via WBF

two well separated high energetic jets and reduced central activity are expected. A veto
on a 3rd jet can be used to distinguish signal from background.

Different observables which can be used for a central jet veto and 3rd jet veto efficiencies
have been studied on detector level. In addition, total exclusive cross sections as a function
of the jet multiplicity and their ratios, as well as the differential cross section as a function
of the 3rd jet pT and |y| have been measured.

Systematic and statistical uncertainties have been evaluated and the systematic uncer-
tainty has been reduced by normalising the cross sections to the inclusive Z/γ∗(→ ee)
cross section.

The predictions from SHERPA and NLO fixed order pQCD calculations are consistent
with the data, whereas ALPGEN+HERWIG predicts a too low number of events passing
the WBF preselection. In addition, ALPGEN+HERWIG underestimates the jet veto
efficiency.

This measurement can be used to tune MC generators, but for the mean time different
reweighting procedures need to be studied. For the analysis with the full dataset of 2011
[169] a reweighting in bins of peeT has been used as a cross check.
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11. Overall Conclusion

The inclusive and differential Z/γ∗(→ ee) + jets cross section has been measured in pp-
collisions at a centre-of-mass energy of

√
s = 7 TeV with integrated luminosities of∫

L dt = 36 pb−1 (full dataset of 2010) and 4.6 fb−1 (full dataset of 2011). The full
dataset of 2010 has the advantage of a relatively low collision rate and a low rate of
multiple proton-proton interactions which allow for cross-section measurements at low
jet transverse momentum, while the analysis with the full dataset of 2011 provides the
most accurate results. In addition, the Z/γ∗ + jets modelling has been tested in typical
phase space regions expected for the decay of the Higgs boson, produced via WBF, in
pp-collisions at a centre of mass energy of

√
s = 7 TeV with the full dataset of 2011.

The measurements have been corrected for detector effects back to particle level and
compared to predictions from the matrix element plus parton shower generators ALP-
GEN+HERWIG and SHERPA, Z/γ∗+ ≥ 1 jet production generated with PYTHIA and
the inclusive Drell-Yan process modelled at NLO with MC@NLO using the ATLAS config-
urations. In addition, predictions from NLO fixed-order pQCD calculations are compared
to the measured cross sections. Electron kinematics on particle level in the MC event
samples have been defined to include the contributions from photons within a cone of 0.1
around the electron direction. Jets have been clustered around all final state particles
except for the dressed decay products of the Z boson and have been identified with the
anti-kt algorithm with a cone of R = 0.4 in the region pT > 30 GeV and |y| < 4.4.

Total inclusive and exclusive cross sections have been measured as a function of jet
multiplicity. Additionally, the inclusive and exclusive jet multiplicity ratios have been
extracted for different values of the transverse momentum of the leading jet in order to
test the jet multiplicity scaling. Furthermore, inclusive differential cross sections have been
measured as a function of the jet transverse momentum, the jet rapidity, the transverse
momentum of the Z boson, peeT , the invariant mass of the two leading jets and the angular
separation between the two leading jets. Finally, inclusive differential cross sections as a
function of HT , the scalar pT sum of all final state objects, and ST , the scalar pT sum of
all hadronic jets in the final state, have been measured.

Systematic and statistical uncertainties have been evaluated and the systematic uncer-
tainty has been reduced by normalising the cross sections to the inclusive Z/γ∗(→ ee)
cross section.

In general, the data is well described by the predictions from NLO fixed order pQCD cal-
culations and from ALPGEN+HERWIG and SHERPA, whereas PYTHIA and MC@NLO
fail to describe the data in large phase space regions. PYTHIA only includes the tree-level
matrix element for Z/γ∗+ ≥ 1 jet, additional jet emission are done by parton shower. For
MC@NLO the associated first jet corresponds to the real emission term of the NLO calcu-
lation and events with more than one jet in the final state are modelled by parton shower.
Therefore, the mismodelling can be attributed to the parton shower.

For exclusive jet multiplicities, the transition from staircase scaling to Poisson scaling
for large scale differences between the leading jet and the additional radiated jets is
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11. Overall Conclusion

confirmed by the measurement.
For some phase space regions discrepancies between the predictions from the ME+PS

generators and the measurements have been evaluated. The jet multiplicity is well de-
scribed by ALPGEN+HERWIG and SHERPA up to five jets, but additional jet emissions
are modelled by parton shower, which fail to describe the data. Furthermore, ALP-
GEN+HERWIG overestimates the cross section for high energetic jets or highly boosted
Z bosons, which is mainly due to higher-order QCD effects. SHERPA predicts a too wide
rapidity distribution, which translates into the absolute rapidity difference, the angular
separation in y - φ space and the invariant mass of the two leading jets. Finally, for
events passing the WBF preselection, the predictions from ALPGEN+HERWIG overes-
timate the measured cross sections for higher jet multiplicities, which leads to a small
underestimation of the probability to survive a veto on a 3rd jet in the low pjetT regime.

The NLO fixed-order pQCD calculations from BlackHat + SHERPA underestimate
the cross section for large HT and ST by several standard deviations, which is attributed
to missing higher parton multiplicities in the calculation. Similar deviations have been
found for large values of peeT . Exclusive sums of the NLO fixed-order pQCD calculations
for Z/γ∗ + 1 jet and Z/γ∗+ ≥ 2 jets show a much better description of the hard HT , ST
and peeT regime.

The analysis with the full dataset of 2011 provides the most precise measurements of
this kind to date.
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12. Outlook

The analysis presented in this thesis covers a large spectrum of physics with jets in as-
sociation with a Z boson, which provide a valuable input for the tuning of Monte Carlo
(MC) event generators.

In addition, part of the measurements exceeds the precision of the theory predictions.
The largest contribution to the theoretical uncertainty comes from the impact of QCD
higher-order effects. This could be reduced by either using nNLO calculations [9] or by
optimising the method to evaluate this uncertainty.

The analysis also leaves the possibility for optimisations and extensions. For most
phase-space regions the measurements are already limited by systematics, mainly due to
the JES, especially in the forward region. The dominant component of the JES uncertainty
in the forward region comes from the η-intercalibration. This can be reduced by using
more sophisticated methods to estimate the uncertainties due to generator modelling.

For a reduced JES systematic uncertainty, the uncertainty coming from the unfolding
process becomes dominant. It has been shown in this thesis that multi-dimensional un-
folding is able to reduce this uncertainty, due to the fact that the model dependence for
multi-dimensional unfolding is lower.

As shown in this thesis the event topology changes for extrem phase-space regimes,
e.g. large transverse momentum of the Z boson, large jet transverse momentum and
large HT , but measurements in this regions are limited by statistics. With more data,
these kinematic regimes become accessible and allow to study the event shapes in more
detail. Potential observables to characterise the event shapes are for example: the absolute
azimuthal separation, the minimal azimuthal difference between a Z boson and a jet, the
transverse momentum ratio of the two leading jets [8] or the central trust [170]. The
probe of the Z/γ∗ + jets modelling in these regimes is of particular interest for searches
of new physics and for further tests of NLO fixed order pQCD predictions.

The fraction of Z/γ∗ + jets events produced via double-parton interactions (DPI) is
rather small, but for other analyses, such as the measurement of W + b jets produc-
tion, the fraction of events originating from DPI is expected to be much larger, at the
order of 30% [171]. Since the effective area parameter for DPI is expected to be approx-
imately independent of the process and the phase space requirements, the measurement
in Z/γ∗ + jets events can contribute to a better understanding of DPI.
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A.1. Further Uncorrected Distributions
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Figure A.1.: Transverse momentum distribution of (a) the leading jet and (b) the 2nd leading
jet and rapidity distribution of (c) the leading jet and (d) the 2nd leading jet in data and
simulation. Only statistical uncertainties are shown. Multi-jets background have been estimated
from data.
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Figure A.2.: (a) Invariant mass mjj and the angular separations (b) |∆yjj |, (c) |∆φjj | and
(d) ∆Rjj of the two leading jets in events with at least two jets in the final state in data and
simulation. Only statistical uncertainties are shown. Multi-jets background have been estimated
from data.
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A.2. Further Uncorrected Distributions with

pjetT > 20 GeV
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Figure A.3.: Transverse momentum distribution of (a) the leading jet and (b) the 2nd leading
jet in data and simulation. Only statistical uncertainties are shown. Multi-jets background have
been estimated from data.
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Figure A.4.: Rapidity distribution of (a) the leading jet and (b) the 2nd leading jet in data and
simulation. Only statistical uncertainties are shown. Multi-jets background have been estimated
from data.
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Figure A.5.: (a) Invariant mass mjj and the angular separations (b) |∆yjj |, (c) |∆φjj | and
(d) ∆Rjj of the two leading jets in events with at least two jets in the final state in data and
simulation. Only statistical uncertainties are shown. Multi-jets background have been estimated
from data.
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A.3. Cross Section Tables

pjetT [GeV] Data cross section [pb/GeV] NLO cross section [pb/GeV]

30-40 [2.748±0.107 (stat) +0.264
−0.318 (syst) +0.098

−0.092 (lumi)]×100 2.444+0.214
−0.200 × 100

40-50 [1.586±0.084 (stat) +0.176
−0.165 (syst) +0.057

−0.053 (lumi)]×100 1.395+0.117
−0.108 × 100

50-70 [7.664±0.414 (stat) +0.692
−0.615 (syst) +0.278

−0.260 (lumi)]×10−1 6.960+0.561
−0.509 × 10−1

70-90 [3.599±0.282 (stat) +0.350
−0.309 (syst) +0.132

−0.123 (lumi)]×10−1 3.101+0.272
−0.246 × 10−1

90-120 [1.466±0.147 (stat) +0.151
−0.132 (syst) +0.054

−0.051 (lumi)]×10−1 1.323+0.130
−0.117 × 10−1

120-150 [6.247±0.951 (stat) +0.650
−0.639 (syst) +0.230

−0.215 (lumi)]×10−2 5.526+0.621
−0.553 × 10−2

150-180 [3.213±0.674 (stat) +0.486
−0.418 (syst) +0.118

−0.111 (lumi)]×10−2 2.644+0.352
−0.318 × 10−2

Table A.1.: Cross section as a function of pjetT for events with at least one jet in the final state
with respect to the fiducial region measured in data and predicted from NLO fixed-order pQCD
calculations from BlackHat+SHERPA.

pjetT [GeV] Data cross section [pb/GeV] NLO cross section [pb/GeV]

30-40 [2.014±0.092 (stat) +0.181
−0.213 (syst) +0.071

−0.067 (lumi)]×100 1.936+0.110
−0.112 × 100

40-50 [1.275±0.075 (stat) +0.130
−0.127 (syst) +0.045

−0.042 (lumi)]×100 1.162+0.065
−0.065 × 100

50-70 [6.369±0.375 (stat) +0.544
−0.492 (syst) +0.229

−0.214 (lumi)]×10−1 5.962+0.320
−0.317 × 10−1

70-90 [3.033±0.258 (stat) +0.288
−0.256 (syst) +0.110

−0.103 (lumi)]×10−1 2.724+0.172
−0.167 × 10−1

90-120 [1.294±0.137 (stat) +0.135
−0.118 (syst) +0.047

−0.044 (lumi)]×10−1 1.171+0.088
−0.084 × 10−1

120-150 [5.843±0.914 (stat) +0.615
−0.606 (syst) +0.214

−0.200 (lumi)]×10−2 4.911+0.444
−0.417 × 10−2

150-180 [2.969±0.645 (stat) +0.466
−0.407 (syst) +0.109

−0.102 (lumi)]×10−2 2.354+0.268
−0.253 × 10−2

Table A.2.: Cross section as a function of the leading jet pT for events with at least one jet
in the final state with respect to the fiducial region measured in data and predicted from NLO
fixed-order pQCD calculations from BlackHat+SHERPA.

pjetT [GeV] Data cross section [pb/GeV] NLO cross section [pb/GeV]

30-40 [5.636±0.487 (stat) +0.683
−0.818 (syst) +0.204

−0.191 (lumi)]×10−1 5.531+0.328
−0.418 × 10−1

40-50 [2.508±0.333 (stat) +0.401
−0.336 (syst) +0.093

−0.087 (lumi)]×10−1 2.592+0.119
−0.178 × 10−1

50-70 [1.191±0.166 (stat) +0.144
−0.121 (syst) +0.045

−0.042 (lumi)]×10−1 1.143+0.051
−0.083 × 10−1

70-90 [4.546±1.033 (stat) +0.554
−0.496 (syst) +0.173

−0.162 (lumi)]×10−2 4.252+0.206
−0.313 × 10−2

90-120 [1.729±0.537 (stat) +0.201
−0.186 (syst) +0.067

−0.063 (lumi)]×10−2 1.644+0.133
−0.162 × 10−2

Table A.3.: Cross section as a function of the 2nd leading jet pT for events with at least two
jets in the final state with respect to the fiducial region measured in data and predicted from
NLO fixed-order pQCD calculations from BlackHat+SHERPA.
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|yjet| Data cross section [pb/unit] NLO cross section [pb/unit]

0.0-0.5 [3.610±0.177 (stat) +0.294
−0.294 (syst) +0.131

−0.122 (lumi)]×101 3.328+0.276
−0.259 × 101

0.5-1.0 [3.371±0.172 (stat) +0.272
−0.281 (syst) +0.122

−0.114 (lumi)]×101 3.015+0.247
−0.230 × 101

1.0-1.5 [2.696±0.153 (stat) +0.252
−0.247 (syst) +0.098

−0.091 (lumi)]×101 2.513+0.213
−0.197 × 101

1.5-2.0 [2.114±0.138 (stat) +0.211
−0.206 (syst) +0.076

−0.071 (lumi)]×101 1.857+0.163
−0.150 × 101

2.0-2.5 [1.346±0.113 (stat) +0.173
−0.183 (syst) +0.049

−0.045 (lumi)]×101 1.227+0.116
−0.105 × 101

2.5-3.0 [1.014±0.099 (stat) +0.169
−0.162 (syst) +0.036

−0.034 (lumi)]×101 7.139+0.774
−0.701 × 100

3.0-3.5 [4.864±0.696 (stat) +1.114
−0.971 (syst) +0.175

−0.163 (lumi)]×100 3.629+0.495
−0.450 × 100

3.5-4.0 [1.569±0.380 (stat) +0.612
−0.493 (syst) +0.056

−0.053 (lumi)]×100 1.426+0.261
−0.232 × 100

Table A.4.: Cross section as a function of |yjet| for events with at least one jet in the final
state with respect to the fiducial region measured in data and predicted from NLO fixed-order
pQCD calculations from BlackHat+SHERPA.

|yjet| Data cross section [pb/unit] NLO cross section [pb/unit]

0.0-0.5 [2.932±0.156 (stat) +0.212
−0.211 (syst) +0.105

−0.098 (lumi)]×101 2.787+0.171
−0.173 × 101

0.5-1.0 [2.652±0.151 (stat) +0.193
−0.199 (syst) +0.095

−0.089 (lumi)]×101 2.515+0.148
−0.148 × 101

1.0-1.5 [2.190±0.135 (stat) +0.185
−0.181 (syst) +0.079

−0.073 (lumi)]×101 2.110+0.120
−0.120 × 101

1.5-2.0 [1.630±0.120 (stat) +0.148
−0.143 (syst) +0.058

−0.055 (lumi)]×101 1.520+0.086
−0.084 × 101

2.0-2.5 [1.082±0.101 (stat) +0.129
−0.136 (syst) +0.039

−0.036 (lumi)]×101 1.000+0.066
−0.064 × 101

2.5-3.0 [8.847±0.927 (stat) +1.399
−1.337 (syst) +0.315

−0.294 (lumi)]×100 5.681+0.489
−0.478 × 100

3.0-3.5 [3.483±0.586 (stat) +0.735
−0.678 (syst) +0.124

−0.116 (lumi)]×100 2.857+0.304
−0.296 × 100

3.5-4.0 [9.607±2.982 (stat) +4.006
−3.023 (syst) +0.342

−0.320 (lumi)]×10−1 1.044+0.161
−0.151 × 100

Table A.5.: Cross section as a function of the leading jet |y| for events with at least one jet
in the final state with respect to the fiducial region measured in data and predicted from NLO
fixed-order pQCD calculations from BlackHat+SHERPA.

|yjet| Data cross section [pb/unit] NLO cross section [pb/unit]

0.0-0.5 6.025±0.724 (stat) +0.674
−0.668 (syst) +0.223

−0.209 (lumi) 5.627+0.333
−0.441 × 100

0.5-1.0 5.748±0.713 (stat) +0.604
−0.619 (syst) +0.212

−0.198 (lumi) 5.509+0.276
−0.408 × 100

1.0-1.5 4.164±0.600 (stat) +0.507
−0.472 (syst) +0.155

−0.145 (lumi) 4.323+0.416
−0.459 × 100

1.5-2.0 3.960±0.593 (stat) +0.494
−0.496 (syst) +0.145

−0.136 (lumi) 3.410+0.374
−0.412 × 100

2.0-2.5 1.883±0.416 (stat) +0.278
−0.302 (syst) +0.070

−0.066 (lumi) 2.532+0.165
−0.215 × 100

2.5-3.0 1.127±0.317 (stat) +0.206
−0.201 (syst) +0.042

−0.039 (lumi) 1.570+0.137
−0.154 × 100

3.0-3.5 1.069±0.317 (stat) +0.281
−0.227 (syst) +0.039

−0.036 (lumi) 9.308+1.069
−1.158 × 10−1

Table A.6.: Cross section as a function of the 2nd leading jet |y| for events with at least one
jet in the final state with respect to the fiducial region measured in data and predicted from
NLO fixed-order pQCD calculations from BlackHat+SHERPA.
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mjj [GeV] Data cross section [pb/GeV] NLO cross section [pb/GeV]

60-90 [4.889±0.834 (stat) +0.665
−0.660 (syst) +0.184

−0.172 (lumi)]×10−2 6.392+0.351
−0.485 × 10−2

90-120 [9.265±1.151 (stat) +1.181
−1.149 (syst) +0.338

−0.316 (lumi)]×10−2 7.184+0.412
−0.543 × 10−2

120-150 [5.318±0.896 (stat) +0.642
−0.699 (syst) +0.197

−0.184 (lumi)]×10−2 5.821+0.305
−0.447 × 10−2

150-180 [4.903±0.854 (stat) +0.644
−0.643 (syst) +0.180

−0.168 (lumi)]×10−2 4.084+0.238
−0.305 × 10−2

180-210 [3.579±0.744 (stat) +0.430
−0.517 (syst) +0.133

−0.124 (lumi)]×10−2 3.206+0.153
−0.245 × 10−2

210-240 [2.119±0.570 (stat) +0.379
−0.288 (syst) +0.079

−0.074 (lumi)]×10−2 2.187+0.134
−0.172 × 10−2

240-270 [1.529±0.494 (stat) +0.200
−0.244 (syst) +0.057

−0.054 (lumi)]×10−2 1.633+0.126
−0.154 × 10−2

270-300 [1.299±0.450 (stat) +0.242
−0.232 (syst) +0.048

−0.045 (lumi)]×10−2 1.284+0.087
−0.109 × 10−2

Table A.7.: Cross section as a function of the invariant mass between the two leading jets for
events with at least two jets in the final state with respect to the fiducial region measured in
data and predicted from NLO fixed-order pQCD calculations from BlackHat+SHERPA.

|∆yjj | [GeV] Data cross section [pb/unit] NLO cross section [pb/unit]

0.0-0.5 4.543±0.630 (stat) +0.519
−0.522 (syst) +0.170

−0.159 (lumi) 5.034+0.296
−0.395

0.5-1.0 5.202±0.673 (stat) +0.584
−0.597 (syst) +0.194

−0.181 (lumi) 4.921+0.292
−0.400

1.0-1.5 4.353±0.619 (stat) +0.505
−0.508 (syst) +0.161

−0.150 (lumi) 4.159+0.271
−0.348

1.5-2.0 3.882±0.585 (stat) +0.493
−0.464 (syst) +0.142

−0.133 (lumi) 3.435+0.168
−0.244

2.0-2.5 2.341±0.452 (stat) +0.332
−0.312 (syst) +0.086

−0.080 (lumi) 2.583+0.141
−0.193

2.5-3.0 1.508±0.373 (stat) +0.210
−0.239 (syst) +0.055

−0.052 (lumi) 1.762+0.082
−0.108

3.0-3.5 1.343±0.345 (stat) +0.215
−0.211 (syst) +0.049

−0.046 (lumi) 1.286+0.076
−0.114

Table A.8.: Cross section as a function of the absolute rapidity distance between the two leading
jets for events with at least two jets in the final state with respect to the fiducial region measured
in data and predicted from NLO fixed-order pQCD calculations from BlackHat+SHERPA.

|∆φjj | [rad] Data cross section [pb/rad] NLO cross section [pb/rad]

0-π/8 1.581±0.417 (stat) +0.243
−0.257 (syst) +0.059

−0.055 (lumi) 1.948+0.126
−0.173

π/8-π/4 2.278±0.484 (stat) +0.378
−0.355 (syst) +0.084

−0.079 (lumi) 2.278+0.144
−0.199

π/4-3π/8 1.703±0.441 (stat) +0.261
−0.262 (syst) +0.064

−0.060 (lumi) 2.057+0.164
−0.198

3π/8-π/2 2.152±0.484 (stat) +0.323
−0.309 (syst) +0.080

−0.075 (lumi) 2.311+0.116
−0.173

π/2-5π/8 3.359±0.618 (stat) +0.445
−0.468 (syst) +0.125

−0.117 (lumi) 3.014+0.146
−0.224

5π/8-3π/4 3.767±0.661 (stat) +0.487
−0.476 (syst) +0.141

−0.132 (lumi) 4.304+0.258
−0.348

3π/4-7π/8 6.714±0.880 (stat) +0.742
−0.758 (syst) +0.248

−0.231 (lumi) 6.379+0.343
−0.469

7π/8-π 9.736±1.040 (stat) +1.121
−1.132 (syst) +0.354

−0.331 (lumi) 8.778+0.787
−0.860

Table A.9.: Cross section as a function of the absolute azimuthal separation between the
two leading jets for events with at least two jets in the final state with respect to the fiducial
region measured in data and predicted from NLO fixed-order pQCD calculations from Black-
Hat+SHERPA.
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∆Rjj Data cross section [pb/unit] NLO cross section [pb/unit]

0.4-0.8 1.568±0.395 (stat) +0.238
−0.232 (syst) +0.057

−0.054 (lumi) 1.559+0.086
−0.126

0.8-1.2 1.268±0.371 (stat) +0.175
−0.175 (syst) +0.048

−0.045 (lumi) 1.537+0.154
−0.177

1.2-1.6 1.551±0.409 (stat) +0.223
−0.224 (syst) +0.059

−0.055 (lumi) 1.626+0.075
−0.111

1.6-2.0 1.886±0.461 (stat) +0.253
−0.256 (syst) +0.072

−0.067 (lumi) 2.156+0.171
−0.204

2.0-2.4 2.898±0.567 (stat) +0.369
−0.361 (syst) +0.109

−0.102 (lumi) 3.113+0.258
−0.310

2.4-2.8 4.901±0.735 (stat) +0.564
−0.572 (syst) +0.181

−0.169 (lumi) 4.762+0.239
−0.361

2.8-3.2 6.708±0.861 (stat) +0.719
−0.712 (syst) +0.247

−0.231 (lumi) 6.701+0.314
−0.467

3.2-3.6 4.723±0.724 (stat) +0.550
−0.556 (syst) +0.172

−0.160 (lumi) 4.230+0.218
−0.301

3.6-4.0 2.154±0.491 (stat) +0.298
−0.306 (syst) +0.079

−0.073 (lumi) 2.181+0.121
−0.143

4.0-4.4 1.288±0.378 (stat) +0.215
−0.216 (syst) +0.047

−0.044 (lumi) 1.321+0.088
−0.102

Table A.10.: Cross section as a function of the angular separation in y-φ space between the
two leading jets for events with at least two jets in the final state with respect to the fiducial
region measured in data and predicted from NLO fixed-order pQCD calculations from Black-
Hat+SHERPA.
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B.1. Further Uncorrected Distributions
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Figure B.1.: Exclusive jet multiplicity with (a) the standard selection and (b) with an addi-
tional requirement on the transverse momentum of the leading jet of pjetT > 150 GeV in data
and simulation. Multi-jets and tt̄ backgrounds have been estimated from data. The hatched
band incorporates the total statistical and systematic uncertainty on the predictions. The yellow
band in the ratio plots reflects the total systematic uncertainty.
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Figure B.2.: Transverse momentum distribution of (a) the 2nd leading jet, (b) the 3rd leading
jet and (c) the 4th leading jet in data and simulation. Multi-jets and tt̄ backgrounds have
been estimated from data. The hatched band incorporates the total statistical and systematic
uncertainty on the predictions. The yellow band in the ratio plots reflects the total systematic
uncertainty.
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Figure B.3.: Rapidity distribution of (a) the 2nd leading jet, (b) the 3rd leading jet and (c)
the 4th leading jet in data and simulation. Multi-jets and tt̄ backgrounds have been estimated
from data. The hatched band incorporates the total statistical and systematic uncertainty on
the predictions. The yellow band in the ratio plots reflects the total systematic uncertainty.
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Figure B.4.: φ distribution of (a) the leading jet, (b) the 2nd leading jet, (c) the 3rd leading
jet and (d) the 4th leading jet in data and simulation. Multi-jets and tt̄ backgrounds have
been estimated from data. The hatched band incorporates the total statistical and systematic
uncertainty on the predictions. The yellow band in the ratio plots reflects the total systematic
uncertainty.
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Figure B.5.: (a) R(pT 2/pT 1) distribution of the leading and 2nd leading jet in events with at
least two jets in the final state and (b) transverse momentum distribution of the Z boson in events
with at least one jet in the final state in data and simulation. Multi-jets and tt̄ backgrounds have
been estimated from data. The hatched band incorporates the total statistical and systematic
uncertainty on the predictions. The yellow band in the ratio plots reflects the total systematic
uncertainty.
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Figure B.6.: Transverse momentum distributions of (a) the leading jet and (b) the Z boson
for events with exactly one jet in the final state in data and simulation. Multi-jets and tt̄
backgrounds have been estimated from data. The hatched band incorporates the total statistical
and systematic uncertainty on the predictions. The yellow band in the ratio plots reflects the
total systematic uncertainty.
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Figure B.7.: (a) Invariant mass mjj and the angular separations (b) |∆φjj | and (c) ∆Rjj of
the two leading jets in events with at least two jets in the final state in data and simulation.
Multi-jets and tt̄ backgrounds have been estimated from data. The hatched band incorporates
the total statistical and systematic uncertainty on the predictions. The yellow band in the ratio
plots reflects the total systematic uncertainty.
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Figure B.8: ST distribution in events with at
least one jet in the final state in data and simu-
lation. Multi-jets and tt̄ backgrounds have been
estimated from data. The hatched band incor-
porates the total statistical and systematic un-
certainty on the predictions. The yellow band
in the ratio plots reflects the total systematic
uncertainty.
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B.1.1. Impact of Pile-up

jetN

 0≥  1≥  2≥  3≥  4≥  5≥  6≥  7≥

S
u
b
s
a
m

p
le

 /
 N

o
m

in
a
l

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

) + jets­e
+

 e→*(γZ/

 jets, R = 0.4,tanti­k

| < 4.4
jet

 > 30 GeV, |yjet

T
p

)
PV

, Low NµData 2011 (Medium 

)
PV

, Low NµALPGEN (Medium 

)
PV

, High NµData 2011 (Medium 

)
PV

, High NµALPGEN (Medium 

(a) Inclusive jet multiplicity,
impact of in-time pile-up

jetN

 0≥  1≥  2≥  3≥  4≥  5≥  6≥  7≥

S
u
b
s
a
m

p
le

 /
 N

o
m

in
a
l

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

) + jets­e
+

 e→*(γZ/

 jets, R = 0.4,tanti­k

| < 4.4
jet

 > 30 GeV, |yjet

T
p

)
PV

, Medium NµData 2011 (Low 

)
PV

, Medium NµALPGEN (Low 

)
PV

, Medium NµData 2011 (High 

)
PV

, Medium NµALPGEN (High 

(b) Inclusive jet multiplicity,
impact of out-of-time

pile-up

Figure B.9.: Ratios of the inclusive jet multiplicity with and without requirements on µ and
NPV in data and simulation to test the impact of (a) in-time pile-up and (b) out-of-time-pile-up.
The distributions are divided by the respective number of inclusive Z/γ∗(→ ee) events before
calculating the ratios.
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Figure B.10.: ALPGEN+HERWIG to data ratio for the inclusive jet multiplicity to test the
impact of (a) in-time pile-up and (b) out-of-time pile-up. The hatched bands reflect the pile-up
component of the JES uncertainty.
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Figure B.11.: Migration matrices for (a) the exclusive jet multiplicity, (b) the absolute rapidity
difference of the two leading jets |∆yjj | for events with at least two jets in the final state and
(c) HT for events with at least one jet in the final state. The migration matrices are determined
using ALPGEN+HERWIG MC event samples.
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Figure B.12.: Correction for not-matched events for (a) the exclusive jet multiplicity, (b) the
absolute rapidity difference of the two leading jets |∆yjj | for events with at least two jets in the
final state and (c) HT for events with at least one jet in the final state. The correction factors
are shown for ALPGEN+HERWIG and SHERPA MC event samples.
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Figure B.13.: Order correction for (a) the exclusive jet multiplicity, (b) the absolute rapidity
difference of the two leading jets |∆yjj | for events with at least two jets in the final state and
(c) HT for events with at least one jet in the final state. The correction factors are shown for
ALPGEN+HERWIG and SHERPA MC event samples.
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Figure B.14.: χ2 divided by the number of bins as a function of the number of iterations
for (a) the exclusive jet multiplicity, (b) the absolute rapidity difference of the two leading jets
|∆yjj | for events with at least two jets in the final state and (c) HT for events with at least one
jet in the final state. The values have been obtained with SHERPA MC event samples. Zero
iterations correspond to the result from the Bin-by-Bin method.
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Figure B.15.: Relative systematic shifts on the unfolded cross section obtained by comparing
the unfolding procedure using ALPGEN+HERWIG or SHERPA for (a) the exclusive jet multi-
plicity, (b) the absolute rapidity difference of the two leading jets |∆yjj | for events with at least
two jets in the final state and (c) HT for events with at least one jet in the final state. The
relative shifts are smoothed using a Gaussian kernel.
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Figure B.16.: Relative systematic shifts on the unfolded cross section obtained by comparing
the results obtained with iterative (Bayes) method and Bin-by-Bin method for (a) the exclusive
jet multiplicity, (b) the absolute rapidity difference of the two leading jets |∆yjj | for events with
at least two jets in the final state and (c) HT for events with at least one jet in the final state.
The relative shifts are smoothed using a Gaussian kernel.

184



B.3. Unfolding Closure Tests

B.3. Unfolding Closure Tests

In this section a sanity check of the iterative (Bayes) method is shown using closure tests
with SHERPA MC event samples and ALPGEN + HERWIG event samples reweighted
to data. The detector level distributions of both samples are unfolded with the nominal
ALPGEN+HERWIG MC event samples and compared to their truth distributions.

B.3.1. ALPGEN+HERWIG Reweighting

The ALPGEN+HERWIG MC event samples used in this analysis are not fully describ-
ing the data. Since ALPGEN+HERWIG is used for the unfolding, the influence of the
shape differences between ALPGEN+HERWIG and data have to be checked. The predic-
tions from ALPGEN+HERWIG have been compared to the the measurements on particle
level for each distribution and their ratios have been used to calculate reweighting factors
for the respective observable. These reweighting factors have been applied on the ALP-
GEN+HERWIG MC event samples on an event by event basis depending on the truth
value. Figure B.17 shows exemplary the cross section plot for the exclusive jet multiplicity
before and after reweighting.
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Figure B.17.: Exclusive jet multiplicity (a) before reweighting and (b) after reweighting to
data.
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B.3.2. Closure Tests

Figure B.18 - Fig. B.22 show the progression of the unfolding with increasing number of
iterations, indicated by the coloured lines, for both SHERPA and ALPGEN+HERWIG
reweighted to data exemplary for the exclusive jet multiplicity, the transverse momentum
of the leading jet and the rapidity of the leading jet for events with at least one jet in
the final state, the absolute rapidity difference of the two leading jets for events with at
least two jets in the final state and HT for events with at least one jet in the final state.
For the unfolding of the data, three, three, two, two and one iterations are used for the
exclusive jet multiplicity, pjetT (leading jet), y(leading jet), |∆yjj| and HT respectively, as
detailed in Sec. 9.2.
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Figure B.18.: Closure tests of the exclusive jet multiplicity distribution for (a) SHERPA and
(b) ALPGEN+HERWIG reweighted to data.
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Figure B.19.: Closure tests of the transverse momentum distribution of the leading jet for
events with at least one jet for (a) SHERPA and (b) ALPGEN+HERWIG reweighted to data.
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Figure B.20.: Closure tests of the rapidity distribution of the leading jet for events with at
least one jet for (a) SHERPA and (b) ALPGEN+HERWIG reweighted to data.
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Figure B.21.: Closure tests of the absolute rapidity difference of the two leading jets |∆yjj |
for events with at least two jets in the final state for (a) SHERPA and (b) ALPGEN+HERWIG
reweighted to data.
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Figure B.22.: Closure tests of HT for events with at least one jet in the final state for (a)
SHERPA and (b) ALPGEN+HERWIG reweighted to data.

B.4. Cross Section Tables

Njet Data Cross Section (pb) NLO Cross Section (pb)

0 jets [ 3.699± 0.004 (stat)± 0.113 (syst)± 0.067 (lumi) ]×102 3.442+0.115
−0.112 × 102

1 jet [ 4.813± 0.016 (stat)± 0.351 (syst)± 0.087 (lumi) ]×101 4.506+0.273
−0.274 × 101

2 jets [ 1.060± 0.007 (stat)± 0.104 (syst)± 0.019 (lumi) ]×101 1.048+0.075
−0.075 × 101

3 jets [ 2.114± 0.035 (stat)± 0.263 (syst)± 0.039 (lumi) ]×100 2.185+0.283
−0.283 × 100

4 jets [ 4.609± 0.157 (stat)± 0.737 (syst)± 0.084 (lumi) ]×10−1 4.728+1.087
−1.085 × 10−1

5 jets [ 9.529± 0.777 (stat)± 1.938 (syst)± 0.173 (lumi) ]×10−2 -

6 jets [ 1.347± 0.273 (stat)± 0.316 (syst)± 0.024 (lumi) ]×10−2 -

7 jets [ 3.472± 1.708 (stat)± 1.162 (syst)± 0.062 (lumi) ]×10−3 -

Table B.1.: Cross sections as a function of the exclusive jet multiplicities with respect to the
fiducial region measured in data and predicted from NLO fixed-order pQCD calculations from
BlackHat+SHERPA.
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Njet Data Cross Section (pb) NLO Cross Section (pb)

1 jet [ 6.404± 0.158 (stat)± 0.306 (syst)± 0.116 (lumi) ]×10−1 5.778+1.862
−1.862 × 10−1

2 jets [ 6.793± 0.160 (stat)± 0.372 (syst)± 0.123 (lumi) ]×10−1 5.867+0.818
−0.822 × 10−1

3 jets [ 3.134± 0.111 (stat)± 0.241 (syst)± 0.057 (lumi) ]×10−1 3.052+0.589
−0.588 × 10−1

4 jets [ 1.169± 0.069 (stat)± 0.138 (syst)± 0.021 (lumi) ]×10−1 1.187+0.392
−0.392 × 10−1

5 jets [ 3.481± 0.372 (stat)± 0.624 (syst)± 0.063 (lumi) ]×10−2 -

6 jets [ 5.193± 1.339 (stat)± 1.159 (syst)± 0.094 (lumi) ]×10−3 -

7 jets [ 1.665± 0.798 (stat)± 0.656 (syst)± 0.030 (lumi) ]×10−3 -

Table B.2.: Cross sections as a function of the exclusive jet multiplicities with respect to
the fiducial region measured in data and predicted from NLO fixed-order pQCD calculations
from BlackHat+SHERPA with an additional requirement on the transverse momentum of the
leading jet of pjetT > 150 GeV.

Njet + 1/Njet Data cross section ratio NLO cross section ratio

1 jet / 0 jets [ 1.301± 0.005 (stat)± 0.103 (syst) ]×10−1 1.309+0.098
−0.095 × 10−1

2 jets / 1 jet [ 2.203± 0.017 (stat)± 0.077 (syst) ]×10−1 2.325+0.306
−0.275 × 10−1

3 jets / 2 jets [ 1.994± 0.036 (stat)± 0.061 (syst) ]×10−1 2.085+0.423
−0.372 × 10−1

4 jets / 3 jets [ 2.180± 0.083 (stat)± 0.088 (syst) ]×10−1 2.164+0.845
−0.668 × 10−1

5 jets / 4 jets [ 2.067± 0.183 (stat)± 0.109 (syst) ]×10−1 -

6 jets / 5 jets [ 1.413± 0.308 (stat)± 0.109 (syst) ]×10−1 -

Table B.3.: Ratio of cross sections for successive exclusive jet multiplicities
σ(Z/γ∗ + (N + 1) jets)/σ(Z/γ∗ +N jets) with respect to the fiducial region measured in
data and predicted from NLO fixed-order pQCD calculations from BlackHat+SHERPA.

Njet + 1/Njet Data cross section ratio NLO cross section ratio

2 jets / 1 jet 1.061± 0.036 (stat)± 0.033 (syst) 1.015+0.678
−0.350

3 jets / 2 jets [ 4.614± 0.196 (stat)± 0.186 (syst) ]×10−1 5.202+1.878
−1.442 × 10−1

4 jets / 3 jets [ 3.730± 0.256 (stat)± 0.196 (syst) ]×10−1 3.890+2.642
−1.852 × 10−1

5 jets / 4 jets [ 2.977± 0.363 (stat)± 0.232 (syst) ]×10−1 -

6 jets / 5 jets [ 1.492± 0.417 (stat)± 0.177 (syst) ]×10−1 -

Table B.4.: Ratio of cross sections for successive exclusive jet multiplicities
σ(Z/γ∗ + (N + 1) jets)/σ(Z/γ∗ +N jets) with respect to the fiducial region measured in
data and predicted from NLO fixed-order pQCD calculations from BlackHat+SHERPA with
an additional requirement on the transverse momentum of the leading jet of pjetT > 150 GeV.
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B.4. Cross Section Tables
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B. Measurement with the Dataset of 2011
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B.4. Cross Section Tables
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B. Measurement with the Dataset of 2011
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B.4. Cross Section Tables
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B. Measurement with the Dataset of 2011
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B.4. Cross Section Tables
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B. Measurement with the Dataset of 2011
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B.4. Cross Section Tables
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B. Measurement with the Dataset of 2011
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B.4. Cross Section Tables
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B. Measurement with the Dataset of 2011
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B.4. Cross Section Tables
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B. Measurement with the Dataset of 2011
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B.4. Cross Section Tables
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C. Higgs Boson Production via
Weak Boson Fusion

C.1. Cross Section Tables

Njet Data Cross Section (pb) NLO Cross Section (pb)

2 jets [ 5.554± 0.138 (stat)± 0.892 (syst)± 0.101 (lumi) ]×10−1 4.625+0.747
−0.735 × 10−1

3 jets [ 1.640± 0.080 (stat)± 0.271 (syst)± 0.030 (lumi) ]×10−1 1.649+0.459
−0.459 × 10−1

4 jets [ 3.038± 0.331 (stat)± 0.703 (syst)± 0.056 (lumi) ]×10−2 3.627+1.985
−1.983 × 10−2

5 jets [ 7.301± 18.429 (stat)± 1.652 (syst)± 0.134 (lumi) ]×10−3 -

6 jets [ 1.781± 38.218 (stat)± 0.662 (syst)± 0.032 (lumi) ]×10−3 -

Table C.1.: Cross sections as a function of the exclusive jet multiplicities after WBF preselection
with respect to the fiducial region measured in data and predicted from NLO fixed-order pQCD
calculations from BlackHat+SHERPA.

Njet + 1/Njet Data cross section ratio NLO cross section ratio

3 jets / 2 jets [ 2.953± 0.162 (stat)± 0.146 (syst) ]×10−1 3.565+1.828
−1.332 × 10−1

4 jets / 3 jets [ 1.852± 0.221 (stat)± 0.169 (syst) ]×10−1 2.200+2.499
−1.456 × 10−1

5 jets / 4 jets [ 2.403± 6.070 (stat)± 0.284 (syst) ]×10−1 -

6 jets / 5 jets [ 2.439± 52.696 (stat)± 0.708 (syst) ]×10−1 -

Table C.2.: Ratio of cross sections for successive exclusive jet multiplicities after WBF prese-
lection with respect to the fiducial region measured in data and predicted from NLO fixed-order
pQCD calculations from BlackHat+Sherpa.
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C. Higgs Boson Production via Weak Boson Fusion
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