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Introduction

1.1 Protein Dynamics: Why do we care and why is it important?

Within a multicellular organism the cell is considered to be its basic building block [1]. But the cell itself is composed of a complex compartmentalized soup filled with proteins, small molecules, and cofactors that form organized interaction networks that allow the cell to carry out its function [2,3]. Macromolecular entities that exist within the cell serve to signal and respond to external or internal stimuli thereby changing its composition [1]. Even with this broad concoction these elements must interact and communicate in some fashion in order for the macroscopic cell to survive and carry out its function. Internally molecular communication is largely governed by recognition between these components [4,5]. Upon forming intermolecular contacts some proteins can change their shape allowing the exposure of new surfaces that can lead to new or abrogated function [6]. For homeostatic purposes this can be up or down regulated via controlling the cellular concentrations of these components. However, how do these systems actually communicate? How are structural changes from different interactions propagated towards a particular function or response? Coupled with increasing numbers of examples in which malformed proteins or discontinuous communication pathways can lead to nonfunctioning cells and can ultimately to disease [6,7] purports heightened importance in understanding the deficiencies in macromolecules like proteins.

In order to gain a detailed understanding of these molecular machines knowledge of their spatial coordinates is imperative. There are a variety of techniques that can give this information with atomic resolution. X-ray crystallography has provided immense visualizations of large macromolecules at atomic resolution. Yet, information pertaining to the time dependent
perturbation of their structural coordinates, or kinetics, is missed which can be a pivotal aspect in describing a protein’s function. An exquisite example comes from studies involving antibodies which are capable of binding a diverse amount of antigens [8]. The authors found that even with distinct structural states that were identified by X-ray crystallography, the conformational diversity of antibodies could only be explained when kinetic data that was used to distinguish the isomerization of the free antibodies [8]. In some cases a given crystal can also contain several low energy states [8,9], or comparison of many X-ray structures of a given system can be used to ascertain its structural variance [10,11]. Time resolved X-ray has been used to observe rapid reorganizations (nanoseconds – 1 μs) like in the case for photoactivated ligand dissociation from heme groups [12,13], but X-ray which is a high energy based technique can cause sample heating or radiation damage [14,15]. But an emerging technique in which free electron lasers are used to generate an X-ray source are able to collect the diffraction data before any harm can come to the sample [16,17]. Still, some large amplitude motions may be quenched due to spatial restriction (or prevent crystallization) in the solid environment and crystal packing forces can perturb the native state of a protein [18]. Therefore, techniques in which the system can be studied in solution are desirable in order to study it in a more natural environment.

Fluorescence intensity decays from a given fluorophore have been used to report on rotational diffusion of molecules (pico- to nanosecond) [19,20], and stop-flow based techniques with rapid mixing of ligands can be used to attain binding kinetics information [21]. But these approaches rely on the number of observable probes that can give a signal, and is usually limited in number or requires mutation of residues to a tryptophan or via ligation of a fluorophore [21]. Additionally, analysis of information from a fluorophore involves careful model selection and frequently requires additional structural data in order to verify the choice of model [22]. Another
technique that can also provide atomic resolution is Nuclear Magnetic Resonance spectroscopy (NMR). Given that the sample is tractable for NMR studies, the system can be explored in the solution without having to make chemical modification while maintaining atomic resolution. NMR spectroscopy has even been applied to the study of systems in complete cellular environments [23-25]. Most importantly however is the fact that, NMR based observables are timescale sensitive, and a wide range of NMR experiments have been developed that report on a broad range of timescales from pico-seconds to real time (Figure 1) [26,27]. NMR might be a powerful tool to be used to detect not only structural, but kinetic effects for systems in which deficient communication could lead to disease [6].

![Figure 1](image.png)

**Figure 1** Examples of NMR experiments and the timescales of motion they are sensitive to.

Briefly, as a more extensive discussion follows, throughout the years of methodological development in NMR a variety of techniques exist that can probe motion across an entire spectrum of timescales that ranges from picoseconds to real time (Figure 1). A routinely applied
method is the analysis of relaxation data that uses conventional longitudinal relaxation ($R_1$),
transverse relaxation ($R_2$) rates and heteronuclear NOE (het-NOE) [28]. These techniques are
limited to the overall rotational tumbling time of a molecule which is demarcated as $\tau_C$.
Transverse-rotating frame spectroscopy ($R_{1p}$) [29] and Carr-Purcell-Meiboom-Gill sequences
(CPMG) [30,31] have gained increased popularity and function by exploiting the phenomenon of
chemical exchange (vide infra) [32,33]. Slower processes like aromatic ring flips [34] can be
tracked using Exchange Spectroscopy (EXSY) [35] that are sensitive to milliseconds to seconds,
and correlation spectra can be repeatedly recorded in real-time to identify slow processes from
seconds and greater [36,37]. The use of chemical shifts as a metric for protein dynamics also
provides a way to gain insight into sub-states sampled by proteins [38-41]. This dissertation is
heavily rooted with the techniques that section under the name of relaxation dispersion (RD)
which consist of $R_{1p}$ and CPMG experiments [32,33]. Although, other methods to perform RD
have been reported [42-44]. The mechanism by which this technique functions is fundamentally
different from experiments that focus on faster motions [32] ($R_1$, $R_2$, het-NOE). A brief
presentation will be given on how these mechanisms are fundamentally different. Many great
monographs [45-47] and reviews [27,32,33,48-50] have been written on this subject and the
derivation below follows them.

1.2 Basic Theoretical Concepts

NMR active nuclei contain the intrinsic property of spin angular momentum. Nuclear spin
angular momentum is vector whose magnitude is given by

$$|\hat{I}| = \frac{\hbar}{2\pi} \sqrt{I(I+1)}$$  \hspace{1cm} (Eq - 1.2.1)
where \( h \) is Planck’s constant and \( I \) is the spin angular momentum number. Since spin angular momentum is treated as a quantum mechanical parameter, the magnitude of \( \vec{I} \) is constant and deemed to be quantized. Namely, its eigenvalues are discretized into only their \( z \) components

\[
I_z = \frac{\hbar}{2\pi} m \quad \text{(Eq - 1.2.2)}
\]

and can take on the azimuthal quantum numbers of \( m \) (\( m = -1/2, 0, +1/2 \)) [51]. Please note that we restrict ourselves to the discussion of nuclei whose spin angular momentum quantum number equals 1/2 (i.e. \(^1\text{H}, ^{13}\text{C}, \text{and } ^{15}\text{N nuclei}) [46]. Importantly, a nucleus that has non-zero spin angular momentum also possesses a magnetic moment (\( \vec{\mu} \))

\[
\vec{\mu} = \gamma \vec{I} \quad \text{(Eq - 1.2.3)}
\]

\[
\mu_z = \gamma I_z = \gamma \frac{\hbar}{2\pi} m
\]

that is collinear to its spin angular momentum vector and where \( \gamma \) is the gyromagnetic ratio for the nucleus in question. Outside of any static magnetic field (\( \vec{B} \)) the magnetic moment will have a random orientation. The static magnetic field is a vector quantity that is aligned by definition along the \( z \) axis in Cartesian space. Upon introduction of nuclear spin to \( \vec{B} = B_0 \vec{e}_z \) the magnetic moment will be reoriented by some amount \( \theta \) and has an energy requirement of

\[
E = \int \Gamma d\theta \quad \text{(Eq - 1.2.4)}
\]

The nuclear spins therefore effectively experience a torque (\( \Gamma \)) of that gives the required energy to be

\[
E = \int (\vec{\mu} \times \vec{B}) d\theta = \int \mu ||B|| \sin(\theta) d\theta = -\mu ||B|| \cos(\theta) = -\vec{\mu} \cdot \vec{B} \quad \text{(Eq - 1.2.5)}
\]
Since a given nuclear spin can assume a spin up \((m = +1/2)\) or spin down \((m = -1/2)\) a magnetic moment can have two different energies \((E_{\pm} = \pm \frac{1}{2} \left( \frac{\hbar}{2\pi} \right) \gamma B_0)\); \(B_0\) is the magnetic field strength in the \(z\) direction). And under equilibrium conditions, the energy difference of

\[
\Delta E = \pm \frac{1}{2} \left( \frac{\hbar}{2\pi} \right) \gamma B_0 - \frac{1}{2} \left( \frac{\hbar}{2\pi} \right) \gamma B_0 = \left( \frac{\hbar}{2\pi} \right) \gamma B_0 \quad \text{(Eq - 1.2.6)}
\]

within a static magnetic field will cause an unequal population difference between spins states that is given by a Boltzmann distribution. Unfortunately, even at a \(B_0\) of 14.1 T only 1 out of approximately every 10,000 proton spins will have a different orientation rendering the requirement for higher \(B_0\) fields and samples that are of higher concentration (more magnetic moments). Additionally at this point we can see that we have only magnetization along the \(z\)-axis and the spins have no \(x\) and \(y\) component by computing the quantum mechanical expectation value for each Cartesian component of the magnetization \((M_i; i = x, y, \text{and} z)\)

\[
\langle M_i \rangle = tr (I_i \sigma) \quad \text{(Eq - 1.2.7)}
\]

in which the \(tr\) is the trace of the product between matrices \(\sigma\) and \(I_i\) \((I = x, y, \text{and} z)\). \(\sigma\) which is the density matrix takes on the form \(I_z\) which is the Pauli spin matrix that describes the potentially assumed populations of a spin or the starting conditions, and \(I_i\) are operators (another spin matrix) projected out from \(I_z\) \([52]\). Applying the spin matrices for each \(I_x\) and \(I_y\) which are found in many texts \([45,46,52]\) we find that the only nonzero magnetization is along the \(z\)-axis.
The relative energy differences between populated spin states can also be used to calculate the precessional frequency or Larmor frequency around the z-axis and is given by

\[ \frac{2\pi \Delta E}{\hbar} = \omega = \gamma B_0 \quad (Eq \ - 1.2.9). \]

If an orthogonal magnetic field is applied to the nuclei in the sample that are oriented along the static magnetic field whose energy matches \( \Delta E \) then, similar to other types of spectroscopy, the resonance condition will be fulfilled and a transition or coherence is created (generation of off-diagonal terms in the density matrix formalism \([45,46,52]\)). In NMR this is achieved by using linearly polarized radio-frequency waves as the electromagnetic radiation source \( (\nu = \frac{\gamma B_0}{2\pi}) \).

Upon application of \( \nu \) the bulk magnetization will transition to x-y plane and begin to precess around the z-axis.

This magnetization does not precess forever in the transverse plane, it will return to its equilibrium distribution with its original orientation along the static magnetic field. However, unlike other spectroscopic techniques, like optical based techniques which largely rely on stimulated and spontaneous emission mechanisms for the signal decay, spontaneous emission is not effective in causing NMR signal relaxation. This can be considered by comparing the probability per unit time for a transition between energy levels by spontaneous emission \( (A \propto \nu^3) \).
For example, the spontaneous emission with visible green light ($\lambda \sim 500$ nm; $\nu = 6 \cdot 10^{14}$ Hz) as compared to a $^1$H Larmor frequency of $600 \cdot 10^6$ Hz would place spontaneous emission to be $\sim 10^{18}$ times more effective for the optical based technique! Ultimately NMR perturbations relax much slower and give us time to study them. What causes the decay of an NMR signal is instead due to random and thermal motions of or within a molecule that cause transitions and that push the nuclei back to equilibrium.

1.3 NMR relaxation

Time variant local oscillating magnetic fields that occur at particular frequencies can create transitions back to equilibrium that are effective at causing an NMR signal to decay. These random oscillating fields which are typically broken into longitudinal and transverse components depend on two facets, their amplitude and if they are resonant with any transitions or populations (i.e. frequency 0) [45,46]. Let us assume we have some time dependent interaction, $q(t)$ that is a stochastic process undergoing Brownian motion, whose mean value centers around zero (Figure 2) [53]. As $t$ approaches large values $q(t)$ will average to zero ($\langle q(t) \rangle = 0$). However, the amplitude of this interaction is given by the variance of its time dependence ($q(t)^2$) and this does not average to zero ($\langle q(t)^2 \rangle \neq 0$).
Figure 2 Interaction $q(t)$ is a stochastic process whose fluctuations center around zero. When the variance is considered $q(t)^2$ it no longer averages to zero. The auto-correlation function ($Q(\tau)$) reports on some process that decays with some characteristic time constant.

What was very astutely recognized early on in NMR relaxation theory [45,54] is that the pattern from the fluctuating $q(t)$ can be disseminated by evaluating the auto-correlation of a given interaction. The auto-correlation is given by

$$Q(\tau) = \langle q(t)q(t+\tau) \rangle \quad (Eq - 1.3.1)$$

where $\langle \rangle$ is the ensemble average over all entities experiencing interaction $q(t)$ and serves as the paramount equation to evaluate the effect of any source that can cause relaxation. The evaluation of $Q(\tau)$ is conducted with several assumptions. Since the process is stochastic, $q(t)$ can be determined at any time $t$, $t+\tau$ ($\tau=t-t'$; $t'$ is some time step), and if $t=t'$ then $Q(0)$ equals the variance of the interaction or the amplitude. But as $\tau$ increases what occurred the step before is forgotten since it is a stochastic process undergoing Brownian motion. The system begins to lose the memory of the prior step and should therefore follow

$$\lim_{\tau \to \infty} Q(\tau) = 0 \quad (Figure 2).$$

Finally,
the auto-correlation of time dependent interaction \( q(t) \) decays with some characteristic time constant which is related to the time required for a molecule to reorient and is referred to as the overall tumbling time, \( \tau_C \) and is usually on the order of nanoseconds for most proteins. At \( \tau = 0 \), \( q(t) \) assumes its maximum variance (amplitude of the process which is related to physical constants that depend on the interaction) and is formally expressed as

\[
Q(\tau) = \left< q(0)^2 \right> e^{-\frac{\tau}{\tau_C}} \quad \text{(Eq - 1.3.2)}.
\]

This is the fundamental step for evaluating NMR relaxation phenomenon. Still, we want to know at what frequencies nuclei are driven back to equilibrium. This is accomplished by essentially performing a Fourier analysis on the auto-correlation function which will result in the power spectral density function and the characteristic frequencies at which transitions are made to restore the system to equilibrium [46,49]. Upon Fourier transform of the correlation functions, we attain a power spectral density function \( (J(\omega)) \) which reports on the distribution of frequencies that can cause relaxation. From there, the frequency dependence of relaxation rates \( (R) \) can be calculated.

\[
R = \left< q(0)^2 \right> \int_0^\infty e^{-\frac{\tau}{\tau_C}} e^{-i\omega \tau} d\tau \quad \text{(Eq - 1.3.3)}
\]

The real part of the integral in equation 1.3.3 is proportional to \( \left| q(0)^2 \right| \frac{\tau_C}{1 + (\omega \tau_C)^2} \) whereas the imaginary component of the integral yields terms that lead to the dynamic frequency shift [45,46]. In addition to the spectral density functions, which end up in the relaxation rates as a sum of Lorentzians, the spin part of the time dependent Hamiltonian needs to be evaluated by computing the double commutators between different spin-operators across all eigenfrequencies.
which are subsequently summed to give the relaxation rate [45,46]. However, in some situations, upon evaluation of the double commutators some eigenfrequencies can be found to be not capable of causing transitions. The physical constants and operators as well as eigenfrequencies in a given external magnetic field that describe these interactions and their expressions are given in many texts [45,46,49,50] and are not reiterated here.

1.4 Sub-$\tau_C$ relaxation techniques

$^{15}$N nuclei are the most frequently probed nuclei with NMR based techniques [27] and we will limit our discussion to them. The major sources of relaxation stem from the through space interaction between two dipoles (dipole-dipole interactions (DD)) with respect to $B_0$ in which here the dipolar interaction is between the $^{15}$N nucleus with its attached $^1$H. And local magnetic fields that are created because of the unique orientation of a nucleus’s electrons (chemical shift anisotropy (CSA)) with respect to $B_0$ [46]. We can also have perturbations of the isotropic chemical shift value because of changes in a nucleus’s surrounding environment due to motion (conformational exchange or chemical exchange) [55], but we will see that the characteristic time and amplitude for this is different.

We can now begin to discern between different NMR experiments that measure the relaxation rates of a given nuclei. The relaxation that is intrinsic for $^{15}$N nuclei is composed of the DD and CSA effects. As the dipolar and the induced chemical shift fields are reoriented by molecular tumbling in solution, time dependent local magnetic fields are generated. When the interactions are tabulated using the above protocol, we find that the decay of their auto-correlation functions is governed by the characteristic time constant commonly known as $\tau_C$, or the overall rotational correlation time [46]. This is found to be on the order of nanoseconds for most proteins [46]. This source of relaxation is broken down into two components; the spin-
lattice interactions which are referred to as longitudinal relaxation \( (R_1) \) and spin-spin interactions commonly known as transverse relaxation \( (R_2) \). These rates differ in the frequencies at which they can cause transitions. \( R_2 \) is dominated with the spectral density term \( J(0) \) and is therefore directly dependent on \( \tau_C \). \( R_1 \) reports on high frequency motions and is made up of spectral density terms where frequencies \( \omega_H \pm \omega_N \) and \( \omega_N \) and as \( \tau_C \) increases the longitudinal relaxation lifetime \( (T_1 = 1/R_1) \) can become quite long [56]. From Figure 1 the accessibility for \( R_1 \) and \( R_2 \) experiments is limited to motions up to \( \tau_C \) (sub-\( \tau_C \)) precisely because these measured relaxation rates report only on the frequency of motions that occur from DD and CSA effects which are modulated by molecular tumbling. Since relaxation rates can be determined site specifically a plethora of information can be attained by carrying out such experiments.

The ratio between \( R_2/R_1 \) is a facile method for determining \( \tau_C \) [28]. Furthermore, measurement of these quantities can also be used to infer about the relative flexibility of an \( ^{15}\text{N} \) and \( ^1\text{H} \) attached pair. The Lipari-Szabo Model-Free formalism is one such way in which the DD component to the relaxation rate is considered and is effectively scaled by the flexibility of the \( ^{15}\text{N}^-^1\text{H} \) internuclear vector by some constant \( S^2_{\text{LS}} \), the Lipari-Szabo order parameter [19]. \( S^2_{\text{LS}} \) reports on the relative spatial flexibility of a given internuclear vector within the sub-\( \tau_C \) window and can be used as a proxy for conformational entropy [57-59]. Additionally, this can also be expanded to include internal motions by assuming a product of two correlation functions (correlation function is biexponential) that is typically known as the extended Model-Free analysis [60]. Het-NOE data reports on high frequency motions with transition frequencies at the sum and difference between the precessional frequency for \( ^{15}\text{N} \) and \( ^1\text{H} \) \( (\omega_H - \omega_N \) and \( \omega_H + \omega_N) \) and can be useful in identifying nuclei in flexible regions of a protein [61]. Rotational anisotropy can also be ascertained with conventional relaxation measurements [62,63]. Transverse and
longitudinal cross relaxation has also been combined used to report on sub-$$\tau_C$$ motions [64,65]. Here, the mechanism of relaxation is a cross-correlation between DD and CSA interactions. $$R_2$$ is also the major contributor to the line width of a resonance in an NMR spectrum because the NMR signal is dampened by $$R_2$$ [46].

1.5 Relaxation by Conformational Exchange

Earlier, another relaxation mechanism, conformational exchange, was mentioned. It is ascribed to events in which the electronic environment of a nucleus is changed either by its motion, or from movement of its surroundings which then causes a modulation in the isotropic chemical shift ($$\omega$$) of that nucleus [32,55]. This depends on the overall interconversion of this process (kinetics) and the structural differences between the populated states ($$\Delta \omega$$). Unlike sub-$$\tau_C$$ relaxation, the mechanism for conformational exchange is due to time dependent perturbations of the chemical shift, which is a rotation around the z-axis and is a perturbation that affects transverse relaxation [50]. However, the same steps in deriving this effect on relaxation are the same as above. Assume a situation in which a nucleus exchanges between two states given as

$$A \xleftarrow{k_A} \xrightarrow{k_B} B$$

where the populations are $$p_A = k_B/k_{ex}$$ and $$p_B = 1 - p_A$$ ($$k_{ex} = k_A + k_B$$). NMR based kinetic perturbations are observed at equilibrium, therefore the time dependent change in the populations are zero and the kinetic matrix (K) takes the form of

$$\frac{d}{dt} P = K P = \left[ \begin{array}{cc} -k_{ex} p_B & k_{ex} p_A \\ k_{ex} p_B & -k_{ex} p_A \end{array} \right] \left[ \begin{array}{c} p_A \\ p_B \end{array} \right] = 0 \quad (Eq \ - \ 1.5.1).$$
Ultimately, we want to derive an expression that correlates time dependent fluctuations (Eq. 1.3.1) in which a single \( \omega \) value is observed and that has some characteristic decay time which is given by the interconversion rate between populated magnetization coherences. The correlation function \( (C(t)) \) in this case relies on knowing the a priori probabilities and conditional probabilities for a particular \( \omega \) value when the state is assumed (two state interconversion from \( K \)) and can be given as

\[
C(t) = \langle \omega(0) \omega(t) \rangle = \int dl \int dm \ p(l) p(m, t | l, 0) \omega_l \omega_m \quad \text{(Eq - 1.5.2)}
\]

where the integration is performed over \( l, m \) which embodies the states A and B. Again, equation 1.5.2 depends on the conditional probabilities \( (p(m, t | l, 0)) \) and a priori probabilities \( (p(l)) \).

Following the illustrative derivation of Luginbühl et al. [50] we can evaluate the conditional probabilities using Green’s function

\[
p(m, t | l, 0) = \sum_n \Lambda_{mn} \Lambda^{-1}_{nl} e^{\lambda_n t} \quad \text{(Eq - 1.5.3)}
\]

in which \( \Lambda \) contains columns of eigenvectors of \( K \), the inverse of the eigenvectors is given by \( \Lambda^{-1} \), and \( \lambda \) are the eigenvalues of the kinetic matrix. Due to detailed-balance criteria we always have one degenerate eigenvalue \( (\lambda_1 = 0, \lambda_2 = -k_{eq}) \) and the summation in 1.5.3 is run over \( n \) number of eigenvalues [45,46,52]. Equation 1.5.3 formally states that given that at time equal to zero starting at state \( l \) what is the probability that at a later time \( t \) we are at state \( m \). The \( m \) rows of \( \Lambda \) and \( l \) columns of \( \Lambda^{-1} \) correspond to values of 1 and 2 in which they are equal to state A and B, respectively. \( \Lambda \) and \( \Lambda^{-1} \) take the form of
$$\Lambda = \begin{bmatrix} p_A & -1 \\ p_B & 1 \end{bmatrix}, \quad \Lambda^{-1} = \begin{bmatrix} p_B & p_B \\ -p_B & p_A \end{bmatrix} \quad (Eq \text{-} 1.5.4)$$

from which the conditional probabilities (Eq. - 1.5.3) are equal to

\[
\begin{align*}
p(A, t | A, 0) &= p_A + p_B e^{-k_{rel}t} \\
p(A, t | B, 0) &= p_A - p_B e^{-k_{rel}t} \\
p(B, t | A, 0) &= p_B - p_B e^{-k_{rel}t} \\
p(B, t | B, 0) &= p_B + p_A e^{-k_{rel}t}
\end{align*}
\]

(Eq - 1.5.5)

and the a priori probabilities ($p(l) = \lim_{t \to \infty} p(m, t | l, 0)$) are found to be

\[
\begin{align*}
p(A) &= \lim_{t \to \infty} p(A, t | A, 0) = \lim_{t \to \infty} p(A, t | B, 0) = p_A \\
p(B) &= \lim_{t \to \infty} p(B, t | A, 0) = \lim_{t \to \infty} p(B, t | B, 0) = p_B
\end{align*}
\]

(Eq. - 1.5.6).

The integration is merely a summation over the entire probability distribution and conditional probabilities multiplied by the modulation of chemical shifts between state A ($\omega_A$) and state B ($\omega_B$) therefore substituting back into equation 1.5.2:

\[
C(t) = \left\langle \omega(0) \omega(t) \right\rangle = \sum_{l,m=1}^{2} p(l) \left( \sum_{n}^{2} \Lambda_{mn} \Lambda^{-1}_{nl} e^{k_{rel}t} \right) \omega_l \omega_m \quad \text{(Eq - 1.5.7)}.
\]

Performing the required summations and simplifying we find

\[
C(t) = \left( p_A \omega_A + p_B \omega_B \right)^2 + p_A p_B \Delta \omega \left( e^{-k_{rel}t} \right) \quad \text{(Eq - 1.5.8)}
\]

where $\Delta \omega$ equals $\omega_A - \omega_B$. We can already disregard the first term from equation 1.5.8 which is time invariant and ineffective in causing relaxation. We are interested in determining at what
frequencies the relaxation is efficient therefore we need to calculate the spectral density \(( J ( \sigma ) )\) form of equation 1.5.8. After Fourier transform we retain the following

\[
J ( \sigma ) = R_{ex} = p_A p_B \Delta \omega^2 \frac{k_{ex}}{k_{ex}^2 + \sigma^2}
\]

(Eq - 1.5.9).

This is the power spectral density function for nuclei experiencing conformational exchange in the fast regime. The amplitude of this process, unlike sub-\(\tau_C\) motion, is governed by distinctly populated magnetization coherences that have a phase separation of \(\Delta \omega\). The \(\sigma\) at which \(J ( \sigma )\) is evaluated depends on the interaction frame that is considered [49,66]. This is configured based on the experiment that is used. For example in R\(_{1,0}\) experiments the populated magnetization coherences are rotated into a doubly-tilted frame in which magnetization can be locked by a radio frequency pulse from the transverse plane [49,66]. Then \(\sigma\) becomes dependent on the radio frequency field that locks the coherence of interest and the precessional frequency \(\omega\) of the queried nucleus. Overall, conformational exchange gives an apparent dephasing of the intended coherence in question where a contribution of exchange acts as an addendum to the intrinsic \(R_2\) (\(R_{2,0};\) reports on \(\tau_C\) and not \(\tau_{ex}\)) creating an effective transverse relaxation rate \((R_{2,eff} = R_{2,0} + R_{ex})\).

During a period of free precession \((\sigma = 0)\) \(R_{ex}\) still has a contribution of \(R_{ex} = p_A p_B \Delta \omega^2 / k_{ex}\) and therefore the residual line width of a peak will be impacted by this amount [32]. It is interesting to note that the time invariant term in equation 1.5.6 retains the square of the average observed chemical shift. This is what we expect in the fast exchange regime in which the observed resonance is a population weight of both states. The characteristic time or exchange lifetime is given by \(\tau_{ex} (\tau_{ex} = 1 / k_{ex})\) and the prefactor of the Lorentzian, \(\Phi_{ex} = p_A p_B \Delta \omega^2\), can both be measured using RD experiments [32,66].
RD experiments have attained their widespread use for the ability to extract kinetic and structural information about lowly populated intermediates (> 0.5 %) [67-70]. They have been successfully used to probe many biologically relevant processes such as protein folding events [68,71-73], binding interactions [69,74,75] and enzymatic turnover events [67,76,77]. In addition, the development of RD experiments has been quite extensive to the point that most backbone and side chain atoms of a protein can be probed [78-88]. RD functions by monitoring the dependence of $R_{2,\text{eff}}$ by manipulating its observable exchange contribution. The dispersion is created by using radio-frequency pulses and/or frequency offsets that are varied in order to observe a change in $R_{2,\text{eff}}$ (Figure 3) [32]. If an exchange event is occurring $R_{2,\text{eff}}$ decreases to the $R_{2,0}$ or to the point where the contribution of exchange has been removed. Since additionally populated magnetization coherences cause a dephasing in the transverse plane this can be limited by rapid refocusing of the magnetization.

**Figure 3** Illustration depicting the effect of conformational exchange ($R_{\text{ex}}$) on the effective transverse relaxation rate ($R_{2,\text{eff}} = R_{2,0} + R_{\text{ex}}$). Spin-lock ($\nu_{\text{RF}}$) based $R_{1\rho}$ is depicted on the left while an illustration for CPMG experiments is shown on the right where $\pi$ is a 180° pulse and its inter-pulse delay is varied ($\nu_{\text{CPMG}}$). The dashed line indicates the base-line of exchange which is $R_{2,0}$. The expected dependence for a nuclei that displays no exchange event should be flat as $R_{2,\text{eff}}$ should not change as a function of $\nu_{\text{RF}}$ or $\nu_{\text{CPMG}}$. The plot of $R_{2,\text{eff}}$ versus $\nu_{\text{RF}}$ is from experimental values for two residues in ubiquitin at 277 K (Chapter 3). The solid black line for the top curve is a fit from Eq. 1.5.9 that included $R_{2,0}$ and the solid black line below is a fit that only considered $R_{2,0}$ as a parameter.
The two types of experiments that are most commonly used are $R_{1p}$ [29] and CPMG [30,31] (Figure 1). $R_{1p}$ RD is based on using RF pulses that lock the magnetization given that the nutation frequency of the dephasing coherences can be covered [33]. CPMG experiments functions by varying the inter-pulse delay between $180^\circ$ pulses [79]. The dependence of exchange with respect to the two techniques is comparable [89], but the detailed dependence is different and will be demonstrated throughout this monograph. Although in some limiting cases like when spin-lock pulses are large in magnitude or inter-pulse delays are very short, they can be identical [90]. A major difference is that $R_{1p}$, if not performed on-resonance, contains a dependence on the tilt angle ($\theta = \tan^{-1}(v_{RF}/\Omega)$). The tilt angle is given by the offset frequency ($\Omega = v_{0} - v_{SL}$) of the probed nucleus and the amplitude of the spin-lock pulse ($v_{RF}$) that is employed (Figure 3). If the tilt angle is not $90^\circ$ then there will also be a contribution of $R_1$ relaxation. The fastest processes that can be probed directly relate to the amplitude of the spin-lock pulse or frequency of applied $180^\circ$ pulses ($v_{CPMG}$) for $R_{1p}$ and CPMG experiments, respectively [91]. This concept will be addressed and highlighted throughout this dissertation, and as this dissertation involved the use of a variety of NMR based relaxation methods each chapter contains its own unique materials and methods section in order to provide the reader a clear way to discern the different experimental approaches that have been taken.
Kinetics of Conformational Sampling in Ubiquitin

2.1 Motion from the supra-$\tau_c$ range dictates conformational sampling as a mechanism for ubiquitin interactions

So far we have only addressed motion within the sub-$\tau_c$ and up to the RD limit of 40 $\mu$s. There is still a blind spot that spans four orders of magnitude between $\tau_c$ and this 40 $\mu$s limit, deemed the supra-$\tau_c$ range. Therefore a large question that remains is to what/if any is the amplitude and kinetics of motion within this time window? Throughout the past decades RD based studies have been able to illuminate functional millisecond to second motions for binding events[69,89], turn-over rates in catalytic cycles [67,77], and the existence of folding intermediates[68]. This has been possible because the ones listed above are amenable to study as they rest within a timescale that can be accessed by the aforementioned RD type experiments. Up to now, the motional amplitudes within the supra-$\tau_c$ range have been identified for systems such as TAR-RNA [92,93], GB3 [94,95], and ubiquitin [11,96-98]. In the case of TAR-RNA and ubiquitin structural data and motional amplitudes from the supra-$\tau_c$ range has been linked to molecular recognition.

Structural variances from the supra-$\tau_c$ range have been made possible via the acquisition of residual dipolar couplings (RDCs) [99]. In solution, the dipolar coupling averages to zero since due to rotational diffusion all orientations can be assumed, but by introducing anisotropic conditions some preferred vector orientations can be achieved by steric and electrostatic
interactions driven by the alignment media. This in turn forces a sampling of some preferred orientations for a given internuclear vector (i.e. $^{15}\text{N}-^1\text{H}$). The “restoration” of a dipolar coupling manifests itself as an apparent coupling value that can be disentangled from measurements of scalar couplings [100]. A tremendous outcome was realized in that RDCs also report on the motion of a given internuclear vector from milliseconds and faster [101]. Given that the five dimensional space that describes an internuclear vector’s orientation is sufficiently sampled using distinct alignment conditions, motional amplitudes of a given bond vector’s fluctuations, reported in the form of order parameters ($S^2_{\text{RDC}}$), from the supra-$\tau_c$ range can be isolated once motions from the sub-$\tau_c$ are accounted for [96,102].

For ubiquitin free in solution, an extensive set of alignment conditions have been measured for the amide backbone and methyl side chain positions [96,98,102]. An ensemble refinement protocol that enforces the RDC information retained an ensemble of structures that reports on the structural variance of motions that includes the conformational amplitudes from the supra-$\tau_c$ range [11]. From which, the heterogeneity of the free ubiquitin structures overlapped with the structures of ubiquitin bound to its variety of interacting partners. More importantly, the mimicry of free ubiquitin structures to that of ubiquitin structures in complex only originates when information from the supra-$\tau_c$ range is included [11]. This purports the concept that free ubiquitin samples different conformations, compliant with a conformational selection type binding mechanism, through motion within the supra-$\tau_c$ range. It has been hypothesized that the sampling or interconversion between different structural conformers may be a limiting factor for protein-protein recognition [103-105]. Therefore a question that requires answering is to address the situation that if ubiquitin samples all of these different conformations then what is the actual rate of interconversion between conformers.
Since for other systems, such as enzymes, have catalytic turn-over events that are 100-1000 times slower, RD type experiments has become an established method for their kinetic characterization [106]. However, due to technical limitations, which have since been lifted (vide infra) RD type experiments were limited to kinetic processes with a lifetime of about 40 μs [91,107], and therefore were inaccessible to the four orders of magnitude window that is the supra-τ_c range. In principle RD experiments could be used to detect motions from this timescale. However, at room temperature conventional RD experiments have not been able to identify any exchange driven fluctuations in ubiquitin (Appendix Figure 1) [108,109]. We therefore postulated that if this motion was occurring with a lifetime less than the RD limit of 40 μs at higher temperatures then by lowering the temperature this supra-τ_c motion could be pushed into the detectable range for RD experiments.

2.2 Super-cooled RD detects conformer interconversion

Off-resonance transverse rotating frame (R_1p) experiments were conducted initially at 265 K for ^15N backbone nuclei in super-cooled conditions. This type of RD experiment was chosen because maximum effective fields attainable are larger than the maximum refocusing fields as compared to alternative RD type experiments. The employed sequence was a ^15N R_1p experiment with a TROSY readout [110] in order to account for the increased tumbling time of ubiquitin at lower temperatures and to reduce the effective heating via the prevention of having to apply decoupling sequence during acquisition. The full pulse code and acquisition parameters can be found in the section titled Pulse Programs. At 265 K significant exchange was detected for four residues: Ile13, Ile23, Asn25, and Val70 (Figure 4).
**Figure 4** Off-resonance $R_{1p}$ dispersion curves for Ile13 (A), Ile23 (B), Asn25 (C), and Val70 (D) at 265 K plotted with respect to the effective spin-lock field strength ($\omega_{\text{eff}}^2$). The solid and dashed curve in each plot represent the fitting the measured data, and the contribution from exchange, respectively to a model that assumes fast exchange.

Of which, Ile13 had not been detected before while Val70 although not explained has been previously observed at 260 and 280 K [108,109]. Previous observation of dispersion for Ile23 and Asn25 at 280 K was accounted for due to a hydrogen-bond reordering process involving Arg54 and Thr55 (see previous interpretations of kinetic measurements on ubiquitin) [108]. Exchange lifetimes ($\tau_{\text{ex}}$) for Ile13 and Val70 at this temperature were $122 \pm 40$ $\mu$s and $90 \pm 30$ $\mu$s, respectively. Following which a temperature dependence from 265 K to 277 K (Figure 5) was conducted, (Appendix Table 1) in which $\tau_{\text{ex}}$ shortened to $61 \pm 20$ $\mu$s and $67 \pm 10$ $\mu$s for Ile13 and Val70, respectively at 277 K. For Figure 5, the same experimental approach was taken as in Figure 4. In Figure 5 however, the experimental curves are reformulated by only showing their contribution of $R_{\text{ex}}$ with respect to their dependence on the employed effective field ($\omega_{\text{eff}} = ((2\pi\Omega)^2 + (2\pi\nu_1)^2)^{1/2}$; $\Omega$ is the frequency offset for a given nucleus and the applied spin-lock field and $\nu_1$ is the amplitude of the spin-lock field strength). The utilized value of $\omega_{\text{eff}}$ creates a tilt-
angle of \( \theta \) (\( \sin(\theta) = (2\pi v_1)/\omega_{\text{eff}} \)). In Figure 5, the intrinsic relaxation rates, determined via fitting (Appendix Table 1), were subtracted from \( R_{1p} \) to produce only \( R_{\text{ex}} \sin^2(\theta) \) after full fitting of the dispersion curves (see Materials and Methods). Therefore, as \( \omega_{\text{eff}} \) increases \( \sin(\theta) \) approaches one and \( R_{1p} \) mostly reports on the transverse relaxation component (\( R_{2,\text{eff}} = R_{2,0} + R_{\text{ex}} \)). Indeed, at lower temperatures there is still a significant contribution of \( R_{\text{ex}} \) to \( R_{1p} \).

**Figure 5** The exchange contribution (\( R_{\text{ex}} \)) from temperature dependent super-cooled \( R_{1p} \) experiments for Ile13 (A) and Val70 (B). Dispersion curves for three temperatures measured at 269, 273, and 277 K are depicted as the blue, green, and black curves, respectively. Errors were propagated from the fitted parameters and \( R_{1p} \) values.

Following \( \tau_{\text{ex}} \) across this temperature range allows for an Arrhenius extrapolation that renders the exchange lifetime to be 10 ± 9 \( \mu \)s (Figure 6) at physiological conditions (309 K). The large error in \( \tau_{\text{ex}} \) at 309 K is due to the extrapolation from the narrow range of temperatures that could be used for the super-cooled RD experiments. In addition, similar activation energies of 37
± 7 kJ mol⁻¹ and 32 ± 8 kJ mol⁻¹ for Ile13 and Val70, respectively, were extracted from the Arrhenius fitting.

![Graph](image-url)

**Figure 6** Temperature dependence of $\tau_{ex}$ for Ile13 (A) and Val70 (B) plotted with parameters from the fit to an Arrhenius equation as the black line. At physiological temperatures $\tau_{ex} = 10 \pm 9 \mu$s.

From, the significant amplitudes and complementary activation energies for Ile13 and Val70 we attribute their lifetime to the rate of interconversion between different ubiquitin conformers. As a form of corroboration we turn to the RDC-derived ensembles. Since, relaxation dispersion experiments rely on two parameters, $\tau_{ex}$ and the conformational amplitude of the motion ($\Phi_{ex}$), RDC-derived ensembles [11,111,112], which encode the structural variances from motions originating from the same timescale detected by the super-cooled RD experiments, could maybe then also be used to calculate ensemble based conformational amplitudes ($\Phi_{ensemble}$) as a means of corroboration when compared to the super-cooled RD measurements.
2.3 Structural variances from RDC-derived ensembles

The RDC-derived ensembles represent ground state ensembles of ubiquitin and were constructed under the assumption that every conformer is equally probable to exist in solution [11]. They also contain the spread of conformations sampled by free ubiquitin. Therefore, under this presumption, the Φensemble calculations also contend that if the conformers interconvert between each other this rate should also be equal (see Φensemble calculation). Therefore, the application of an N-site jump model yields an upper-limit for any expected chemical shift variance. Alternatively, if an assumption was made regarding to a deviation in the kinetics such as a blocking of certain pathways which does not adhere under the pretenses of the RDC-derived ensembles, the expected variances would only decrease. Φensemble was calculated on three ensembles of free ubiquitin using three different chemical shift prediction programs, SHIFTX [113], SHIFTS [114], and SPARTA [115]. Only residues that were one standard deviation greater than the average were considered to be significant. In all nine instances only Ile13 and Val70 fulfilled the above criterion. Even at two standard deviations from the mean, Ile13 and Val70 still demonstrated the largest Φensemble values except in only one situation (Figure 7B) where the EROS ensemble was calculated with the SHIFTS program.
Figure 7 Chemical shift variances ($\Phi_{\text{ensemble}}$) predicted from the RDC-derived ensembles. The EROS (A-C) [11], EROSII (D-F) [112], and ERNST (G-I) [111] were used for the calculations. All members within an ensemble were used for the calculations with chemical shift programs, SHIFTX (A, D, and G), SHIFTS (B, E, and H) and SPARTA (C, F, and I) in red, green and blue, respectively.

Random selection of 50% of the members from each ensemble did not change that Ile13 and Val70 continued to show the most significant $\Phi_{\text{ensemble}}$ values. Despite the fact that Ile13 and Val70 show the largest $\Phi_{\text{ensemble}}$, there are eight backbone amides that report increased mobility on the supra-$\tau_c$ timescale (Appendix Figure 2). These eight amides have $S^2_{\text{LS}}/S^2_{\text{RDC}}$ greater than Val70 where $S^2_{\text{LS}}$ is the Lipari-Szabo order parameter (motion up to $\tau_c$) [116]. Therefore, it can be expected that other residues might show dispersion, but their motion is either faster or the amplitudes of their motion smaller. Still only Ile13 and Val70 at this time using the current experimental procedure showed sufficient chemical shift variations such that RD was observed.

A connection can now be made with the microsecond motions detected from the super-cooled RD experiments between 265 and 277 K and the ensembles that reflect the structural variances from motion within the supra-$\tau_c$ range both identify Ile13 and Val70 as showing the largest conformational amplitudes that originate from conformer interconversion. Thus, the RDC-
derived ensembles correctly predict the NMR RD results in super-cooled solution. Additionally, this indicates that there is predictive power in RDC-derived ensembles as a tool for estimating residues that may display motion detectable by RD experiments given that their chemical shift variations are sufficiently large.

2.4 Discussion and Conclusion

Super-cooled RD could be used to obtain site specific kinetics for two residues whose experimentally determined lifetimes can be attributed to the time constant for conformer interconversion (Figure 4 and 5). The temperature dependence of their exchange lifetimes places the conformer interconversion to be fast at 309 K with a lifetime of $10 \pm 9 \mu$s (Figure 6). This experimental observation also agrees with a long MD trajectory of BPTI where backbone fluctuations also coincided with the microsecond timescale [117]. Additionally, through the use of ensembles that capture the motional variances from this timescale calculated motional amplitudes were the largest for the same two residues across all RDC-derived ensembles (Figure 7). An independent experimental approach was also utilized to verify the kinetics that had been detected.

The site specifically resolved kinetics for ubiquitin were also tested using an independent method that does require extrapolation of the extracted lifetimes and can be probed directly at 309 K. The employed technique was dielectric relaxation (DR) spectroscopy. DR is sensitive to motions that originate from changes of the electric dipole moment of solutes, solvent, and ions in solution [118]. Generally in DR, motions are broken down into different regimes $\alpha$, $\beta$ and $\gamma$ which correspond to motions from conductivity of small ions in solution, dipole relaxation processes, and bond librations as well as the rearrangement of water dipoles, respectively. DR was measured on free ubiquitin in solution and at 309 K the $\beta$ peak correctly corresponded to the
τc for ubiquitin. Once the effect of relaxation due to ionic charge transport is removed from the measured permittivity, the dielectric loss spectrum presented a new peak [112]. Deemed the sub-β, its resonant frequency was less than β peak. The mean value for this peak centers around 1 μs at 309 K providing independent validation for the super-cooled RD based Arrhenius extrapolation [112]. This peak was also reproduced at different temperatures and with different choices of ions in solution [112].

Kinetics from the supra-τc range, which spans four orders of magnitude, has remained elusive until now. We could narrow down this range and identify that for ubiquitin the lifetime for interconversion is around 10 μs at physiological temperatures. Via super-cooled RD we could obtain site specific kinetics whose amplitudes were also verified by ensembles that report on the motional variance of ubiquitin within the same timescale. In addition, NMR relaxation dispersion before has not been used to provide kinetic characterization of ground-state fluctuations from a protein. This motion was also identified by an independent experimental technique, namely solution DR. These studies also allow for this motion to be studied under solution conditions without having to make chemical modifications to the system itself. The combination of super-cooled RD, RDC-derived ensembles, and solution DR spectroscopy will open the doors for future investigations that should be applicable to a wide range of systems in order to elucidate motions from the supra-τc range.
2.5 Materials and Methods

**Super-cooled off-resonance** $R_{1\rho}$ NMR samples for measurements below the freezing point of water were conducted by filling 1 mm capillaries in which twelve could then be placed into one 5 mm NMR sample tube. $^{15}$N labeled ubiquitin at a concentration of 6 mM was in a buffer composed of 100 mM NaCl, 50 mM sodium phosphate at pH 6.5. Dynamic light scattering was used to confirm that ubiquitin still existed as a single monomeric species at the employed concentrations. Off-resonance $R_{1\rho}$ experiments were conducted at 265, 269, 273, and 277 K with a TROSY based sequence similar to Kempf et al [110,119]. A TROSY [120] block was used not only to prevent sample heating during decoupling applied in the direct dimension, but also to account for the decrease in sensitivity due to the slower tumbling of ubiquitin at lower temperatures. Water handling was also optimized for the employed gradient based Echo-Antiecho readout used for frequency discrimination. Each spectrum was recorded with 512 and 128 complex points in the direct ($t_2$) and indirect ($t_1$) dimensions, respectively, with 24 transients per $t_1$ increment. The $t_{1,max}$ and $t_{2,max}$ were 81.4 and 65.5 ms, respectively. At each temperature eight spin-lock field strengths ($v_1$) were used and varied between 265 to 3050 Hz. The spin-lock carrier frequency was set outside of the spectral range to 134 ppm. For each $v_1$, a relaxation series was conducted by changing the length of the applied spin-lock between 20 to 240 ms. All spectra were acquired on a Bruker Avance III spectrometer operating at a $^1$H Larmor frequency of 600 MHz. All data were processed with the NMRPipe software package [121] and visualized with the CARA program [122].

$R_{1\rho}$ rates were determined by fitting each relaxation series to the function $I_0=\exp(-R_{1\rho}T)$. Assessment of conformational exchange with respect to the effective fields ($\omega_{\text{eff}}$) that were used were ascertained by fits to a fast exchange model of
\[
R_{1,\rho} = R_1 \cos^2(\theta) + \left( R_{2,0} + \frac{\Phi_{\text{ex}} \tau_{\text{ex}}}{1 + (\omega_{\text{eff}} \tau_{\text{ex}})^2} \right) \sin^2(\theta)
\]

in which \(R_1, R_{2,0}, \Phi_{\text{ex}},\) and \(\tau_{\text{ex}}\) are the longitudinal relaxation rate, intrinsic inphase transverse relaxation rate, the conformational amplitude, and the exchange time constant, respectively. All data fitting routines were carried out using Mathematica (Wolfram Research). Errors in the fitted parameters were determined by Monte-Carlo simulations run with 500 iterations that used the base-plane noise as the standard deviation for a given intensity value. All parameters that describe exchange can be found in Appendix Table 1. Temperature dependent time constants were fit to an Arrhenius type exchange of the form
\[
\log_{10}(\tau_{\text{ex}}) = \frac{E_a}{RT \ln 10} - \log_{10} \left( \frac{1}{A} \right)
\]
where \(A\) and \(E_a\) are the attempt frequency and activation energy, respectively. Errors in \(A\) and \(E_a\) were determined from error propagation.

**\(\Phi_{\text{ensemble}}\) calculation** The RDC-derived ensembles are non-canonical and therefore each conformer has an equal probability of existing and that all conformers interconvert with the same rate (k). The time dependent change in the populations is given by

\[
\frac{dp_{ij}(t)}{dt} = - \sum_{j=1}^{N} k_{ij} p_j(t) \quad \text{(Eq - 2.5.1)}
\]

The equation above is a first-order rate equation, but in NMR observables are made at equilibrium therefore \(KP = 0\). Where the kinetic matrix (K) follows the formalism for an N-site jump model [123] and takes the form:

\[
K = \begin{bmatrix}
-r & \cdots & k \\
\vdots & \ddots & \vdots \\
k & \cdots & -r
\end{bmatrix} \quad \text{(Eq - 2.5.2)}
\]
where \( r = (N - 1)k \) and the P matrix is a column vector with the form of \( P^T = [p_1, p_2, ..., p_N] \). The conditional probabilities are given by

\[
p(j, t | i, 0) = \frac{1}{N} + \left( \delta_{ij} - \frac{1}{N} \right) e^{-Nkt}
\]

(Eq - 2.5.3)

\( \delta_{ij} \) is the Kronecker delta. For the N-site jump model the probability at \( t=0 \) is \( p_i = 1/N \). The correlation function takes the form

\[
C(t) = \left\langle \omega(0) \omega(t) \right\rangle = \sum_{i, j=1}^{N} p_i p(j, t | i, 0) \omega_i \omega_j
\]

(Eq - 2.5.4)

where \( \omega \) is the precession frequency for a nucleus in a given state. After substitution of equation 2.5.3, into equation 2.5.4 yields

\[
C(t) = \sum_{i, j=1}^{N} \frac{1}{N} \left( \frac{1}{N} + \left( \delta_{ij} - \frac{1}{N} \right) e^{-Nkt} \right) \omega_i \omega_j
\]

(Eq - 2.5.5).

Separation of the time-invariant, which do not cause relaxation, and time variant terms gives

\[
C(t) = \frac{1}{N^2} \sum_{i, j=1}^{N} \omega_i \omega_j + \frac{e^{-Nkt}}{N^2} \sum_{i, j=1}^{N} (N \delta_{ij} - 1) \omega_i \omega_j
\]

(Eq - 2.5.6)

The first term in equation 2.5.6 is time independent and ineffective in causing relaxation.

Focusing on the time-variant component we can expand the summation into two components in which

\[
C(t) = \frac{e^{-Nkt}}{N^2} \left( \sum_{i=1}^{N} (N - 1) \omega_i^2 + \sum_{i, j=1}^{N} (-1) \omega_i \omega_j \right)
\]

(Eq - 2.5.7).
Equation 2.5.7 is a series that is the expanded form for the square difference between states $i$ and $j$ and simplifies to

$$C(t) = \frac{e^{-Nkt}}{2N^2} \sum_{i,j=1}^{N} \left( \omega_j - \omega_i \right)^2$$  \hspace{1cm} \text{(Eq - 2.5.8)}$$

Equation 2.5.8 is reduced by a factor of two because the summation is performed for jumps between states $i$ to $j$ and $j$ to $i$, but whose squared difference is equal in magnitude. The NMR observable form of equation 2.5.8 comes after Fourier transform which in the case of exchange in the fast limit becomes

$$R_{ex} = \frac{1}{2N^2} \sum_{i,j=1}^{N} \left( \omega_j - \omega_i \right)^2 \frac{\tau}{1 + \left( \tau \omega_{eff} \right)^2}$$  \hspace{1cm} \text{(Eq - 2.5.9)}$$

where $\tau = (Nkt)^{-1}$, $\omega_{eff}$ is the experimentally employed frequency offset and spin-lock field. The term preceding the Lorentzian is the amplitude of the motion or structural variances reported by the ensembles

$$\Phi_{ensemble} = \frac{1}{2N^2} \sum_{i,j=1}^{N} \left( \omega_j - \omega_i \right)^2$$  \hspace{1cm} \text{(Eq - 2.5.10)}.\)
Exceeding the kinetic limit for dynamic studies of biomolecules

3.1 Additional $^{15}$N nuclei that have motion in the supra-$\tau_c$ range

Until now, the kinetics for conformational sampling within ubiquitin could be determined from super-cooled RD for two residues [112]. However, the motion which is fast, between 1 and 19 $\mu$s at 309 K, was not accessible to conventional R$_{1p}$ experiments because they are limited to a direction observation of motion around 40 $\mu$s [91,124]. This exchange event was also reported by an independent experimental technique that did not require any extrapolation, and the RDC-derived ensembles also identified their motional variance. Interestingly there are other residues that also display increased motion from the supra-$\tau_c$ range (Appendix Figure 2 and 6) other than Ile13 and Val70. Residues whose ratio between the Lipari-Szabo and RDC order parameter is greater than one, serves as an indicator for the amount of motion originating from timescales slower than the overall tumbling time (Appendix Figure 5). With the employed conventional experimental setups, those residues may have remained dispersion silent because they experience smaller amplitudes of motion, or their motion is faster than the 40 $\mu$s which is beyond the current detectable limit for R$_{1p}$ experiments. We therefore sought to extend the accessible kinetic range of these experiments.

As described in the introduction sections (Chapter 1), RD experiments monitor an effective transverse relaxation rate (R$_{2,\text{eff}}$). Namely, the intrinsic relaxation rate (R$_{2,0}$) is overlapped with a source of relaxation when a nuclei exchanges between distinct chemical sites ($R_{2\text{eff}} = R_{2,0} + R_{\text{ex}}$) [32]. The observation of this exchange event is predicated not only by the
amplitude, but at which lifetime a given magnetization coherence exchanges between the populated states. In order to quench or refocus this event, leading to the removal of the exchange component, the employed refocusing or spin-lock field strengths ($v_1$) have to be on the order of the process’s exchange lifetime. If the exchange event is in the fast regime, the natural line width of a Lorentzian ($\tau_{ex} / \left[ 1 + (\tau_{ex} 2\pi v_{RF})^2 \right]$) governs the minimum field strength required to observe the exchange event ($\tau_{ex} \approx 1/(2 \pi v_1)$). This process is also scaled by the amplitude of its motion. $R_{1\rho}$ experiments are ideally suited to probe exchange processes whose lifetimes are shorter than 150 $\mu$s because larger average rotation frequencies can be generated [33]. However, due to technical limitations this has been limited to the observation of processes $\sim 40 \mu$s ($v_1 \approx 4$ kHz) [107]. We have been able to surpass the technical limitation by utilizing a cryogenically cooled probehead [125] (cryo-probehead).

3.2 Large $v_1$ for $^{15}$N nuclei on a cryo-probehead

We investigated the limit of a cryo-probehead (Bruker QCI S3) by measuring the largest amplitude spin-lock field that could be generated without endangering the probe. Off-resonance continuous wave decoupling during the acquisition time ($t_{2,max}=122.1$ ms) [33,66] in a $[^{15}$N, $^1$H]-HSQC was used to determine $^{15}$N spin-lock field strengths (Figure 8). Initially, we tested a spin-lock field strength that is suggested [126] for cryo-probeheads, approximately 2 kHz (Figure 8; black line) which only corresponds to a time resolution of 80 $\mu$s.
Figure 8 Spin-lock amplitudes ($v_1$) for $^{15}$N nuclei. For each field strength the tilt angle ($\tan(\theta)$) is plotted with respect to the inverse of the frequency difference between a given resonance and the position of the applied CW-field ($\Omega$). Experimental procedures of these experiments are outlined in this section’s Materials and Methods. Previously specified cryo-probehead (~2 kHz) and room-temperature probehead (~4 kHz) limits are plotted in black and red, respectively. The newly achieved field strength (6.4 kHz) appears in blue.

The structural integrity of the cryo-probehead was ensured by maintaining the power reserve for the preamp to be over 5%, which ensures enough power to continue regulation of the cold preamp’s temperature, and that the temperature of the NMR coil was not deviating during application of the spin-lock pulse. Following that criteria we could safely reach a $v_1$ of 6.4 kHz (Figure 8; blue line) which would permit a time resolution for kinetic processes up to 25 $\mu$s.

Remarkably, this also exceeded the specified recommendations for room temperature probeheads which corresponds to a $v_1$ of 4 kHz (Figure 8; red line). This limitation in room temperature probeheads is most likely caused due to the fact that the NMR coil itself sits at ambient temperature, whereas cryo-probehead NMR coils have superior cooling where the coil’s temperature is between 15 to 20 K. RD experiments rely on the inherent sensitivity of the measurement. Therefore, a major advantage to cryo-probeheads is the increase in the signal-to-noise ratio, due to a reduction in the noise of the preamp and coil, which provides an
improvement in the signal-to-noise by a factor of 2-3 [127]. Thus, we have to compare the 6.4 kHz with the so far specified value of 2 kHz for cryo-probeheads which constitutes a 3.2 fold increase in the achievable field strength.

3.3 Validation of large amplitude spin-lock fields for RD experiments

With the identification that a $v_1$ of 6.4 kHz can be created without endangering the intactness of a cryo-probehead it is important to establish its practical use for $R_{1\rho}$ experiments. We chose to implement an on-resonance $R_{1\rho}$ experiment that utilizes a selective heteronuclear Hartmann-Hahn transfer (HEHAHA-$R_{1\rho}$) [128]. In this experiment a single resonance is queried at a time (Figure 13) and only the amplitude of the spin-lock field is varied in order to modulate the exchange contribution. Therefore, with a $v_1$ of this magnitude processes up to 25 $\mu$s are accessible without any contributions from the tilt-angle and longitudinal relaxation rate.

We utilized this HEHAHA-$R_{1\rho}$ experiment on $^{15}$N labeled ubiquitin at 277 K for three residues whose exchange parameters have been determined before using off-resonance $R_{1\rho}$ techniques (Chapter 2 [44,108,112,129]). Figure 9 displays the results for Ile13, Thr55, and Val70 from the HEHAHA-$R_{1\rho}$ experiment where field strengths were varied from 1 to 6 kHz. Fitting the observed dispersion across all employed $v_1$ values to a fast exchange model yielded $\tau_{ex}$ ($\Phi_{ex}$) values of $50 \pm 9$ $\mu$s ($29 \pm 7 \times 10^3$ rad$^2$ s$^{-2}$), $51 \pm 5$ $\mu$s ($53 \pm 7 \times 10^3$ rad$^2$ s$^{-2}$), and $33 \pm 5$ $\mu$s ($112 \pm 38 \times 10^3$ rad$^2$ s$^{-2}$) for Ile13, Thr55, and Val70, respectively and are in agreement with what has been presented in the literature (Figure 9). Using the specified limits for cryo-probeheads of only 2 kHz yields $R_{2,\text{eff}}^{1\text{kHz}}$-$R_{2,\text{eff}}^{2\text{kHz}}$ = 0.26, 0.64, and 0.43 s$^{-1}$ for Ile13, Thr55, and Val70, respectively give only small changes in $R_{2,\text{eff}}$ (Figure 9; hatched box).
**Figure 9** On-resonance HEHAHA-$R_{1\rho}$ dispersion curves for residues Ile13 (diamonds), Thr55 (circles), and Val70 (squares) using a $^{15}$N labeled sample of ubiquitin at 277 K. Black curves correspond to fits using a fast exchange model. The hatched box up to 2 kHz indicates the previously specified limit for cryo-probeheads. The dashed line at 4 kHz indicates the limit for $R_{1\rho}$ experiments conducted on room temperature probeheads.

Additional advantages are immediately recognized with respect to the level of precision that dispersion curves can be measured by utilizing $R_{1\rho}$ experiments with large amplitude spin-lock field strengths. To evaluate the increase in precision with respect to the determination of the parameters that define exchange we measured a dispersion curve of Val70 with 51 different $\nu_1$ values between 1 and 6 kHz (Figure 10). The uncertainty in the extracted parameters was calculated by performing Monte-Carlo simulations with 300 iterations. Fitting the dispersion data with field strengths up to
Effect of fitting on-resonance HEHAHA-$R_{1p}$ data for Val70 using $v_1$ values up to 2 kHz (red curve), 4 kHz (green curve), and 6 kHz (black curve). For fitting at 2 kHz it is important to note that from the MC error ~50% of the calculations produced results in which there was no contribution from exchange.

$\tau_{\text{ex}}$ (μs) & $v_1 = 2$ kHz & $v_1 = 4$ kHz & $v_1 = 6$ kHz
---
72 ± 68 & 31 ± 10 & 38 ± 4

$\Phi_{\text{ex}}$ (x10$^3$ rad$^2$ s$^{-2}$) & 23 ± 80 & 148 ± 127 & 87 ± 13

$R_{2,0}$ (s$^{-1}$) & 15.1 ± 2.0 & 12.0 ± 1.9 & 13.2 ± 0.2

Table 1 Exchange parameters derived from fitting dispersion data acquired for Val70 using points up to the previously specified limits for $v_1$ on cryo-probeheads (2 kHz), room-temperature (4 kHz) and the newly determined limit (6 kHz).

2 kHz (11 data point; red curve in Figure 10), although yielded a result, actually produced incorrect exchange parameters with large errors that could be understood with a model which describes no chemical exchange. This is an expected result considering the change in $R_{2,\text{eff}}$ is too small to extract reliable exchange parameters and that the Lorentzian profile is largely underestimated. Using data points up to the room-temperature probehead limit of 4 kHz (green curve in Figure 10) began to reproduce fits from the literature (Table 1) [44,108,112,129]. The exchange lifetime can be determined with $v_1$ values up to 4 kHz because $\tau_{\text{ex}}$ is encoded in the decay profile of the Lorentzian, but the $\Phi_{\text{ex}}$ values still have large uncertainties due to the fact...
that the Lorentzian profile is not as well sampled as with data measured up to 6 kHz. Evidently, using dispersion data measured with $v_1$ up to 6 kHz increases the precision in parameters extracted from $R_{1\rho}$ data (Table 1) because the exchange contribution is explored more completely. Jacknife simulations in which eleven field strengths up to 2, 4, and 6 kHz were randomly selected 500 times and then subsequently refit produced the same observation as in Table 1 [129].

### 3.4 Application to the accurate determination of intrinsic transverse relaxation rates

Typically, $R_{2,0}$ measurements in conjunction with longitudinal relaxation rates and heteronuclear NOE data are used to determine the tumbling time of a protein, correlation times of motions faster than $\tau_c$, and constants that describe rotational diffusion [26,28,62,63]. However, relaxation rates that report a contribution from exchange ($R_{ex}$) must be excluded from the analysis because they disturb the fitting procedure by overestimating certain parameters [130]. Therefore it is highly desirable to have an experimental setup that can more efficiently remove $R_{ex}$. It is important to note that conventional relaxation techniques [27] monitor pure inphase magnetization ($N_{x,y}$) of $^{15}$N nuclei, and this is the same coherence that is tracked in the HEHAHA-$R_{1\rho}$ experiment. We compared the $R_{2,\text{eff}}$ values measured at 1 kHz where only motions up to 80 μs are removed to the 6 kHz data where motions up to 25 μs can be refocused.
Figure 11 In A, $R_{2,\text{eff}}$ measured with a $v_1$ of 1 (red points) and 6 (black points) kHz across all residues that could be queried from the HEHAHA-$R_{1p}$ experiment. Whereas in B residues are scaled by $S_{2,LS}^2$ [116] and depict $R_{2,\text{eff}}$ without the impact of fast motions (faster than overall tumbling). In B residues are shown for $^{15}$N sites across ubiquitin excluding the flexible C-terminal tail. All experiments were acquired with a $^{15}$N labeled sample of ubiquitin at 277 K. In addition a tumbling time of $10.3 \pm 0.1$ ns was extracted, and agrees well with a recent study in which transverse cross-correlated relaxation was used to determine the tumbling time [131].

From Figure 11A, out of 72 observable resonances 46 gave sufficient intensity and frequency separation in either $^1$H or $^{15}$N dimensions that they could be probed [128,132] by the selective on-resonance HEHAHA-$R_{1p}$ experiment. Figure 11B shows the same $R_{2,\text{eff}}$ values as scaled by their respective $S_{2,LS}^2$ [63] reporting $R_{2,\text{eff}}$ without the impact of motion faster than the tumbling time. Scaling by just $S_{2,LS}^2$ does not take diffusion anisotropy or motion described by the
extended model-free formalism, but for ubiquitin’s rotational diffusion tensor has been found to have a small amount of anisotropy [63]. Still the variances of $R_{2,eff}/S_{1S}^2$ using 6 kHz (0.57 s$^{-2}$) and 1 kHz (0.95 s$^{-2}$) spin-lock field strengths show a reduction by 40% (Figure 11B). Thus, the utilization of a spin-lock field with an amplitude of 6 kHz displays a greater efficiency in the removal of exchange.

3.5 Detection of $^{15}$N nuclei that undergo small amplitude motion

Off-resonance $R_{1p}$ in theory can be used to generate larger effective fields whereby faster lifetimes could be quantified. However, a major hindrance is that the amplitude of motion would have to be large enough to detect any contribution of exchange because at large offsets the $R_{1p}$ rate will be dominated by the longitudinal relaxation rate ($R_1$) ($R_{1p} = R_1 \cdot \cos^2(\theta) + R_{2,eff} \cdot \sin^2(\theta)$; \( \tan(\theta) = \nu_1/\Omega \)). So for residues that display smaller motional amplitudes the on-resonance HEHAHA-$R_{1p}$ becomes an ideal method to track small changes in $R_{2,eff}$ when large spin-lock amplitudes are used on a cryo-probehead because not only is the sampling of exchange greater to $R_{1p}$, but the increased signal-to-noise allows for greater precision in monitoring these small changes.

In Figure 11 there are four residues that show $\delta R_{2,eff}^{R1p} (R_{2,eff}^{1kHz} - R_{2,eff}^{6kHz})$ greater 0.4 s$^{-1}$ whose changes could be tracked and fitted to a fast exchange model (for the rates refer to Table 2). Dispersion curves for residues Thr14, Leu43, Phe45, and Gln49, which have not been detected before, are shown in Figure 12 and their extracted $\tau_{ex}$ and $\Phi_{ex}$ values are summarized in Table 2. The small changes in $R_{2,eff}$ can be realized from the small $\Phi_{ex}$ values that were extracted. For example, $\delta R_{2,eff}^{R1p}$ for Val70 is a factor of approximately four times larger than that of Gln49 which is the smallest (Figure 12D). Given that their changes are small the observation of
these residues would have been precluded from complete observation without the use of the approach
described above again highlighting the advantages of high powered spin-lock fields on
cryogenically cooled probeheads.

**Figure 12** Additional $^{15}$N backbone nuclei detected to have microsecond motion at 277 K using
large amplitude spin-lock fields for Thr14 (A), Leu43 (B), Phe45 (C), and Gln49 (D) plotted is
the dependence of $R_{2,\text{eff}}$ with respect to $\nu_1$. Solid black curves represent fits to a fast exchange
model.

<table>
<thead>
<tr>
<th></th>
<th>Thr14</th>
<th>Leu43</th>
<th>Phe45</th>
<th>Gln49</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{ex}}$ (µs)</td>
<td>62 ± 6</td>
<td>75 ± 10</td>
<td>82 ± 12</td>
<td>101 ± 32</td>
</tr>
<tr>
<td>$\Phi_{\text{ex}}$ (x10$^3$ rad$^2$ s$^{-2}$)</td>
<td>19 ± 2</td>
<td>11 ± 1</td>
<td>12 ± 1</td>
<td>7.1 ± 1.2</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>12.35 ± 0.04</td>
<td>12.45 ± 0.03</td>
<td>12.39 ± 0.03</td>
<td>10.84 ± 0.06</td>
</tr>
</tbody>
</table>

**Table 2** Exchange parameters for $^{15}$N nuclei that display small conformational amplitudes.

**3.6 Conclusions**

We have shown that cryo-probeheads can be safely used to exceed the time resolution
limit for kinetic measurements conducted with $R_{1\rho}$ relaxation dispersion experiments. Compared
to the previously specified limits for cryo-probeheads we have increased the fastest motion that
can be detected by a factor of 3.2 and is now set to a life time of 25 µs for $^{15}$N nuclei. The use of
these large amplitude spin-lock fields was tested on $^{15}$N labeled ubiquitin at 277 K and could
reproduce the exchange parameters [129] for three residues (Figure 9) that have been previously observed [44,108,112]. In addition, the increased sensitivity with a cryo-prohead, in conjunction with an on-resonance HEHAHA-\(R_{1\rho}\) experiment in which only \(v_1\) is varied allowed for the observation for four residues that have not been identified before (Figure 12) and report small amplitude motions that, earlier, appeared to be relaxation silent. The large amplitude spin-lock fields presented here can remove motions up to 25 \(\mu\)s thereby suppressing chemical exchange that are inherent to the transverse relaxation rates and also opens an avenue for the determination of more veracious inphase intrinsic transverse relaxation rates (Figure 11). Besides providing greater access to motion displayed by \(^{15}\)N nuclei from the supra-\(\tau_c\) range this approach can also be extended to nuclei with larger gyromagnetic ratios.

### 3.7 Materials and Methods

\(^{15}\)N field strength measurements For all experiments a 2.5 mM U-\(^{15}\)N labeled ubiquitin sample was used at 277 K. All measurements were conducted on a Bruker Avance I spectrometer operating at a Larmor frequency of 600 MHz. The cryo-prohead used to generate the large amplitude field strengths was a Bruker CryoProbe QCI S3. The amplitudes of the \(^{15}\)N field strengths were measured by applying off-resonance CW decoupling in an \([^{1}\text{H},^{15}\text{N}]\)-HSQC experiment [32,46,66]. In this case, incomplete decoupling from the off-resonance CW field arises in an effective scalar coupling (\(J_{\text{eff}}^{\text{NH}}\)) value for \(^{1}\text{H},^{15}\text{N}\) coupled resonances. Another experiment was then performed in which no CW-decoupling is applied therefore giving the unperturbed coupling value (\(J_0^{\text{NH}}\)). A given nuclei’s tilt angle (\(\tan(\theta) = v_1/\Omega\)) can be calculated as

\[
\tan(\theta) = \sqrt{\left(\frac{J_0^{\text{NH}}}{J_{\text{eff}}^{\text{NH}}}\right)^2 - 1} \quad \text{(Eq - 3.7.1)}.
\]
\( \Omega \) is the frequency difference between an observed \(^{15}\text{N}\) resonance the frequency at which the CW decoupling is applied. A plot (Figure 8) of \( \tan(\theta) \) versus \( \Omega \) yields a linear correlation whose slope is \( \nu_1 \). All experiments were acquired with 1024 (\( t_{2,\text{max}} = 122.1 \text{ ms} \)) and 256 (\( t_{1,\text{max}} = 140.3 \text{ ms} \)) complex points in the direct and indirect dimensions, respectively. The recycle delay was kept long enough that they duty cycle did not exceed 2.4\%. When applying large amplitude fields it is imperative to monitor deviations in the NMR coil’s temperature and cold preamp’s power reserve. Here, we ensured that the preamp power reserve did not drop below 5\%. Errors in measured \( J_{\text{eff}}^{\text{NH}} \) were acquired from the line width at half-height of coupled peaks divided by their signal to noise ratio, and errors in \( \nu_1 \) were determined by error propagation. The pulse program used for measurement of \( \nu_1 \) for \(^{15}\text{N}\) nuclei is available in the Pulse Program section.

**On-resonance Selective Hartmann-Hahn \( R_{1\rho} \) (HEHAHA-\( R_{1\rho} \))** The pulse scheme used here was adapted from Korzhnev et al. [128] and details can be found in the caption of Figure 13. All experiments were acquired with 128 transients and a 3 second recycle delay between each transient was used. Spectra were recorded in which the length of the spin-lock delay (\( T_{\text{RELAX}} \)) was set to 125 ms and then the amplitude of the spin-lock field was varied. A reference experiment was recorded for each resonance with the \( T_{\text{RELAX}} \) period omitted from the pulse scheme. \( R_{2,\text{eff}} \) was calculated as

\[
R_{2,\text{eff}} = -\frac{1}{T_{\text{RELAX}}} \ln \left( \frac{I(\nu_1)}{I(0)} \right) \quad (\text{Eq} \ - \ 3.7.2)
\]

where \( I(\nu_1) \) and \( I(0) \) are the peak amplitudes from the given spectra with the applied spin-lock and the reference spectrum, respectively. This method greatly facilitated the rapid measurement
of dispersion data where a complete 14 point dispersion curve (Figure 9) was acquired in 1.5 hours. The error in R$_{2,\text{eff}}$ was propagated from the base-plane noise in each spectrum.

**Figure 13** Pulse schematic for the HEHAHA-R$_1\rho$ experiment. All $^1$H and $^{15}$N 90° and 180° rectangular pulses are represented by narrow and wide black bars, respectively, and were applied at 31.3 kHz and 12.5 kHz for $^1$H and $^{15}$N, respectively. The shaped $^1$H 90° water selective pulses after the Boltzmann purging gradient represents a Gaussian shaped pulse and was applied for a duration of 1.5 ms in order to flip water magnetization down which is then subsequently returned to the +z axis for the rest of the pulse sequence. Gray colored boxes designate the matched weak field heteronuclear Hartmann-Hahn transfer periods that are applied with field strengths of $\omega_{\text{transfer}} \sim 90$ Hz on proton and nitrogen channels [132]. These fields were applied for a length of 10.8 ms ($\tau_1$). Calibration of these weak fields required an iterative approach as the $^1$H amplifier on the employed 600 MHz Avance I spectrometer displayed non-linear tendencies with respect to the expected power output. Suppression of cross-correlated dipole-dipole/CSA relaxation was done via the application of two $^1$H 180° pulses at $T_{\text{RELAX}}/4$ and $3T_{\text{RELAX}}/4$ [133]. Temperature compensation was achieved by using a scheme in which the length of $T_{\text{HEAT}}$ was varied based on the amplitude and length of a given spin-lock (SL$_x$) period [134]. However, since a two-point sampling scheme was used $T_{\text{HEAT}}$ simplifies to $T_{\text{HEAT}} = T_{\text{MAX}}^{\text{RELAX}} - \left( \frac{\omega_{\text{RF}}^{\text{SL}_x}}{\omega_{\text{MAX}}^{\text{SL}_x}} \right)^2 T_{\text{RELAX}}$ in which $T_{\text{MAX}}^{\text{RELAX}}, \omega_{\text{SL}_x}^{\text{RF}}, \omega_{\text{MAX}}^{\text{SL}_x}$ was 125 ms, a given $2\pi v_1$ value, and $2\pi v_1^{\text{MAX}}$ set at $37.7 \cdot 10^3$ rad s$^{-1}$. The heat compensation block was applied 25 kHz upfield from the resonance of interest. After the Gaussian pulse, the transmitter frequency for $^1$H and $^{15}$N were set to the resonance of interest and then the $^1$H transmitter frequency was later returned to water for the application of the binomial pulse. Additional water suppression was achieved by using a 3-9-19 binomial pulse [135] where $\tau_2$ was 238 $\mu$s. $^{15}$N decoupling during acquisition was done with a WALTZ16 composite pulse with a field strength of 2 kHz [136]. A phase scheme of $\phi_1 = (x, -x), \phi_2 = (4x, -4x), \phi_3 = (2x, -2x)$ and $\phi_{\text{rec}} = ([x, -x, -x, x], [2[-x, x, x, -x], [x, -x, -x, x]),$ and x phase unless otherwise indicated. Gradients with strengths (length) of $G_0 = 43$ G/cm (1 ms), $G_1 = 10$ G/cm (0.5 ms), $G_2 = 8.0$ G/cm (0.5 ms), $G_3 = 17$ G/cm (0.5 ms) were used.

An estimation of the overall heating effect from the use of large amplitude spin-lock fields during the HEHAHA-R$_1\rho$ experiment was monitored by comparing a given amide proton’s temperature
coefficient. In this case, the temperature deviation was found to be small at a maximum of ~0.7 K. In addition, the heat compensation block utilized here was effective in controlling the temperature as flat dispersion curves did not display a decrease in $R_{2,\text{eff}}$ as the amplitude of the spin-lock was increased (Appendix Figure 6).

The HEHAHA-$R_{1p}$ experiment uses weak matched field strengths on both $^1$H and $^{15}$N nuclei to transfer inphase proton magnetization directly to inphase nitrogen magnetization. It has been shown [132] that cross-polarization is possible and can be selective if the magnitude of applied matched fields are implemented with a field strength of $\omega_{\text{transfer}}/2\pi$ (Hz) set close to $J$, where $J$ is the scalar coupling value between amide protons and backbone nitrogen sites (~93 Hz), and applied for a length of $1/|J|$ (Figure 13; $\tau_1 = 10.8$ ms). In order to preserve this selectivity, resonances must have a frequency separation of at least $\frac{3}{4\pi} \omega_{\text{transfer}}$ (Hz) in either the proton or nitrogen dimensions [128]. The pulse program HEHAHA-$R_{1p}$ can be found in the Pulse Program section. Examples of the HEHAHA-$R_{1p}$ experiment are shown in Figure 14.
**Figure 14** Overlay of the 1D HEHAHA-R$_{1p}$ experiments acquired at a single $\nu_1$ value with a [$^1$H, $^{15}$N]-HSQC spectrum of ubiquitin at 277 K. A total of 46 resonances could be quantified with the HEHAHA-R$_{1p}$ experiment. Positive and negative contours in the HSQC are in blue, and cyan, respectively. Ala46 and Gly47 are folded in this spectrum.
Large amplitude $R_{1\rho}$ detects concerted motion in ubiquitin

4.1 Towards the detection of motions faster than 25 $\mu$s

In the previous section, it was demonstrated that spin-lock amplitudes up to 6.4 kHz on $^{15}$N nuclei could be safely generated on cryo-probeheads while maintaining the structural integrity of the equipment (Figure 8) [129]. In addition, the large field strengths were also tested and validated for use in relaxation dispersion experiments for the extraction of parameters that define conformational exchange (Figure 9) [129]. An additional advantage in the increased sensitivity from cryo-probeheads was also identified by the measurement of residues (Figure 12) that depicted small conformational amplitudes. However, the detectable time window is still limited with $1/(2\pi v_1) = 25$ $\mu$s. In principle, this limit could be alleviated by using different nuclei with larger gyromagnetic ratios ($\gamma$), such as $^{13}$C and $^1$H, and in this chapter, the applicability of the high spin-lock field strength on these nuclei for the detection of faster motions than 25 $\mu$s is discussed.

The amplitude of a spin-lock is given by the relationship $\omega_1 = \gamma B_1$ in which $\omega_1$ is $2\pi v_1$ [46]. Since, the $B_1$ field that is produced is directly related to the voltage produced by the RF coil the attainable value of $v_1$ scales by $\gamma$. Therefore, not only are larger spin-lock amplitudes possible with nuclei of larger gyromagnetic ratios, but the field strengths achieved before could be attained with reduced output from the amplifiers ($v_1 = \gamma B_1/(2\pi) \approx \sqrt{P}$ ; since $P = V^2/R$ where $P$, $V$, and $R$ is the power (Watt), voltage, and resistance, respectively). In order to exploit this benefit, we measured $^{13}$C and $^1$H spin-lock field strengths using the same approach as what was
outlined in the Materials and Methods section of the previous chapter. The sample for these experiments was a selectively $^{13}$C labeled sample of ubiquitin in a heavily deuterated background in which only Ile$\delta$, Val$\gamma1/\gamma2$, and Leu$\delta1/\delta2$ resonances are $^{13}$C labeled and the methyl groups consist two deuterons and one proton ($^{13}$CHD$_2$) [137]. We could achieve large increases than what was previously specified to be the maximum attainable $\nu_1$ for $^{13}$C and $^1$H nuclei (Figure 15).

Values for tan(θ) were quantified by monitoring a resonance’s effective splitting ($^1J_{\text{eff}}^{\text{CH}}$) using [$^1$H,$^{13}$C]-HSQC with CW decoupling applied in either during direct dimension acquisition ($t_2$) or during indirect dimension chemical shift labeling ($t_1$) for $^{13}$C and $^1$H field strengths determination, respectively. Pulse programs employed for the field strength calibrations on $^{13}$C and $^1$H nuclei are located in the section titled Pulse Programs. In Figure 14, the linear correlations between the tan(θ) for all observable methyl groups at their respective offsets are plotted.
Figure 15 Plots of tan(θ) versus a resonances offset Ω (Ω = Ω_resonance − Ω_{CW-field}) for spin-lock amplitude (straight lines) determination for $^{13}$C (A) and $^1$H (B) nuclei. In both A and B, lines and points in black, red, and blue represent conventional, specified limits, and the newly attained $v_1$ values, respectively. With the $^{13}$CHD$_2$ sample of ubiquitin, only 33 methyl group correlations are present in each $[^{1}$H,$^{13}$C]-HSQC. Therefore for all experiments in which $v_1$ was greater than 4 kHz multiple experiments were acquired with the same $v_1$ value, but CW-decoupling field was placed at different positions. Deuterium decoupling was also applied during the indirect dimension in order to eliminate $^{13}$C-D coupling. For the measurement of $^1$H spin-lock strengths the CW-decoupling field was applied during $t_1$ chemical shift labeling thus, the $^{1}J_{\text{eff}}^\text{CH}$ for C-H correlations was observed in the indirect dimension.

Initially, marginal spin-lock amplitudes were employed (Figure 15; black), and specified limits suggested for cryo-probeheads (Figure 15; red) for both nuclei [126]. While adhering to a
minimum preamp power reserve level of 5% and a duty cycle ~3% we could achieve values of \( v_1 \) up to 16 kHz and 38.6 kHz for \(^{13}\text{C}\) and \(^{1}\text{H}\) nuclei (Figure 15; blue), respectively. These large amplitude field strengths could also be applied for sufficiently long durations that allows for relaxation measurements \( (^{13}\text{C}; t_{2,max} = 142 \text{ ms} \) and \(^{1}\text{H}; t_{1,max} = 136 \text{ ms})\). Compared to \(^{15}\text{N}\) nuclei where a \( v_1 \) of 6.4 kHz (Figure 8) can be used to resolve motions up to 25 \( \mu\text{s} \), \(^{13}\text{C}\) and \(^{1}\text{H}\) nuclei push this limit even further to where motions up to 10 and 4 \( \mu\text{s} \), respectively, could theoretically \([138]\) be probed. This leads to an even greater increase in time resolution by a factor of 2.5 and 6.3 for \(^{13}\text{C}\) and \(^{1}\text{H}\) nuclei, respectively, as compared to \(^{15}\text{N}\).

4.2 Implementation of RD for \(^{13}\text{C}\) and \(^{1}\text{H}\) nuclei

In order to ascertain the benefit of large spin-lock fields for \(^{13}\text{C}\) nuclei, we performed methyl R\(_{1p}\) RD on a selectively \(^{13}\text{CHD}_2\) labeled sample at 277 K (Figure 16). This labeling scheme greatly simplifies the required possible experimental approaches as Hartmann-Hahn matching conditions, which for R\(_{1p}\) experiments can be problematic with changes in the \( \Omega \), are minimized to adjacent carbon nuclei, and cross-correlated dipolar relaxation between the methyl carbon and its attached protons is eliminated rendering its behavior comparable to an AX spin system instead of an AX\(_3\) spin system \([137,139]\). The pulse sequence used here is comparable to the one used by Brath et al. \([139]\), details are given in the Materials and Methods of this chapter and the pulse code for Bruker instruments is placed in the Pulse Program section. A clear benefit can be seen in Figure 16. Similar to what was observed in Figure 9 a significant improvement as compared to the previously specified limits (Figure 16; hatched box) is achieved with these large spin-lock fields. If only \( v_1 \) values up to the conventional limit \([138]\) would have been used still \(~20\%\) of the exchange contribution for L5082 would not have been measured. More importantly, as compared to \(^{15}\text{N}\) nuclei, which have a lower gyromagnetic ratio, the larger employed \( v_1 \) values
allow for even further sampling of the exchange contribution to $R_{1p}$ as the complete tail of the Lorentzian is also sufficiently sampled and directly observed (Figure 16).

![Figure 16](image)

**Figure 16** Example RD curve for L50δ2 in selectively methyl $^{13}$CHD$_2$ labeled ubiquitin measured at 277 K. The hatched box is drawn up to 4.5 kHz which designates the previously specified limit [138]. Compared to previous $^{13}$C-$R_{1p}$ experiments, relaxation rates can be probed with an increased factor of 3.6. The black curve represents a fit to a fast exchange model that also takes into consideration intrinsic relaxation parameters. The error in $R_{1p}$ was propagated from the noise in each spectrum.

We have now been able to test these large amplitude fields for $^{13}$C nuclei, but what is of great interest is the observation of a significant exchange ($\Phi_{\text{ex}} = 122.3 \pm 9.1 \cdot 10^3 \text{ rad}^2\text{s}^{-2}$) to a methyl $^{13}$C probe in ubiquitin. For L50δ2, an exchange lifetime ($\tau_{\text{ex}}$) of $58 \pm 4 \mu$s (Figure 16; black curve) was extracted. In order to identify all possible $^{13}$C methyl sites that may show dispersion an extensive set of $R_{1p}$ experiments were conducted using a large variety of $\Omega$ values with $v_1$ varied from 0.5 to 16 kHz. Here, $\Omega$ is the difference between the resonance of interest and the position where $v_1$ was applied. Out of all 33 observable $^{13}$C methyl resonances 10 residues gave appreciable and statistically significant dispersion that their exchange parameters could be extracted (see Materials and Methods). Backbone $^1$H$^N$ and methyl $^1$H RD data on
ubiquitin at 277 K has also been collected up to maximum field strengths that would permit resolution of motion down to 4 μs. However, this work was done in direct collaboration with Dr. Colin Smith (MPI-BPC, Dept. Theoretical and Computational Biophysics) but was not acquired by the author of this Dissertation. Additional backbone $^1$H$^N$ RD data was observed for eleven resonances, yielding a total of 31 nuclei that show conformational exchange at 277 K (Appendix Figure 8) that center with a $\tau_{ex}$ between 55-60 μs. Motion faster than 55 μs and up to 4 μs were not detected. Also, the existence of microsecond motions within atoms of side chain moieties at this temperature have not been experimentally observed before. Although previous RDC based methyl order parameters for ubiquitin have shown that there is some amplitude of motion from the supra-$\tau_c$ range [98], the timescale of this motion for side chain moieties was not predicted to exist from a recent long 1 ms MD trajectory of BPTI [117].

4.3 Common time scale motions of the backbone and the side chain were detected

The individual lifetimes for the methyl nuclei apparently cluster around an exchange lifetime of about ~60 μs (Figure 17; Appendix Table 2). Indeed, when all methyl dispersion data were fit together (total number of data points (N) was 209), assuming that all the residues report on the same process the global lifetime of this exchange event is $61 \pm 1$ μs (Figure 18; blue lines). The quality of the global fits is excellent and can be assessed in Figure 17 where the global fits are plotted as red curves.
**Figure 17** The dependence of $R_{2,\text{eff}}^*$ on $\nu_1$ for methyl $^{13}$C nuclei that displayed a contribution of exchange to $R_{2,\text{eff}}^*$. Plotted curves in blue and red represent individual fits and global fits that included all ten residues, respectively. All exchange parameters are reported in Appendix Table 2. A complete outline as to the methods used to acquire $^{13}$C methyl RD data and how the data was analyzed is given in the Materials in Methods section.
Figure 18 All extracted exchange lifetimes for $^{13}$C methyl resonances and $^{15}$N backbone nuclei. Global fits to the dispersion data are given by the straight lines and the error in $\tau_{\text{ex}}$ for each fit is given by the dashed lines that are above and below their respective solid lines. Globally fitting only the methyl and $^{15}$N backbone data with a single lifetime yielded a $\tau_{\text{ex}}$ of 61 ± 1 μs (blue line) and 56 ± 2 μs (red line), respectively. When the $^{13}$C methyl and $^{15}$N backbone were fit together the global $\tau_{\text{ex}}$ was 61 ± 1 μs. All of the extracted parameters from all fits can be found in Appendix Table 2. The error in $\tau_{\text{ex}}$ was determined from Monte Carlo simulations with 1000 (individual fits) or 100 (global fits) iterations.

Given that the $^{13}$C nuclei are well fit together we also conducted a global analysis of $^{15}$N resonances that have shown dispersion using the high power techniques discussed previously. From the 9 $^{15}$N nuclei a global $\tau_{\text{ex}}$ of 56 ± 2 μs was determined (Figure 18; red line) and is very similar to the 61 ± 1 μs determined for methyl $^{13}$C resonances. Fitting all methyl $^{13}$C and backbone $^{15}$N dispersion data (N = 467) together yields a $\tau_{\text{ex}}$ of 61 ± 1 μs (Figure 18; green curve and Appendix Figure 7). The observation of these kinetics was expected to exist from earlier determined methyl RDC order parameters [117]. When the amide proton relaxation dispersion data was included into the analysis of the dispersion data the global exchange lifetime became 55 μs (Appendix Figure 8). All resonances that report on exchange are also distributed throughout
the structure of ubiquitin and are not locally conserved within the structure (Appendix Figure 8). Evidently, ubiquitin’s backbone and side chain moieties undergo a global exchange process with a common timescale. Out of the different types of nuclei that were measured here, only backbone $^{15}\text{N}$, $^{1}\text{H}^{\text{N}}$ and methyl $^{13}\text{C}$ nuclei report on this concerted process. The methyl $^{1}\text{H}$ sites were measured (courtesy Dr. Colin Smith, MPI-BPC) but reported no detectable motion even up to the accessible time limit of 4 $\mu$s.

4.4 Observable methyl dispersion does not follow a discrete exchange model

As mentioned above the methyl $^{1}\text{H}$ RD experiments reported a direct absence of dispersion, except for one site, that produced a small amplitude of motion from the methyl $^{1}\text{H}$ of Leu50δ2. The source of this observed dispersion is most likely due to ring current fluctuations from the spatially close aromatic ring of Tyr59 while its attached $^{13}\text{C}$ nucleus also exhibits motion. Therefore, the standing question is what can be the possible reasons for many sites showing methyl $^{13}\text{C}$ dispersion on the microsecond timescale, but not from their attached methyl $^{1}\text{H}$? Some major sources that can perturb a chemical shift value stem from magnetic anisotropy [115] namely the close spatial proximity of one nucleus to a charged group and fluctuating ring currents from residues with aromatic rings [140]. Contributions from electric fields of certain nuclei have been found to have a small contribution to the overall chemical shift value for methyl sites [141]. Generally protons are exquisite probes for local structural changes as their gyromagnetic ratio is the highest [88]. Therefore, one would expect that if the above sources were the cause for the observed methyl carbon dispersion the $\Phi_{\text{ex}}$ values for methyl proton sites should be larger by a factor of approximately 16 ($((\gamma_H/\gamma_C)^2$) for the same magnetically induced changes as compared to methyl carbon sites. However, since there is a direct absence of methyl proton dispersion the only source that can affect methyl carbon resonances as opposed to methyl proton
sites would be from dihedral angle changes of methyl $^{13}\text{C}$ sites. Dihedral changes from methyl group bearing amino acids such as Valine ($\chi_1$) or Leucine/Isoleucine ($\chi_2$) are directly linked to population changes of a given rotameric state. For $^{13}\text{C}$ methyl groups a change in the methyl related dihedral angle results in the observation of the $\gamma$-gauche effect which can modify a $^{13}\text{C}$ chemical shift value of a given methyl nuclei by 5 ppm due to effects of neighboring methyl groups in their different rotameric states, trans (t), gauche(+) (g$^+$), or gauche(-) (g$^-$) [142,143].

To date for Leucine, Isoleucine, and Valine semi-quantitative models have been created that use their respective $^{13}\text{C}$ chemical shift values to obtain insights into the populations of rotameric states assumed by their methyl groups [144-146]. In the case of Leucine it has been shown that the predominately populated rotamers are the t and g$^+$ states [147]. From which a simple model was constructed by Mulder in which the difference between HSQC based $^{13}\text{C}$ chemical shifts between $\delta 1$ and $\delta 2$ can be used to deduce the rotamer populations of t ($p_t$) or g$^+$ ($p_{g^+}$) states [144]. Since $\Phi_{\text{ex}}$ for a discrete two-state process is described by the product between the major and minor populations times the square of the chemical shift difference ($p_t p_{g^+} \Delta \omega^2$) we can use these models to calculate a conformational amplitude ($\Phi_{\text{calc}}^{2\text{-state}}$) (Table 4) to see if they concur with measured values. This calculation assumes that the microsecond interconversion process is due to discrete rotamer jumps, that follow an “excited states” model for $^{13}\text{C}$ methyl nuclei. The $\Phi_{\text{calc}}^{2\text{-state}}$ for Leucines in all cases overestimate the experimental $\Phi_{\text{ex}}$ by at least one order of magnitude (Figure 19). For Leu56$\delta 2$, indicated by the red star in Figure 19, the model failed to predict the rotamer populations because the $\delta 1$ and $\delta 2$ chemical shift difference exceeded the model’s range of validity. Therefore, a discrete two-state $\chi_2$ rotameric jump occurring within the microsecond regime cannot be used to reconcile the observed dispersion for Leucine groups.
Figure 19 The use of a discrete two-state model greatly overestimates the experimental $\Phi_{\text{ex}}$ values for Leucine carbon nuclei in the delta position that experience conformational exchange. The populations $p_t$ and $p_g^+$ was determined using the relation derived by Mulder and $\Delta \omega$ was taken to be 5 ppm because of the $\gamma$-gauche effect [143,144]. The inset in the plot presents the Newman projections for Leucine in the most common $t$ or $g^+$ rotamer conformation.

A similar model using the $\delta$ chemical shift of Isoleucine residues has also been developed. Similar to the model above the correlation was established using DFT calculations that were cross-validated with measured three bond scalar coupling values between $^{13}\text{C}\delta$ and $^{13}\text{C}\alpha$ resonances [145]. From which, the chemical shift value of Ile$\delta$ can be used to derive the predominate $\chi_2$ rotameric state for Isoleucine which have been shown to exist in either $t$ or $g^-$ positions (< 2% in the $g^+$ rotamer) [145]. However, similar to the case for Leucine this model predicted that Ile23$\delta$ and Ile44$\delta$ only populate the $t$ state and again cannot reconcile the experimental $\Phi_{\text{ex}}$ values for those methyl $^{13}\text{C}$ sites. Valines have to be considered differently as they have been shown to be able to populate three different $\chi_1$ rotamers. We constructed an analytical three-state jump model (Materials and Methods) and used the populations derived from the RDCs and scalar couplings in conjunction with a DFT based hypersurface [146] for the
estimation of the chemical shifts for a given \( \chi_1 \) rotamer in order to back calculate the conformational amplitudes (Table 5). This rendered a large overestimation in cases that include ideal and deviations from ideally staggered rotamers. It can be seen that discrete models that assume that the microsecond motion is due to the \( \gamma \)-gauche effect are not sufficient to understand the conformational amplitudes for the methyl moieties in free ubiquitin.

4.5 Conformational amplitudes report on Population Shuffling

We instead can propose a new model that doesn’t assume rotamer jumps occurring on the microsecond timescale, but place the rotamer jumps within the pico- to nanosecond range which is the generally accepted timescale for rotameric changes [148,149]. Here, the modulation of the methyl nuclei, which undergo a concerted process with a lifetime of \( \tau_{\text{ex}} \), is also masking fast motions that are \( \ll \tau_{\text{ex}} \). Analytically this can be represented using the following derivation.

Starting from the \( \Phi_{\text{ex}} \) calculation that was based on the N-site jump model (Chapter 2):

\[
\Phi_{\text{ex}} = \frac{1}{2N^2} \sum_{i,j=1}^{N} (\omega_i - \omega_j)^2 \quad (\text{Eq - 4.5.1})
\]

each interconversion event is associated with a unique chemical shift value (\( \omega_{i,j} \)) which can be expanded to incorporate the effect of fast (\( \ll \tau_{\text{ex}} \)) rotamer hopping.

\[
\omega_{i,j} = p_{t(i,j)} \omega_t + p_{g+i(j)} \omega_{g+} \quad (\text{Eq - 4.5.2})
\]

where \( \omega_t, \omega_{g+}, p_t, p_{g+} \) is the chemical shift for the trans and gauche(+) rotamer, and population of a methyl carbon in the trans and gauche(+) state for conformer \( i \) or \( j \), respectively. Inserting equation 4.5.2 back into equation 4.5.1 yields
\[
\Phi_{ex} = \frac{1}{2N^2} \sum_{i,j=1}^{N} \left( p_{i,i} \omega_i + p_{g+i,g+i} \omega_{g+i} - \left( p_{i,j} \omega_j + p_{g+i,j} \omega_{g+i} \right) \right)^2 \quad (\text{Eq} \ - \ 4.5.3)
\]

After simplification it can be seen that the squared difference between the populated states can be expressed

\[
\Phi_{ex} = \frac{1}{2N^2} \sum_{i,j=1}^{N} \left( \left( p_{i,i} - p_{i,j} \right) \omega_i + \left( p_{g+i,i} - p_{g+i,j} \right) \omega_{g+i} \right)^2 \quad (\text{Eq} \ - \ 4.5.4).
\]

Since \( p_{i,i} - p_{i,j} = p_{g+i,i} - p_{g+i,j} = \Delta p_{i,j} \), equation 4.5.4 can be recast as

\[
\Phi_{ex} = \frac{1}{2N^2} \sum_{i,j=1}^{N} \left( \Delta p_{i,j} \omega_i - \Delta p_{i,j} \omega_{g+i} \right)^2 \quad (\text{Eq} \ - \ 4.5.5)
\]

or more concisely as

\[
\Phi_{ex} = \frac{\left( \omega_i - \omega_{g+i} \right)^2}{2N^2} \sum_{i,j=1}^{N} \Delta p_{i,j}^2 \quad (\text{Eq} \ - \ 4.5.6).
\]

Therefore the \( \Phi_{ex} \) for \(^{13}\text{C}\) methyl nuclei, are reduced by the relative differences in populations for each sampled ubiquitin conformer whose chemical shift changes due to the \( \gamma \)-gauche effect. We can now begin to envision how large \( \Delta p \) is for the methyl carbons reporting on the observed relaxation dispersion (Figure 17).

Starting from equation 4.5.6 which assumes equal populations in ubiquitin conformers we can see how the \( \Phi_{ex} \) for methyl nuclei are reduced by the relative population differences between the trans and gauche(+) states for Leucine and Isoleucine amino acids. Let us assume a simple scenario in which we have two distinct ubiquitin conformers (\( N = 2 \)), conformer A and B, equation 4.5.6 becomes
\[
\Phi_{ex} = \frac{\left(\omega_i - \omega_{g+}\right)^2}{4} \Delta p_{t,A \rightarrow B}^2 \quad \text{(Eq. - 4.5.7)}
\]

in which \(\Delta p_{t,A \rightarrow B}\) is the relative population difference for trans rotamer between conformer A and B. Changes in gauche(+) follow with the reverse of the trans rotamer

\[
\Delta p_{t,A \rightarrow B} = p_{t,A} - p_{t,B} = p_{g+,B} - p_{g+,A} \quad \text{(Eq. - 4.5.8)}
\]

because for methyl bearing residues who populate two rotameric states (Leucine and Isoleucine) results in that any change from a trans rotamer in state A to B follows with a change in the gauche(+) rotamer in state B to A. Therefore, \(\Delta p_{t,A \rightarrow B}\) can be rewritten as

\[
\Delta p_{t,A \rightarrow B} = \frac{2}{4} \sqrt{\Phi_{ex}} \quad \text{(Eq. - 4.5.9)}.
\]

Valine residues are degenerate in their gauche(+) and gauche(-) populations because they can populate all rotamer groups therefore \(\Delta p_{t,A \rightarrow B}\) can be expanded as

\[
\Delta p_{t,A \rightarrow B} = \left( p_{g+,B} + p_{g-,B} \right) - \left( p_{g+,A} + p_{g-,A} \right)
\]
\[
\Delta p_{t,A \rightarrow B} = \left( p_{g+,B} - p_{g+,A} \right) + \left( p_{g-,B} - p_{g-,A} \right) \quad \text{(Eq. - 4.5.10)}
\]
\[
\Delta p_{t,A \rightarrow B} = \Delta p_{g+,B \rightarrow A} + \Delta p_{g-,B \rightarrow A}
\]

Thus, unique determination of gauche(+) and gauche(-) for Valine is precluded from the current analysis. Assuming the 5 ppm for \(\left( \omega_i - \omega_{g+}\right)\) due to the \(\gamma\)-gauche effect the \(\Delta p_{t,A \rightarrow B}\) for all methyl nuclei that reported RD are found to be between 0.042 ± 0.003 to 0.191 ± 0.001 (Table 3). The magnitude of this shuffling event indicates that population shuffling is not a marginal effect. It is also important to note that the observation of population shuffling amongst methyl nuclei does not necessarily reflect in the same residue displaying detectable chemical shift variances for the
backbone (Appendix Figure 8, i.e. Val5N, Leu15N, Ile44N, Leu56N, and Leu71). This may occur because the nitrogen backbone nuclei’s chemical shift variance is too small or motions from surrounding nuclei function to negate a detectable variance. Interestingly, the magnitude of $\Delta P_{r,A\rightarrow B}$ also shows no correlation with the accessibility to the solvent of these methyl groups (Appendix Figure 9) in which residues whose methyl groups are completely buried have $\Delta P_{r,A\rightarrow B}$ values between 0.06 to 0.19.

<table>
<thead>
<tr>
<th>Nuclei</th>
<th>$\Delta P_{r,A\rightarrow B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Val5γ1</td>
<td>0.061 ± 0.002</td>
</tr>
<tr>
<td>Leu15δ1</td>
<td>0.063 ± 0.001</td>
</tr>
<tr>
<td>Ile23δ</td>
<td>0.071 ± 0.002</td>
</tr>
<tr>
<td>Leu43δ1</td>
<td>0.084 ± 0.001</td>
</tr>
<tr>
<td>Leu43δ2</td>
<td>0.075 ± 0.002</td>
</tr>
<tr>
<td>Ile44δ</td>
<td>0.093 ± 0.002</td>
</tr>
<tr>
<td>Leu50δ2</td>
<td>0.146 ± 0.001</td>
</tr>
<tr>
<td>Leu56δ2</td>
<td>0.191 ± 0.001</td>
</tr>
<tr>
<td>Val70γ2</td>
<td>0.055 ± 0.002</td>
</tr>
<tr>
<td>Leu71δ2</td>
<td>0.042 ± 0.003</td>
</tr>
</tbody>
</table>

Table 3 The relative population differences between the trans rotamer from two different conformers derived from methyl carbon motional amplitudes that report on population shuffling. Calculated assuming a spectrometer field strength of 14.1 T.

4.6 MD corroborates population shuffling

Again, the above data does not support a model where rotameric interconversion occurs on the microsecond timescale. Instead, rotamer jumps occurring on a faster timescale (pico- to nanosecond) that experience different weighting between various ubiquitin conformations, or population shuffling, can account for the reduced $\Phi_{ex}$ values. In order examine this situation a collection of molecular dynamics (MD) simulations that were conducted with free ubiquitin and ubiquitin in complex with its various binding partners were considered [150].
MD simulations were taken from a recent report in which a 1 μs simulation of unbound ubiquitin was compared to eleven simulations of ubiquitin in complex with different interaction partners [150]. An observation was made in which some binding partners constrict the sampling space of ubiquitin as compared to free ubiquitin across the same two major modes of motion (pincer-mode) [11] that was identified from the previous RDC based ensembles. The overall equilibration time of the MD trajectories are not on the same length of $\tau_{ex}$, but the MD trajectories which were conducted up to 100 nanoseconds, could be used to assess the rotamer states assumed by a given ubiquitin conformation within each spatially restrained complex.

**Figure 20** Comparison between free ubiquitin (blue points) and ubiquitin bound in complex (red points) show constriction in the sampled conformers. This restriction translates into large changes in the populations assumed by rotamer groups given by the plots displaying the density of a given $\chi_1$ dihedral angle. Figure courtesy of Dr. Colin Smith (MPI-BPC, Dept. Theoretical and Computational Biophysics)

The determination of the RDC based structural ensembles highlighted that the largest structural variance occurs as a pincer like motion that involves the loop between first and second beta strands, the alpha helix and third beta strand, and the C-terminal tail of the helix in ubiquitin [11]. This is represented in PCA space (Figure 20) where the two largest modes, PCA 1 and 2 are plotted with respect to each other. Across these modes, free ubiquitin structures (Figure 20;
blue points) traverse between closed and open conformations. Two examples are given in Figure 20 in which a binding partner restricts the sampling of ubiquitin in either a closed (1NBF:C) [151] or open (1XD3:D) [152] conformational space. What can be surmised from this is that similar sites that display microsecond exchange also report on the largest redistribution in their rotamer populations (Figure 20; density plots between free ubiquitin (blue curve) and bound ubiquitin (red curve)). Given that rotamer redistribution occurs on a much faster timescale than the reorganization of the backbone and methyl nuclei a new model emerges in which depending on the fraction of openness that a ubiquitin conformer assumes, the backbone and methyl nuclei fluctuate in a concerted fashion that translates in a shuffling of the rotamer populations (Figure 21). Thus, the population shuffling between rotamers is predicated on the concerted microsecond backbone and side chain motion.

**Figure 21** Proposed thermodynamic model. Structures are of free ubiquitin are from the two extremes between open (red) and closed (blue) free ubiquitin structures. Each ubiquitin conformer can contain different rotamer populations that occur on a timescale \( \ll \tau_{\text{ex}} \).
4.7 Conclusion

We have compiled the most extensive RD data set using large amplitude spin-lock field \( R_{1p} \) for nuclei within ubiquitin (Figure 17 and Appendix Figure 7 and 8). In total thirty-one nuclei that span the sequence of ubiquitin display a common timescale of motion between 55-60 µs at 277 K (Figure 18). Importantly, this motion which coexists for both backbone and side chain nuclei has not been experimentally observed before. The use of high powered RD experiments also narrows the kinetic regime where this motion takes place. Namely, with the current time resolution of 10 µs and 4 µs for \(^{13}\text{C}\) and \(^1\text{H}\), respectively, only a process between the 55-60 µs could be detected. Insights into the meaning of this side chain motion at this timescale could not be reconciled with discrete processes assuming rotamer interconversion in the microsecond regime (Figure 19). Rather comparison of various binding partners (Figure 20) [150] revealed that the major mode of motion that has been attributed to the same timescale for backbone interconversion causes the population shuffling of rotameric states depending on the degree of openness for a given ubiquitin conformer. Further work is being pursued in order to optimize the various modes from the PCA analysis that are cross-validated with the RD data in hopes of attaining mechanistic insight into the direct structural changes due to this concerted motion. Conformational sampling events within proteins have usually been limited to one set of nuclei [112,153]. However, the implications of this work can be far reaching where studying multiple types of nuclei can reveal a united behavior for the backbone and side chain moieties. However, the models required to describe the motion for each nuclei may be different. This work further extends our insight into the kinetics for conformational sampling in ubiquitin and potentially for other systems. The sampling of different conformers which for ubiquitin affects the binding to particular interaction partners appears to require a global concerted process that reorganizes the
backbone and side chain moieties differently. Additionally, the experimental and analytical tools laid out here should aid in establishing and/or quantitating this phenomenon for other systems of interest.

**4.8 Materials and Methods**

**Methyl $^{13}$C-R$_{1p}$** All were performed on a uniformly deuterated, selectively methyl labeled $^{13}$CHD$_2$ sample [137] in which only δ-Ile, δ1,δ2-Leu, and γ1,γ2-Val were labeled. Experiments were collected at 277 K on a Bruker Avance I spectrometer operating at $^1$H Larmor frequency of 600 MHz with samples that contained 50 mM phosphate and 100 mM NaCl at a pH of 6.5. $^{13}$C field strengths were calibrated by measuring $^1$J$_{eff}$CH with a [$^1$H,$^{13}$C]-HSQC in which $^{13}$C-CW decoupling was applied off-resonance during acquisition ($t_{2,max} = 142$ ms). The larger errors in tan(θ) in Figure 14 (as compared to Figure 6) are due to the use of a Gaussian window function that remove distortions from truncation artifacts that effect the determination of $^1$J$_{eff}$CH. The heavy background deuteration ($^{13}$CHD$_2$) greatly simplifies the experimental approach as this provides a simple AX spin system to probe methyl $^{13}$C nuclei. The pulse schematic was adapted from Brath et al. [139], but was modified to handle the large $^{13}$C ν$_1$ amplitudes as given in Figure 22. Additionally, neighboring carbons to the labeled methyl carbons are NMR silent so Hartmann-Hahn conditions are negligible allowing for a simple pulse scheme to be implemented and cross-correlated dipolar relaxation between the methyl carbon and its attached protons can be removed [139]. The pulse code in Figure 22 is appended to this dissertation under the section called Pulse Programs.
Figure 2 Pulse schematic for the methyl $^{13}$C-R$_{1p}$ experiments. All $^1$H and $^{13}$C 90° and 180° are rectangular pulses are represented by narrow and wide black bars, respectively. All rectangular pulses were applied with field strengths of 37.8 and 25 kHz for $^1$H and $^{13}$C, respectively. The delay $\tau$ during the INEPT blocks was set to $1/4J_{CH} = 1.8$ ms. The shaped pulses before and after the spin-lock period (T) are adiabatic ramping pulses whose maximum amplitude reached the employed $v_1$ and were applied for a duration of 4 ms. Suppression of cross-correlated dipole-dipole/CSA relaxation was done via the application of two $^1$H 180° pulses at $T/4$ and $3T/4$ [133]. Temperature compensation was achieved by applying the maximum spin-lock amplitude (SL$_{HEAT}$) at a frequency of 60 kHz off-resonance on the $^{13}$C channel during the recycle delay for a period of $T_{HEAT}$. $T_{HEAT}$ was calculated using the following relation:

$$T_{HEAT} = \left( \frac{T_d + T}{T_d + T_{MAX}} \right) T_{MAX} - \left( \frac{v_{SL}^{RF}}{v_{SL}^{MAX}} \right)^2 T$$

in which $T_{MAX}$, $T_d$, $v_{SL}^{RF}$, $v_{SL}^{MAX}$ were the maximum length a spin-lock period was applied, the recycle delay, a given $v_1$ between 0.5 and 16 kHz, and the maximum $v_1$ set at 16 kHz. Since, the carbon spectral range for the methyl range is narrow, with a sweep width of 2.7 kHz, WALTZ16 decoupling with a field strength of 2.1 kHz was applied during acquisition [136]. Decoupling on deuterium was also applied with the WALTZ16 scheme with a field strength of 1.6 kHz in order to remove $^{13}$C-D splitting in the indirect dimension. A phase scheme of $\phi_1 = (x, -x)$, $\phi_2 = (y, y, -y, -y)$, and $\phi_{rec} = (x, -x, -x, x)$, and x phase unless otherwise indicated. Gradients with strengths (length) of $G_0 = 46$ G/cm (0.3 ms), $G_1 = 25$ G/cm (0.75 ms), $G_2 = 35$ G/cm (0.8 ms), $G_3 = 16$ G/cm (0.75 ms), $G_4 = 39$ G/cm (1.0 ms), $G_5 = 30$ G/cm (1.0 ms), $G_6 = 15$ G/cm (0.75 ms), $G_7 = 8$ G/cm (0.75 ms) were used. Frequency discrimination was achieved using the States-TPPI scheme [154].

Initially, the scheme was tested using variable spin-lock lengths (T) in order to determine if monoexponential decay curves are observed thereby testing the assumption of a simple AX spin system. An example decay curve for Val5γ2 is given in Figure 23.
Figure 23 Example of a characteristic exponential decay curves from the methyl-$R_{1\rho}$ experiment used here. For each utilized $v_1$ value, designated by their different colors, their relaxation time ($T$) was sampled between 5 and 125 ms. Solid lines indicates fits to the model $I(t) = I_0 \exp(-R_{1\rho}T)$ in which $I_0$ is the intensity at $T = 0$, and $R_{1\rho}$ is the relaxation rate.

The preservation of monoexponential decay behavior (Figure 23) greatly expedited the measurements and allowed for a two point sampling scheme to be applied in which for a given offset ($\Omega$) and $v_1$ value a decay rate was recorded with using relaxation times of 5 and 125 ms.

The intensities ($I_{v_1,\Omega}(T)$) were then converted to $R_{1\rho}$ using $R_{1\rho} = \frac{1}{\Delta T} \ln \frac{I_{v_1,\Omega}(5\,\text{ms})}{I_{v_1,\Omega}(125\,\text{ms})}$ ($\Delta T = 0.120\,\text{ms}$). In total, 53 different combinations of $\Omega$ and $v_1$ were acquired. $\Omega$ and $v_1$ were varied between $\pm$ 10 ppm from the $^{13}$C transmitter frequency, and between 0.5 and 16 kHz, respectively. Each spectrum was recorded with 128 ($t_{1,\text{max}} = 42.4\,\text{ms}$) and 1024 ($t_{2,\text{max}} = 142.5\,\text{ms}$) complex points in the indirect and direct dimension, respectively with four transients per point. If a given data point violated the adiabatic alignment condition given by reference [139] it was removed from further analysis. Additionally, in order to minimize the effect of $R_1$ only $R_{1\rho}$ values whose $\sin(\theta)$ were greater then 0.96 was accepted. This maintains the $R_1$ contribution to be less than 8%
to the observed $R_{1\rho}$ rate. This rendered a minimum of twenty points per dispersion curve. All spectra were processed and analyzed using the NMRPipe software package [121].

**Determination of Exchange Parameters** Initially, all 33 methyl resonances were individually fit to a two parameter ($R_1, R_{2,0}$) model that does not predict any exchange and a four parameter model ($R_1, R_{2,0}, \Phi_{ex}, \tau_{ex}$) that includes the effect of exchange. A residue was determined to have a statistically significant contribution of exchange based on a F-test with a confidence interval of 99% [155]. All fitted parameters are reported in Appendix Table 2. Analysis of individual fits yielded $R_1$ values of approximately $0 \text{ s}^{-1}$ indicating that the contribution to $R_{1\rho}$ from longitudinal relaxation is negligible. In addition, fits of dispersion data to a model assuming complete on-resonance dependence of exchange did not change the fitted parameters. A total of ten $^{13}$C methyl nuclei were retained totaling 209 data points (N).

As was presented in Figure 18 the clustering of exchange lifetimes permitted a global fitting of all $^{13}$C methyl and $^{15}$N backbone data. The global minimizations assumed that a single $\tau_{ex}$ value could be used to describe each nuclei. The starting point for all local parameters was set from the individual fits. At which point $\tau_{ex}$ was varied twenty times and all parameters were subsequently minimized together. The minimization which gave the lowest target function value, defined by a $\chi^2$ function, was taken as the best solution. This procedure was done for the $^{13}$C methyl (parameters = 31, N = 209) and $^{15}$N backbone data (parameters = 21, N = 258) alone and with all RD data together (parameters = 51, N = 467) producing reduced $\chi^2$ values of 1.82, 2.01, 1.76. Generally, a reduced $\chi^2$ statistic should be around 1. In order to ascertain if the optimization proceeded to the wrong minimum, the error (weighting in the $\chi^2$ function) for each point was increased in different gradients (between 2 and 10%) (effectively decreasing the barriers in the minimization landscape) and all optimization procedures were repeated. This
produced reduced $\chi^2$ between 0.8 and 1.1 for all optimizations, but no changes, within error, were observed for the extracted parameters indicating the initial fits were in the correct minimum. Errors were evaluated by Monte-Carlo simulations with 1000 and 100 iterations for the individual and global optimizations, respectively. From here, all relaxation dispersion data was reformulated and is reported as $R_{z,\text{eff}}^* = \frac{R_{1p}}{\sin^2(\theta)} - R_1 \cot^2(\theta) = R_{2,0}^{13C} + \frac{\Phi_{ex} R_{ex}}{1 + (\omega_{eff} R_{ex})^2}$. All fitting routines were implemented in Python using the SciPy libraries. Errors in $R_{1p}$ were derived either from the root mean square deviation in intensities from duplicate spectra, or from the residual error during the dispersion curve fitting and subsequently propagated when $R_{1p}$ was reported as $R_{z,\text{eff}}^*$.

**Rotameric states Leucine methyl groups from the $\delta$ position chemical shifts**

Using the semi-quantitative models derived from previous publications [144-146] we can calculate the expected $\Phi_{ex} (\Phi^{2-\text{state}}_{\text{calc}})$ if a discrete rotameric switch is the source of the observed dispersion.

<table>
<thead>
<tr>
<th>Residue</th>
<th>$p_1^a$</th>
<th>$p_{g^+}$</th>
<th>$\Phi^{2-\text{state}}_{\text{calc}} \times 10^6 \text{ rad}^2 \text{s}^{-2}^b$</th>
<th>$\delta 1 \text{ CSV (ppm)}^c$</th>
<th>$\delta 2 \text{ CSV (ppm)}^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu1581</td>
<td>0.82</td>
<td>0.18</td>
<td>3.25</td>
<td>23.309</td>
<td>20.068</td>
</tr>
<tr>
<td>Leu4381</td>
<td>0.72</td>
<td>0.28</td>
<td>4.55</td>
<td>22.594</td>
<td>20.414</td>
</tr>
<tr>
<td>Leu4382</td>
<td>0.72</td>
<td>0.28</td>
<td>4.55</td>
<td>22.594</td>
<td>20.414</td>
</tr>
<tr>
<td>Leu5082</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>22.143</td>
<td>15.6</td>
</tr>
<tr>
<td>Leu5682</td>
<td>0.87</td>
<td>0.13</td>
<td>2.50</td>
<td>22.947</td>
<td>19.227</td>
</tr>
<tr>
<td>Leu7182</td>
<td>0.59</td>
<td>0.41</td>
<td>5.45</td>
<td>21.094</td>
<td>20.233</td>
</tr>
</tbody>
</table>

Table 4 $\Phi^{2-\text{state}}_{\text{calc}}$ for Leucine residues that showed a contribution of exchange from the methyl $^{13}C$-$R_{1p}$ experiments.

| | | | | |
| | | | | |

$^a$ Calculated using the relation [144] $^{13}C(\delta 1) - ^{13}C(\delta 2) = -5 + 10 p_r$.

$^b$ Calculated assuming a spectrometer with a $^1$H Larmor frequency of 600 MHz.

$^c$ Chemical shift value (CSV) for Leucine methyl resonances at 277 K.

**Rotameric states Isoleucine methyl groups from the $\delta$ position chemical shift**

The $\delta$ position from Ile23 and Ile44 showed a contribution of exchange from the above experiments. Hansen et
al. have derived a simple relationship for Isoleucine residues, which predominately populate the $g^*$ and t rotamer states, that in which the $p_{g^*}$ can be deduced solely from the Ile$\delta$ chemical shift value [145]. The $p_{g^*}$ can be calculated as $(14.8 \text{ ppm } - 13^C(\delta))/5.5 \text{ ppm}$ when the chemical shift for the Ile$\delta$ position is between 9.3 and 14.8 ppm. When the chemical shift value is less than 9.3 ppm or greater than 14.8 ppm $p_{g^*}$ takes the value of one and zero, respectively. Again we can use their relationship to check if the detected microsecond motion is due to a discrete two-state rotamer jump. However, at 277 K the chemical shift for Ile23$\delta$ and Ile44$\delta$ is 5.379 and 8.718 ppm, respectively. Therefore, these methyl groups are predicted to always be in the $g^*$ state and again a discrete process cannot account for the exchange contribution for these residues. The authors report that the error in this estimation is on the order 0.2 for $p_{g^*}$ [145].

**Expected $\Phi_{ex}$ for 3-state rotamer jumps of Valine** For Valine three different rotameric states can exist in solution, the trans (t), gauche$^+$ (g$^+$), and gauche$^-$ (g$^-$). We are interested in distinguishing that the observed experimental conformational amplitudes for valine residues that show relaxation dispersion are not from discrete three-state rotameric jumps. The scheme will also serve for the distinction where any discrete three-state rotamer jump is possible. The kinetic scheme can be modeled as,

![Kinetic Scheme](image-url)
where $k$ is the overall transition rate, and $\zeta$ is the term used to scale whether a step from one to the other is kinetically faster or slower than the other steps. The kinetic transition matrix ($K$) is

$$K P = \begin{pmatrix}
-k(1+\zeta) & k \frac{p_g}{p_{g-}} & k\zeta \frac{p_g}{p_{g+}} \\
--&-k\frac{p_g}{p_{g-}} & k\zeta \frac{p_g}{p_{g+}} \\
k\zeta & k\zeta & -k\zeta \left(\frac{p_g + p_{g^+}}{p_{g+}}\right)
\end{pmatrix} \quad (Eq - 4.8.1)$$

and whose eigenvalues ($\lambda_{1-3}$) are 0, $-k\zeta/p_{g+}$, and $-k(p_g/p_{g^+} + (1+\zeta))$, respectively. The following steps in the derivation are similar to what was introduced in Chapter 2. The conditional probabilities can be evaluated as

$$P(m, t | l, 0) = \sum_{n}^3 \Lambda_{mn} \Lambda_{nl}^{-1} e^{\lambda_{l,t}} \quad (Eq - 4.8.2)$$

in which $\Lambda$ is a matrix of eigenvectors and $\Lambda^{-1}$ its inverse of the kinetic matrix, $K$. The a priori conditional probabilities are known from the initial conditions where

$$P_a = \lim_{t \to \infty} P(a, t | b, 0) \quad a, b \in [1, 3] .$$

The correlation function is then given by

$$C(t) = \langle \omega(0) \omega(t) \rangle = \sum_{l,m}^3 P_l \left( \sum_{n}^3 \Lambda_{mn} \Lambda_{nl}^{-1} e^{\lambda_{l,t}} \right) \omega_l \omega_m \quad (Eq - 4.8.3).$$

Evaluation of 4.8.3 yields

$$\left( p_g \omega_{g-} + p_g \omega_{g^+} + p_i \omega_i \right)^2 + \frac{p_g p_i \Delta \omega_{g-}^2}{p_g + p_i} e^{\lambda_{l,t}} + \frac{p_g \left( p_g \Delta \omega_{g^+} + p_i \Delta \omega_{i^+} \right)}{p_g + p_i} e^{\lambda_{l,t}} \quad (Eq - 4.8.4)$$
The first term corresponds to the square of the average chemical shift and is time invariant and does not cause relaxation. After Fourier transform we retain only the second and third terms from 4.8.4 which gives

\[
R_{ex} = \frac{p_g p_t \Delta \omega_{g-t}^2}{p_g + p_t} \frac{\tau_2}{1 + (\gamma B_1 \tau_2)^2} + \frac{p_g \left( p_g \Delta \omega_{g-g} + p_t \Delta \omega_{g-g+} \right)}{p_g + p_t} \frac{\tau_3}{1 + (\gamma B_1 \tau_3)^2}
\]  
(Eq - 4.8.5)

In equation 4.8.5, \( \tau_2 \) and \( \tau_3 \) correspond to \( 1/\lambda_2 \) and \( 1/\lambda_3 \), \( \gamma B_1 \) is the employed field strength for a given \( R_1 \) experiment, \( p_{t,g, g^+} \) correspond to the populations in the trans, gauche\(^-\), and gauche\(^+\) conformations, and the term preceding the Lorentzians are the \( \Phi \) values. From the kinetic matrix, \( \zeta \) can set to match any desired exchange lifetime, and therefore does not affect the calculation of the expected conformational amplitudes. However, the least negative eigenvalue, whose lifetime is given by \( \tau_3 \), will only contribute to observed dispersion and its prefactor will be the expected \( \Phi_{ex} \). We can now evaluate expected \( \Phi_{ex} \) values for three-state discrete rotamer jumps using RDC and scalar coupling derived populations \([30, 98, 146, 156]\) and with chemical shifts derived from a DFT based hypersurface \([146]\). In Table S1, all calculated (\( \Phi_{calc} \)) values still exceed the measured \( \Phi_{ex} \) for \( V5\gamma 1 \) and \( V70\gamma 2 \) indicating that discrete rotameric jumps cannot account for the observed dispersion.
<table>
<thead>
<tr>
<th>Residue</th>
<th>$\Phi_{\text{calc}}$ populations from Ref.\textsuperscript{c} (x10^3 rad$^2$s$^{-2}$)</th>
<th>± 30° deviation from ideal geometry$^{a,b,c}$ (x10^3 rad$^2$s$^{-2}$)</th>
<th>$\Phi_{\text{calc}}$ populations from Ref.\textsuperscript{d} (x10^3 rad$^2$s$^{-2}$)</th>
<th>± 30° deviation from ideal geometry$^{a,b,d}$ (x10^3 rad$^2$s$^{-2}$)</th>
<th>$\Phi_{\text{ex}}$ Experimental (x10^3 rad$^2$s$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Val5γ1</td>
<td>164</td>
<td>386-132</td>
<td>763</td>
<td>1082-857</td>
<td>20.6 ± 1.2</td>
</tr>
<tr>
<td>Val70γ2</td>
<td>348</td>
<td>484-64</td>
<td>210</td>
<td>1039-91</td>
<td>16.7 ± 1.1</td>
</tr>
</tbody>
</table>

\textbf{Table 5} Comparison of calculated and experimental conformational amplitudes for observed valines.

\textsuperscript{a} All values were calculated assuming a $^1$H Larmor frequency of 600 MHz.

\textsuperscript{b} The range represents the $\Phi_{\text{calc}}$ calculated with chemical shifts that deviate by ± 30° from ideal geometry.

\textsuperscript{c} Populations from Chou et al. [156]

\textsuperscript{d} Populations from Fares et al. [146]
Enhanced accuracy for CT-CPMG experiments using $R_{1p}$

5.1 CT-CPMG as an RD type experiment

Nuclear magnetic resonance (NMR) is a key spectroscopic tool for investigating the different states that proteins can exist in. A particular unique phenomenon inherent to NMR is the ability to explore exchange. The two RD techniques that largely appear within the NMR community are the $R_{1p}$ [29,66] and Carr-Purcell-Meiboom-Gill (CPMG) [30,31] experiments. The two approaches contrast in the execution of these experiments, $R_{1p}$ through the application of spin-lock fields and CPMG the modulation of inter-pulse delays between 180° refocusing pulses. This ultimately leads to a different dependence in the description of exchange between the two techniques [89,90]. Although the fundamentals, kinetics ($k_{ex}$; $k_{ex} = 1/\tau_{ex}$), difference in chemical shifts of the populated states ($\Delta \omega$), and the intrinsic relaxation rates, that underlie these approaches are identical. Ultimately, both function by altering the degree of refocusing for a given populated magnetization coherence by probing an effective transverse relaxation rate ($R_{2,eff}$).

The implementation of CPMG sequences have received more attention as compared to the $R_{1p}$ approach, in which sparsely populated intermediates have been linked to enzymatic catalysis [67,76,77], folding intermediates [68,157], and molecular interactions [69,74]. A severe drawback with the use of CPMG sequences as an RD experiment was that the applied frequency ($\nu_{CPMG}$) must be carefully considered to prevent generation of antiphase magnetization caused by scalar couplings and thus, only either a very short or low multiples of the scalar coupling ($\tau_{CPMG}$...
This drawback was alleviated by the seminal paper from Loria et al. by which contributions from inphase and antiphase magnetization were averaged \((R^{CT-CPMG}_{2,0})\) to \(R_{2,0}\) [79]. This also allowed for RD experiments to be carried out in a constant-time (CT-CPMG) fashion, which dramatically reduces the measurement time and purports a larger collection of \(R_{2,eff}\) rates at various \(v_{CPMG}\) values [91,124,160]. For the RD experiments using the CT-CPMG sequence, the applied frequency within a given constant-time block is varied in order to measure the change in \(R_{2,eff}\) as a function of \(v_{CPMG}\). For increasing \(v_{CPMG}\), populated magnetization coherences become more completely refocused and \(R_{2,eff}\) decreases to \(R^{CT-CPMG}_{2,0}\), or the point at which all exchange has been removed. However, typical \(v_{CPMG}\) values for \(^{15}N\) nuclei are limited to 1 kHz [91,138]. This constraint results in the inability to resolve fast kinetic processes since the exchange contribution that remains is not sampled and the overall exchange contribution (\(R_{ex} = R_{2,eff}(v_{CPMG} \rightarrow 0) - R_{2,eff}(v_{CPMG} \rightarrow \infty)\)) will be underestimated. Here, it is shown that the extraction of kinetic information by CT-CPMG can be hindered when \(R^{CT-CPMG}_{2,0}\) is not known \textit{a priori} and included in the analysis, but can be mitigated by using large amplitude transverse-rotating frame spin-lock fields (high powered \(v_1\) procedures described in Chapter 3) that are applied to same observables that are tracked during the CT-CPMG experiments. The proposed experimental procedure outlined below is also a critical aspect since \(R^{CT-CPMG}_{2,0}\) is not the same as what is obtained from standard \(^{15}N\) relaxation measurements [28,91] (\textit{vide infra}).
5.2 Dramatic increases in accuracy and precision of k_{ex} if \( R_{2,0}^{CT-CPMG} \) is known

In order to monitor the effects of \( R_{2,0}^{CT-CPMG} \) on fitting CT-CPMG data, Monte-Carlo simulations were employed on synthetic data that were generated with various values of k_{ex} using a simple two-state exchange scenario, \( A \xlongrightarrow{k_1/k_{-1}} B \) where \( k_1 + k_{-1} = k_{ex} \), (see Materials and Methods; Figure 24) that assumed a minor population of 0.05 and a \( \Delta \omega \) of 2 ppm. These synthetic datasets were fitted to models described by the Bloch-McConnell equations [161] (BM; Figure 24A, B), and the Luz-Meiboom equation [162] (LM; Figure 24C, D), with \( R_{2,0}^{CT-CPMG} \) either as a parameter to be fitted (green circle in Figure 24) or as a known parameter (blue circle in Figure 24). Details on the BM and LM models can be found in the Materials and Methods section of this chapter. The timescale of exchange is defined by the not only \( k_{ex} \), but also the \( \Delta \omega \) of the process. Therefore, demarcation between slow, intermediate, or fast exchange is defined by the ratio \( k_{ex}/\Delta \omega \) (slow; \( k_{ex}/\Delta \omega < 1 \), intermediate; \( k_{ex}/\Delta \omega \sim 1 \), and fast; \( k_{ex}/\Delta \omega > 1 \)) [158]. These definitions are used below.
Figure 24 (A, C) Comparison of the errors in $k_{\text{ex}}^{\text{fit}}$ as a fraction of $k_{\text{ex}}^{\text{true}}$. Synthetic CT-CPMG data were generated up to a maximum $\nu_{\text{CPMG}}$ of 1 kHz (details in Materials and Methods) and fitted to the Bloch-McConnell (BM; A and B) and the Luz-Meiboom (LM; C and D) equations with $R_{2,0}^{CT-\text{CPMG}}$ either as a fitting parameter (green circle in A and C) or a known parameter (blue circle in A and C). (B, D) The ratio between uncertainties in the determination of $k_{\text{ex}}^{\text{fit}}$, defined as the standard deviation from Monte-Carlo runs using $R_{2,0}^{CT-\text{CPMG}}$ as a fitting parameter ($\sigma_{R_{2,0}^{CT-\text{CPMG}}-\text{fit}}$) and as a known parameter ($\sigma_{R_{2,0}^{CT-\text{CPMG}}-\text{known}}$). Overestimation of $k_{\text{ex}}^{\text{fit}}$ in C for $1 \leq k_{\text{ex}}^{\text{true}}/\Delta \omega < 3$ due to the limitation of LM equation (Appendix Figure 10) are boxed. Additional details on the models used here can be found in the Materials and Methods section titled under “Fitting Models”.

It is apparent from Figure 24 that the fractional error in the fitted exchange rate ($k_{\text{ex}}^{\text{fit}}$) relative to the true exchange rate ($k_{\text{ex}}^{\text{true}}$ is the $k_{\text{ex}}$ value used as input for the generation of the synthetic sets) were as large as ~30 and 50 % (in particular, when the exchange process is fast; $k_{\text{ex}}^{\text{true}}/\Delta \omega > 4$) for the BM and LM models, respectively, when $R_{2,0}^{CT-\text{CPMG}}$ remained as a variable (green circles Figure 24). In contrast, when $R_{2,0}^{CT-\text{CPMG}}$ was included as a known parameter during the minimization of a given synthetic set, the error in $k_{\text{ex}}^{\text{fit}}$ does not exceed more than 5 % over all ratios of $k_{\text{ex}}^{\text{true}}/\Delta \omega$ in the simulations. The $R_{2,0}^{CT-\text{CPMG}}$ included in this analysis can be obtained
from a different experiment, as suggested in this section. Further, the uncertainties of fitted $k_{\text{ex}}$ ($\sigma$) were reduced by as much as 12-14 fold when $R_{2,0}^{\text{CT-CPMG}}$ is known compared to the situation where $R_{2,0}^{\text{CT-CPMG}}$ has to be fitted (Figure 24B, D). The pseudo Lorentzian profile from the reduction in $\sigma_{R_{2,0}^{\text{CT-CPMG}}-\text{Known}}$ beyond $k_{\text{ex,true}}/\Delta \omega > 8$ (Fig 24B, D) is due to the effect that as $k_{\text{ex,true}}$ increases the overall contribution of exchange decreases for those synthetic sets (Appendix Figure 10) and introduces larger errors in $k_{\text{ex,fit}}$. The simulations here were conducted with dispersion curves created at two different spectrometer field strengths as this is frequently done to increase the precision in the extracted parameters [163]. However, even with measurements conducted at a single field using a known $R_{2,0}^{\text{CT-CPMG}}$ during the fitting procedure still constitutes an advantage over leaving $R_{2,0}^{\text{CT-CPMG}}$ as an adjustable parameter (Appendix Figure 11). Thus, it is clearly beneficial to directly measure $R_{2,0}^{\text{CT-CPMG}}$ and include this value as a known parameter for extracting accurate kinetic information from dispersion profiles.

5.3 Veracious $R_{2,0}^{\text{CT-CPMG}}$ for CT-CPMG by HEROINE

In principle, the $v_{\text{CPMG}}$ used during a CT-CPMG experiment must be much larger than $k_{\text{ex}}$, to quench the contribution from exchange in the measured $R_{2,\text{eff}}$ which then becomes $R_{2,0}^{\text{CT-CPMG}}$. However, the typical upper value of $v_{\text{CPMG}}$ that is utilized on conventional spectrometers, approximately 1 kHz for $^{15}$N, is not large enough to suppress exchange processes faster than $\sim 150 \mu s$ ($\tau_{\text{ex}} \approx 1/4 \sqrt{3v_{\text{CPMG}}}$) [90,91]. What can be done to overcome this hindrance is to apply the high power transverse rotating frame relaxation experiments [129] that were demonstrated and validated for $^{15}$N nuclei in Chapter 3. This can be used as an alternative for quenching exchange processes (Figure 10) since $v_1$ values ($v_1 = v_{\text{SL}}$) in $R_{1p}$ experiments is larger than $v_{\text{CPMG}}$. With $^{15}$N
spin-lock fields up to 6 kHz yields a $R_{2,\text{eff}}$ that is free from an exchange process slower than 25 μs. Thus, we turn to develop the heteronuclear rotating-frame invasive nuclear exchange (HEROINE) experiment for measuring $R_{2,\text{eff}}$, utilizing the highest possible spin-lock field strength. The measured rate from HEROINE is included as currently the best measure of $R_{2,0}^{\text{CT-CPMG}}$ in order to improve the accuracy of model fitting data acquired from CT-CPMG experiments.

**Figure 25** Pulse scheme of the HEROINE experiment for measuring $R_{2,\text{eff}}$ utilizing a high spin-lock field strength, which can be used as $R_{2,0}^{\text{CT-CPMG}}$ for improving the accuracy of model fitting CPMG data. All $^1\text{H}$ and $^{15}\text{N}$ 90° and 180° rectangular pulses are represented by narrow and wide black bars, respectively, and were applied at 35.7 kHz and 10.6 kHz for $^1\text{H}$ and $^{15}\text{N}$, respectively. The shaped $^1\text{H}$ 90° water selective pulses within the first INEPT block represent Gaussian shaped pulses and were applied for a duration of 1.5 ms in order to maintain water magnetization along the $+z$ axis before the spin-lock period. Analogous to the relaxation compensated constant time CPMG schemes [79,164], the relaxation delay (T) is split into two sections where $2\text{H}_x\text{N}_x$ and $\text{N}_y$ coherences are each measured for a length of $T/2$ during the SL$_x$ and SL$_y$ spin-lock blocks, respectively. The field strength of the implemented SL field can be set to any value; here we used a large amplitude ($v_{\text{SL}} = 6$ kHz) to ensure that resonances which are on-resonance had exchange processes with lifetimes up to 25 μs quenched. Only resonances that are on-resonance are considered for further analysis. Therefore, a hard 90° $^{15}\text{N}$ pulse suffices to place a target resonance within the transverse plane before the start of the spin-lock. Cross correlated relaxation between chemical shift anisotropy and dipolar coupling was suppressed by applying $^1\text{H}$ 180° rectangular pulses at $T/8$ and $3T/8$ during a given SL period [133]. To ensure equal power deposition during all values of T, a linear temperature compensation scheme ($v_{\text{SLheat}} = v_{\text{SL}}$) was used in which SL$_{\text{Heat}}$ is the difference between the longest relaxation delay ($T_{\text{max}}$) and the length
of a given total SL period (T). SL	extsubscript{Heat} was applied at 28.4 kHz upfield from the transmitter frequency. Before purging the $^{15}$N Boltzmann polarization, the $^{15}$N transmitter frequency was placed back on-resonance. During acquisition $^{15}$N decoupling was done with a WALTZ16 scheme at field strength of 2 kHz [136]. The delay τ was set to 1/4J$_{NH}$ (2.7 ms). Frequency discrimination in the indirect dimension was achieved by States-TPPI quadrature detection [154] utilizing the following phase scheme: $\phi_1 = (x, -x, -x, x)$, $\phi_2 = (y, y, -y, -y)$, and $\phi_{loc} = (-x, x, x, -x)$. Phases for all pulses are x phase unless otherwise indicated. Gradients with strengths (length) of $G_0 = 42$ G/cm (1 ms), $G_1 = 10$ G/cm (0.5 ms), $G_2 = 28$ G/cm (0.5 ms), $G_3 = 38$ G/cm (0.5 ms), $G_4 = 12$ G/cm (0.5 ms), $G_5 = 37$ G/cm (0.5 ms), $G_6 = 16$ G/cm (0.5 ms), $G_7 = 24$ G/cm (0.5 ms), $G_8 = 20$ G/cm (0.5 ms), and $G_9 = 35$ G/cm (0.5 ms) were used. The pulse code for HEROINE can be found in the Pulse Programs section.

The pulse scheme of HEROINE (Figure 25) monitors the same coherence as in constant-time CT-CPMG experiments, namely averaged inphase and antiphase (1/2 (N\_y + 2 H\_z N\_x)) magnetization. Using INEPT, antiphase coherence (2H\_z N\_x) is generated and its relaxation rate ($R_{1,\rho}^{anti}$) is monitored by a spin-lock (SL\_x) with a time of T/2 ($I_a \propto \exp\left(-\frac{1}{2} R_{1,\rho}^{anti} T_0\right)$). After point a in Figure 25, the antiphase coherence is transferred to an inphase coherence (N\_y), using a relaxation compensated element and the relaxation rate of the inphase ($R_{1,\rho}^{ini}$) is monitored by a spin-lock (SL\_y) for a time of T/2. Thus, at time point b in Figure 25, the intensity is proportional to $I_b \propto \exp\left(-\frac{1}{2} R_{1,\rho}^{anti} T_0\right) \exp\left(-\frac{1}{2} R_{1,\rho}^{ini} T_0\right) = \exp\left(-\frac{1}{2} \left( R_{1,\rho}^{anti} + R_{1,\rho}^{ini} \right) T_0\right)$, compared with CT-CPMG ($\exp\left(-\frac{1}{2} \left( R_{2,\rho}^{anti} + R_{2,\rho}^{ini} \right) T_0\right) = \exp\left(-R_{2,\rho}^{eff} T_0\right)$). Since we are using spin-lock fields the exponential function takes the form $I(T) = I_0 \exp\left(-R_{1,\rho, eff} T_0\right)$, where $R_{1,\rho, eff}$ is $\exp\left(-\frac{1}{2} \left( R_{1,\rho}^{anti} + R_{1,\rho}^{ini} \right) T_0\right)$, and retains a rate that is in the form of a conventional R\_1\_rho experiment:

$$R_{1,\rho, eff} = R_1 \cos^2(\theta) + \left( R_{2,0}^{\rho SL \rightarrow x} + R_{1,\rho}^{ini} \right) \sin^2(\theta)$$

where $R_1$, $R_{2,0}^{\rho SL \rightarrow x}$, $R_{1,\rho}^{ini}$, and θ are the longitudinal
relaxation rate, the intrinsic transverse rotating-frame relaxation rate, contribution from exchange, and the tilt angle, respectively. Here, \( R_{2,0}^{\text{SL} \rightarrow \rho} \) is again the average between inphase and antiphase relaxation rates measured by transverse rotating-frame experiments. For the CT-CPMG measured rate, \( R_{2,\text{eff}} \) can be expressed as \( R_{2,\text{eff}} = R_{2,0}^{\text{CT-CPMG}} + R_{\text{ex}}^{\text{CT-CPMG}} \). For the on-resonance (\( \theta = 90^\circ \)) HEROINE experiment, \( R_1 \) does not play a role and the difference in measured relaxation rates between the HEROINE and the CT-CPMG experiment is \( R_{1;\rho}^{\text{ex}} \) and \( R_{\text{ex}}^{\text{CT-CPMG}} \). If \( v_{\text{SL}} \) and \( v_{\text{CPMG}} \) in the HEROINE and CT-CPMG experiments, respectively, are sufficiently large to suppress the contribution of exchange on the relaxation rate, namely that there is no difference \( R_{1;\rho}^{\text{ex}} \) and \( R_{\text{ex}}^{\text{CT-CPMG}} \), the same intrinsic transverse relaxation rate will be achieved. However, the maximum attenuation of a given exchange event monitored during a CT-CPMG experiment is often not sufficient, given the relatively small refocusing frequency [91], and may introduce an error in the extraction of kinetic information as described earlier (Figure 24). In contrast, using the recent development of applying a high spin-lock field strength up to 6 kHz an exchange process slower than 25 \( \mu \)s can be quenched in HEROINE and a more veracious \( R_{2,0}^{\text{CT-CPMG}} \) can be obtained (Chapter 3) [129]. For the off-resonance (\( \theta < 90^\circ \)) situation, complications caused by a contribution from \( R_1 \) due to the tilt angle will arise. However, in the current implementation (using a 6 kHz spin-lock field strength), only 2.2% contribution of \( R_1 \) is expected, even with an offset of 15 ppm on a 600 MHz spectrometer. Here, HEROINE was repeated at three different offsets and observed that \( R_1 \) had a negligible contribution (< 0.1%) to \( R_{1;\rho} \).

In order to validate whether HEROINE results in the same \( R_{2,\text{eff}} \) observed in CT-CPMG, we performed HEROINE and CT-CPMG measurements at 298 K on \(^{15}\)N labeled ubiquitin, since exchange slower than 25 \( \mu \)s would not contribute to the measurement of \(^{15}\)N relaxation.
In Figure 26, typical HEROINE measurements for Ile23 and Lys39 are displayed showing that a monoexponential profile is retained and other effects from cross-correlated relaxation during the spin-lock period are removed. The correlation between $R_{2,\text{eff}}$ measured by CT-CPMG at a $\nu_{\text{CPMG}}$ value of 1 kHz and HEROINE at a $\nu_{\text{SL}}$ value of 6 kHz is excellent with a Pearson correlation coefficient of 0.989 (Figure 26B).
Figure 26 Validation of HEROINE experiment using $^{15}$N labeled ubiquitin at 298 K, at which exchange process slower than 20 $\mu$s do not exist (Appendix Figure 1) and thus, $R_{2,\text{eff}}$ from CT-CPMG with 1 kHz $v_{\text{CPMG}}$ and 6 kHz HEROINE experiment should display similar values. (A) Example decay curves measured for residues Ile23 and Lys39 where points were sampled for 5 to 125 ms and fit to a monoexponential function. (B) Correlation between $R_{2,\text{eff}}$ measured with HEROINE and CT-CPMG using $v_{\text{SL}}$ and $v_{\text{CPMG}}$ values at 6 and 1 kHz, respectively. The solid line in B has a slope of 0.998 and the Pearson correlation coefficient ($r$) is also given in b with a root mean square deviation of 0.21 s$^{-1}$. The average error of the CT-CPMG experiment (0.19 s$^{-1}$) is represented by the gray shading with the black dashed line boundaries in B.

The RMSD between the data points is 0.21 s$^{-1}$ and is comparable to the average error derived from the CT-CPMG experiment rendering the rates from both experiments nearly indistinguishable. Thus, HEROINE probes the same $R_{2,0}^{\text{CT-CPMG}}$ as in CT-CPMG, and therefore this value can be used in the fitting procedure described earlier.

5.4 Kinetic constants for OAA are underestimated without HEROINE

As an example of a protein that exhibits exchange processes in the fast regime we selected the Oscillatoria aghardii agglutinin (OAA) [165, 166], a lectin that binds high mannose glycans on GP120, a protein linked to the entry of HIV into human cells [167]. HEROINE together with CT-CPMG measurements were performed. From the CT-CPMG experiments performed on OAA at 296 K, several residues in the carbohydrate binding pockets [165, 166] undergo exchange. Among them, Trp77 and Asn99 exhibit the effect of a large (Figure 27A, B) and small (Figure 27C, D) underestimation in $R_{\text{ex}}$, respectively, for the CT-CPMG with $v_{\text{CPMG}}$ values up to 960 Hz compared to the HEROINE experiment that utilizes a $v_{\text{SL}}$ with an amplitude of 6 kHz.

Differences in $R_{2,\text{eff}}$ ($\delta R_{2,\text{eff}} = R_{2,\text{eff}}^{\text{CT-CPMG}} - R_{2,\text{eff}}^{\text{HEROINE}}$) for Trp77 and Asn99 are 9.67 ± 1.07 and 3.60 ± 0.63 s$^{-1}$, respectively, hamper the accuracy of the determined kinetic values (Table 6).
For Trp77, if $R_{2,0}^{CT-CPMG}$ is not fixed when fitting the data using the BM formalism, minimized values differ by 66% for $k_{ex}$, compared to a fit when $R_{2,0}^{CT-CPMG}$ is known from HEROINE. In addition, $\Phi_{ex}$ could not be determined with any precision (Table 6). Such behavior, generally, would indicate that the BM model is inappropriate and instead the LM formalism should be used [158,168].

Figure 27 Application of HEROINE to OAA. CT-CPMG dispersion curves were measured for W77 (A, B) and N99 (C, D) and display exchange on a fast timescale at 296 K. For the CT-CPMG experiments on OAA, the maximum $\nu_{CPMG}$ was 960 Hz and represents a conventional value used in CT-CPMG experiments. In A and C data were fit using the BM model while in B and D the LM model was applied. Fitted dispersion curves in blue correspond to minimizations where $R_{2,0}^{CT-CPMG}$ was a fitting parameter while red curves represent fits curves using $R_{2,eff}$ from HEROINE as a known $R_{2,0}^{CT-CPMG}$. Strips next to the CT-CPMG data depict a given residue’s measured $R_{2,eff}^{HEROINE}$. Two residues were selected since they represent situations where fits without a priori knowledge of $R_{2,0}^{CT-CPMG}$ result in large (W77; A 66%, B 12%) and small (N99; C 34%, D 2%) deviations from the more accurately determined $k_{ex}$ when $R_{2,0}^{CT-CPMG}$ is known.

Dispersion curves are plotted up to a $\nu_{CPMG}$ value of 2 kHz in order to readily detect the underestimation of the additional exchange contribution to $R_{2,eff}$, $\delta R_{2,eff}$ ($R_{2,eff}^{CT-CPMG} - R_{2,eff}^{HEROINE}$). (A, B) $\delta R_{2,eff}$ for W77 is $9.67 \pm 1.07$ s$^{-1}$, and for N99 (C, D) $\delta R_{2,eff} = 3.60 \pm 0.63$ s$^{-1}$. For a known $R_{2,0}^{CT-CPMG}$ a reduction in the errors of the fitted parameters is observed and convergence amongst the different models that are used to fit the data is reached (Table 6).
When the LM model is used to fit the data with $R_{2,0}^{\text{CT-CPMG}}$ as an adjustable parameter, an even faster $k_{\text{ex}}$ is realized. More interestingly, as long as $R_{2,0}^{\text{CT-CPMG}}$ is kept fixed using the HEROINE measured value both BM and LM models converge to the same solution. In addition, as predicted from the simulations described above (Figure 24), the error in $k_{\text{ex}}$ decreases by a factor of 6 and 2 for the BM and LM formalisms, respectively. Even for Asn99 (Fig. 28C, D) for which $\delta R_{2,\text{eff}}$ is smaller ($3.60 \pm 0.63 \text{ s}^{-1}$), $k_{\text{ex}}$ determined from the BM approach while $R_{2,0}^{\text{CT-CPMG}}$ is kept as an adjustable parameter, within the error, gives a similar value like the other models. Again, the error associated with $k_{\text{ex}}$ using the BM and LM formalism is reduced by a factor of 2 and 5, respectively when the HEROINE measured $R_{2,0}^{\text{CT-CPMG}}$ is included in the analysis. These experimental results reported here are in accordance with the observations from the Monte-Carlo simulations in Figure 24.

The analysis of RD data also depends on selecting the correct model that describes the exchange dependence. Generally, newly acquired CT-CPMG data is initially fit to models that are valid over all timescales (Carver-Richards and BM) or the fast exchange LM model and then fit statistics ($\chi^2$) are used in conjunction with F-tests to confirm the applicability of a given model [168,169]. Instead, using HEROINE, a new protocol can be followed for handling data derived from CT-CPMG sequences. Once, $R_{2,0}^{\text{CT-CPMG}}$ is known, the BM and LM models converge to similar values, and therefore model selection becomes unnecessary. Thus, the BM model, which is valid over all timescales, can be used instead of the LM model. In particular, the HEROINE experiment may even provide the correct solution in the range where the LM model overestimates $k_{\text{ex}}$ ($1 \leq k_{\text{ex}}^{\text{true}}/\Delta \omega < 3$; square box in Figure 24; Appendix Figure 10 [170]). Since
the BM and LM models converge to similar solutions, the Akaike Information Criterion (AIC<sub>c</sub>) was used to identify the model that has the highest probability of best representing the current data set [155]. In this case, for both Trp77 and Asn99 the LM model with \( R_{2,0}^{CT-CPMG} \) determined from HEROINE (Table 6) was selected from the AIC<sub>c</sub> analysis.

<table>
<thead>
<tr>
<th></th>
<th>( R_{2,0}^{CT-CPMG} ) -Fit BM</th>
<th>( R_{2,0}^{CT-CPMG} ) -Known BM</th>
<th>( R_{2,0}^{CT-CPMG} ) -Fit LM</th>
<th>( R_{2,0}^{CT-CPMG} ) -Known LM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trp77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( k_{ex} ) (s&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>1401±1039</td>
<td>4095±160</td>
<td>3590±447</td>
<td>4078±160</td>
</tr>
<tr>
<td>( \Phi_{ex} \times 10^3 ) (rad&lt;sup&gt;2&lt;/sup&gt; s&lt;sup&gt;-2&lt;/sup&gt;)</td>
<td>162±218</td>
<td>145±10</td>
<td>123±20</td>
<td>145±3</td>
</tr>
<tr>
<td>AIC&lt;sub&gt;c&lt;/sub&gt;</td>
<td>19.04</td>
<td>18.48</td>
<td>17.54</td>
<td>15.35</td>
</tr>
<tr>
<td>Asn99</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( k_{ex} ) (s&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>2195±896</td>
<td>3329±478</td>
<td>3521±744</td>
<td>3591±157</td>
</tr>
<tr>
<td>( \Phi_{ex} \times 10^3 ) (rad&lt;sup&gt;2&lt;/sup&gt; s&lt;sup&gt;-2&lt;/sup&gt;)</td>
<td>56.7±12.3</td>
<td>58.5±5.6</td>
<td>54.7±13.6</td>
<td>56.2±1.4</td>
</tr>
<tr>
<td>AIC&lt;sub&gt;c&lt;/sub&gt;</td>
<td>12.33</td>
<td>9.39</td>
<td>9.45</td>
<td>6.30</td>
</tr>
</tbody>
</table>

Table 6 Results from fits to CT-CPMG data measured on OAA with and without the HEROINE determined \( R_{2,0}^{CT-CPMG} \).

Two examples were presented, Trp77 and Asn99 (Figure 27) to depict the effect of HEROINE applied to CT-CPMG data. However, in total twenty-five \(^{15}\)N nuclei had an appreciable contribution of exchange for OAA at 296 K. This limit was demarcated that the difference between their \( R_{2,eff} \) values measured at \( v_{CPMG} \) of 80 and 960 Hz was greater than 2 s<sup>-1</sup>. The same analysis above was applied for all 25 nuclei and all fitted results can be found in Appendix Table 3. From which, use of the BM and LM model without HEROINE on average produced an underestimation in the extracted kinetics by approximately 28 and 14 %, respectively. The use of HEROINE derived \( R_{2,0}^{CT-CPMG} \) also provided a reduction in the error estimate for \( k_{ex} \) on average by a factor of 3 for both BM and LM models. The correlation between BM and LM models is excellent when HEROINE is included in the analysis for \( k_{ex} \) (Appendix Figure 12) highlighting the lack of requirement for statistically based methods to discern CT-
CPMG derived conformational exchange data. Although, a large improvement is attained in the increased precision and accuracy for kinetic information, extracted amplitude information for some residues (\(\Phi_{\text{ex}}\) was less than \(15 \times 10^3 \text{ rad}^2\text{s}^{-2}\)) when the BM model is used (Appendix Table 3) maintained a large uncertainty even with HEROINE in the analysis. This occurred for two backbone \(^{15}\text{N}\) nuclei, Asn18 and Gly26. This is not surprising for the BM model as the populations and \(\Delta\omega\) are taken as separate parameters during minimization, but what can be retained is only the product and therefore a large number of fitted solutions will fulfill the same \(\Phi_{\text{ex}}\) value. Additionally, all fitting procedures were performed taking each nuclei’s data individually and at only one spectrometer field strength. Global fitting and multiple field strength measurements could further reduce the uncertainty in \(k_{\text{ex}}\) for those residues (Figure 24, [163]).

5.5 Comparison of other approaches

Conventional relaxation techniques focus on the determination of the inphase intrinsic relaxation rates of \(^{15}\text{N}\) nuclei (\(R_{2,0}^N\)) [49,91,158]. This relaxation rate is composed of a contribution of dipolar relaxation of the nitrogen nuclei with its directly attached proton, relaxation due to the nitrogen’s electron density orientation with the static magnetic field, and chemical exchange [46]. One approach was utilized in which four experiments are used and the relaxation rates are then linearly recombined and only the contribution of dipolar relaxation is retained [171]. Exchange free measures of \(R_{2,0}^N\) have also been performed by measurements of het-NOE, transverse and longitudinal cross relaxation [64]. However, the imperative distinction is that for the CT-CPMG experiment does not provide a direct measure of \(R_{2,0}^N\). As mentioned above \(R_{2,0}^{\text{CT-CPMG}}\) is composed of the antiphase 2H\(_z\)N\(_x\) coherence which is sampled for a period of \(T/2\) in Figure 24. \(R_{2,0}^{\text{CT-CPMG}}\) also encounters a contribution from longitudinal remote proton
relaxation ($R_H$). The contribution of $R_H$ can surmount to be quite large for folded proteins because a period $R_1$ for proton-proton interaction consists of an additional contributions of $J(0)$ [65]. Excluding the high frequency components and CSA contribution of $^1H$ that add to $R_H$ is proportional to

$$R_H \propto \sum_i \left( \frac{\mu_0 h J_i}{8\pi^2 r_i^3} \right)^2 J \left( \omega_H - \omega_X \right) = \sum_i \left( \frac{\mu_0 h J_i}{8\pi^2 r_i^3} \right)^2 J(0) \quad \text{(Eq - 5.5.1)}$$

and extends over all remote protons that are close in space (< 5 Å) to the targeted nitrogen site [46,120]. Here, $\mu_0$, $h$, $\gamma_H$, $J(0)$, $r_i$ are the permeability constant in vacuum, Planck’s constant, the gyromagnetic ratio for $^1H$, spectral density function, and distance between two nuclei, respectively. $R_H$ is directly quantified by HEROINE without requirement of additional measurements and is directly applicable for CT-CPMG data. An alternative approach has also been reported where to account for $R_H$, CT-CPMG $R_{2,\text{eff}}$ is measured with a period where two spin order $R_{2\text{HeNz}}$ is also recorded during the sequence [172], in order to make the derived $R_{2,\text{eff}}$ value approximately comparable to $R_{2,0}$. But only conventional values of $v_{\text{CPMG}}$ were considered which would not capture the exchange contribution for residues that are in the fast-regime ($\tau_{\text{ex}} < 150 \mu$s) [90,172]. In contrast, HEROINE directly probes the actual magnetization that is used in CT-CPMG experiments and is acquired via a single mono-exponential decay profile as shown in Figure 26A and uses spin-lock fields where more efficient quenching of the exchange contribution can be attained.

5.6 Conclusion

We have demonstrated that if $R_{2,0}^{\text{CT-CPMG}}$ is known experimentally and therefore can be fixed during the analysis of CT-CPMG data, accurate kinetic parameters can be obtained over a
broad range of $k_c/\Delta \omega$ ratios (Figure 24). In order to measure an accurate $R_{2,0}^{\text{CT-CPMG}}$ valid for CT-CPMG data, HEROINE was developed and validated (Figures 26 and 27) and shown to give access to this exchange free relaxation parameter in an unprecedentedly straight forward manner. HEROINE utilized large $v_{SL}$ to measure an $R_{2,\text{eff}}$ that represents a more true $R_{2,0}^{\text{CT-CPMG}}$ where motions up to 25 $\mu$s are removed from $R_{2,\text{eff}}$. If $v_{SL}$ values up to or exceeding 6 kHz cannot be achieved with a given hardware configuration, it is possible to use lower $v_{SL}$ values, although additional measurements at different offsets must be performed to maintain probed sites on-resonance. As shown for OAA, using the rate measured with HEROINE, as a way to constrain $R_{2,0}^{\text{CT-CPMG}}$, unifies different models that are frequently used to describe exchange (Table 6, Figure 27). In addition, if HEROINE was not implemented for OAA, leaving $R_{2,0}^{\text{CT-CPMG}}$ as an adjustable fit parameter would have resulted in gross underestimation of the kinetics.

Fast regime motions measured by CT-CPMG experiments contain a parameter correlation between the populations and $\Delta \omega$. HEROINE, in combination with a recent approach for breaking this correlation [173], using the difference in chemical shifts from single- and multiple quantum experiments, may further extend the limit at which populations and $\Delta \omega$ information can be extracted. HEROINE could also be adapted for the study of molecules with higher molecular weight. Even though HEROINE was demonstrated on relatively small systems, ubiquitin (8.7 kDa) and OAA (14 kDa), this pulse sequence can be easily converted to incorporate a TROSY readout for macromolecules of higher molecular weight [120]. Additionally, if different nuclei are of interest the approach outlined above would still hold.

CT-CPMG experiments have come into widespread use for studying folding intermediates, enzymatic catalysis, and protein-ligand interactions. Therefore, the inclusion of
HEROINE with large $v_{SL}$ derived $R_{2,0}^{CT-CPMG}$ for analyzing CT-CPMG data will augment the current methodology, in order to improve the accuracy and reliability of kinetic data from the micro- to millisecond timescale.

5.7 Materials and Methods

Simulation The assessment of CT-CPMG data fitted with and without a known $R_{2,0}^{CT-CPMG}$ was performed on synthetic data sets created using the analytical Carver-Richards [174] equation that is valid over all timescales. Data was created for a single residue, with $k_{ex}$ values between 300 and 15000 s$^{-1}$ (defined in Figure 24 as $k_{ex}^{true}$), and $\Delta\omega$, $p_b$ (the minor population), and $R_{2,0}^{CT-CPMG}$ were kept constant at 2 ppm, 0.05, and 10 s$^{-1}$, respectively. For each exchange scenario, 100 dispersion curves were created at two fields, 60.8 and 81 MHz for $^{15}$N, with a 2% error in $R_{2,eff}$. Each dispersion curve consisted of seventeen points and $v_{CPMG}$ varied between 40 and 1000 Hz.

Two models were employed to fit the CT-CPMG data: the numerical description of magnetization across the CT-CPMG refocusing elements was used (Bloch-McConnell; BM) [161] or the fast exchange Luz-Meiboom equation (LM) [162] and are given below.

Fitting Models

Bloch-McConnell (BM) For the BM model magnetization through the CPMG pulse train is described by

$$M\left(4nt\right) = \left(\exp\left(A t\right)\exp\left(A^{*} t\right)\exp\left(A^{*} t\right)\exp\left(A t\right)\right)^n M\left(0\right) \quad (Eq \ - \ 5.7.1)$$

In which

$$A = \begin{pmatrix} -R_{2,0}^{CT-CPMG} -k_1 & k_{-1} \\ k_1 & -R_{2,0}^{CT-CPMG} -k_{-1} + i\Delta\omega \end{pmatrix} \quad (Eq \ - \ 5.7.2)$$
where $k_1, k_{-1}, \Delta \omega \ (\Delta \omega = \omega_b - \omega_a)$, $R_{2,0}^{CT-CPMG}$ are the forward and reverse rate ($k_{ex} = k_1 + k_{-1}$), the chemical shift difference between the populated states, and the intrinsic relaxation rate from the CT-CPMG experiment, respectively. $A^*$ is the complex conjugate of $A$ that inverts the chemical shift evolution direction, which is the effect of the two 180° pulses after the first and before the fourth segment of length $t$. $M(0)$ is a column matrix with the populations of states $a$ and $b$. The interpulse delay and the number of refocusing elements in a given constant-time period is given by $n$ and $t$, respectively. At which point $R_{2,eff}$ can be calculated as

$$R_{2,eff} = (-1/4nt) \ln \left( \frac{M_a(t)}{M_a(0)} \right) \quad (Eq \ 5.7.3)$$

for the slow exchange case ($k_{ex}^{true}/\Delta \omega < 1$), or as the sum over both the $a$ and $b$ state,

$$R_{2,eff} = (-1/4nt) \ln \left( M_a(t) + M_b(t) \right) \quad (Eq \ 5.7.4)$$

in the fast exchange regime ($k_{ex}^{true}/\Delta \omega > 1$). All optimization protocols were implemented in Python using the SciPy libraries.

**Luz-Meiboom (LM)** The functional form of the LM model comes from again realizing that a CPMG experiment functions by inverting the sense of precession for probed nuclei during the period $t - 180^\circ$ pulse – $t$ and solving the eigenvalue problem for the Hermitian matrix [27, 170]

$$B = \exp(A t) \exp(A^t) \quad (Eq \ 5.7.5)$$

Taking into consideration that equation 5.7.2 is the summation of three components, the kinetic rate constants ($K = k_{ex} \begin{pmatrix} -p_b & p_a \\ p_b & -p_a \end{pmatrix}$), intrinsic relaxation rates (intrinsic relaxation rates for each site is assumed to be equal) for all states, and their chemical shift information with respect to the observed peak ($\Omega = \begin{pmatrix} \omega_a & 0 \\ 0 & \omega_b \end{pmatrix}$). The general solution has been derived by Luz and Meiboom [162] and later in greater generality by Allerhand and Gutowsky [170] using perturbation theory.
in which the kinetic and intrinsic relaxation rates are assumed to be unperturbed zero-order contribution and $\Delta \omega$ is taken to be very small first-order perturbation following the fast exchange assumption ($k_{ex} >> \Delta \omega$). Allerhand and Gutowsky [170] arrived at a general solution for the relaxation rate of a single population averaged resonance which is recast from them using the above nomenclature

$$ R_{2, eff} = R_{2,0}^{CT-CPMG} + \sum_{i=2}^{N} \frac{\langle \Lambda_1 | \Omega | \Lambda_i \rangle^2}{|\lambda_i|} \left( 1 - \frac{4V_{CPMG}}{|\lambda_i|} \tanh \left( \frac{|\lambda_i|}{4V_{CPMG}} \right) \right)$$  
(Eq - 5.7.6)

Where here $N$ is the summation over all populated states. We are concerned with a two-state problem and therefore $N = 2$.

$$ R_{2, eff} = R_{2,0}^{CT-CPMG} + \frac{\langle \Lambda_1 | \Omega | \Lambda_2 \rangle^2}{|\lambda_2|} \left( 1 - \frac{4V_{CPMG}}{|\lambda_2|} \tanh \left( \frac{|\lambda_2|}{4V_{CPMG}} \right) \right)$$  
(Eq - 5.7.7)

From equation 5.7.9, $\lambda_i$ and $A_i$ are the i-th eigenvalue and eigenvector from the symmetrized form of $K$ ($K'$)

$$ K' = S K S^{-1} = \begin{bmatrix} p_a^{-1/2} & 0 & -p_b & p_a \\ 0 & p_b^{-1/2} & p_b & -p_a \end{bmatrix} k_{ex} \begin{bmatrix} -p_b & p_a \\ p_b & -p_a \end{bmatrix} \begin{bmatrix} p_a^{1/2} & 0 \\ 0 & p_b^{1/2} \end{bmatrix}$$  
(Eq - 5.7.8)

The eigenvalues and eigenvectors of $K'$ are

$$ \lambda_1 = 0; \quad \lambda_2 = -k_{ex} $$

$$ \langle \Lambda_1 \rangle = \begin{bmatrix} p_a^{1/2} \\ p_b^{1/2} \end{bmatrix}; \quad \langle \Lambda_2 \rangle = \begin{bmatrix} -p_b^{1/2} \\ p_a^{1/2} \end{bmatrix} $$  
(Eq - 5.7.9).

Substituting back into equation 5.7.7 and performing the matrix algebra we arrive at

$$ R_{2, eff} = R_{2,0}^{CT-CPMG} + \frac{\left( p_a^{1/2} p_b^{1/2} (\omega_a - \omega_b) \right)^2}{k_{ex}} \left( 1 - \frac{4V_{CPMG}}{k_{ex}} \tanh \left( \frac{k_{ex}}{4V_{CPMG}} \right) \right) $$  
(Eq - 5.7.10)

And is further simplified to the functional form of the LM model as
\[ R_{2,\text{eff}} = R_{2,0}^{\text{CT-CPMG}} + \frac{\Phi_{\text{ex}}}{k_{\text{ex}}} \left[ 1 - \frac{4v_{\text{CPMG}}}{k_{\text{ex}}} \tanh \left( \frac{k_{\text{ex}}}{4v_{\text{CPMG}}} \right) \right] \] (Eq. – 5.7.11).

Where in equation 5.7.11 \( \Phi_{\text{ex}} \) is the product between the populations and the square of the chemical shift difference \( \Phi_{\text{ex}} = p_a p_b \Delta \omega^2 \), \( v_{\text{CPMG}} \) is a given CT-CPMG refocusing frequency and all other parameters are the same as defined above. From which, \( k_{\text{ex}}^{\text{fit}} \) was defined as the average \( k_{\text{ex}} \), and \( \sigma \) was the standard deviation in \( k_{\text{ex}} \) of all minimizations in a given synthetic set.

**NMR Spectroscopy** Samples contained 2 mM \(^{15}\)N labeled ubiquitin, in 50 mM sodium phosphate buffer, pH 6.5, 100 mM NaCl, 0.05% NaN\(_3\), 5% D\(_2\)O/95% H\(_2\)O or 1 mM \(^{15}\)N labeled OAA in 20 mM sodium acetate buffer, pH 5, 20 mM NaCl, 3 mM NaN\(_3\), 5% D\(_2\)O/95% H\(_2\)O. CT-CPMG experiments are analogous to the scheme of Long et al. [164,175,176] and is presented in Figure 28.

**Figure 28** Constant-time Carr-Purcell-Meiboom-Gill (CT-CPMG) sequence that measures \( R_{2,\text{eff}} \). 90° and 180° rectangular pulses are depicted by the narrow and wide black bars. Field strengths for \(^1\)H and \(^{15}\)N pulses were set at 31.6 and 10.8 kHz, respectively. All shaped pulses are of a Gaussian shape and are applied on-resonance with water for a period of 1.5 ms. \( T_c \) is the length of the constant-time block. This sequence employs a new temperature compensation block in order to match the temperature between the CT-CPMG and HEROINE experiments. \( v_{\text{SL}} \) was applied with the same \( v_{\text{SL}} \) from the HEROINE experiment \( (v_{\text{SLheat}} = v_{\text{SL}} = 6 \text{ kHz}) \) for a period of \( T_{\text{Heat}} \). \( T_{\text{Heat}} \) was calculated as \( T_{\text{Heat}} = \frac{T_{\text{max}}}{T_{\text{max}}^{\text{HEROINE}} \left( T_{\text{RD}}^{\text{CT-CPMG}} + T_c \right) + T_{\text{RD}}^{\text{HEROINE}} + T_P} \times \left( \frac{v_{\text{CPMG}}}{v_{\text{SL}}} \right)^2 T_P \) where \( T_{\text{max}}^{\text{HEROINE}} \), \( T_{\text{RD}}^{\text{CT-CPMG}} \), \( T_{\text{RD}}^{\text{HEROINE}} \), \( T_P \), and \( v_{\text{CPMG}} \), are the maximum relaxation delay in the HEROINE
experiment, recycle delay in the CT-CPMG experiment, recycle delay in the HEROINE experiment, the length that 180° pulses are applied during $T_C$ for a given $\nu_{\text{CPMG}}$ ($T_P = 8$ n p$^{15}$N; p$^{15}$N is the 180° pulse length), and the field strength of the 180° pulses during $T_C$, respectively. SL$_{\text{Heat}}$ was applied at 28.4 kHz upfield from the transmitter frequency. Before purging the $^{15}$N Boltzmann polarization, the $^{15}$N transmitter frequency was placed back on-resonance. During acquisition $^{15}$N decoupling was done with a WALTZ16 scheme at field strength of 2 kHz [136]. The delay $\tau$ was set to $1/4J_{\text{NH}}$ (2.7 ms). The reference experiment was recorded using the same scheme only with the period $T_C$ omitted [169]. Frequency discrimination in the indirect dimension was achieved by States-TPPI quadrature detection [154] utilizing the following phase scheme: $\phi_1 = 4(x), 4(-x), \phi_2 = (x, -x, -x, x), \phi_3 = (y, y, -y, -y)$ and $\phi_{\text{rec}} = (-x, x, x, -x)$. Phases for all pulses are x phase unless otherwise indicated. Gradients with strengths (length) of $G_0 = 42$ G/cm (1 ms), $G_1 = 10$ G/cm (0.5 ms), $G_2 = 32$ G/cm (0.5 ms), $G_3 = 14$ G/cm (0.5 ms), $G_4 = 25$ G/cm (0.5 ms), $G_5 = 8$ G/cm (0.5 ms), $G_6 = 17$ G/cm (0.5 ms), and $G_7 = 28$ G/cm (0.5 ms) were used.

HEROINE pulse code for Bruker type instruments is found in the Pulse Programs section.

The phases of the $^{15}$N pulses during the CT-CPMG blocks were alternated in order to minimize off-resonance effects [175,176]. Constant relaxation times ($T_c$) of 60 and 50 ms were used, and $\nu_{\text{CPMG}}$ values from 67 to 1000 Hz and 80 to 960 Hz were employed for ubiquitin and OAA, respectively. Three duplicates per dispersion profile were used for error estimation in $R_{2,\text{eff}}$. In total 80 ($t_{1,\text{max}} = 41.1$ ms) and 512 ($t_{2,\text{max}} = 61$ ms) complex points in the indirect and direct dimensions, respectively, were collected with 8 transients per point for ubiquitin. For OAA, 100 ($t_{1,\text{max}} = 48.4$ ms) and 512 ($t_{2,\text{max}} = 61$ ms) complex points in the indirect and direct dimensions, respectively, were acquired with 32 transients per point. Recycle delays of 2 and 1.5 seconds were used for ubiquitin and OAA, respectively. All spectra were processed and peak amplitudes determined using the NMRPipe software package [121]. Analysis of CT-CPMG data followed procedures set in the literature using the models described above. We utilized $AIC_c$ since the compared models are not nested [155]. $AIC_c$ was calculated as $\chi^2 + 2m \left( 1 + \frac{m+1}{l-m-1} \right)$ where $\chi^2$ is the target function value from a Least-Squares minimization [177], $m$ the number of parameters in a given model, and $l$ the total number of $R_{2,\text{eff}}$ values (l=15).
Only residues that are on-resonance with the applied $v_{SL}$ are considered for analysis. Analysis of resonances is facilitated by using the largest $v_{SL}$ possible in order to eliminate $R_1$ and offset effects. HEROINE was measured at three different offsets ($\Omega$), reducing the maximum $R_1$ contribution to $R_{1p}$ to 0.1%. The application and calibration for a $v_{SL}$ strength of 6 kHz was carried out as described in Chapter 3. Decay profiles were recorded by varying the relaxation period, $T$, between 5 to 125 ms and 5 to 100 ms for ubiquitin and OAA, respectively. These profiles were subsequently fit to a monoexponential function ($I(T) = I_0 \exp(-R_{HEROINE} T)$). For ubiquitin, spectra were collected with 8 scans per point, for a total of 80 ($t_{1,max} = 41.1$ ms) and 512 ($t_{2,max} = 61$ ms) complex points in the indirect, and direction dimensions, respectively. For OAA, spectra were acquired with 90 ($t_{1,max} = 43.5$ ms) and 512 ($t_{2,max} = 61$ ms) complex points in the indirect and direct dimensions, respectively with 8 transients per point. The recycle delay used in experiments with ubiquitin and OAA were 3 and 2 seconds, respectively. Acquisition of all NMR data was on a Bruker Avance I spectrometer operating at a $^1H$ Larmor frequency of 600 MHz with a QCI cryo-probehead.
Accessing conformational interconversion during binding

6.1 Conformational sampling kinetics during binding

Communication in cellular processes is relayed via molecular interactions [3]. The way in which proteins and small molecules communicate is controlled by how they can recognize each other. For molecular recognition two different mechanisms, the induced-fit and the conformational selection model, are commonly invoked to describe these processes. The induced-fit binding mechanism predicates that a loosely formed binding complex is formed, deemed the encounter complex, after which structural rearrangements are made that lead to the formation of the final bound complex. The conformational selection mechanism is governed by the internal dynamics of a given system in which a subset of configurations are sampled that mimic the final bound conformation. This small subset of correct boundable conformations then allows for the system to shift its distribution of sampled conformers to a more dominate bound form and has been referred to as the population shift mechanism [178,179]. The key limiting difference between the two binding models is that in the induced-fit case binding is diffusion-controlled and for conformational selection it is not limited, but diffusion associated. Recently, it was shown however that for a given system both models can be active and is given by the both the protein and its interaction partner’s (ligand) concentrations (Figure 29) [104]. Namely, by controlling the relative concentrations of both the protein and ligand it could be possible to push a system in one pathway or the other.
Figure 29 Four-state model in which both conformational selection and induced-fit can exist depending on the relative protein concentrations [104].

The interplay between both binding mechanisms can be represented as a four-state model (Figure 29) [104,180]. For conformational selection the free protein samples between non-boundable (A) and boundable conformations (Figure 29; state B) with rates of $k_1$ and $k_1$. If the correct conformation is selected B binds with the diffusion associated rate of $k_{on}^{\text{tight}}$ to form the final bound conformation (Figure 29; state BL). In the induced-fit pathway encounter complexes (Figure 29; state AL) are limited by $k_{on}^{\text{weak}}$ and once formed final rearrangments to BL are dictated by $k_2$ and $k_2$. This model can distinguish between both binding schemes because of the location of where the ligand dependence occurs. Therefore, if all of the rates that govern both pathways can be uniquely determined then at at any given the flux [s·M$^{-1}$] through either conformational selection or induced-fit at any concentration could be calculated [104]. In order to quantify this proposed model a system of study must first be identified.

Since previously collected RDC information highlighted that free ubiquitin samples different conformations that mimic bound conformations a prevelance of conformational selection has been shown to exist [11]. And with the recent measurement of the kinetics for this
sampling process (Chapters 2, 3 & 4) ubiquitin with an interaction partner would be an ideal system to experimentally quantify the model in Figure 29. This would also provide insight as to if conformer sampling (k₁ and k₋₁; Figure 29) can still be detected during an interaction event. Therefore, RD experiments could in principle be used to assess this model because if the differentially populated states from the above model exist in solution, they could potentially be disseminated via careful analysis of the acquired data. However, attaining insight into such a complex model requires the measurement of very accurate data and thus prefaces the imperative requirement of having experimental conditions that would allow for highly sensitive measurements (i.e. sufficient concentrations, monomeric interactions, detectable affinities). So before a systematic determination of the rate constants can be performed a binding partner for ubiquitin has to be identified that would adhere to such criteria. Currently, we have been pursuing two interaction partners: the ubiquitin associated (UBA) domain of Dsk2p (Dsk2) [181] and the SH3-C domain of CIN85 (SH3) [182,183].

6.2 Interaction of ubiquitin with Dsk2

Two-dimensional [¹H,¹⁵N]-HSQC spectra provide a conventional but rigorous experimental technique that can verify interactions between molecules [184]. Since each peak in a [¹H,¹⁵N]-HSQC not only correspond to the unique frequency for and ¹H and ¹⁵N nuclei pair it also serves a sensitive reporter of a nuclei’s surrounding environment. Therefore, HSQC based titration experiments can be used to determine the efficacy (affinity) and location of binding between two systems by monitoring peak movements in each spectrum as a function of ligand and/or protein concentration [46]. The dependence of the chemical shift change (ΔωN) as a function of the titrant concentration can be fitted for the chemical shift value at saturation (bound
population of 100 \% \right) for a given nuclei and the dissociation constant (K_D) for the interaction assuming a two-state binding process.

Dsk2p is a yeast protein whose function is the targeting of mono- and polyubiquitinated proteins that are ultimately shuttled to the proteasome for degradation \cite{185}. Its UBA domain is a small 6.2 kDa three helix bundle whose solution NMR structure has been previously determined \cite{181}. 

Figure 30 (A) [1^H, 15^N]-HSQC of 15^N labeled ubiquitin with increasing amounts of unlabeled Dsk2 at 298 K. Free ubiquitin (red) was titrated up to a ubiquitin/Dsk2 ratio of 5 (blue) using 8 increments. (B) Binding isotherms for 5 residues of ubiquitin. Global fitting of 25 15^N nuclei yielded a two-state $K_D$ of 12 ± 4 μM.

We carried out HSQC based titrations with 100 μM 15^N labeled ubiquitin and increasing amounts of unlabeled Dsk2 (Figure 30). From the HSQC series many peaks shift in a manner
characteristic of intermediate to fast exchange (Figure 30A) [46]. Chemical shift perturbations were quite large with a maximum of up to 5.4 ppm for Lys48 (Figure 30A; K48). In total 25 binding isotherms were fitted globally yielding an overall $K_D$ of $12 \pm 4 \, \mu$M (solid curves Figure 30B) which agrees with the spectral patterns seen in Figure 30A and with previous observations [181]. Interestingly, Dsk2’s UBA domain binds with an affinity that is an order of magnitude less than what has been seen for other UBA domains [186].

Given binding isotherms that displayed singular binding events (Figure 30B) we began to carry out CT-CPMG experiments. CT-CPMG experiments are well catered to probing timescale for binding (~500 $\mu$s at 298 K for the ubiquitin – Dsk2 interaction) and any lowly populated intermediates that may exist are more readily detected by these experiments than that of the titration derived $K_D$ which is an apparent $K_D$. However, upon inspection of $R_{2,\text{eff}}$ profiles for two samples that were measured with the same ratio of ubiquitin and Dsk2 (1:5), with different protein concentrations revealed distinct profiles (Figure 31). At 298 K CT-CPMG experiments were measured on a sample of 165 $\mu$M ubiquitin with 830 $\mu$M Dsk2 (Figure 31; black points) and 400 $\mu$M ubiquitin with 2000 $\mu$M Dsk2 (Figure 31; blue points). Surprisingly, since these samples were measured using the same ratio, the apparent $K_D$ renders the bound population to between 98 and 99 % for both of the samples. Still, even with the same ratio of protein it can be clearly seen that there is an average 5 s$^{-1}$ in $R_{2,\text{eff}}$ between the sample with higher relative protein concentrations (Figure 31; blue points) than the sample with lower concentrations (Figure 31; black points).
Figure 31 (A) $R^\text{2,eff}$ for ubiquitin in complex with Dsk2 plotted versus residue. Two samples with a ratio (ubiquitin/Dsk2) of 1:5 measured with concentrations of 165/830 μM (black points) and 400/2000 μM (blue points) are plotted for comparison. $R^\text{2,eff}$ was determined from CTCPMG experiments (Chapter 4) measured at a $^1$H Larmor frequency of 800 MHz. (B) Effective rotational correlation times ($\tau_c$) determined via TRACT experiments [65] for three samples that had a ratio 1:5, but with different concentrations of ubiquitin and Dsk2. $\tau_c^\text{Ref}$ was the $\tau_c$ measured from the sample with the lowest concentration of ubiquitin (100 μM). Even though the ratios were kept constant the effective tumbling time increased up to ~25 % for ubiquitin.

In order to account for this discrepancy we must consider that $R^\text{2,eff}$ is directly sensitive to changes in the intrinsic relaxation of a given nucleus and from effects due to conformational exchange. It has been shown for dilute solutions that contain a solute volume fraction ($\varepsilon$) of less than 0.28 that the apparent viscosity ($\eta$) scales by $\eta = \eta_0(1 + 2.5\varepsilon)$ where $\eta_0$ is the viscosity of the solvent [187,188]. Given the sample conditions and the molecular weight of the unbound Dsk2 and ubiquitin-Dsk2 complex we can find $\varepsilon$ to be 6.3·10^{-3} and 1.52·10^{-2} for the samples measured in Figure 31A. Therefore, $\eta$ is 2.2 % larger in the sample with larger relative protein concentrations. Based on the Stokes-Einstein equation $\tau_c$ scales linearly with the viscosity and since $R^\text{2,eff}$ is mostly dominated at the spectral density function evaluated a zero frequency we expect that $R^\text{2,eff}$ would only differ by approximately 0.4 s^{-1} between the two samples in Figure 31. Thus, the increased $\eta$ does not reconcile the 5 s^{-1} difference between the two samples (Figure 31A). Additionally, a 2.2 % change in $\tau_c$ does not concur with the 25 % change in $\tau_c$ observed in
Figure 31B. Further speculation can be made that residues in the N-terminus and C-terminus which have even further elevated rates from the mean of the higher concentrated sample (Figure 31A; blue points) may stem from additional sources of conformational exchange.

Figure 32 (A-C) Binding isotherms for $^{15}$N labeled Dsk2 when increasing concentrations of unlabeled ubiquitin (Ubq) were added to the sample. For A-C the concentration of Dsk2 was kept constant at 500 µM and unlabeled ubiquitin was added up to 2500 µM. Dashed lines are from global fits of all residues to a two-state binding model. In A, residues that represented statistically better fits to a two-state model are shown with a solid black line, and in B and C residues that were reported to have statistically significant behavior that correspond to fits using a model that reports on two binding events are plotted with solid black curves (Materials and Methods). (D) Example of sigmoidal peak movements from the titration series for His334 of
Dsk2. Free Dsk2 is colored in blue increasing ubiquitin concentrations that culminates with a ubiquitin concentration 2500 μM is in red.

We also conducted the reverse titration in which 15N labeled Dsk2 signals were observed as a function of increasing concentrations of unlabeled ubiquitin. This titration was conducted with higher relative protein concentrations with 500 μM Dsk2. A globally fitted two-state $K_D$ was determined to be $56 \pm 27$ μM from fits of 21 binding isotherms (Figure 32A-C; dashed lines). However, further inspection of the back plotted theoretical curve for a two-state binding process with a $K_D$ of $56 \pm 27$ μM clearly does not properly describe the chemical shift dependence for many of the residues. This is also reflected in the large uncertainty in the $K_D$. Instead three distinct profiles for binding isotherms emerged that did not corroborate with the two-state derived $K_D$ (Figure 33A-C). Out of the 21 residues that displayed significant chemical shift perturbations, five residues reported single binding event titration curves (Figure 32A) with a $K_D$ a factor of two less than the globally derived one ($K_D = 20 \pm 13$ μM) and is similar to the $K_D$ that was derived when the titration was performed when ubiquitin resonances were observed. Instead, other residues even display a sigmoidal behavior (Figure 32B and C). Residues were separated in Figure 32B and C based on their initial slope where $\Delta \omega_N$ was less than 0.1 at a Dsk2/ubiquitin ratio of 0.25 (Figure 32). This criterion was established based on the fit statistics ($\chi^2$) value at which point the different models were compared with an F-test in order to determine if a singular or sigmoidal binding model was more applicable (Materials and Methods). Sigmoidal binding isotherms [189,190] infer two possibly different situations. Either the protein whose resonances’ are being queried undergo two binding events or there is the existence of two independent binding sites for a given protein. Using a model [190] that describes this dependence we could extract a $K_D1$ of $27 \pm 16$ μM ($36 \pm 20$ μM) and a $K_D2$ of $73 \pm 58$ μM ($25 \pm 12$μM) for residues in Figure 32B (Figure 32C), respectively. The identification of a multiple modes of binding from
the reverse titration purports the necessity to investigate free Dsk2 alone in order to establish if there is potential interconversion kinetics amongst Dsk2 alone that could be used to define a binding scheme that might contradict or conform with the above titration results.

Since RD is sensitive to alternatively populated states, it can be used to shed light on whether there are other states sampled within free Dsk2 conformers. We conducted CT-CPMG experiments on $^{15}$N nuclei at 283 K and detected significant exchange contribution to $R_{2,\text{eff}}$ for 13 residues in Dsk2 (Figure 33A). These 13 residues were fitted globally and a fast exchange event with a $\tau_{ex}$ of 178 ± 14 µs was realized and thus prevents the separation of populations from the structural information. An X-ray structure of Dsk2 has been reported in which Dsk2 monomers can form a multimeric chain [191]. Each native Dsk2 molecule contains an asymmetric dimer interface on both sides of a given Dsk2 monomer that ultimately appears as a polymer of multiple Dsk2 molecules. Interestingly, the same sites that reported the exchange event overlap with this interface (Figure 33B).

**Figure 33** (A) The dependence of $R_{2,\text{eff}}$ on $v_{\text{CPMG}}$ from a CT-CPMG experiment conducted on a 1 mM sample of native free Dsk2. Out of the 13 residues that displayed significant relaxation dispersion residues Tyr332 (green points), Asp348 (blue points), and Gly358 (red points) are depicted in A. All experiments were performed at 283 K using spectrometers operating at $^1$H Larmor frequencies of 600 (circles) and 800 (triangles) MHz. (B) Ribbon representation of the Dsk2 multimeric structure (tan color; PDB: 2BWB [191]) superimposed with the solution NMR
structure of the ubiquitin/Dsk2 complex (ubiquitin structure blue color; PDB: 1WR1 [181]). Residues in red correspond to the thirteen residues for which exchange was detected. From the Dsk2 structure [191] chains B, C, and D are presented and residues identified from the CPMG experiments are shown in red on both sides of the asymmetric interface between Dsk2 monomers. The binding interface for ubiquitin (blue) does not directly coincide with the multimerization interface between different Dsk2 monomers.

Taking this information together, we have a situation in which the observed behavior of Dsk2 as a function of ubiquitin concentration shows two binding modes (Figure 32). Now, coupled with the site-specific kinetic information (Figure 33) that correlates with an asymmetric self-interaction interface between Dsk2 monomers, we have to expand the kinetic scheme to be

\[
D_1 - Ubq \xrightleftharpoons[k_{on,1}, Ubp_{free}]{k_{off,1}} D_1 \xrightleftharpoons[k_{on,2}, Ubp_{free}]{k_{off,2}} D_2 \xrightleftharpoons[k_{off,2}]{k_{on,2}} D_2 - Ubq
\]

However, since the Dsk2 concentration was kept constant throughout the titration we can reform the kinetic scheme to involve a simple interconversion between two states of Dsk2 (D1 and D2) and that interconvert with k1 and k2 in the following:

\[
D_1 - Ubq \xrightarrow{k_{off,1}} D_1 \xrightarrow{k_1} D_2 \xrightarrow{k_2} D_2 - Ubq
\]

We can derive a relation that relates the apparent two-state \( K_D^{app} \) to this complex behavior observed in Figure 33.

\[
K_D^{app} = \frac{[D_1] + [D_2][Ubq_{free}]}{[D_1 - Ubq] + [D_2 - Ubq]} \quad (Eq \ 6.2.1)
\]

Since, we measure under equilibrium conditions microscopic reversibility [170] holds so the concentrations of \([D_2]\), \([D_1 - Ubq]\) and \([D_2 - Ubq]\) are given by
\[ [D_2] = \left( \frac{k_2}{k_1} \right) [D_1] \]

\[ [D_1 - Ubq] = \frac{k_{on,1} [D_1][Ubq_{free}]}{k_{off,1}} = \frac{[D_1][Ubq_{free}]}{K_{D1}} \quad \text{(Eq - 6.2.2)}. \]

\[ [D_2 - Ubq] = \frac{k_{on,2} [D_2][Ubq_{free}]}{k_{off,2}} = \frac{[D_2][Ubq_{free}]}{K_{D2}} \]

Upon substitution of equation 6.2.2 we find

\[ K_{D,app}^{\text{app}} = \frac{\left( 1 + \frac{k_2}{k_1} \right) K_{D1}K_{D2}}{K_{D2} + \left( \frac{k_2}{k_1} \right) K_{D1}} \quad \text{(Eq - 6.2.3)}. \]

Let us assume for a moment equal populations of D_1 and D_2, inserting what was found from the sigmoidal analysis of the Dsk2 titration (Figure 32C) is in qualitative agreement with 30 ± 15 μM (with the data from Figure 32B; 39 ± 25 μM) with the residues determined using the two-state apparent K_D (20 ± 14 μM). However, for accurate quantitation of this effect it would be necessary to uniquely determine the ratio of k_2/k_1 because the equilibrium between D_1 and D_2 will affect the calculation of the free ubiquitin concentration which is dependent on \([D_1 - Ubq]\) and\([D_2 - Ubq]\). This model could also be too simplistic as we can speculate that since the binding interface for ubiquitin is unique compared to the interaction surface for Dsk2 monomers the above scheme might have to be extended to allow for two ubiquitin binding sites within one Dsk2 dimer. Therefore, the inherent complexity of native Dsk2 and ubiquitin interaction measured at concentrations that are favorable for RD experiments are nontrivial. As measurements at higher relative concentrations of Dsk2 not only affected the measured R_{2,eff} values from the ubiquitin side (Figure 31A), but also reported elevated τ_C values (Figure 31B), and multiple binding modes.
were observed from the Dsk2 side (Figure 32). Although, the impact on the internal sampling dynamics of ubiquitin may not be affected by this; we have begun to take steps at abolishing the self-interaction surfaces of Dsk2 and further work with this complex is underway (Appendix Figure 13) to confine the kinetic scheme to the initial one of Figure 29. Initial work with a mutant of Dsk2 has also identified differences in the HSQC based titrations when the same ratios, but different relative protein concentrations are used (Appendix Figure 13). This is in accordance with the assumed $K_{D}^{app}$ above (Eq. 6.2.3). Further analysis as to the exact multimerization state of Dsk2 should be evaluated and concentration dependent studies are required to find conditions where a singular species or high population of it would exist. Concentration or temperature dependent RD measurements of free Dsk2 could allow for the quantitation of its conformational equilibrium.

6.3 Interaction of ubiquitin with SH3

Since ubiquitin has many binding partners we have recently explored the applicability of its interaction with the SH3-C domain of CIN85 (SH3) \[182,183\]. An HSQC based titration (Figure 32A) revealed characteristic titration curves that are well described by the standard two-state binding model and gave an apparent $K_D$ of $333 \pm 50 \mu$M (Figure 34B). For this titration the concentration of ubiquitin was kept constant at $400 \mu$M as the SH3 concentration was increased. A global analysis using only the amide proton chemical shifts did not change the $K_D$ value. From previous reports this $K_D$ differs by a factor of two, but the construct utilized here differs by an extension of 7 and 5 residues on the N- and C- termini, respectively \[182\]. This extension has been shown to increase the stability of this SH3 domain and while maintaining a monomeric state in solution \[182\]. But how such an extension would affect the affinities for systems that share the
Figure 34 (A) Resonances of $^{15}$N labeled ubiquitin are monitored via a series of HSQCs where the concentration of SH3 is increased. Free ubiquitin corresponds to the spectrum in green and the titrated solution that went up to an SH3/ubiquitin ratio of 4.4 is in red. (B) Binding isotherms of select residues as a function of increasing concentration of SH3. The ubiquitin concentration was kept constant at 400 $\mu$M and all experiments were conducted at 298 K.

same interaction surface as ubiquitin was not determined. This SH3 domain provides singular binding isotherms and appears to be a promising avenue as a system to explore the conformational sampling dynamics of ubiquitin (Figure 29) during a binding interaction.

6.4 Materials and Methods

HSQC based titrations For all titrations, stock solutions were prepared in which the ligand was kept at a high concentration and the protein concentration was kept constant. The acquisition parameters for each titration can be found in Table 7. Between each point the sample was given fifteen minutes to equilibrate in the magnet in order to ensure consistency between each point. All experiments employed sufficient dummy scans before the acquisition of any data and used recycle delays of one second. All spectra were processed using the NMRPipe software package.
and were visualized in CARA [122]. $^{15}$N chemical shifts were used for the global analysis if the difference between the chemical shift value at the highest concentration of ligand and the free form exceeded 0.2 ppm [189]. All spectra zero-filled in both dimensions up with 8192 points.

$$\begin{array}{|c|c|c|}
\hline
\text{Protein-Ligand Pair} & t_{1,\text{max}} \text{ (complex points)} & t_{2,\text{max}} \text{ (complex points)} \\
\hline
^{15}\text{N ubiquitin} – \text{Dsk2} & 32 \text{ ms (100)} & 48 \text{ ms (512)} \\
^{15}\text{N Dsk2} – \text{ubiquitin} & 83 \text{ ms (256)} & 48 \text{ ms (512)} \\
^{15}\text{N ubiquitin} – \text{SH3} & 55\text{ms (150)} & 98 \text{ ms (1024)} \\
^{15}\text{N ubiquitin} – \text{Dsk2}^{R356} \text{ (1)} & 77 \text{ ms (160)} & 61 \text{ ms (512)} \\
\hline
\end{array}$$

Table 7 Experimental acquisition parameters for the aforementioned HSQC titrations (1) Acquisition details for Appendix Figure 13.

The models used for the two-state and sigmoidal ligand dependence were taken from the literature using references [46,74,189,190]. An F-test was used to ascertain the statistical significance between models in cases where the sigmoidal binding isotherms were analyzed [155]. The uncertainties in the fitted parameters were determined using a conservative approach suggested from [192]. An error of 10 % in the concentrations form the addition of ligand to the protein solution, or from the stock solution was assumed. This effectively shifts the data points along the abscissa. 1000 data sets were created using a normal distribution whose mean was centered at these shifted concentrations and then subsequently refit. The standard deviation from each minimization was used as the error in the extracted parameter. Assumed errors from both sources did not perturb the mean position of the $K_D$ and gave similar error bars.

**CT-CPMG and TRACT** CT-CPMG experiments (Chapter 5) were performed using the sequence in Figure 28 with a TROSY readout for the measurements made at a lower temperature and the pulse code can be found in the Pulse Program section of this dissertation. Refocusing frequencies were varied between 80 and 960 Hz with several duplicates used for error estimation. The constant-time length of was set to 50 ms. Experiments were conducted using both 600 and
800 MHz spectrometers. Analysis of the data was done in an identical manner as was described in Chapter 5 and was fit using the LM model. The temperature was set to 283 K. All TRACT experiments were recorded at 298 K using a spectrometer operating at a $^1$H Larmor frequency of 600 MHz. Delays for sampling the relaxation rate of the $\alpha$ and $\beta$ state were varied between 2 and 220 ms. Integration was taken over a window of 6.5 to 9.0 ppm, but changing this window did not affect the determination of $\tau_C$. The functions used to extract $\tau_C$ can be found in reference [65].
Summary

The supra-\(\tau_C\) range which is a time window that spans four orders of magnitude \[11\] was not accessible by kinetic type measurements. Through the use of super-cooled RD \[109,112\] focused on \(^{15}\)N nuclei, chemical shift variance calculations on RDC conformational ensembles, and solution DR we could elucidate kinetics within the ground-state ensemble of ubiquitin (Chapter 2). At physiological temperatures the conformer interconversion lifetime was found to be between 1 and 19 \(\mu\)s. It was also demonstrated that RDC based ensembles \[11,111,112\] can have predictive power for qualitative estimation of conformational amplitudes detectable by RD experiments. The high complementarity between solution DR and super-cooled RD outlined from Chapter 2 can open the doors for functional studies on other systems of interest that may display motion from the supra-\(\tau_C\) range.

Experimental limitations rendered the observation of only two nuclei, one of which Ile13, that had not been observed before by RD experiments (Chapter 2). Since studies into the supra-\(\tau_C\) range were restricted to 40 \(\mu\)s we focused on extending this border for \(^{15}\)N nuclei. In order to achieve this we demonstrated that the use of cryogenically-cooled probeheads, a device found in many NMR based laboratories, could be safely applied to access motions up to 25 \(\mu\)s (Chapter 3). When compared to previous specified limitations this reflects an improvement by a factor of 3.2. Validation was provided by comparing previously published lifetimes \[44,108,112\] with the ones determined using large amplitude spin-lock fields. Additional advantages were realized not only in the increased level in quantitation of RD data, but by utilizing cryo-probeheads the increased sensitivity coupled with on-resonance experiments permitted the observation of resonances that displayed smaller conformational amplitudes (Chapter 3). We expanded on the use of large-
amplitude spin-lock fields by pursuing such measurements on $^{13}$C and $^1$H nuclei (Chapter 4). We could attain unprecedented increases that now place the minimum observable lifetimes to 10 and 4 $\mu$s for $^{13}$C and $^1$H, respectively. This approach was then applied to $^{13}$C methyl nuclei in which 10 methyl carbon sites reported relaxation dispersion and interestingly, methyl $^1$H sites were relaxation dispersion silent at 277 K with the maximum spin-lock strengths used here. The extracted exchange lifetimes for the methyl nuclei (Chapter 4) were similar to that of backbone nuclei (Chapter 2 & 3) in which global fitting of all nuclei revealed a common timescale of motion with a lifetime of 55-60 $\mu$s at 277 K. The potential differences between methyl carbon and methyl proton sources of RD were analyzed and determined to stem dihedral changes of methyl carbon nuclei. However, rotamer jumps on the microsecond timescale could not reconcile the experimentally observed conformational amplitudes. Instead, upon analysis of MD simulations [150], which coincide with the timescale for rotameric jumps (pico- to nanosecond) [149], performed on ubiquitin in complex with a variety of binding partners revealed that depending on the motion experienced by the backbone and side chain elements predicated population shuffling between assumed rotamer states. A new model emerged that while depending on the degree of openness between the backbone and side chain the populations of rotameric states are shuffled (Chapter 4). Namely, that the relaxation dispersion from the methyl nuclei reported on the relative population differences and not just on discrete interconversion events.

From Chapter 5, an experimental approach for attaining enhanced accuracy of kinetics derived from the commonly used CT-CPMG was demonstrated. For $^{15}$N nuclei, CT-CPMG experiments are typically limited to observing kinetic lifetimes up to 150 $\mu$s [90,91], and it was shown that within the fast-exchange regime the extraction of kinetic rate constants can be
compromised without knowledge of the intrinsic relaxation rate. An experiment was developed, HEROINE, which monitors the exact same coherences as in the CT-CPMG experiment. However, HEROINE uses large amplitude spin-lock fields (Chapter 3) to measure the relaxation rate at the end-point of the dispersion curve. The use of high powered spin-lock fields permits a more veracious relaxation rate in which motions up to 25 μs are removed. This was tested on two systems and in the case for OAA without the HEROINE determined rate kinetic rates would have been underestimated by 66% (Chapter 5) in one example. Additionally in contrast to conventional relaxation measurements, which do not probe the same coherences as in CT-CPMG experiments, HEROINE provides a facile method that is directly comparable.

Recent endeavors towards the determination of conformer sampling events during an interaction event were presented in Chapter 6. So far two ubiquitin binding partners have been tested the UBA domain of Dsk2p [181] and the SH3-C domain of CIN85 [182,183]. Multiple binding modes were detected in the Dsk2 molecule and were confirmed by using reverse titrations with labeled Dsk2 and CT-CPMG experiments of just Dsk2 alone. Although this is not immediately favorable for understanding sampling kinetics in ubiquitin, further analysis and mutational work could resolve the nontrivial binding behavior that was observed for native Dsk2. Still this study underlies the strengths of NMR based approaches for monitoring binding events. HSQC based approaches allow for rapid determination of dissociation constants, but lowly populated intermediates observed via RD experiments can provide increased detail to complex binding mechanisms while maintaining atomic resolution. Alternatively, the SH3 system gave characteristic binding curves for a single binding mode. Further work will be necessary to completely ascertain ubiquitin’s binding kinetics with SH3 in hopes of experimentally defining
the kinetic rates that dictate the interplay between conformational selection and the induced-fit binding mechanisms [104].

Relaxation dispersion has arisen as a powerful tool for the investigation of micro- to millisecond motions in proteins [27,32,33,68,69,106,112,128,139,157,193-195]. Their use and efficacy has been further extended in this dissertation. Even though a large dedication was given to the small protein, ubiquitin, kinetic measurements within the supra-τC range are now feasible [112] and can be probed with motions as fast as 25 (15N nuclei) [129], 10 (13C nuclei), and 4 (1H nuclei) μs. As long as the system is tractable for solution NMR studies it can be done without having to work in the solid-state or having to make chemical modification to the system of interest therefore making it an ideal avenue for more physiologically relevant studies. As it becomes increasingly transparent that the dynamics of a system can govern its function, the experimental and theoretical approaches outlined here can help in validating, testing, or reinforcing our understanding of the complex and dynamic nature of systems of biological interest.
Appendix

Appendix Figure 1 The difference between $R_{2,\text{eff}}$ at low ($\nu_{\text{CPMG}} = 67$ Hz) and high ($\nu_{\text{CPMG}} = 1000$ Hz) measured from a conventional CT-CPMG experiment. Data for 72 observable residues across ubiquitin measured at 298 K are represented. No residues gave statistically significant dispersion at this high temperature, and the dashed line is plotted at 0 s$^{-1}$ to guide the eye. The errors in $\delta R_{2,\text{eff}}^{\text{CT-CPMG}}$ were propagated as the sum of the errors from the low and high frequency measurements.
**Appendix Figure 2** Scatter plots of the predicted chemical shift variance from the RDC-enforced ensembles compared to the ratio between internuclear vector fluctuations from motions up to $\tau_c$ ($S_{LS}^2$; Lipari-Szabo type order parameter [116]) and motions including the supra-$\tau_c$ range ($S_{RDC}^2$). $\Phi_{\text{ensemble}}$ was calculated for the EROS (A-C) [11], EROSII (D-F) [112], and ERNST (G-I) [111] ensembles using the SHIFTX [113], SHIFTS [114], and SPARTA [115] chemical shift prediction programs (red, green, and blue points, respectively). The dashed line drawn through each plot goes through Val70. Points after the dashed line indicate amides with greater mobility than Val70 from motions on the supra-$\tau_c$ range. The errors in $S_{LS}^2/S_{RDC}^2$ are propagated from the error in $S_{RDC}^2$ [102]. For Ile13, there is no reported $S_{LS}^2$. 
**Appendix Table 1** Conformational exchange parameters for ubiquitin residues probed by the super-cooled RD experiments

<table>
<thead>
<tr>
<th>Residue</th>
<th>260 K(^a)</th>
<th>265 K</th>
<th>269 K</th>
<th>273 K</th>
<th>277 K</th>
<th>280 K(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ile13</td>
<td>(\tau_{ex}) ((\mu)s)</td>
<td>-</td>
<td>122 ± 40(^c)</td>
<td>90 ± 50(^c)</td>
<td>63 ± 17(^c)</td>
<td>61 ± 20(^c)</td>
</tr>
<tr>
<td></td>
<td>(\Phi_{ex}) (10(^3) rad(^2) s(^{-2}))</td>
<td>-</td>
<td>48 ± 30</td>
<td>40 ± 36</td>
<td>51 ± 47</td>
<td>32 ± 28</td>
</tr>
<tr>
<td>Ile23</td>
<td>(\tau_{ex}) ((\mu)s)</td>
<td>-</td>
<td>73 ± 20</td>
<td>-</td>
<td>101 ± 42</td>
<td>84 ± 24</td>
</tr>
<tr>
<td></td>
<td>(\Phi_{ex}) (10(^3) rad(^2) s(^{-2}))</td>
<td>-</td>
<td>170 ± 40</td>
<td>-</td>
<td>102 ± 52</td>
<td>113 ± 41</td>
</tr>
<tr>
<td>Asn25</td>
<td>(\tau_{ex}) ((\mu)s)</td>
<td>-</td>
<td>100 ± 20</td>
<td>99 ± 33</td>
<td>80 ± 19</td>
<td>72 ± 6</td>
</tr>
<tr>
<td></td>
<td>(\Phi_{ex}) (10(^3) rad(^2) s(^{-2}))</td>
<td>-</td>
<td>213 ± 30</td>
<td>245 ± 21</td>
<td>238 ± 123</td>
<td>185 ± 22</td>
</tr>
<tr>
<td>Thr55</td>
<td>(\tau_{ex}) ((\mu)s)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(\Phi_{ex}) (10(^3) rad(^2) s(^{-2}))</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Val70</td>
<td>(\tau_{ex}) ((\mu)s)</td>
<td>133 ± 28(^d)</td>
<td>90 ± 30(^d)</td>
<td>109 ± 31(^d)</td>
<td>66 ± 23(^d)</td>
<td>67 ± 10(^d)</td>
</tr>
<tr>
<td></td>
<td>(\Phi_{ex}) (10(^3) rad(^2) s(^{-2}))</td>
<td>390 ± 80</td>
<td>120 ± 60</td>
<td>87 ± 27</td>
<td>120 ± 65</td>
<td>54 ± 14</td>
</tr>
</tbody>
</table>

\(^a\)measurements previously reported by Mills et al. [109]

\(^b\)measurements previously reported by Massi et al. [108]
Previous interpretations of kinetic measurements on ubiquitin

Ubiquitin has been a system of focus for the development and testing of new NMR methodologies. That being said there are many other sources of information pertaining to its motion from a wide range of timescales [63,108,112,196]. Here, we will focus on other RD experiments that have been conducted on ubiquitin and that appear in the literature. An initial study by Massi and coworkers [108] reported microsecond motions for Ile23, Asn25, Thr55, and Val70 in ubiquitin. Observed RD was explained using a discrete two-state model. A minor population ($p_B$) of 0.02 was estimated from the random coil chemical shift for Valine (~6 ppm). This value for $p_B$ was used under the presumptuous justification that all native contacts are lost for Val70 and is thus the cause for the observable dispersion. This is unlikely considering the stability of Val70’s contacts, for example its hydrogen bonding with Arg42 has been shown to be extremely stable over a broad range of temperatures and pressures [197,198]. Still, this value for $p_B$ was further used in their work to interpret the motions for Ile23, Asn25, and Thr55. From which, a discrete two-state hydrogen bond reordering process with a forward lifetime of $\tau_1 \approx 2$ milliseconds was determined. In order to check the observed dispersion at 280 K a back calculation was done assuming an expected upfield shift of 4.5 ppm for $^{15}$N Threonine nuclei when a hydrogen bond is disrupted [108,199]. For reconciliation of the observed $\Phi_{ex}$ at 280 K for Ile23 a 1.5 ppm upfield shift was assumed for a disrupted hydrogen bond plus a $\chi_1$ change from -60° to +60° (attributed with a 4.5~5.0 ppm change) was then used to back calculate $\Phi_{ex}$ for Ile23. Although, under their assumptions back calculations for Ile23 and Thr55 were within error, Asn25 would require an unrealistically large value of $\Delta\omega$ ~9 ppm to match the experimentally determined $\Phi_{ex}$. No further interpretation was given for Asn25 and Val70 in their report.
Appendix Figure 3  Arrhenius dependence for Ile23 (A) and Asn25 (B). Activation energies for Ile23 and Asn25 were 24 ± 19 and 33 ± 14 kJ/mol, respectively derived from the super-cooled R_{1p} experiments.

However, from our temperature dependence of τ_{ex}, the Arrhenius extrapolation revealed a similar activation energy for Asn25 when compared to Ile13 and Val70 (Appendix Figure 3). Additional insight can be reached by looking at the temperature dependence of Φ_{ex} from the super-cooled RD.

In Appendix Figure 3, the Φ_{ex} values from the temperature dependent super-cooled R_{1p} experiments are presented. With a pure two-state process one would expect that the Φ_{ex} values would decrease with decreasing temperature because p_B would decrease. From Appendix Figure 3, this is not the case especially for Asn25 (Appendix Figure 3C) where the error for the Φ_{ex} is the smallest, and no trend towards a diminishing Φ_{ex} can be seen as the temperature decreases. Therefore, the use of only a two-state model to describe the observed RD may not be a correct one, or is too simplistic to fully describe the exchange event. Additionally, the observed RD for
Asn25 may not stem solely from an excited state model, but might be overlapped with another process, namely the ground-state sampling of ubiquitin conformers, and is different to what was initially postulated from Massi and coworkers.

Appendix Figure 4 Experimentally determined $\Phi_{ex}$ from off-resonance $R_{1p}$ experiments (Chapter 2) conducted in super-cooled and low temperature conditions plotted for Ile13 (A), Ile23 (B), Asn25 (C), and Val70 (D).

A recent publication in which mutants of ubiquitin were made for Glu24 and Gly53, two resonances that are broadened beyond detection in a [$^{1}$H,$^{15}$N]-HSQC due to chemical exchange, were identified to produce a unique hydrogen bond that is formed between the side chain carboxyl group of Glu24 and the nitrogen backbone site of Gly53 [200]. Two mutants, Glu24Ala and Gly53Ala were created and then their exchange contributions from conventional relaxation measurements determined. Their Lipari-Szabo analysis was conducted at 278 K and found that by mutation of Glu24 to alanine the exchange contribution, determined from model fitting, for
Ile23, Asn25, and Thr55 vanished indicating that the large source of their observed exchange contribution may be predominately from the reordering between Glu24 and Gly53 [200]. Importantly, in their measurements, Val70 retained its exchange contribution even with the dissolution of the hydrogen bond reordering of Glu24 and Gly53 within the mutants. Thus, providing further evidence that Val70’s exchange contribution does not arise from the previously stated hydrogen bond reordering process. The authors did not detect any exchange contribution via the conventional Lipari-Szabo data fitting routine for Ile13. The formation and breaking of this hydrogen bond has been attributed to cause a peptide bond flip in Asp52 which has been observed in several structures of ubiquitin in complex with binding partners [200,201]. This peptide bond flip also exists in the EROS and EROSII ensembles. At this point it is important to mention that lowly populated states are not expected to exist in the RDC-derived ensembles because a small population would hardly change the RDC values ($RDC_{obs} = \sum_{i}^{N} p_i RDC_i$). Indeed, Ile23, Asn25, and Thr55 did not show significant $\Phi_{ensemble}$ values when $^{15}$N chemical shifts ($\delta_{15N}^{\text{predicted}}$) were predicted from the RDC-derived ensembles (Figure 4). In the above measurements (Chapter 2), Thr55 did not show dispersion up to 260 K indicating that the effect of this process does not contribute in super-cooled conditions (Chapter 2; [109,112]).

However, even with the identification of the role Glu24 and Gly53 have on perturbing the chemical environments for Ile23, Asn25, and Thr55 [200] it is important to consider that the process may not be a discrete two-state event deriving solely from motion of their nitrogen sites. Further information may be attained into the complex behavior of these residues by performing in depth temperature dependent RD experiments using high-powered $^1$H RD in order to visualize their $\Phi_{ex}$ values over a broad range of temperatures.
Cross-correlated relaxation rates measured for N-Cα, N-C’, and C’-Cα have also been used to identify the same “hotspot” as described above, but lacked in any kinetic information [202,203]. After publication of reference [112], another report in which multiple quantum (MQ) coherences were probed in a transverse rotating frame experiment has retained similar kinetics for Ile23, Thr55 and Val70 at 277 K [44]. In the MQ-RD experiment, dispersion relies not only on the modulation of a single nucleus, as in the single quantum experiments carried out above, but on the chemical shift differences experienced by two nuclei. In the aforementioned MQ-RD experiments case auto and cross relaxation mechanisms between $^{15}$N/$^1$H$^N$ sites compound the measurement in addition to a contribution from chemical exchange. The amplitude of the dispersion is then proportional to chemical shift differences for both $^{15}$N and $^1$H$^N$ and their respective change in the sign of the chemical shift. Although, the extracted kinetic information [44] was similar to what has been previously presented [112,133] an in-depth analysis into a mechanism for the motion was not pursued. It is interesting to comment that the same concept was employed by the same group, but weaker refocusing fields were implemented in the form of a CPMG experiment where the same sites were found, but their older determined timescales are lower by a factor of three [196]. Their new measurements using stronger refocusing fields are in accordance with the super-cooled RD measurements (Chapter 3).
Appendix Figure 5 The ratio between $S_{LS}^2$ and $S_{RDC}^2$ for residues in ubiquitin where both order parameters have been determined. Residues with a ratio greater than one indicate additional modes of motion from within the supra-$\tau_c$ range. Lipari-Szabo and RDC order parameters come from Tjandra et al. and Lakomek et al. [102,116]. Val70 is the residue at the rightmost place on the plot.
Appendix Figure 6 Dispersion curve for $^{15}$N backbone site of Leu15 that shows no exchange contribution to $R_{2,\text{eff}}$. The dispersion curve was measured as described in the main text, and temperature fluctuations were effectively controlled as a flat dispersion curve was obtained.
Appendix Figure 7 Global fits (red curves) to all acquired dispersion data for $^{13}$C methyl and backbone $^{15}$N nuclei plotted as a function of the utilized spin-lock strength ($v_1$). For most data points the error bars are within the black data points.
Appendix Table 2 Exchange parameters that define the observed dispersion for methyl $^{13}$C and $^{15}$N backbone residues fitted individually, for each nucleus type, and then both $^{15}$N and $^{13}$C fitted globally.

<table>
<thead>
<tr>
<th></th>
<th>Individual $^{13}$C/$^{15}$N</th>
<th>Global: $^{13}$C/$^{15}$N</th>
<th>Global: $^{13}$C &amp; $^{15}$N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Val5γ1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{ex}$ (μs)</td>
<td>66 ± 16</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>$\Phi_{ex}$ (10$^9$ rad s$^{-2}$)</td>
<td>18.8 ± 4.1</td>
<td>20.0 ± 1.1</td>
<td>20.6 ± 1.2</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>5.99 ± 0.05</td>
<td>5.98 ± 0.02</td>
<td>5.97 ± 0.03</td>
</tr>
<tr>
<td>$R_1$ (s$^{-1}$)</td>
<td>0.00 ± 0.28</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td><strong>Leu1581</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{ex}$ (μs)</td>
<td>58 ± 14</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>$\Phi_{ex}$ (10$^9$ rad s$^{-2}$)</td>
<td>23.2 ± 5.8</td>
<td>22.7 ± 1.0</td>
<td>22.5 ± 1.0</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>4.34 ± 0.06</td>
<td>4.34 ± 0.02</td>
<td>4.34 ± 0.03</td>
</tr>
<tr>
<td>$R_1$ (s$^{-1}$)</td>
<td>0.09 ± 25.2</td>
<td>1.02 ± 1.95</td>
<td>0.88 ± 0.90</td>
</tr>
<tr>
<td><strong>Ile238</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{ex}$ (μs)</td>
<td>89 ± 8</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>$\Phi_{ex}$ (10$^9$ rad s$^{-2}$)</td>
<td>22.4 ± 1.4</td>
<td>28.6 ± 1.1</td>
<td>28.2 ± 1.2</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>3.41 ± 0.03</td>
<td>3.32 ± 0.03</td>
<td>3.32 ± 0.03</td>
</tr>
<tr>
<td>$R_1$ (s$^{-1}$)</td>
<td>0.00 ± 0.05</td>
<td>0.00 ± 0.10</td>
<td>0.00 ± 0.09</td>
</tr>
<tr>
<td><strong>Leu4361</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{ex}$ (μs)</td>
<td>57 ± 11</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>$\Phi_{ex}$ (10$^9$ rad s$^{-2}$)</td>
<td>41.9 ± 6.8</td>
<td>41.1 ± 1</td>
<td>39.8 ± 1.1</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>5.14 ± 0.07</td>
<td>5.14 ± 0.02</td>
<td>5.16 ± 0.02</td>
</tr>
<tr>
<td>$R_1$ (s$^{-1}$)</td>
<td>0.00 ± 13.4</td>
<td>0.00 ± 0.93</td>
<td>0.00 ± 1.12</td>
</tr>
<tr>
<td><strong>Leu4362</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{ex}$ (μs)</td>
<td>71 ± 10</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>$\Phi_{ex}$ (10$^9$ rad s$^{-2}$)</td>
<td>28.7 ± 2.9</td>
<td>31.7 ± 1.2</td>
<td>31.7 ± 1.5</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>3.94 ± 0.04</td>
<td>3.89 ± 0.03</td>
<td>3.89 ± 0.03</td>
</tr>
<tr>
<td>$R_1$ (s$^{-1}$)</td>
<td>0.00 ± 0.46</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td><strong>Ile448</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{ex}$ (μs)</td>
<td>53 ± 5</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>$\Phi_{ex}$ (10$^9$ rad s$^{-2}$)</td>
<td>49.4 ± 2.0</td>
<td>47.4 ± 1.3</td>
<td>48.8 ± 1.6</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>1.62 ± 0.04</td>
<td>1.65 ± 0.02</td>
<td>1.63 ± 0.03</td>
</tr>
<tr>
<td>$R_1$ (s$^{-1}$)</td>
<td>0.00 ± 0.04</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td><strong>Leu5082</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{ex}$ (μs)</td>
<td>58 ± 4</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>$\Phi_{ex}$ (10$^9$ rad s$^{-2}$)</td>
<td>122.3 ± 9.1</td>
<td>119.5 ± 0.8</td>
<td>118.9 ± 1.0</td>
</tr>
<tr>
<td>$R_{2,0}$ (s$^{-1}$)</td>
<td>4.53 ± 0.11</td>
<td>4.57 ± 0.02</td>
<td>4.57 ± 0.02</td>
</tr>
<tr>
<td>$R_1$ (s$^{-1}$)</td>
<td>0.00 ± 1.87</td>
<td>0.00 ± 0.02</td>
<td>0.00 ± 0.02</td>
</tr>
<tr>
<td><strong>Leu5682</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\tau_{\text{ex}}) ((\mu)s)</td>
<td>(\Phi_{\text{ex}}) (x10^3 rad/s²)</td>
<td>(R_{2,0}) (s⁻¹)</td>
</tr>
<tr>
<td>----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>(\tau_{\text{ex}}) ((\mu)s)</td>
<td>64 ± 6</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Val70γ2</td>
<td>59 ± 11</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Leu71α2</td>
<td>80 ± 31</td>
<td>61 ± 1</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Ile13N</td>
<td>50 ± 9</td>
<td>56 ± 2</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Thr14N</td>
<td>62 ± 6</td>
<td>56 ± 2</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Ile123N</td>
<td>84 ± 24</td>
<td>56 ± 2</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Asn25N</td>
<td>72 ± 6</td>
<td>56 ± 2</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Leu43N</td>
<td>75 ± 10</td>
<td>56 ± 2</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Phe45N</td>
<td>82 ± 12</td>
<td>56 ± 2</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Gln49N</td>
<td>101 ± 32</td>
<td>56 ± 2</td>
<td>61 ± 1</td>
</tr>
<tr>
<td>Thr55N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>$\Phi_{\text{ex}} \times 10^3 \text{ rad/s}^2$</td>
<td>7.1 ± 1.2</td>
<td>11.8 ± 1.1</td>
<td>9.4 ± 0.9</td>
</tr>
<tr>
<td>$R_{2,0} \text{ (s')}$</td>
<td>10.84 ± 0.06</td>
<td>10.72 ± 0.03</td>
<td>10.78 ± 0.03</td>
</tr>
</tbody>
</table>

| Val70N$^1$ | | | |
|---|---|---|
| $\tau_{\text{ex}} \text{ (\mu s)}$ | 51 ± 5 | 56 ± 2 | 61 ± 1 |
| $\Phi_{\text{ex}} \times 10^3 \text{ rad/s}^2$ | 52.7 ± 7.0 | 48.8 ± 2.3 | 45.5 ± 1.8 |
| $R_{2,0} \text{ (s')}$ | 12.01 ± 0.15 | 12.08 ± 0.08 | 12.16 ± 0.05 |

$^1$ Val70N was fit with the full dispersion curve composed of 51 different field strengths.
Appendix Figure 8 (A) 31 nuclei in total that have been detected to undergo an exchange event are plotted across the residue number. The individual fits to all nuclei (B) indicate a common timescale of motion that was determined globally to be a $\tau_{ex}$ of 55 $\mu$s (B; dashed line). The sites that have been measured are not locally conserved, but are spread throughout the structure of ubiquitin (C). In blue, cyan, brown, and yellow are the backbone $^{15}$N, backbone $^1$H$^N$, methyl $^{13}$C, and methyl $^1$H nuclei, respectively. Figure courtesy of Dr. Colin Smith (MPI-BPC, Dept. Theoretical and Computational Biophysics)
Appendix Figure 9 Solvent accessibility for all methyl groups that reported on having microsecond fluctuations at 277 K compared with their calculated relative population changes to the trans position ($\Delta \rho_{\text{t, A} \rightarrow \text{B}}$). There is no clear correlation between the population shuffling of methyl groups and their accessibility with the solvent. The Pearson correlation coefficient was 0.41. The solvent accessibility was calculated using the PYMOL program.
Appendix Figure 10 Dependence of chemical exchange ($R_{\text{ex}}$) on $k_{\text{ex}}/\Delta \omega$ using the simulation parameters in Figure 24 of Chapter 4. The analytical Carver-Richards equation [174], that is valid over all timescales is plotted as the black curve. Bloch-McConnell (BM) [161] equations with $R_{2,\text{eff}}$ calculated over the major state ($p_a$) and summed over both major and minor states are shown in orange and red, respectively. The Luz-Meiboom (LM) [162] equation is presented as the blue curve. For the LM model, overestimation in $R_{\text{ex}}$ produces an asymptotic profile in Figure 1 when $k_{\text{ex}}/\Delta \omega < \sim 3$ and leads to a larger fractional error in $k_{\text{ex}}$ from the simulations in Figure 1. At $k_{\text{ex}}/\Delta \omega \sim 3$ there is only a 5% difference in $R_{\text{ex}}$ calculated with the LM formalism as compared to the Carver-Richards equation. The BM model is a numerical solution and is also valid over all timescales like the Carver-Richards equation. As shown in the inset, the numerical model leads to a small 2-5% deviations in $R_{\text{ex}}$ from the Carver-Richards solution over all ratios of $k_{\text{ex}}/\Delta \omega$. In the inset, the abscissa and ordinate are $k_{\text{ex}}/\Delta \omega$ and $R_{\text{ex}}$, respectively.
Appendix Figure 11 (a, c) Comparison of the fractional error in the exchange rate used to generate the synthetic data ($k_{ex}^{true}$). In a and c data sets were fit with $R_{2,0}^{CT-CPMG}$ taken as a known (blue circles) or fitted (green circles) parameters, respectively. (b, d) The extracted error in $k_{ex}^{fit}$, defined as the standard deviation ($\sigma$) of all minimizations for a given set, is plotted as the ratio in $\sigma$ for a known $R_{2,0}^{CT-CPMG}$ ($\sigma_{R_{2,0}^{CT-CPMG}-Known}$) or as an adjustable parameter ($\sigma_{R_{2,0}^{CT-CPMG}-Fit}$) for fits to both BM (b) and LM (d) models. All synthetic data sets were created for a Larmor frequency of 60.8 MHz for $^{15}$N.
Their dispersion curves were fitted to the Bloch-McConnell (BM) and Luz-Meiboom (LM) models (see Chapter 5 for details) with and without the HEROINE determined $\frac{R_{2,0}^{\text{CT-CPMG}}}{R_{2,0}^{\text{CT-CPMG}}}$.

<table>
<thead>
<tr>
<th></th>
<th>$R_{2,0}^{\text{CT-CPMG}}$ -Fit</th>
<th>$R_{2,0}^{\text{CT-CPMG}}$ -Known BM</th>
<th>$R_{2,0}^{\text{CT-CPMG}}$ -Fit LM</th>
<th>$R_{2,0}^{\text{CT-CPMG}}$ -Known LM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gln9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>493±1071</td>
<td>2427±1006</td>
<td>1966±809</td>
<td>2434±431</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>14.9±485</td>
<td>8.4±106</td>
<td>6.6±3.4</td>
<td>8.3±0.8</td>
</tr>
<tr>
<td>Trp10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2178±1134</td>
<td>4834±484</td>
<td>2836±717</td>
<td>4837±356</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>16.7±92.5</td>
<td>33.4±2.4</td>
<td>16.0±6.1</td>
<td>33.2±1.5</td>
</tr>
<tr>
<td>Gly11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2632±708</td>
<td>3685±146</td>
<td>2890±372</td>
<td>3686±147</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>29.9±54.6</td>
<td>40.3±1.2</td>
<td>29.5±4.3</td>
<td>40.2±1.0</td>
</tr>
<tr>
<td>Asn18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2935±1016</td>
<td>1025±1010</td>
<td>2396±721</td>
<td>2942±401</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>10.3±104</td>
<td>11.7±167</td>
<td>8.0±3.3</td>
<td>10.2±0.9</td>
</tr>
<tr>
<td>Gly26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2356±662</td>
<td>1192±393</td>
<td>2447±344</td>
<td>1856±116</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>21.1±16.5</td>
<td>21.3±20.7</td>
<td>20.7±3.2</td>
<td>15.4±0.6</td>
</tr>
<tr>
<td>Ser27</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2495±533</td>
<td>2656±266</td>
<td>2491±339</td>
<td>2660±136</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>25.9±5.8</td>
<td>27.8±2.9</td>
<td>25.7±3.7</td>
<td>27.7±0.9</td>
</tr>
<tr>
<td>Arg28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>1459±412</td>
<td>2350±330</td>
<td>2049±235</td>
<td>2355±148</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>21.1±31.9</td>
<td>21.4±2.9</td>
<td>18.3±1.9</td>
<td>21.2±0.7</td>
</tr>
<tr>
<td>Ser29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2034±1097</td>
<td>2950±623</td>
<td>2559±590</td>
<td>2957±285</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>11.4±49.6</td>
<td>13.0±5.5</td>
<td>10.9±3.1</td>
<td>13.0±0.7</td>
</tr>
<tr>
<td>Gln31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>1700±578</td>
<td>2792±158</td>
<td>2320±229</td>
<td>2795±129</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>25.9±23.0</td>
<td>29.1±1.2</td>
<td>23.5±2.4</td>
<td>29.0±0.7</td>
</tr>
<tr>
<td>Asn32</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>1444±716</td>
<td>2355±457</td>
<td>2066±461</td>
<td>2362±254</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>12.0±68.7</td>
<td>12.2±3.3</td>
<td>10.5±2.0</td>
<td>12.1±0.7</td>
</tr>
<tr>
<td>Val34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2493±988</td>
<td>2776±466</td>
<td>2658±553</td>
<td>2781±220</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>23.0±63.8</td>
<td>24.1±6.6</td>
<td>22.7±5.6</td>
<td>23.9±1.1</td>
</tr>
<tr>
<td>Met51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>2450±4445</td>
<td>3849±721</td>
<td>2450±6854</td>
<td>3855±579</td>
</tr>
<tr>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td>8.0±264</td>
<td>13.9±2.8</td>
<td>7.9±14.7</td>
<td>13.9±1.2</td>
</tr>
<tr>
<td></td>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>$\Phi_{ex} \times 10^3$ (rad$^2$ s$^{-2}$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>---------------------</td>
<td>-------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gly55</td>
<td>2333±718</td>
<td>15.3±68.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2479±426</td>
<td>16.3±4.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2334±482</td>
<td>15.1±3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2486±181</td>
<td>16.2±0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gly60</td>
<td>2179±1039</td>
<td>15.7±6.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3033±252</td>
<td>22.7±1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2180±447</td>
<td>15.6±5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3039±220</td>
<td>22.6±1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asn75</td>
<td>2082±712</td>
<td>15.4±32.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3385±233</td>
<td>26.1±1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2106±416</td>
<td>15.2±2.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3389±233</td>
<td>26.0±1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gln76</td>
<td>618±1005</td>
<td>15.2±247</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2322±819</td>
<td>10.4±73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1911±570</td>
<td>8.4±2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2330±392</td>
<td>10.3±0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trp77</td>
<td>1401±1039</td>
<td>162±218</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4095±397</td>
<td>145±10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3590±447</td>
<td>123±20</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4078±160</td>
<td>145±3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gly78</td>
<td>2751±650</td>
<td>26.3±7.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4006±175</td>
<td>42.3±1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2746±365</td>
<td>26.0±3.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4007±175</td>
<td>42.1±1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asp80</td>
<td>2083±469</td>
<td>38.4±4.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2998±99</td>
<td>44.4±0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2540±188</td>
<td>36.6±2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2998±95</td>
<td>44.2±0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trp84</td>
<td>2592±903</td>
<td>13.1±27.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3240±547</td>
<td>16.9±2.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2630±697</td>
<td>13.0±4.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3246±278</td>
<td>16.8±0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glu96</td>
<td>2350±1006</td>
<td>19.8±40.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2442±555</td>
<td>19.8±4.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2839±621</td>
<td>19.3±5.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2743±210</td>
<td>18.5±0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gln98</td>
<td>722±1122</td>
<td>16.4±241</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3362±889</td>
<td>12.0±80.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2615±587</td>
<td>8.7±2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3368±343</td>
<td>12.0±0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asn99</td>
<td>2195±896</td>
<td>56.7±12.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3329±478</td>
<td>58.5±5.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3521±744</td>
<td>54.7±13.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3591±157</td>
<td>56.2±1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Val101</td>
<td>2242±2864</td>
<td>9±326</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1328±622</td>
<td>8±300</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2246±3608</td>
<td>9±73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1688±349</td>
<td>6.6±0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gly122</td>
<td>2104±1129</td>
<td>8±25</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3138±432</td>
<td>12.7±1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2109±953</td>
<td>8.1±5.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3146±422</td>
<td>12.7±1.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix Figure 12 Effect of HEROINE on all 25 nuclei that showed relaxation dispersion for OAA at 296 K. The kinetic rate ($k_{ex}$) is compared between fits to the Bloch-McConnell equations (BM) and Luz-Meiboom (LM) models when HEROINE derived rates were not included (A) and were included (B) in the analysis. Upon the introduction of HEROINE for CT-CPMG data analysis the extracted kinetics agree between both the BM and LM models. $R$ is the Pearson correlation coefficient.
Appendix Figure 13 Titration studies with $^{15}$N labeled ubiquitin and the R356 mutant of Dsk2 (Dsk2$^{R356}$). HSQC based titrations were performed with constant concentrations of 100 μM (blue points) and 500 μM (red points) ubiquitin at 298 K. Dsk2$^{R356}$ was designed in hopes of destabilizing one side of the asymmetric interface between Dsk2 monomers. The same ratios (Dsk2$^{R356}$/Ubq) were used for both titrations. Back plotted curves are based on fits to two-state binding models (dashed curves) and a multiple binding modes model (solid curves). The different dependencies in the titration at two different concentrations of ubiquitin may stem from the different populations between multimeric states within Dsk2 (Figure 33). This is also represented in the differences between the chemical shifts extracted at saturation and extracted two-state $K_D$s (dashed curves) which were 32 ±14 μM and 112 ±53 μM for the 100 μM and 500 μM samples, respectively. All residues reported statistically significant better fits to the sigmoidal model than the two-state model based on an F-test. Applying the multiple binding modes model $K_D$1 ($K_D$2) was found to be 13 ± 6 μM (35 ± 24 μM) and 31 ± 9 μM (65 ± 39 μM) for the 100 and 500 μM titrations, respectively. Although, within the error the extracted $K_D$s are similar this fitting procedure does not take into account the conformational equilibrium between Dsk2 molecules which can affect the free ligand calculation (Chapter 6).
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Pulse Programs

The following section contains all pulse programs and schematics that were mentioned in the preceding chapters. They are written in programming language that can be interpreted by Bruker instruments.

$^{15}$N off-resonance $R_{1p}$ experiments performed in super-cooled conditions (Chapter 2)

Sample: $^{15}$N labeled

; optimization of water flip back:
; optimize water flip up (sp1,ph17)
; optimize water flip dow (sp2,ph18)

; K. Pervushin et al., PNAS, 94, 12366 (1997)
; D. Nietlispach, JBNMR, 31 (2005)

; Has adiabatic spin lock but not random number generation
; for the proton decoupling during spin lock (Korzhnev et al., JACS, 2003)

;p11 : power for $^1$H
;p12 : power for $^{13}$C
;p13 : power for $^{15}$N

;sp1 : water flip up power
;sp2 : water flip down power
;spnam1: gauss128_5
;spnam2: gauss128_5

;p1 : 90 degree hard pulse $^1$H
;p3 : 90 degree hard pulse $^{13}$C
;p4 : 180 degree hard pulse $^{13}$C (225d for 5/600)
;p5 : 90 degree hard pulse $^{15}$N
;p11 : water flipback pulse (1.5m)

;cnst11 : 8 ppm
;cnst12 : o1p
;cnst15 : ppm value of off-res CW frequency
;cnst16 : ppm value of on-res frequency
;cnst21 : ppm value for temp correction block

;sp15 : power for begin adiabatic pulse
;sp16 : power for end adiabatic pulse
;p111 : power for proton pulse during CW (4 kHz)
;p116 : power for $^{15}$N CW
;spnam15: begin adiabatic pulse (LtoH – frequency sweep)
; spnam16: end adiabatic pulse (HtoL - frequency sweep)

;p15 : 4000 (adiabatic pulses)
;p16 : 10m (pulse for H during CW)
;p20 : 1000u (Gradient after d1)
;p24 : 500u (Gradient in first INEPT)
;p25 : 800u (Gradient in first INEPT)
;p26 : 300u (Gradient in second INEPT)
;p28 : 500u (Gradient before spin lock)
;p29 : 500u (Gradient after spin lock)
;gpz4 : 27%
;gpz5 : 28%
;gpz8 : 65%
;gpz9 : 17%
;d8 : relaxation delay (2 ms to 240 ms)
;d9 : total relaxation delay (250 ms)

;p21 : 500u (Gradient in first INEPT)
;p22 : 500u (Gradient in second INEPT)
;p23 : 900u (Gradient in watergate)
;gpz0 : 80%
;gpz1 : 19%
;gpz2 : 15%
;gpz3 : 32%
;gpz27 : 80%
;gpz26 : 16.2%
;d1 : relaxation delay
;d2 : INEPT delay (~2.7ms)
;in0 : 1/(2 SW) (Hz)

define delay INEPT1
define delay INEPT21
define delay INEPT22
define delay INEPT3
define delay DELTA

define list<gradient> EA=<EA>

#include <Avance_dl.incl>

#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2 10u p22:gp2 200u
#define GRADIENT3 10u p23:gp3 200u
#define GRADIENT4 10u p24:gp4 200u
#define GRADIENT5 10u p25:gp5 200u
#define GRADIENT6 10u p26:gp6 200u
#define GRADIENT7 10u p27:gp7 200u
#define GRADIENT8 10u p28:gp8 200u
#define GRADIENT9 10u p29:gp9 200u

"p2=2*p1"
"p6=2*p5"

"in0=inf1/2"
"d0=in0/2"
\[ d_{12} = p_{26} + 210u \]
\[ d_{13} = 2u + (2u + p_{16} \times 2) \times l_{8} \]
\[ d_{11} = d_{1} - d_{9} + d_{13} \]
\[ d_{14} = d_{9} - d_{13} - 2u \]
\[ \text{INEPT1} = d_{2} - (p_{21} + 210u) \]
\[ \text{INEPT21} = d_{2} - (p_{22} + p_{11} + 210u) - 10u \]
\[ \text{INEPT22} = d_{2} - (p_{22} + 210u) \]
\[ \text{INEPT3} = d_{2} - (p_{23} + 210u) \]
\[ \text{DELTA} = d_{2} - (p_{25} + 210u) \]

1 10u ze
2 1m
2u pl16:f3
2u fq=cnst21 (bf ppm):f3
d11
2u cw:f3
d14
2u do:f3
4u
10u pl1:f1
20u pl2:f2
20u pl3:f3
20u LOCKH_ON
5u fq=cnst16 (bf ppm):f3
5u
(p5 ph20):f3
GRADIENT0
1m

;--------------------------------------------------------------------------first INEPT
5 10u
(p1 ph20):f1
GRADIENT1
INEPT1 pl1:f1
(center(p2 ph20):f1 (p6 ph20):f3)
GRADIENT1
INEPT1
(p1 ph21):f1
GRADIENT4
(p5 ph20):f3
GRADIENT5
DELTA
(center(p2 ph20):f1 (p6 ph20):f3)
GRADIENT5
DELTA
(p5 ph4):f3
GRADIENT8

;--------------------------------------------------------------------------off spin-lock
3u fq=cnst11 (bf ppm):f1
3u fq=cnst15 (bf ppm):f3
(p15:sp15 ph20):f3
2u pl11:f1
2u pl16:f3
2u cw:f3 ph20

;--------------------------------------------------------------------------x-x alternation on H
7 1u
(p16 ph20):f1
(p16 ph22):f1
1u
10 to 7 times 18
2u do:f3
2u pl1:f1
2u
(p15:sp16 ph20):f3
2u fq=cnst12 (bf ppm):f1
2u pl3:f3
2u fq=cnst16 (bf ppm):f3
GRADIENT9

;---------------------------------------------------------------
;---------------------------------------------------------------
;----------------------------------------
31 (p5 ph1):f3
32 d0
d0
10u
p26:gp27*-1*EA
200u
(p6 ph2):f3
10u
p26:gp27*EA
200u

;-------------------------------second INEPT
(center (p1 ph20):f1 (p5 ph3):f3)
10u
(p11:sp2 ph18:x):f1
GRADIENT2
INEPT21 pl1:f1
(center(p2 ph20):f1 (p6 ph20):f3)
GRADIENT2
INEPT22
(center(p1 ph21):f1 (p5 ph20):f3)

;-------------------------------third INEPT
GRADIENT3
INEPT3
(center(p2 ph20):f1 (p6 ph20):f3)
GRADIENT3
INEPT3
(center (p1 ph21):f1 (p5 ph21):f3)
d12
(p2 ph20):f1
10u
p26:gp26
200u LOCKH_OFF

;-------------------------------acquisition

go=2 ph31
1m mc #0 to 2 F1EA(igrad EA & ip3 & ip3 & ip31 & ip31,id0)
10u do:f1
10u do:f2
10u do:f3
10u LOCKH_OFF
exit

ph1 =0 2
ph2 =0 0 0 2 2 2 2
ph3 =2
ph4 = 1 1 3 3
ph31 = 0 2 2 0

ph17 = 2
ph18 = 0

ph20 = 0
ph21 = 1
ph22 = 2
ph23 = 3

Off-resonance CW decoupling for $^{15}$N $\nu_1$ calibration (Chapter 3)

Sample: $^{15}$N labeled

; 15N-1H HSQC correlations without water saturation
; The delay for 3-9-19 watergate (d5) should be matched
; with 1/d; d=distance of next null point (in Hz).

; built upon a fast-HSQC
; S. Mori et al, JMR B108, 94-98 (1995)

; cnst3 : o3p
; cnst13: off-res CW decouple pos (ppm)

; pl1  : power for 1H
; pl2  : power for 13C
; pl3  : power for 15N
; pl13 : power for 15N CW decoupling

; p1   : 90 degree hard pulse 1H
; p3   : 90 degree hard pulse 13C
; p4   : 180 degree hard 13C pulse (225d for 5/600)
; p5   : 90 degree hard pulse 15N
; pcpd3 : 90 deg cpd-pulse15N(waltz16,160u)

; d1   : relaxation delay
; d2   : INEPT delay (~2.7m)
; d5   : delay for 3-9-19=1/(Hz between nulls)
; in0  : 1/(2 SW) (Hz)

; p21  : 500u (Gradient in first INEPT)
; p22  : 500u (Gradient for z-filter)
; p23  : 1m (Gradient for second INEPT)
; gpz1 : 19%
; gpz2 : 30%
; gpz3 : 65%

#include <Avance.incl>
define delay INEPT_W
define delay INEPT_D

#define GRADIENT1  10u p21:gp1 200u
#define GRADIENT2  10u p22:gp2 200u
#define GRADIENT3  10u p23:gp3 200u

"p2=2*p1"
"p6=2*p5"

"in0=inf1/2"

"d0=in0/2-p5*2/3.14159-p1"
"d3=d5/2-p5"
"INEPT_D=d2-p21-210u"
"INEPT_W=d2-(p23+210u+p1*2.3846+d5*2.5)-10u"

1  10u ze
2  lm do:f3
d1
   10u fq=cnst3 (bf ppm):f3
   10u p11:f1
   10u p12:f2
   20u p13:f3
   20u LOCKH_ON

;----------------------------------------
;first INEPT
(p1 ph20):f1
GRADIENT1
INEPT_D
(center(p2 ph21):f1 (p6 ph1):f3)
GRADIENT1
INEPT_D
(p1 ph21):f1
GRADIENT2

;----------------------------------------
;15N evolution
(refalign (p5 ph1 d0 d0 p5 ph20):f3 center (p2 ph23):f1 center (p3 ph20 1.5u p4 ph21 1.5u p3 ph20):f2)

;uncomment for non 13C labeled system
;
; (p5 ph1):f3
; (d0 p2 ph23 d0):f1
; (p5 ph20):f3
GRADIENT2

;----------------------------------------
;second INEPT
(p1 ph22):f1
GRADIENT3
INEPT_W
10u
(p1*0.2308 ph21 d5 p1*0.6923 ph21 d5 p1*1.4615 ph21):f1
(d3 p6 ph1 d3):f3
(p1*1.4615 ph23 d5 p1*0.6923 ph23 d5 p1*0.2308 ph23):f1
GRADIENT3
10u fq=cnst13 (bf ppm):f3
INEPT_W p113:f3 LOCKH_OFF

;----------------------------------------
;acquisition
   go=2 ph31 cw:f3
   lm do:f3 mc #0 to 2 FLPH(ip1,id0)
   10u do:f1
10u do:f2
10u do:f3
10u LOCKH_OFF
exit

ph1 =0 2
ph31=2 0

ph20=0
ph21=1
ph22=2
ph23=3

$^{15}$N HEHAHA-$R_{1\rho}$: on-resonance $R_{1\rho}$ used during large amplitude spin-lock experiments (Chapter 3)

Sample: $^{15}$N labeled

;see paper Korz et al., JACS (2005)

;d1  : relaxation delay and water suppression
;p11  : power for 1H
;p21  : 1 ms (Gradient before acquisition)
;gpz1 : 50 %

;p1  : 90 degree hard pulse 1H
;p0  : 1.5ms gaussian
;p11  : 1/J (NH - 10.8 ms)
p16  : SL pulse ($T_{\text{relax}}$)
cnst1 : O1p
cnst3 : 03p
cnst5 : water lock Hz
cnst6 : spin-lock N Hz
cnst7 : wRF MAX $<=$2000Hz
cnst8 : wRF desired
;cnst11: on-resonance proton ppm
;cnst13: on-resonance nitrogen ppm
;cnst14: how far off nitrogen Hz
;cnst20: zeta offset (Hz)
cnst21: 15N temp corr placement (ppm)
d5  : delay for 3-9-19=1/(Hz between nulls)
d9  : total relax delay (!!probe dependent!!)
p16  : $T_{\text{relax}}$
p115 : max spin lock power for temp-corr
;pl6  : spin lock power
;p16  : matched 15N field strength (~90 Hz)
p15  : mathced 1H field strength (~90 Hz)
d14  : var temp corr
18 : equals cnst20
;d20 : dephasing period for undesired signals

;SINE GRADIENTS
#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2 10u p22:gp2 200u
#define GRADIENT3 10u p23:gp3 200u

#include <Avance.incl>
"p2 = 2*p1"
"d11=d1-d14"
"d13=1/cnst7"
"d17=1/cnst8"
"p15=p16/2"
"d20=(3.1415927)/(2*cnst20)"
"d11=d1-d14"
"18=cnst20"

1 ze
d13
d17
d9

2 2u
10u LOCKH_OFF

;-----------------------------variable temp correction + xfboltzmann
 2u pl15:f3
 2u fq=cnst21 (bf ppm):f3
 2u cw:f3
d14
 2u do:f3
 4u
d11
10u pl1:f1
10u pl3:f3
10u LOCKH_ON
10u fq=cnst1 (bf ppm):f1
10u fq=cnst13 (bf ppm):f3
(p5 ph20):f3
GRADIENT0
10m

;-----------------------------HEHAHA
(p10:sp1 ph18:r):f1
5u
2u pl1:f1
3u
(p1 ph20):f1
2u fq=cnst11 (bf ppm):f1
2u pl6:f3
2u pl5:f1
(p11 ph1):f1 (p11 ph2):f3
2u pl1:f1 pl3:f3
(p5 ph21):f3
;-----------------------------------cleaning PFG
GRADIENT1
;-----------------------------------spin-lock
if (l8 > 1)
{
  (p5 ph21):f3
  2u pl16:f3
  (center (p15 ph20):f3 (p2 ph20):f1)
  (center (p15 ph20):f3 (p2 ph20):f1)
  2u pl13:f3
  (p5 ph7):f3
;  2u

;-----------------------------------zeta
  2u
  (p5 ph23):f3
  2u pl3:f3
  d20
  2u
  (p5 ph21):f3
  2u pl11:f1
}
else
{
  (p5 ph21):f3
  2u pl16:f3
  (center (p15 ph20):f3 (p2 ph20):f1)
  (center (p15 ph20):f3 (p2 ph20):f1)
  2u pl13:f3
  (p5 ph7):f3
;  2u
}
;-----------------------------------
GRADIENT2
;-----------------------------------HEHAHA back
  (p5 ph21):f3
  2u pl5:f1
  2u pl6:f3
  (p11 ph5):f1 (p11 ph6):f3
  2u fq=cnst1 (bf ppm):f1
;-----------------------------------3-9-19
  2u pl11:f1
  2u pl13:f3
GRADIENT3
  (p1*0.2308 ph21 d5 p1*0.6923 ph21 d5 p1*1.4615 ph21):f1
  d5
  (p1*1.4615 ph23 d5 p1*0.6923 ph23 d5 p1*0.2308 ph23):f1
GRADIENT3
  4u pl13:f3 LOCKH_OFF
;-----------------------------------acquisition
  go=2 ph31 cpd3:f3
  100u do:f3 wr #0
  10u LOCKH_OFF
exit

ph1= 1 1 1 1 1 1 1 1 1 1 1
     3 3 3 3 3 3 3 3 3 3 3
\begin{verbatim}
ph2= 2 0
ph3= 1
ph4= 3
ph5= 0 0 0 0 2 2 2 2
ph6= 0 0 2 2
ph7= 3 3 3 3 3 3 3 3 
   3 3 3 3 3 3 3 3
;for testing
+ 1 1 1 1 1 1 1 1
+ 1 1 1 1 1 1 1 1
ph31=0 2 2 0 2 0 0 2
  2 0 0 2 0 2 0 0
;for testing
+ 2 0 0 2 0 2 2 0
+ 0 2 2 0 2 0 0 2
ph18=2
ph20=0
ph21=1
ph22=2
ph23=3

\textsuperscript{15}N HEHAHA-R_{1p} Reference Experiment: on-resonance R_{1p} used during large amplitude spin-lock experiments (Chapter 3)

Sample: \textsuperscript{15}N labeled

; see paper Korz et al., JACS (2005)

; d1 : relaxation delay and water suppression
; p11 : power for 1H
; p21 : 1 ms (Gradient before acquisition)
; gp21 : 50 %

; p1 : 90 degree hard pulse 1H
; p10 : 1.5ms gaussian
; p11 : 1/J (NH - 10.8 ms)
; p16 : SL pulse (T\_relax)
; cnst1 : O1p
; cnst3 : O3p
; cnst5 : water lock Hz
; cnst6 : spin-lock N Hz
; cnst7 : wRF MAX <=2000Hz
; cnst8 : wRF desired
; cnst11: on-resonance proton ppm
; cnst13: on-resonance nitrogen ppm
; cnst14: how far off nitrogen Hz
; cnst20: zeta offset (Hz)
\end{verbatim}
; cnst21: 15N temp corr placement (ppm)
; d5 : delay for 3-9-19=1/(Hz between nulls)
; d9 : total relax delay (!!probe dependent!!)
; p16 : T_relax
; p15 : max spin lock power for temp-corr
; p16 : spin lock power
; pl15 : max spin lock power for temp-corr
; pl16 : spin lock power
; pl6 : matched 15N field strength (~90 Hz)
; pl5 : matched 1H field strength (~90 Hz)
; d14 : var temp corr
; l8 : equals cnst20
; d20 : dephasing period for undesired signals

; SINE GRADIENTS
#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2 10u p22:gp2 200u
#define GRADIENT3 10u p23:gp3 200u

#include <Avance.incl>
"p2 = 2*p1"
"d11=d1-d14"
"d13=1/cnst7"
"d17=1/cnst8"
"p15=p16/2"

d20=(3.1415927)/(2*cnst20)

d11=d1-d14

1 ze
d13
d17
d9

2 2u LOCKH_OFF

;-------------------------------------------------variable temp correction + xfboltzmann
2u p115:f3
2u fq=cnst21 (bf ppm):f3
2u cw:f3
d14
2u do:f3
4u
d11
10u p11:f1
10u pl3:f3
10u LOCKH_ON
10u fq=cnst1 (bf ppm):f1
10u fq=cnst13 (bf ppm):f3
(p5 ph20):f3
GRADIENT0
10m

;-----------------------------------------------HEHAHA
(p10:sp1 ph18:r):f1
5u
2u pl1:f1
3u
   (p1 ph20):f1
2u fq=cnst1 (bf ppm):f1
2u pl6:f3
2u pl5:f1
   (p11 ph1):f1 (p11 ph2):f3
2u pl11:f1 pl3:f3
   (p5 ph21):f3

;-------------------------------cleaning PFG
GRADIENT1
;-------------------------------HEHAHA back
   (p5 ph21):f3
2u pl5:f1
2u pl6:f3
   (p11 ph5):f1 (p11 ph6):f3
2u fq=cnst1 (bf ppm):f1

;-------------------------------3-9-19
2u pl1:f1
2u pl3:f3
GRADIENT3
   (p1*0.2308 ph21 d5 p1*0.6923 ph21 d5 p1*1.4615 ph21):f1
   d5
   (p1*1.4615 ph23 d5 p1*0.6923 ph23 d5 p1*0.2308 ph23):f1
GRADIENT3
4u pl13:f3 LOCKH_OFF

;-------------------------------acquisition
go=2 ph31 cpd3:f3
100u do:f3 wr #0
10u LOCKH_OFF
exit

ph1= 1 1 1 1 1 1 1 1
     3 3 3 3 3 3 3 3

ph2= 2 0
ph3= 1
ph4= 3
ph5= 0 0 0 0 2 2 2 2
ph6= 0 0 2 2
ph7= 3 3 3 3 3 3 3 3
     3 3 3 3 3 3 3 3
;for testing
;  1 1 1 1 1 1 1 1
;  1 1 1 1 1 1 1 1
ph31=0 2 2 0 2 0 0 2
     2 0 0 2 0 2 2 0
;for testing
;  2 0 0 2 0 2 2 0
;  0 2 2 0 2 0 0 2

ph18=2

ph20=0
Off-resonance CW decoupling for $^{13}\text{C}$ $\nu_1$ calibration (Chapter 4)

Sample: selectively methyl labeled $^{13}\text{CHD}_2$

; $^{13}\text{C}$ field strength measurements with 2H decoupling 
; D.R. Muhandiram et al, JMR B102, 317-321 (1993)

;p11 : power for 1H  
p13 : power for 15N  
p14 : power for 2H  
p12 : power for 13C hard  
p112 : power for 13C CW decoupling (check probe abilities!)

;p1 : 90 degree hard pulse 1H  
p3 : 90 degree hard pulse 13C  
p4 : 13C pulse, 225deg for 500/600, 180deg for 750/900  
p5 : 90 degree hard pulse 15N  
pcpd4 : 90 deg cpd-pulse 2H

;p21 : 1m (Gradient in first INEPT)  
p22 : 800u (Gradient in first INEPT)  
p23 : 1m (Gradient for z-filter)  
p24 : 1m (Gradient for second INEPT)

;cnst3 : o2p  
cnst13: off-res CW dec (ppm)

;gpz1 : 19%  
;gpz2 : 30%  
;gpz3 : 65%  
;gpz4 : 15%

;d1 : relaxation delay  
d2 : 1H-13C INEPT delay (1.7m)  
d5 : delay 3-9-19=1/(Hz between nulls)  
in0 : 1/2*SW(in Hz)

;cnst21: CO chemical shift (offset, in ppm)

#include <Avance_d1.incl>

define delay INEPT_1  
define delay INEPT_2

#define GRADIENT0 10u p20:gp0 200u  
#define GRADIENT1 10u p21:gp1 200u  
#define GRADIENT2 10u p22:gp2 200u  
#define GRADIENT3 10u p23:gp3 200u  
#define GRADIENT4 10u p24:gp4 200u
"p2=p1*2"
"p6=p5*2"

"spoff13=bf2*(cnst23/1000000)-o2"
"in0=infl/2"

"d0=in0/2-p3*2/3.1415"
"INEPT_1=d2-(p21+210u)"
"INEPT_2=d2-(p24+210u)-10u"

1 10u ze
10m LOCKDEC_ON
10u H2_PULSE
2 1m
10u do:f2
10u do:f4
10u fq=cnst3 (bf ppm):f2 ;o2p
10m H2_LOCK
10u LOCKH_OFF
20u
d1
10u do:f1
10u pl1:f1
10u pl2:f2
10u pl14:f4
; 20u pl3:f3
20u LOCKH_ON

-----------------------------Boltzmann
(p3 ph20):f2
GRADIENT0
10m
10u H2_PULSE
;
10u cpd4:f4

-----------------------------first INEPT
(p1 ph20):f1
GRADIENT1
INEPT_1
(center (p2 ph20):f1 (p3 ph20 2u p4 ph21 2u p3 ph20):f2)
GRADIENT1
INEPT_1
(p1 ph21):f1
GRADIENT2
10u cpd4:f4

-----------------------------13C evolution
9 (refalign (p3 ph1 d0 d0 p3 ph20):f2 center(p2 ph20):f1)
10u do:f4
GRADIENT3
(p1 ph20):f1

-----------------------------second INEPT
GRADIENT4
INEPT_2
10u
(center (p2 ph20):f1 (p3 ph20 2u p4 ph21 2u p3 ph20):f2)
GRADIENT4
10u fq=cnst13 (bf ppm):f2 ;off-dec ppm
INEPT_2 pl12:f2
;-------------------------------------------------------------------acquisition
   go=2 ph31 cw:f2
  1m do:f2 mc #0 to 2 F1PH(ip1, id0)
  10u do:f1
  10u do:f2
;   10u do:f3
  10u do:f4
  10m H2_LOCK
  10m LOCKH_OFF
  10m LOCKDEC_OFF
;   10u LOCKH_OFF
exit

ph1= 0 2
ph20=0
ph21=1
ph22=2
ph23=3
ph31=2 0

Off-resonance CW decoupling for $^1$H $\nu_1$ calibration (Chapter 4)

Sample: selectively methyl labeled $^{13}$CHD$_2$

;D.R. Muhandiram et al, JMR B102, 317-321 (1993)

; cnst1 : off-res 1H dec (ppm)
; cnst11: olp (ppm)

;pl1 : power for 1H
;pl11 : power for off-res 1H dec
;pl3 : power for 15N
;pl4 : power for 2H
;pl2 : power for 13C hard
;pl12 : power for 13C GARP decoupling
;sp12 : power for selective C=O pulse

; p1 : 90 degree hard pulse 1H
; p3 : 90 degree hard pulse 13C
; p4 : 13C pulse, 225deg for 500/600, 180deg for 750/900
; p5 : 90 degree hard pulse 15N
; pcpd4 : 90 deg cpd-pulse 2H

; p21 : 1m (Gradient in first INEPT)
; p22 : 800u (Gradient in first INEPT)
;p23 : 1m (Gradient for z-filter)
p24 : 1m (Gradient for second INEPT)

;gpz1 : 19%
gpz2 : 30%
gpz3 : 65%
gpz4 : 15%

d1 : relaxation delay
d2 : 1H-13C INEPT delay (1.7m)
d5 : delay 3-9-19=1/(Hz between nulls)
in0 : 1/2*SW(in Hz)

cnst21: CO chemical shift (offset, in ppm)

#include <Avance_dl.incl>

define delay INEPT_1
define delay INEPT_2
define delay INEPT_R

#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2  p22:gp2 190u
#define GRADIENT3 10u p23:gp3 200u
#define GRADIENT4 10u p24:gp4 200u
#define GRADIENT5 10u p25:gp5 200u
#define GRADIENT6 10u p26:gp6 200u
#define GRADIENT7  p27:gp7 190u

"p2=p1*2"
"p6=p5*2"

;"spoff13=bf2*(cnst23/1000000)-o2"

"in0=inf1/2"

"d0=in0/2-p3*2/3.1415"
"INEPT_1=d2-(p21+210u)"
"INEPT_2=d2-(p24+210u)"

"INEPT_R=d2-(p21+210u)"

1 10u ze
  10m LOCKDEC_ON
  10u H2_PULSE

2 1m
  10u do:f2
  10u do:f4
  10m H2_LOCK
10u LOCKH_OFF
20u pl9:f1
d1 cw:f1
10u do:f1
10u pl1:f1
10u pl2:f2
10u pl14:f4
20u LOCKH_ON

;----------------------------------------Boltzmann
(p3 ph20):f2
GRADIENT0
10m
10u H2_PULSE

;----------------------------------------first INEPT
(p1 ph20):f1
INEPT_1
GRADIENT1
(center (p2 ph21):f1 (p4 ph20):f2)
GRADIENT1
INEPT_1

;----------------------------------------refocused INEPT
(center (p1 ph21):f1 (p3 ph20):f2)
INEPT_R
GRADIENT3
(center (p2 ph21):f1 (p4 ph20):f2)
GRADIENT3
INEPT_R
(p3 ph21):f2

;----------------------------------------let's decouple
5u fq=cnst1 (bf ppm):f1
5u pl11:f1
GRADIENT2
5u cpd4:f4
5u cw:f1

;----------------------------------------13C evolution
(p3 ph1):f2
d0
d0
(p3 ph20):f2
;9 (refalign (p3 ph1 d0 d0 p3 ph20):f2 center(p2 ph20):f1)
5u do:f1
5u do:f4
GRADIENT7
5u pl1:f1
5u fq=cnst11 (bf ppm):f1

;----------------------------------------back out
(p3 ph2):f2
INEPT_R
GRADIENT5
(center (p2 ph21):f1 (p4 ph20):f2)
GRADIENT5
INEPT_R
13C methyl Off-resonance R1ρ (Chapter 4)

Sample: selectively methyl labeled 13CHD2

; methyl 13C R1rho
; adiabatic ramp pulses for off-res spin-lock
; variable temperature correction
; Brath et al., JACS (2005)

; cnst1 : 1H dec (0.3 ppm)
; cnst11: o1p (ppm)
; cnst25: temp-corr far off-field position (ppm)
; cnst15: off-res spin-lock position (ppm)
; cnst16: o2p (ppm)
; cnst20: w_RF (Hz)
; cnst21: w_MAX (Hz)

; pl1 : power for 1H
; pl11 : power for off-res 1H dec
; pl3 : power for 15N
; pl4 : power for 2H
;pl2 : power for 13C hard
;pl12 : power for 13C GARP decoupling
;pl14 : power for 2H decoupling
;pl15 : max power for comp
;pl16 : power for spin-lock
;sp1 : power for flip-back
;sp2 : power for flip-back
;sp3 : power for flip-back
;sp15 : power for ramp-on
;sp16 : power for ramp-off

;p1 : 90 degree hard pulse 1H
;p11 : 1.5m flip-back Gauss-128
;p3 : 90 degree hard pulse 13C
;p4 : 13C pulse, 225deg for 500/600, 180deg for 750/900
;p15 : 13C adiabatic ramp on (4ms)
;p16 : 13C adiabatic ramp off (4ms)
;p18 : T_relax/2

;pcpd2 : 90 deg cpd-pulse 13C
;pcpd4 : 90 deg cpd-pulse 2H

;p21 : 1m (Gradient in first INEPT)
;p22 : 800u (Gradient in first INEPT)
;p23 : 1m (Gradient for z-filter)
;p24 : 1m (Gradient for second INEPT)

;gpz1 : 19%
;gpz2 : 30%
;gpz3 : 65%
;gpz4 : 15%

;d1 : relaxation delay
;d2 : 1H-13C INEPT delay (1.7m)
;d5 : delay 3-9-19=1/(Hz between nulls)
;d8 : T_RELAX
;d9 : T_MAX
;d14 : T_HEAT (calculated)
;in0 : 1/2*SW(in Hz)

#include <Avance_dl.incl>

define delay INEPT_1
define delay INEPT_12
define delay INEPT_2
define delay INEPT_R
define delay INEPT_R2

#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2 10u p22:gp2 200u
#define GRADIENT3  10u p23:gp3 200u
#define GRADIENT4  10u p24:gp4 200u
#define GRADIENT5  10u p25:gp5 200u
#define GRADIENT6  10u p26:gp6 200u
#define GRADIENT7  10u p27:gp7 200u
#define GRADIENT8  10u p28:gp8 200u

"p2=p1*2"
"p6=p5*2"

"in0=inf1/2"
"d0=in0/2-p3+2/3.1415"

"INEPT_1=d2-(p21+210u)"
"INEPT_12=d2-(p21+p11+210u+5u)"

"INEPT_2=d2-(p24+210u)"

"INEPT_R=d2-(p21+210u)"
"INEPT_R2=d2-(p25+210u+p11+5u)"

"d11=d1-d14"
"p18=0.5*d8"

"d20=0.001*d9"
"d21=1/cnst20"
"d22=1/cnst21"

1 10u ze
   d20
d21
d22
   10m LOCKDEC_ON
   10u H2_PULSE
2 1m
   10u do:f1
   10u do:f2
   10u do:f4
   10m H2_LOCK
   10u LOCKH_OFF

;---------------------------------------------Temperature compensation
   d11
   10u LOCKH_ON
   10u fq=cnst25 (bf ppm):f2
   10u pl15:f2
   10u cw:f2
d14
   10u do:f2
   10u fq=cnst16 (bf ppm):f2

;---------------------------------------------
   10u pl1:f1
   10u pl2:f2
10u pl14:f4
;---------------------------------------- Boltzmann
(p3 ph20):f2
GRADIENT0
10m
10u H2_PULSE
;---------------------------------------- first INEPT
(p1 ph20):f1
INEPT_1
GRADIENT1
(center (p2 ph21):f1 (p4 ph20):f2)
GRADIENT1
INEPT_1
;---------------------------------------- refocused INEPT
(center (p1 ph21):f1 (p3 ph20):f2)
INEPT_R2
(p11:sp1 ph17:r):f1
5u
GRADIENT3
(center (p2 ph21):f1 (p4 ph20):f2)
GRADIENT3
INEPT_R
(p3 ph21):f2
;---------------------------------------- off-resonance spin-lock
GRADIENT2
2u fq=cnst1 (bf ppm):f1
2u fq=cnst15 (bf ppm):f2
2u pl1:f1
2u
(p15:sp15 ph20):f2
2u
2u pl16:f2
(center (p18 ph20):f2 (p2 ph20):f1)
(center (p18 ph20):f2 (p2 ph20):f1)
2u pl2:f2
2u
(p16:sp16 ph20):f2
5u
2u pl1:f1
2u fq=cnst16 (bf ppm):f2
2u fq=cnst11 (bf ppm):f1
GRADIENT8
;---------------------------------------- 13C evolution
5u cpd4:f4
9 (refalign (p3 ph1 d0 d0 p3 ph20):f2 center(p2 ph20):f1)
5u
5u do:f4
GRADIENT7
;---------------------------------------- back out
(p3 ph2):f2
INEPT_R
GRADIENT5
HEteronuclear ROtatIng-frame Nuclear Exchange (HEROINE) (Chapter 5)

Sample: $^{15}$N labeled

;Take note of the maximum power and pulse length that is acceptable for your probe.

;d9 : max T_relax (~0.125 ms, probe dependent)
;d8 : T_relax

;pl1 : power for 1H
;pl2 : power for 13C
;pl3 : power for 15N
;pl13 : power for 15N waltz16 decoupling
;pl16 : spin-lock power level 15N
;p1 : 90 degree hard pulse 1H
;p3 : 90 degree hard pulse 13C
;p4 : 180 degree hard 13C pulse (225d for 5/600)
;p5 : 90 degree hard pulse 15N
;p11 : 1.5ms Gaussian
;p15 : 0.25*d8
;pcpd3 : 90 deg cpd-pulse15N(waltz16,160u)

;d1 : relaxation delay
;d2 : INEPT delay (~2.7m)
;d5 : delay for 3-9-19=1/(Hz between nulls)
;in0 : 1/(2 SW) (Hz)

;p21 : 500u (Gradient in first INEPT)
;p22 : 500u (Gradient for z-filter)
;p23 : 1m (Gradient for second INEPT)
;gpz1 : 19%
;gpz2 : 30%
;gpz3 : 65%

;cnst11: o3p
;cnst22: off-res SL (ppm)
;cnst21: temp-comp (ppm)
;cnst23: amide region (ppm)
;cnst20: o1p

#include <Avance_dl.incl>
define delay INEPT_W
define delay INEPT_D
define delay INEPT_D2
define delay INEPT_D22
define delay INEPT_2
define delay U_ELEMENT
define delay U_ELEMENT2

#define GRADIENT0 10u p20:gp0 200u
define GRADIENT1 10u p21:gp1 200u
define GRADIENT2 10u p22:gp2 200u
define GRADIENT3 10u p23:gp3 200u
#define GRADIENT4 10u p24:gp4 200u
define GRADIENT5 10u p25:gp5 200u
define GRADIENT6 10u p26:gp6 200u
#define GRADIENT7 10u p27:gp7 200u
define GRADIENT8 10u p28:gp8 200u
define GRADIENT9 10u p29:gp9 200u

"p2=2*p1"
"p6=2*p5"

"in0=inf1/2"
"d0=\frac{in0}{2} - p1 - p5*2/3.14159"

"d3=d5/2-p5"
"\text{INEPT}_D=d_2-p_{21} - 210u-p_{11} - 10u"
"\text{INEPT}_D2=d_2-p_{23} - 210u"
"\text{INEPT}_D22=d_2-p_{23} - 210u-p_{11} - 10u"
"\text{INEPT}_W=d_2-(p_{23}+210u+p_{1}*2.3846+d5*2.5)"

"U\_\text{ELEMENT}=d_2-p_{24} - 210u"
"U\_\text{ELEMENT2}=d_2-p_{24} - 210u"
"p_{15}=d_{8}*0.25"

"d_{14}=d_{9}-d_{8}"
"d_{11}=d_{1}-d_{14}-20u"

1 10u ze
2 1m do:f3
d11
10u pl15:f3
10u fq=cnst21 (bf ppm):f3
5u cw:f3
d14
5u do:f3
10u fq=cnst11 (bf ppm):f3
10u pl1:f1
10u pl2:f2
20u pl3:f3
20u \text{LOCKH\_ON}

;------------------------------------
   \text{BOLTZ}
   (p_5\ ph_{20}):f3
   \text{GRADIENT0}
   1m

;------------------------------------
   \text{first INEPT}
   (p_1\ ph_{20}):f1
10u
   (p_{11}:sp1\ ph_{18}:r):f1
   \text{GRADIENT1}
   \text{INEPT\_D}\ p_{11}:f1
   (\text{center}(p_2\ ph_{21}):f1\ (p_6\ ph_{20}):f3)
   \text{GRADIENT1}
   \text{INEPT\_D}
   (p_{11}:sp1\ ph_{19}:r):f1
5u
5u p_{11}:f1
(p_{1}\ ph_{23}):f1

;------------------------------------
   \text{SL HzNx}
   \text{GRADIENT7}
   (p_5\ ph_{21}):f3
2u pl16:f3
2u fq=cnst23 (bf ppm):f1
(center (p15 ph20):f3 (p2 ph20):f1)
(center (p15 ph20):f3 (p2 ph20):f1)
2u fq=cnst20 (bf ppm):f1
2u p13:f3
(p5 ph23):f3
GRADIENT8
(p5 ph21):f3

;------------------------------------------U_element
U_ELEMENT
GRADIENT4
(center (p2 ph21):f1 (p6 ph21):f3)
GRADIENT4
U_ELEMENT2
(p5 ph20):f3
GRADIENT9
(p5 ph22):f3

;------------------------------------------SL Ny
2u pl16:f3
2u fq=cnst23 (bf ppm):f1
(center (p15 ph21):f3 (p2 ph20):f1)
(center (p15 ph21):f3 (p2 ph20):f1)
2u fq=cnst20 (bf ppm):f1
2u p13:f3
(p5 ph20):f3
GRADIENT2

;------------------------------------------15N evolution
(p5 ph1):f3
d0
(p2 ph20):f1
d0
(p5 ph20):f3
GRADIENT6

;------------------------------------------
(p5 ph2):f3
GRADIENT5
INEPT_2
(center(p2 ph3):f1 (p6 ph20):f3)
GRADIENT5
INEPT_2
(p5 ph23):f3

;------------------------------------------second INEPT
(p1 ph22):f1
GRADIENT3
INEPT_W
(p1*0.2308 ph21 d5 p1*0.6923 ph21 d5 p1*1.4615 ph21):f1
(d3 p6 ph1 d3):f3
(p1*1.4615 ph23 d5 p1*0.6923 ph23 d5 p1*0.2308 ph23):f1
GRADIENT3
INEPT_W p113:f3 LOCKH_OFF

;------------------------------------------acquisition
go=2 ph31 cpd3:f3
CT-CPMG experiment that has equalized heating and can be used in conjunction with HEROINE (Chapter 5)

Sample: $^{15}$N labeled

;Take note of the maximum power and pulse length that is acceptable for your probe.

; SET L3 to based on desired $v_{CPMG}$ and then re-run remember to set cnst7, d20, d21 from the HEROINE experiment. This is for the temperature correction

;optimization of water flip back:
; optimize watergate (o1,sp2,ph26)
; optimize water flip back (sp1,ph16,ph18,ph17,ph19)

;in0 : 1/(2 SW) (Hz)
;cnst7 : HEROINE SL (Hz)
;cnst21: off-res temp-corr (ppm)
;cnst11: o3p
;pl1 : power for 1H
;pl2 : power for 13C
;pl3 : power for 15N

;sp1 : water flipback power
;sp2 : water flipback power in watergate
;spnam1: 1.5ms Gaussian
;spnam2: 1.5ms Gaussian
;p1 : 90 degree hard pulse 1H
;p5 : 90 degree hard pulse 15N
;p11 : water flipback pulse (1.5m)
;p50 : Temperature_corr pulse

;p20 : 1m (Cleaning Gradient )
;p21 : 500u (Gradient in first INEPT)
;p22 : 500u (Gradient in second INEPT)
;p23 : 900u (Gradient in watergate)
;p24 : 500u (Gradient in Z-filter)
;gpz0 : 80%
;gpz1 : 19%
;gpz2 : 15%
;gpz3 : 32%
;gpz4 : 60%

;d1 : relaxation delay
;d2 : INEPT delay (~2.7ms)
;d14 : inter-pulse delay
;d16 : Temp CORR length
;d20 : HEROINE recycle delay
;d21 : HEROINE max T_relax
;d8 : T-constant time CPMG
;l3 : CPMG loop

define delay INEPT1
define delay INEPT2
define delay INEPT3
define delay U1
define delay INEPT_2
define delay INEPT_W

#include <Avance_dl.incl>

#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2 10u p22:gp2 200u
#define GRADIENT3 10u p23:gp3 200u
#define GRADIENT4 10u p24:gp4 200u
#define GRADIENT5 10u p25:gp5 200u
#define GRADIENT6 10u p26:gp6 200u
#define GRADIENT7 10u p27:gp7 200u

"p2=2*p1"
"p6=2*p5"
"in0=inf1/2"
"d0=in0/2-p1-p5*2/3.14159"
"INEPT1=d2-(p21+p11+210u)-10u"
"INEPT_2=d2-p27-210u"
"INEPT_W=d2-(p23+210u+p1*2.3846+d5*2.5)"

"d3=d5/2-p5"
"U1=d2-p11-10u-p26-210u"

;d="d13=d1-d8-180u"
"d13=d1-d16-180u"
"d14=d8/(16*13)-p5"
"p50=d16"
"d58=1/cnst7"
"d59=1/(100000*d21)"
"d60=1/(10000*d20)"
1  10u  ze
d58
d59
d60
2  1m
   10u  do:f3
   20u  p11:f1
   20u  p12:f2
   20u  p13:f3
d13
   10u  p115:f3
   10u  fq=cnst21  (bf ppm):f3
   (p50  ph20):f3
   10u  fq=cnst11  (bf ppm):f3
       10u  p13:f3
       20u  p11:f1
       20u  p12:f2
       20u  p13:f3

       20u  LOCKH_ON

;---------------------------------------------------------first INEPT
5  (p5  ph20):f3
GRADIENT0
1m
   (p1  ph20):f1
10u
   (p11:sp1  ph18:r):f1
GRADIENT1
INEPT1  p11:f1
   (center(p2  ph21):f1  (p6  ph20):f3)
GRADIENT1
INEPT1
   (p11:sp1  ph19:r):f1
5u
   5u  p11:f1
      (p1  ph23):f1
GRADIENT4

(p5 ph4):f3
;---------------------------------------------CPMG
11 d14
   (p6 ph21):f3
d14
d14
   (p6 ph21):f3
d14
d14
   (p6 ph20):f3
d14
d14
   (p6 ph22):f3
d14
lo to 11 times l3
;---------------------------------------------U element
GRADIENT6
U1
   (p11:sp3 ph15:r):f1
5u
5u pl1:f1
   (center(p2 ph21):f1 (p6 ph20):f3)
10u
   (p11:sp3 ph15:r):f1
GRADIENT6
U1 pl1:f1
;---------------------------------------------CPMG
21 d14
   (p6 ph20):f3
d14
d14
   (p6 ph20):f3
d14
d14
   (p6 ph21):f3
d14
d14
   (p6 ph23):f3
d14
lo to 21 times l3
   (p5 ph5):f3
GRADIENT5
;--------------------------------------------15N evolution
   (p5 ph1):f3
d0
   (p2 ph20):f1
d0
   (p5 ph20):f3
GRADIENT2
;------------------------------------------------------------------------
  (p5 ph2):f3  
  GRADIENT7  
  INEPT_2  
  (center(p2 ph3):f1 (p6 ph20):f3)  
  GRADIENT7  
  INEPT_2  
  (p5 ph23):f3  
;------------------------------------------------------------------------second INEPT
  (p1 ph22):f1  
  GRADIENT3  
  INEPT_W  
  (p1*0.2308 ph21 d5 p1*0.6923 ph21 d5 p1*1.4615 ph21):f1  
  (d3 p6 ph1 d3):f3  
  (p1*1.4615 ph23 d5 p1*0.6923 ph23 d5 p1*0.2308 ph23):f1  
  GRADIENT3  
  INEPT_W p113:f3 LOCKH_OFF  
;------------------------------------------------------------------------acquisition
  go=2 ph31 cpd3:f3  
  1m do:f3 mc #0 to 2 F1PH(ip1,id0)  
  10u do:f1  
  10u do:f2  
  10u do:f3  
  10u LOCKH_OFF  
  exit

  ph1 =0 2 2 0  
  ph3 =1 1 3 3  
  ph2 =0 0 0 0  
  ph4 =0 0 0 2 2 2 2  
  ph5 =1  
  ph31=2 0 0 2 0 2 2 0  

  ph10=3 3 3 3  
  ph11=0 0 0 0  
  ph12=3 3 3 3  

  ph15=2  
  ph16=0  
  ph17=1  
  ph18=2  
  ph19=3  

  ph20=0  
  ph21=1  
  ph22=2  
  ph23=3  

  ph26=2
CT-CPMG Reference experiment that has equalized heating and can be used in conjunction with HEROINE (Chapter 5)

Sample: $^{15}$N labeled

; Take note of the maximum power and pulse length that is acceptable for your probe.

; SET L3 to based on desired $v_{\text{CPMG}}$ and then re-run remember to set cnst7, d20, d21 from the HEROINE experiment. This is for the temperature correction

; optimization of water flip back:
;   - optimize watergate (o1,sp2,ph26)
;   - optimize water flip back (sp1,ph16,ph18,ph17,ph19)

; in0 : 1/(2 SW) (Hz)
; cnst7 : HEROINE SL (Hz)
; cnst21: off-res temp-corr (ppm)
; cnst11: o3p
; pl1 : power for 1H
; pl2 : power for 13C
; pl3 : power for 15N

; sp1 : water flipback power
; sp2 : water flipback power in watergate
; spnam1: 1.5ms Gaussian
; spnam2: 1.5ms Gaussian

; p1 : 90 degree hard pulse 1H
; p5 : 90 degree hard pulse 15N
; pl1 : water flipback pulse (1.5m)
; p50 : Temperature_corr pulse

; p20 : 1m (Cleaning Gradient )
; p21 : 500u (Gradient in first INEPT)
; p22 : 500u (Gradient in second INEPT)
; p23 : 900u (Gradient in watergate)
; p24 : 500u (Gradient in Z-filter)
; gpz0 : 80%
; gpz1 : 19%
; gpz2 : 15%
; gpz3 : 32%
; gpz4 : 60%

; d1 : relaxation delay
; d2 : INEPT delay (~2.7ms)
; d14 : inter-pulse delay
; d16 : Temp CORR length
; d20 : HEROINE recycle delay
;d21  : HEROINE max T_relax
;d8   : T-constant time CPMG
;13   : CPMG loop

define delay INEPT1
define delay INEPT2
define delay INEPT3
define delay U1
define delay INEPT_2
define delay INEPT_W

#include <Avance_d1.incl>

#define GRADIENT0   10u p20:gp0 200u
#define GRADIENT1   10u p21:gp1 200u
#define GRADIENT2   10u p22:gp2 200u
#define GRADIENT3   10u p23:gp3 200u
#define GRADIENT4   10u p24:gp4 200u
#define GRADIENT5   10u p25:gp5 200u
#define GRADIENT6   10u p26:gp6 200u
#define GRADIENT7   10u p27:gp7 200u

"p2=2*p1"
"p6=2*p5"
"in0=inf1/2"
"d0=in0/2-p1-p5*2/3.14159"

"INEPT1=d2-(p21+p11+210u)-10u"
"INEPT_2=d2-p27-210u"
"INEPT_W=d2-(p23+210u+p1*2.3846+d5*2.5)"

"d3=d5/2-p5"
"U1=d2-p11-10u-p26-210u"

;d13=d1-d8-180u"
"d13=d1-d16-180u"
"d14=d8/(16*13)-p5"
"p50=d16"
"d58=1/cnst7"
"d59=1/(100000*d21)"
"d60=1/(10000*d20)"
1  10u ze
   d58
   d59
   d60
2  1m
   10u do:f3
   20u pl1:f1
20u pl2:f2
20u pl3:f3
d13
10u pl15:f3
10u fq=cnst21 (bf ppm):f3
(p50 ph20):f3
10u fq=cnst11 (bf ppm):f3
10u pl3:f3
20u pl11:f1
20u pl2:f2
20u pl3:f3

20u LOCKH_ON

;----------------------------------------
5  (p5 ph20):f3
GRADIENT0
1m
(p1 ph20):f1
10u
(p11:sp1 ph18:r):f1
GRADIENT1
INEPT1 p11:f1
(center(p2 ph21):f1 (p6 ph20):f3)
GRADIENT1
INEPT1
(p11:sp1 ph19:r):f1
5u
5u pl1:f1
(p1 ph23):f1
GRADIENT4
(p5 ph4):f3

;----------------------------------------
U element

GRADIENT6
U1
(p11:sp3 ph15:r):f1
5u
5u pl1:f1
(center(p2 ph21):f1 (p6 ph20):f3)
10u
(p11:sp3 ph15:r):f1
GRADIENT6
U1 p11:f1
(p5 ph5):f3
GRADIENT5

;----------------------------------------
15N evolution

(p5 ph1):f3
d0
(p2 ph20):f1
d0
(p5 ph20):f3
GRADIENT2

;----------------------------------------
(p5 ph2):f3
GRADIENT7
INEPT_2
(center(p2 ph3):f1 (p6 ph20):f3)
GRADIENT7
INEPT_2
(p5 ph23):f3

;----------------------------------------

GRADIENT7 INEPT

GRADIENT3
INEPT_W
(p1*0.2308 ph21 d5 p1*0.6923 ph21 d5 p1*1.4615 ph21):f1
(d3 p6 ph1 d3):f3
(p1*1.4615 ph23 d5 p1*0.6923 ph23 d5 p1*0.2308 ph23):f1
GRADIENT3
INEPT_W p113:f3 LOCKH_OFF

;----------------------------------------

acquisition
go=2 ph31 cpd3:f3
1m do:f3 mc #0 to 2 F1PH(ip1,id0)
10u do:f1
10u do:f2
10u do:f3
10u LOCKH_OFF
exit

ph1 =0 2 2 0
ph3 =1 1 3 3
ph2 =0 0 0 0
ph4 =0 0 0 2 2 2 2
ph5 =1
ph31=2 0 0 2 0 2 2 0

ph10=3 3 3 3
ph11=0 0 0 0
ph12=3 3 3 3

ph15=2
ph16=0
ph17=1
ph18=2
ph19=3

ph20=0
ph21=1
ph22=2
ph23=3

ph26=2
CT-CPMG with TROSY readout for low temperature measurements (Chapter 6)

Sample: $^{15}$N labeled

; optimization of water flip back:
; - optimize watergate (o1,sp2,ph26)
; - optimize water flip back (sp1,ph16,ph18,ph17,ph19)

; K. Pervushin et al, PNAS, 94, 12366 (1997)

;p11 : power for 1H
;p12 : power for 13C
;p13 : power for 15N

; sp1 : water flipback power
; sp2 : water flipback power in watergate
; spnam1: gauss128_5
; spnam2: gauss128_5

;p1 : 90 degree hard pulse 1H
;p3 : 90 degree hard pulse 13C
;p4 : 180 degree hard pulse 13C (225d for 5/600)
;p5 : 90 degree hard pulse 15N
;p11 : water flipback pulse (1.5m)

;p20 : 1m (Cleaning Gradient )
;p21 : 500u (Gradient in first INEPT)
;p22 : 500u (Gradient in second INEPT)
;p23 : 900u (Gradient in watergate)
;p24 : 500u (Gradient in Z-filter)
; gpz0 : 80%
; gpz1 : 19%
; gpz2 : 15%
; gpz3 : 32%
; gpz4 : 60%

;d8 : constant-time T_cp
;d14 : Inter-pulse delay
;d16 : inter-pulse during heating
;every refocusing frequency dumps in the same # pi pulses

;d1 : relaxation delay
;d2 : INEPT delay (~2.7ms)
in0 : 1/(2 SW) (Hz)
;l3 : v_cpmg loop counter
;l11 : l3 + 1
define delay INEPT1
define delay INEPT2
define delay INEPT3
define delay U1
#include <Avance_dl.incl>

#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2 10u p22:gp2 200u
#define GRADIENT3 10u p23:gp3 200u
#define GRADIENT4 10u p24:gp4 200u
#define GRADIENT5 10u p25:gp5 200u
#define GRADIENT6 10u p26:gp6 200u

"p2=2*p1"
"p6=2*p5"
"in0=inf1/2"
"d0=in0/2-(p3*2 + 1.5u)"
"INEPT1=d2-(p21+p11+210u)-14u"
"INEPT2=d2-(p22+p11+210u)-14u"
"INEPT3=d2-(p23+p11+210u)-14u"

"U1=d2-p11-10u-p26-210u"

"l2 = 1"
"l4=l11-l3"
"d13=d1-d8"
"d14=d8/(16*l3)-p5"

"d16=d8/(16*l4)-p5"

1 10u ze
2 1m
20u pl1:f1
20u pl2:f2
20u pl3:f3
d13*0.5
10u

;------------------------temp-corr
4 d16
 (p6 ph21):f3
d16
d16
 (p6 ph21):f3
d16
d16
 (p6 ph20):f3
d16
d16
(p6 ph22):f3
d16
d16
(p6 ph20):f3
d16
d16
(p6 ph20):f3
d16
d16
(p6 ph21):f3
d16
d16
(p6 ph21):f3
d16
d16
(p6 ph23):f3
d16
lo to 4 times l4
d13*0.5
20u pl1:f1
20u pl2:f2
20u pl3:f3

20u LOCKH_ON

;----------------------------------------
;-------------------------------first INEPT
5  (p5 ph20):f3
GRADIENT0
1m
(p1 ph20):f1
10u
(p11:sp1 ph18:r):f1
GRADIENT1
INEPT1 pl1:f1
(center(p2 ph21):f1 (p6 ph20):f3)
GRADIENT1
INEPT1
(p11:sp1 ph19:r):f1
5u
5u pl1:f1
(p1 ph23):f1
GRADIENT4

(p5 ph4):f3

;----------------------------------------CPMG
11 d14
  (p6 ph21):f3
d14
d14
  (p6 ph21):f3
d14
d14
  (p6 ph20):f3
d14
d14
d14
(p6 ph22):f3
d14
lo to 11 times l3

-------------------------------U element
GRADIENT6
  U1
  (p11:sp3 ph15:r):f1
  5u
  5u p11:f1
  (center(p2 ph20):f1 (p6 ph20):f3)
  10u
  (p11:sp3 ph15:r):f1
  GRADIENT6
  U1 p11:f1

-------------------------------CPMG
21 d14
  (p6 ph20):f3
d14
d14
  (p6 ph20):f3
d14
d14
  (p6 ph21):f3
d14
d14
  (p6 ph23):f3
d14
lo to 21 times 13
  (p5 ph5):f3
  GRADIENT5

;D.LEE readout

-------------------------------15N evolution
if "l2 %2 == 1" goto 31
  (p5 ph2):f3
goto 32
31 (p5 ph1):f3
32 d0
  (p3 ph23 1.5u p4 ph20 1.5u p3 ph23):f2
d0

-------------------------------second INEPT
  (p1 ph10):f1
  10u
  (p11:sp1 ph17:r):f1
  GRADIENT2
  INEPT2 p11:f1
  (center(p2 ph20):f1 (p6 ph20):f3)
  GRADIENT2
  INEPT2
  (p11:sp1 ph16:r):f1
  5u
  5u p11:f1
  (center(p1 ph20):f1 (p5 ph12):f3)
WATERGATE

GRADIENT3
INEPT3
(p11:sp2 ph26:r):f1
5u
5u pl1:f1
(center(p2 ph20):f1 (p6 ph20):f3)
10u
(p11:sp2 ph26:r):f1
GRADIENT3
INEPT3 LOCKH_OFF
(p5 ph11):f3

acquisition

go=2 ph31
1m mc #0 to 2 F1EA(ip10*2 & ip12*2 & ip17*2 & iu2,id0)
10u do:f1
10u do:f2
10u do:f3
10u LOCKH_OFF
exit

ph1 =1 3 2 0
ph2 =1 3 0 2
ph4 =0 0 0 2 2 2 2
ph5 =1
ph31=1 3 2 0 3 1 0 2

ph10=3 3 3 3
ph11=0 0 0 0
ph12=3 3 3 3

ph15=2
ph16=0
ph17=1
ph18=2
ph19=3

ph20=0
ph21=1
ph22=2
ph23=3
ph26=2

CT-CPMG Reference experiment with TROSY readout for low temperature measurements
(Chapter 6)

Sample: $^{15}$N labeled

202
; set l3 = 0
; optimization of water flip back:
; - optimize watergate (o1, sp2, ph26)
; - optimize water flip back (sp1, ph16, ph18, ph17, ph19)

; K. Pervushin et al, PNAS, 94, 12366 (1997)

; p1  : power for 1H
; p2  : power for 13C
; p3  : power for 15N

; sp1  : water flipback power
; sp2  : water flipback power in watergate
; spnam1: gauss128_5
; spnam2: gauss128_5

; p1  : 90 degree hard pulse 1H
; p3  : 90 degree hard pulse 13C
; p4  : 180 degree hard pulse 13C (225d for 5/600)
; p5  : 90 degree hard pulse 15N
; pl11 : water flipback pulse (1.5m)

; p20 : 1m (Cleaning Gradient)
; p21 : 500u (Gradient in first INEPT)
; p22 : 500u (Gradient in second INEPT)
; p23 : 900u (Gradient in watergate)
; p24 : 500u (Gradient in Z-filter)
; gpz0 : 80%
; gpz1 : 19%
; gpz2 : 15%
; gpz3 : 32%
; gpz4 : 60%

; d8  : constant-time T_cp
; d14 : Inter-pulse delay
; d16 : inter-pulse during heating
; every refocusing frequency dumps in the same # pi pulses

; d1  : relaxation delay
; d2  : INEPT delay (~2.7ms)
; in0  : 1/(2 SW) (Hz)
; l3  : v_cpmg loop counter
; l11  : l3 + 1

define delay INEPT1
define delay INEPT2
define delay INEPT3
define delay U1

#include <Avance_dl.incl>

#define GRADIENT0 10u p20:gp0 200u
#define GRADIENT1 10u p21:gp1 200u
#define GRADIENT2 10u p22:gp2 200u
#define GRADIENT3 10u p23:gp3 200u
#define GRADIENT4 10u p24:gp4 200u
#define GRADIENT5 10u p25:gp5 200u
#define GRADIENT6 10u p26:gp6 200u

"p2=2*p1"
"p6=2*p5"
"in0=inf1/2"
"d0=in0/2-(p3*2 + 1.5u)"
"INEPT1=d2-(p21+p11+210u)-14u"
"INEPT2=d2-(p22+p11+210u)-14u"
"INEPT3=d2-(p23+p11+210u)-14u"

"U1=d2-p11-10u-p26-210u"

"l2 = 1"
"l4=l11-l3"
"d13=d1-d8"
"d14=d8/(16*l3)-p5"

"d16=d8/(16*14)-p5"

1 10u ze
2 1m
20u pl1:f1
20u pl2:f2
20u pl3:f3
d13*0.5
10u

;-----------------------temp-corr
4 d16
(p6 ph21):f3
d16
d16
(p6 ph21):f3
d16
d16
(p6 ph20):f3
d16
d16
(p6 ph22):f3
d16
d16
(p6 ph20):f3
d16
d16
(p6 ph20):f3
d16
d16
(p6 ph21):f3
d16
d16
(p6 ph23):f3
d16
lo to 4 times 14
20u pl1:f1
20u pl2:f2
20u pl3:f3
20u LOCKH_ON
;----------------------------------------
------------------------------first INEPT
5 (p5 ph20):f3
GRADIENT0
1m
(p1 ph20):f1
10u
(p11:sp1 ph18:r):f1
GRADIENT1
INEPT1 pl1:f1
(center(p2 ph21):f1 (p6 ph20):f3)
GRADIENT1
INEPT1
(p11:sp1 ph19:r):f1
5u
5u pl1:f1
(p1 ph23):f1
GRADIENT4

(p5 ph4):f3
;----------------------------------------U element
GRADIENT6
U1
(p11:sp3 ph15:r):f1
5u
5u pl1:f1
(center(p2 ph20):f1 (p6 ph20):f3)
10u
(p11:sp3 ph15:r):f1
GRADIENT6
U1 pl1:f1
;----------------------------------------CPMG
(p5 ph5):f3
GRADIENT5
;D.LEE readout
if "l2 %2 == 1" goto 31
    (p5 ph2):f3
go to 32
31 (p5 ph1):f3
32 d0
    (p3 ph23 1.5u p4 ph20 1.5u p3 ph23):f2
    d0

;----------------------------------------
15N evolution

;----------------------------------------
second INEPT

;----------------------------------------
WATERGATE

;----------------------------------------
acquisition
\begin{align*}
\text{ph15} &= 2 \\
\text{ph16} &= 0 \\
\text{ph17} &= 1 \\
\text{ph18} &= 2 \\
\text{ph19} &= 3 \\
\text{ph20} &= 0 \\
\text{ph21} &= 1 \\
\text{ph22} &= 2 \\
\text{ph23} &= 3 \\
\text{ph26} &= 2
\end{align*}
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