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Abstract

In this thesis we study a certain generalization of the gauge–theoretical Seiberg–Witten equations over a source 4–manifold $X$. The generalization involves a hyperKähler manifold $M$ with certain symmetries and a nonlinear Dirac operator $D$ acting on equivariant maps $u$ (called spinors) with values in $M$.

We prove a classification theorem for such hyperKähler manifolds and propose a new method for their construction. This allows us to obtain new examples of hyperKähler and closely related to them quaternionic Kähler manifolds. Our construction is quite explicit and, in some cases, this allows to obtain not only existence results but also hyper– and quaternionic–Kähler structures themselves.

We also prove that harmonic spinors, i.e. solutions of the equation $Du = 0$, are closely related to solutions of the so–called Cauchy–Riemann–Fueter equation. We then prove that solutions of the Cauchy–Riemann–Fueter equation, which are believed to be a ”right” analogue of holomorphic maps in quaternionic context, are exactly those maps, whose differential has no triholomorphic component. Hence we introduce the term ”aholomorphic” for such maps. It is also shown that harmonic spinors can be regarded as twisted version (in an appropriate sense) of aholomorphic maps.

The last part of the thesis is devoted to the generalized Seiberg–Witten equations over Kähler surfaces. In this case we prove that the space of solutions has a holomorphic description (in the usual complex sense). Further, if $X$ is a product of two holomorphic curves we show (modulo adiabatic limit conjecture) that there exists a relation between holomorphic curves (in the sense of Gromov theory), the symplectic vortex equations [18] and the generalized Seiberg–Witten equations.
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Introduction

1.1 Problem’s origin and survey of literature

1.1.1 Classification problem in dimension 4 and Seiberg–Witten equations

The problem of classification of smooth manifolds has long been studied. Since Poincaré’s time we know that any compact orientable 2–manifold looks like a connected sum of a number of tori (or a sphere):

![Two dimensional manifolds: connected sum of 3 tori.](image)

Figure 1.1: Two dimensional manifolds: connected sum of 3 tori.

Since classification of groups, which can occur as the fundamental group of a manifold $M$ with $dim M \geq 4$, is algorithmically impossible, the classification problem in dimension 4 and greater is algorithmically unsolvable. However, one can try to classify simply connected manifolds instead. The classification of compact simply connected smooth manifolds in dimension 5 and greater is now also known, however the problem in physically most interesting cases of dimensions 3 and 4 still remains unsolved. First Freedman [27] answered the question when two given 4–manifolds are homeomorphic. Unlike in dimension 2, 4–manifolds can be homeomorphic but not diffeomorphic! It was Donaldson [21] who made the first breakthrough in
smooth topology in dimension 4 in 1980s. Roughly speaking the idea was
the following: if two given homeomorphic 4–manifolds have different spaces
of solutions to some differential equation then they can not be diffeomor-
phic. The equation that Donaldson made use of was the celebrated Anti–
Self–Duality (ASD for short) equation

\[ F_a^+ = 0, \]  

(1.1)

where \( a \) is a connection on a chosen principal \( SU(2) \) bundle and \( F_a^+ \) denotes
the self–dual part of the curvature \( F_a \). Equation (1.1) has long been known in
mathematical physics as Yang–Mills equation. Studying the ASD–equation,
Donaldson was able to prove for example the following theorems:

**Theorem A.** There exist compact topological 4–manifolds, which admit no
smooth structure.

**Theorem B.** There exist compact smooth 4–manifolds, which are homeo-
orphic but not diffeomorphic.

The nonlinearity of the ASD equation presented serious difficulties and a
lot of new techniques had to be developed for its analysis.

Ten years later Seiberg and Witten [62] proposed a system of equations
(since then it carries their name) which is now the main tool in 4–manifolds
studies (see section 1.3.2 for definition). The roots of the system lie in the
depth of the still rather mysterious notion of S–duality in \( N = 2 \) supersym-
metric Yang–Mills theory [62, 63].

Nonlinearity of the Seiberg–Witten equations is much milder than the
nonlinearity of (1.1). Besides, the gauge group is abelian in Seiberg–Witten
theory in contrast to Donaldson theory and therefore the analysis involved
was also easier. But the main surprise was that a lot of results obtained via
Donaldson theory were much more easily reproved in the realm of Seiberg–
Witten theory.

The most direct application of the Seiberg–Witten invariant was found
by Fintushel and Stern [26]. They constructed an infinite family of mani-
folds homeomorphic but not diffeomorphic to a K3 surface. Their idea was
to perform a surgery along a knot (or link) embedded into a 4–manifold. If
we start with a K3 surface, then the resulting manifold can still be home-
omorphic to the original surface. However, the Seiberg–Witten invariant of
a resulting manifold is described by the Alexander polynomial of the knot

\textsuperscript{a}it seems inevitable at present that one has to consider nonlinear equations to capture
properties of smooth structure.

\textsuperscript{b}certain number derived from the space of solutions to the Seiberg–Witten equations;
see definitions 1.1.5 and 1.1.6
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and is different from the Seiberg-Witten invariant of the original K3 surface. Consequently, the original manifold and the one obtained after surgery cannot be diffeomorphic.

Shortly after the Seiberg–Witten equations were discovered, other applications were also found. For example, it is interesting to ask whether a smooth manifold admits a metric of positive scalar curvature. It was known, that there are topological obstructions for the existence of a metric with positive scalar curvature: for example, among surfaces only spheres admit such metric. As Witten already remarked, a smooth 4–manifold with positive scalar curvature must have vanishing Seiberg–Witten invariant. Consequently, there is an obstruction to the existence of a metric with positive scalar curvature, which depends on a smooth structure, not just the topological type of a manifold.

Other links with Riemannian geometry have been found by LeBrun [49]. He showed that any Einstein 4–manifold $X$ with non–trivial Seiberg–Witten invariant satisfies the following inequality: $\chi(X) - 3\sigma(X) \geq 0$, where $\chi(X)$ is the Euler characteristic and $\sigma(X)$ is the signature of $X$. This is a restriction on the existence of an Einstein metric.

It was shown by Witten that a connected sum of two 4–manifolds, which both satisfy $b_2^+ > 1$, has vanishing Seiberg–Witten invariant [72]. Consequently, a 4–manifold with non–trivial Seiberg–Witten invariant is smoothly indecomposable. On the other hand, Taubes showed [68] that a symplectic 4–manifold with $b_2^+ > 1$ has non–vanishing Seiberg–Witten invariant. Thus, symplectic manifolds with $b_2^+ > 1$ are indecomposable.

A powerful tool in symplectic geometry is the Gromov invariant [53]. It is based on counting pseudo–holomorphic curves representing a given homology class. Taubes [67] showed that the Seiberg–Witten and Gromov invariants coincide for compact symplectic manifolds with $b_2^+ > 1$. Another relation between solutions of Seiberg–Witten equations and pseudo–holomorphic curves can be found in [17].

1.1.2 Basics of the Seiberg–Witten theory

In this section we briefly review the basics of the Seiberg–Witten theory. All statements and constructions are well–known and documented and therefore we will omit proofs and provide only references. For precise definitions and more explanations see section 1.3. A systematic exposition can be found, for example, in [54, 55, 56, 52].

Let $X$ be a smooth closed orientable 4–manifold with a Riemannian metric $g_X$. Choose a Spin$^c$(4)–structure with a determinant line bundle $L$ and let $a$
be a connection on \( L \). Consequently we get a Dirac operator
\[
D_a : \Gamma(W^+) \longrightarrow \Gamma(W^-),
\]
where \( W^\pm \) are spinor bundles. Let \( \Phi(u) \) denote a self–dual 2–form (see (1.7)) associated to a spinor \( u \in \Gamma(W^+) \). The following nonlinear first order partial differential equations for a pair \((a,u)\)
\[
\begin{cases}
D_a u = 0, \\
F^+ a + \Phi(u) = 0,
\end{cases}
\]
are called Seiberg–Witten equations.

**Theorem 1.1.1.** [55] The system (1.2) is elliptic (and hence Fredholm).

A gauge group \( G = \text{Map}(X,S^1) \) acts on solutions (see (1.9)) and we get the associated moduli space (1.10) \( \mathcal{M}_{sw} \). In general, there is no reason to hope that the moduli space will be nonsingular. However one can achieve smoothness by suitable perturbations.

There are two common ways of perturbations: either one uses parameters that are naturally incorporated into the problem (such as a Riemannian metric in case of the ASD–equation or an almost complex structure in case of the symplectic vortex equation) or perturbs the equations themselves. In the Seiberg–Witten case the latter approach works.

**Theorem 1.1.2.** [55] Assume \( b_2^+(X) > 1 \). Then, for a generic self–dual 2–form \( \eta \), the moduli space \( \mathcal{M}^\eta_{sw} \) corresponding to the following perturbation of the Seiberg–Witten equations
\[
\begin{cases}
D_a u = 0, \\
F^+ a + \Phi(u) = \eta,
\end{cases}
\]
is a nonsingular smooth oriented manifold of dimension
\[
d = \frac{1}{4} \left( c_1(L)^2 - 2\chi(X) - 3\sigma(X) \right),
\]
where \( \chi(X) \) and \( \sigma(X) \) denote the Euler characteristic and the signature of \( X \) correspondingly.

*requires certain choices; see [55] for details.
An important property of the Dirac operator is the Weitzenböck formula (see for example [48, 55, 52]), which relates the square of the Dirac operator with the Laplacian of $\nabla \hat{a}$ and components of the curvature $\hat{a}$, where $\hat{a}$ is a connection on spinor bundles determined by $a$ and the Levi–Civita one. In particular, it enables us to obtain a priori bounds for solutions of the Seiberg–Witten equations. In turn, such a priori estimates imply the following compactness result.

**Theorem 1.1.3.** [55] *The Seiberg–Witten moduli space $\mathcal{M}^\eta_{SW}$ is compact.*

The compactness property is probably the most important feature of the Seiberg–Witten moduli space. It is the main advantage over other similar theories.

Another important consequence of the Weitzenböck formula is that the Seiberg–Witten equations admit variational formulation.

**Proposition 1.1.4.** [52] *Solutions $(a, u)$ of (1.2) are absolute minima of the following functional

$$S(a, u) = \int_X \left( |\nabla \hat{a} u|^2 + |F^+_a|^2 + \frac{s}{4} |u|^2 + \frac{1}{8} |u|^4 \right) d\text{vol}_X,$$

where $s$ is a scalar curvature of $X$.*

**Definition 1.1.5 (Seiberg–Witten invariant: simple case).** Pick a $\text{Spin}^c(4)$ structure $P_{\text{Spin}^c}$ and suppose that $\dim \mathcal{M}^\eta_{SW} = 0$. It follows from Theorem 1.1.3 that $\mathcal{M}^\eta_{SW}$ is a finite collection of points and we define a Seiberg–Witten invariant to be

$$SW(P_{\text{Spin}^c}) = \sum_{p \in \mathcal{M}^\eta_{SW}} \epsilon_p,$$

where $\epsilon_p = \pm 1$ according to the orientation at the point $p$.

It is a little bit more difficult to define Seiberg–Witten invariant in the general case. First pick a base point $x_0 \in X$ and consider a subgroup

$$\mathcal{G}_0 = \{ g \in \mathcal{G} \mid g(x_0) = 1 \} \subset \mathcal{G}.$$

Then the space of solutions to (1.3) modulo $\mathcal{G}_0$ is an $S^1$ principal bundle over $\mathcal{M}^\eta_{SW}$. Let $L \to \mathcal{M}^\eta_{SW}$ be the associated line bundle.

**Definition 1.1.6 (Seiberg–Witten invariant: general case).** Let $d = \dim \mathcal{M}^\eta_{SW}$. A Seiberg–Witten invariant is the following number

$$SW(P_{\text{Spin}^c}) = \int_{\mathcal{M}^\eta_{SW}} c_1(L)^{d/2}, \quad d \geq 0, \ d \text{ is even}$$

and $SW(P_{\text{Spin}^c}) = 0$ otherwise.
Denote by $S(X)$ the set of isomorphism classes of $Spin^c(4)$ structures on $X$.

**Theorem 1.1.7.** [55] The function

$$SW : S(X) \rightarrow \mathbb{Z}$$

is well-defined. It is zero on all but finitely many elements of $S(X)$.

In the remaining part of this section we briefly consider the Seiberg–Witten equations in the case when the source manifold $X$ is Kähler. Let $K_X$ be the canonical line bundle. Pick a $Spin^c(4)$ structure and let $K^{-1}_X \otimes L^2_0$ be its determinant line bundle. Then $W^+ \cong \Lambda^0(X; L_0) \oplus \Lambda^{0,2}(X; L_0)$ and hence a spinor $u$ can be written as a pair $u = (\alpha, \beta)$ with $\alpha \in \Omega^0(X; L_0)$ and $\beta \in \Omega^{0,2}(X; L_0)$.

**Theorem 1.1.8.** [55] Assume that $X$ is Kähler and let $(a, u)$ be a solution to the Seiberg–Witten equations (1.2). Then the following holds

- connection $a$ defines a holomorphic structure on the determinant line bundle, i.e. $(F_a)^{0,2} = 0$;
- $\bar{\alpha}\beta = 0$;
- $\alpha$ is a holomorphic section of $L_0$ with respect to the holomorphic structure induced by $a$ and $\bar{\beta}$ is a holomorphic section of $K_X \otimes L_0^{-1}$.

It is sometimes possible to say more about solutions to the Seiberg–Witten equations on Kähler surfaces as well as about the invariant.

**Proposition 1.1.9.** [55] Let $X$ be a Kähler surface.

- If $\deg K_X < 0$, then the only solutions to Seiberg–Witten equation are reducible.
- Suppose $\deg K_X > 0$. Then $SW(P_{K_X^{-1}}) = 1$, where $P_{K_X^{-1}}$ denotes a $Spin^c(4)$ structure, whose determinant line bundle is $K_X^{-1}$.

Finally we would like to note that it is possible to compute the Seiberg–Witten invariant for minimal algebraic surfaces of general type, which happens to be non–trivial. Similar results for symplectic manifolds were obtained by Taubes [66, 67, 68].
1.1.3 Generalized Seiberg–Witten theory

In the recent paper [59] V. Pidstrigach proposed a certain generalization of the Seiberg–Witten equations (1.2). The basic idea was to replace the spinor vector bundle by a certain fibre bundle with a nonlinear fibre. More precisely, a fibre of the spinor bundle $W^+$ can be identified with the simplest hyperKähler manifold $\mathbb{H} \cong \mathbb{C}^2$; then one replaces $\mathbb{H}$ with an arbitrary hyperKähler manifold $M$ with certain symmetries. It is then possible to define a Dirac operator, which acts on sections of the "nonlinear spinor bundle". Such generalizations of the Dirac operator were already known to physicists [3, 6]. This idea was also described in [69] for 3–dimensional manifolds.

Further, given a spinor $u$, i.e. a section of nonlinear spinor bundle, it is possible to construct a self–dual 2–form $\Phi(u)$ with the help of a hyperKähler momentum map. Hence, the generalization of the Seiberg–Witten equations can be written in the same form as (1.2).

It was shown in [59] that a variant of the Weitzenböck formula also holds for the above mentioned generalized Dirac operator. This is used to show that the moduli space associated to the generalized Seiberg–Witten equations is compact for the abelian gauge group provided the fibre $M$ admits a hyperKähler potential, i.e. a single function, which is a Kähler potential for all complex structures simultaneously.

1.1.4 HyperKähler and quaternionic Kähler geometries

The previous section motivates our interest in hyperKähler manifolds and closely related to them quaternionic Kähler ones. Their study is very interesting on its own and there are several reasons for that. As it was shown by Berger [8] there are very few groups, which can occur as a holonomy group of a simply connected nonsymmetric locally irreducible Riemannian manifold. In particular, Berger’s list contains $Sp(n)$ and $Sp(n)Sp(1)$: the first is a holonomy group of a hyperKähler manifold while the second of a quaternionic Kähler one. It means that hyper– and quaternionic–Kähler manifolds are examples of basic Riemannian geometries. One can describe hyperKähler manifolds in other words as follows.

**Definition 1.1.10.** A Riemannian manifold $(M, g)$ is hyperKähler if it admits three covariantly constant complex structures $I_r$, $r = 1, 2, 3$ with quaternionic relations

$$I_1 I_2 = -I_2 I_1 = I_3, \quad I_r^2 = -id,$$

compatible with Riemannian structure: $g(I_r\cdot, I_r\cdot) = g(\cdot, \cdot)$. 
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Hitchin \([38]\) proved in 1987 extremely useful criteria of integrability of complex structures: \(I_r\) are covariantly constant iff 2–forms \(\omega^r(\cdot, \cdot) = g(\cdot, I_r \cdot)\) are symplectic (i.e. closed). Sometimes it is convenient to consider all three symplectic forms together as one \(\text{Im} \mathbb{H}\)–valued 2–form:

\[\omega = \omega_1 i + \omega_2 j + \omega_3 k.\]

In contrast to hyperKähler manifolds, a quaternionic Kähler manifold \(N\) admits complex structures (and correspondingly 2–forms \(\omega^r\)) only locally. Nevertheless the 4–form \(\Omega = w_1 \wedge \omega_1 + w_2 \wedge \omega_2 + w_3 \wedge \omega_3\), called a \textit{fundamental 4–form}, exists globally and determines the quaternionic Kähler structure. In this case the integrability means that the fundamental 4–form is covariantly constant and this is equivalent to \(d\Omega = 0\) provided \(\text{dim} \ N \geq 12\). In dimension 4 quaternionic Kähler by definition means Einstein and self–dual.

Another source of interest to hyper– and quaternionic–Kähler manifolds is physics. It is well known \([61]\) that both classes of manifolds are automatically Einstein and therefore they are of particular interest to physicists. On the other hand, such manifolds naturally appear in the supersymmetric \(\sigma\)–model \([2, 3, 6]\).

One of the major problems of quaternionic Riemannian geometry is to construct examples of hyper– and quaternionic–Kähler manifolds. It is a sharp contrast to complex geometry, where there are no problems to construct Kähler manifolds.

The first nontrivial example of a hyperKähler metric was one constructed by Eguchi and Hanson \([23]\) on \(T^*\mathbb{C}P^1\), which was lately generalised by Calabi \([13]\) to all \(T^*\mathbb{C}P^n\). In dimension four Gibbons and Hawking \([34]\) described all hyperKähler manifolds with \(S^1\)–symmetry (\textit{multiinstanton metrics} in physical terminology; see example \([2, 2, 4]\) for details).

The basic examples of compact hyperKähler manifolds are flat torii and K3 surfaces. These are in fact the only compact hyperKähler 4–manifolds. The existence of a hyperKähler metric on a K3 surface follows from the Yau’s proof of the Calabi conjecture \([74, 75]\). For a more explicit construction, see \([50]\).

Another useful source of hyperKähler manifolds is (finite– and infinite–dimensional) \textit{hyperKähler reduction} \([36]\): if a group \(G\) acts isometrically and triholomorphically on a hyperKähler manifold \(M\) with momentum map \(\mu : M \rightarrow \mathfrak{g}^* \otimes \text{Im} \mathbb{H}\) and \(a \in \mathfrak{z} \otimes \text{Im} \mathbb{H}\) is a regular value of \(\mu\), then \(\mu^{-1}(a)/G\) inherits hyperKähler structure.

One of the most important features about hyperKähler structures is that many natural spaces occurring in gauge theory possess such structure. The key point is that very often such spaces can be viewed as infinite–dimensional
hyperKähler reductions. Among examples are self-dual instantons over $\mathbb{R}^4$ or more generally over a 4-dimensional hyperKähler manifold and closely related spaces: monopoles, solutions to the self-duality equations over a Riemann surface and Nahm moduli spaces. Coadjoint orbits of complex semisimple Lie groups form a particularly interesting class of hyperKähler manifolds. In fact, the hyperKähler structure on coadjoint orbits is obtained representing them as suitable Nahm moduli spaces.

Concerning quaternionic Kähler manifolds, their geometry strongly depends on the sign of the scalar curvature $s$, which is automatically constant. In particular, if $s = 0$ the manifold is locally hyperKähler and therefore there is a strong tendency to include $s \neq 0$ in the definition of quaternionic Kähler manifolds. We are mainly interested in positive quaternionic Kähler manifolds and consider very briefly some of their properties below.

We would like to point out that quaternionic Kähler manifold $N$ is not Kähler unless $s = 0$. Moreover, a positive quaternionic Kähler manifold does not even admit a compatible almost complex structure.

On the other hand, the quaternionic structure of $N$ can always be untwisted by passing to the total space of a suitable fibre bundle. In particular, Swann shows that for a quaternionic Kähler manifold $N$ with positive scalar curvature there exists a hyperKähler manifold $\mathcal{U}(N)$, which admits a hyperKähler potential (a single function which is a Kähler potential for all complex structures simultaneously). On the other hand, to any hyperKähler manifold with hyperKähler potential one can associate a positive quaternionic Kähler one. Note that the existence of a hyperKähler potential was required to get a compactness property of the moduli space associated to the generalized Seiberg–Witten equations (see section 1.1.3).

All positive symmetric quaternionic Kähler manifolds were classified in and they are called "Wolf spaces". They are the only known examples of complete positive quaternionic Kähler manifolds. For example, in dimension 4 there are only two such manifolds: $\mathbb{H}P^1 \cong S^4$ and $\mathbb{C}P^2$. However, it is no longer true if one considers orbifolds instead of manifolds: correspondent examples were constructed by Galicki and Lawson with the help of quaternionic Kähler reduction method developed in the same paper.

It is completely clear that neither this section nor Section 1.1.1 provide complete overview of the corresponding subjects and it was definitely not the author’s aim. My best hope was to indicate some important recent developments in the corresponding areas related to the research of this thesis.
1.2 Overview of the thesis

The central aim of my research presented in this thesis was the study of the generalized Seiberg–Witten equations (see section 1.1.3). The problem involves certain objects, although defined earlier but studied from a different perspective, such as nonlinear Dirac operator or hyperKähler manifolds with prescribed symmetries. To get a better insight into the main problem we study in the first two chapters their properties alone. The last chapter is devoted to the generalized Seiberg–Witten equations.

HyperKähler geometry. As we have already remarked the moduli space of the generalized Seiberg–Witten equations is compact provided the target hyperKähler manifold M admits a hyperKähler potential. In order to formulate the equations it is necessary that M also admits a triholomorphic action of a Lie group G (see [59] for details). In this thesis only the simplest case $G = S^1$ will be considered. Natural questions arise: how many such manifolds do we know? what are their properties? These questions are addressed in Chapter 2.

A partial answer to the above questions is contained in Swann’s paper [65]. Namely, Swann shows that to each hyperKähler manifold with a hyperKähler potential and $G$–symmetry corresponds a quaternionic Kähler manifold with positive scalar curvature also carrying a $G$–symmetry and vice versa. The problem is that we know only a few examples of quaternionic Kähler manifolds with positive scalar curvature.

In Chapter 2 we obtain a classification of all hyperKähler manifolds M with a hyperKähler potential and additional triholomorphic and isometric action of $S^1$. It turns out, that such manifolds can be reconstructed by their hyperKähler reductions $\tilde{M}$ with respect to a nonzero value of momentum map. The main result of the chapter is Theorem 2.1.3 which describes how to construct $M$ as well as its hyperKähler structure by a given $\tilde{M}$. This construction can be viewed as an inverse one to the hyperKähler reduction. Moreover, the hyperKähler structure of $M$ is described quite explicitly which allows to obtain not only existence results, but metric and symplectic forms themselves. Dividing such manifolds by $\mathbb{H}^*$ as described in [65] we obtain quaternionic Kähler manifolds with $S^1$–symmetry (Theorem 2.1.8). In this way we get new examples of hyper– and quaternionic– Kähler manifolds (see Section 2.3). We prove for example that the total spaces of $O_{\mathbb{P}^1}(m), m \geq 1$ admit an Einstein and self–dual metric with positive scalar curvature. On the other hand we obtain interesting relations between known manifolds. For example, it turns out that Gibbons–Hawking spaces are closely related to nilpotent orbits (see example 2.2.4).
Chapter 2 is self-contained and can be regarded as a contribution to the hyper– and quaternionic Kähler geometry.

**Nonlinear Dirac operator.** In Chapter 3 we study properties of the generalized Dirac operator acting on sections of a certain fibre bundle, where fibre is a hyperKähler manifold with certain symmetries. We show that the Dirac operator $D$ can be regarded as an analogue of $\partial$–operator in complex geometry. Similarly, harmonic spinors, i.e. solutions of the equation $D u = 0$, can be regarded as an analogue of (anti)holomorphic sections in complex context.

Consider for simplicity a case when the source 4–dimensional manifold $X$ is itself hyperKähler with complex structures $(J_1, J_2, J_3)$, while $(I_1, I_2, I_3)$ denote the complex structures of $M$. Then harmonic spinors can be viewed as maps $u : X \rightarrow M$ satisfying the quaternionic analogue (3.15) of the Cauchy–Riemann equation. We show in Proposition 3.3.10 that maps satisfying (3.15), i.e. which are believed to be a ”right” analogue of holomorphic maps in quaternionic context, are exactly those, whose differential has no triholomorphic component (meaning ”commuting with all 3 complex structures”). Hence we propose the term ”aholomorphic” for such maps. We also extend the notion of aholomorphicity into quaternionic Kähler context via the Swann construction [65].

**Generalized Seiberg–Witten equations over Kähler surfaces.** In the last chapter we study the generalized Seiberg–Witten equations over Kähler surfaces as the title suggests. In particular we prove an analogue of Theorem 1.1.8 and consider connections of the generalized Seiberg–Witten equations over Kähler surfaces with other different gauge theories studied in [10, 18, 58]. We consider THC–system defined in [40] (see also (4.8)) over the product of Riemann surfaces as a prototype of generalized Seiberg–Witten equations. We show (modulo adiabatic limit conjecture) in Theorem 4.5.6 that in the limit as a metric over one of the curves becomes very large solutions of the THC–system become holomorphic curves in the moduli space of the symplectic vortex equations [18] over the other curve. Then we show (also modulo adiabatic limit conjecture) that analogous result holds for the generalized Seiberg–Witten equations (see theorem 4.6.3).

1.3 Addendum: conventions

Quaternions and related groups. By $\mathbb{H}$ we denote the 4–dimensional $\mathbb{R}$–algebra of quaternions with the basis $(1, i, j, k)$ such that

$$i^2 = j^2 = k^2 = -1, \quad ij = -ji = k.$$

It follows that any quaternion can be written as $h = h_0 + h_1 i + h_2 j + h_3 k$ with real numbers $h_l$. Sometimes it is convenient to decompose $\mathbb{H} = \mathbb{C} \oplus j \mathbb{C} \cong \mathbb{C}^2$ and we write $h = a + jb$, where $a, b \in \mathbb{C}$, $a = h_0 + h_1 i$, $b = h_2 - h_3 i$. Certainly, one may also decompose $\mathbb{H} = \mathbb{C} \oplus Cj$, however the previous decomposition better suits our further conventions. The function $\| \cdot \| : \mathbb{H} \to \mathbb{R}_+$,

$$\|h\|^2 = \sum_{l=0}^{4} h_l^2 = |a|^2 + |b|^2$$

turns $\mathbb{H}$ into the normed space. Further, by the real part of $h$ we mean $h_0 \in \mathbb{R}$ and by its imaginary part the quaternion $h_1 i + h_2 j + h_3 k$. Consequently we have one more decomposition $\mathbb{H} = \mathbb{R} \oplus \text{Im} \mathbb{H}$, which defines a quaternionic conjugation (or, simply conjugation): $\overline{h} = \text{Re} h - \text{Im} h$.

By $\mathbb{H}^*$ we will denote the group of invertible quaternions. A quaternionic unitary group $Sp(1)$ is defined as the subgroup of $\mathbb{H}^*$ consisting of quaternions of unitary length:

$$Sp(1) = \{ q \in \mathbb{H} : |q| = 1 \}.$$ 

Observe that the group $Sp(1)$ is isomorphic to $SU(2)$. Indeed, recall that $\mathbb{H} \cong \mathbb{C}^2$. Then the isomorphism is given via the map $q \mapsto A_q : \mathbb{H} \to \mathbb{H}, A_q h = qh$.

Further, the group $Spin(4)$ is a product of two copies of $Sp(1)$:

$$Spin(4) = Sp_+(1) \times Sp_-(1),$$

where we use subscripts ”±” to distinguish between different copies. Notice that $Spin(4)$ is a double cover of $SO(4)$ and the isomorphism $Spin(4) / \pm 1 \cong SO(4)$ is given by

$$(q_+, q_-) \mapsto B_{q_+, q_-} : \mathbb{H} \to \mathbb{H}, \quad B_{q_+, q_-} h = q_- h\overline{q}_+$$

and we also take the obvious identification $\mathbb{H} \cong \mathbb{R}^4$ into account.

Finally, we define

$$Spin^c(4) = Spin(4) \times \{ \pm 1 \} S^1 = \{ [q_+, q_-] : q_\pm \in Sp_\pm(1), \lambda \in S^1 \}.$$
Notice that $\text{Spin}^c(4)/S^1 \cong \text{SO}(4)$. Hence, the representation of $\text{Spin}^c(4)$, which induces a standard representation of $\text{SO}(4)$ is given by

$$[q_+, q_-, \lambda] \mapsto B^c_{[q_+, q_-, \lambda]} : \mathbb{H} \to \mathbb{H}, \quad B^c_{[q_+, q_-, \lambda]} h = q_- h \bar{q}_+.$$  (1.4)

**Spinor Representations.** By $W$ we mean the standard $\text{SU}(2)$--representation on $\mathbb{C}^2$ or equivalently $\text{Sp}(1)$--representation on $\mathbb{H}$ by multiplication on the left. Further $W^\pm$ denote $\text{Spin}^c(4)$--representations on $\mathbb{H}$ given by

$$([q_+, q_-, \lambda], h) \mapsto q^\pm h \lambda$$  (1.5)

and $\mathbb{R}^4$ denotes representation of the same group on the same space given by$$([q_+, q_-, \lambda], h) \mapsto q_- h \bar{q}_+.$$

A Clifford multiplication is a homomorphism of $\text{Spin}^c(4)$ representations

$$\mathbb{R}^4 \otimes W^+ \longrightarrow W^-$$  (1.6)

defined by the formula

$$h_1 \otimes h_2 \mapsto h_1 h_2.$$

**1.3.1 Dirac operator**

Let $X^4$ be a closed oriented Riemannian manifold and $P_{\text{so}}$ be its principal $\text{SO}(4)$ bundle of orthonormal oriented frames. A $\text{Spin}^c(4)$ principal bundle $P_{\text{Spin}^c}$ is called a lifting of $P_{\text{so}}$ if $P_{\text{Spin}^c}/S^1 \cong P_{\text{so}}$, where $S^1 \subset \text{Spin}^c(4)$ is a standard embedding.

**Proposition 1.3.1.** [55] For any oriented 4--manifold $X$ the principal $\text{SO}(4)$ bundle $P_{\text{so}}$ of orthonormal oriented frames can be lifted to $\text{Spin}^c(4)$ structure $P_{\text{Spin}^c}$.

Now pick any $\text{Spin}^c(4)$ principal bundle $P_{\text{Spin}^c}$ as in the above proposition. If we define the ”determinant representation” $L$ of $\text{Spin}^c(4)$ to be

$$\rho_{\text{det}} : ([q_+, q_-, \lambda], z) \mapsto \lambda^2 z, \quad z \in \mathbb{C}$$

then we get a corresponding Hermitian line bundle $L = P_{\text{Spin}^c} \times_{\text{Spin}^c(4), \rho_{\text{det}}} \mathbb{C}$ called the determinant line bundle. If $H^2(X, \mathbb{Z})$ has no torsion, then the lifting $P_{\text{Spin}^c}$ is uniquely determined by the Chern class of the determinant line bundle $c_1(L) \in H^2(X, \mathbb{Z})$.

---

\[d\] we follow the standard convention to denote representations and corresponding bundles by the same letters.

---
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The representations (1.5) give rise to the corresponding vector bundles $W^\pm$. It follows from (1.6) that we have a homomorphism of vector bundles $TX \otimes W^+ \to W^-$. The Riemannian metric of $X$ provides an isomorphism $TX \cong T^*X$ and therefore we have a map

$$Cl : T^*X \otimes W^+ \to W^-$$

also called a Clifford multiplication.

Further, a choice of connection $\alpha$ on $P_{det} = P_{Spin^c}/Spin(4)$ together with the Levi–Civita connection on $P_{so}$ determines a connection $\hat{\alpha}$ on $P_{Spin^c}$. The connection $\alpha$ can be equivalently viewed as a Hermitian connection on the determinant line bundle $L$. Thus we have a covariant derivative

$$\nabla^{\hat{\alpha}} : \Gamma(W^+) \to \Gamma(W^-).$$

**Definition 1.3.2 (Dirac operator).** The first order differential operator given by the sequence

$$\mathcal{D}_a : \Gamma(W^+) \xrightarrow{\nabla^{\hat{\alpha}}} \Gamma(T^*X) \otimes \Gamma(W^+) \xrightarrow{Cl} \Gamma(W^-)$$

is called the **Dirac operator**.

### 1.3.2 Seiberg–Witten equations

Let $\mathbb{R}^3_+$ denote the standard representation of $SO_+(3)$. If we identify $\mathbb{R}^3$ with $\text{Im } \mathbb{H}$, then the induced representation of $Spin^c(4)$ in quaternionic notations can be written as $([q^+, q^-, \lambda], h) \mapsto q^+_\lambda h\bar{q}^+_\lambda$, $h \in \text{Im } \mathbb{H}$. Consider the following nonlinear equivariant map

$$\Phi : W^+ \to \mathbb{R}^3_+ \quad \Phi(h) = hi\bar{h}.$$ 

It follows that we obtain the corresponding nonlinear map from the positive spinor bundle into the bundle of self–dual 2–forms on $X$:

$$\Phi : W^+ \to \Omega^2_+(X). \quad (1.7)$$

**Definition 1.3.3 (Seiberg–Witten equations).** The system of partial differential equations

$$\begin{cases}
\mathcal{D}_a u = 0, \\
F^+_a + \Phi(u) = 0,
\end{cases} \quad (1.8)$$

where unknowns are a connection $a$ and spinor $u$ is called the **Seiberg–Witten equations**.
1.3.3 Seiberg–Witten moduli space

Let $\mathcal{A}(P_{\text{det}})$ denote the space of connections on the principal bundle $P_{\text{det}}$. A gauge group $\mathcal{G} = \text{Map}(X, S^1)$ of smooth maps from $X$ into $S^1$ acts on pairs $(a, u) \in \mathcal{A}(P_{\text{det}}) \times \Gamma(W^+)$:

$$g \cdot (a, u) = (a - 2g^{-1}dg, gu), \quad g \in \mathcal{G}. \quad (1.9)$$

The above defined action of the gauge group induces action on the space of solutions to the Seiberg–Witten equations [55]. It is clear that the action is free provided $u \neq 0$. By a suitable perturbation of equations one can achieve [55] that $(a, 0)$ is not a solution of the Seiberg–Witten equations if $b_2^+ > 1$.

**Definition 1.3.4.** The quotient space

$$\mathcal{M}_{SW} = \{ (a, u) \in \mathcal{A}(P_{\text{det}}) \times \Gamma(W^+) \mid (a, u) \text{ solves } (1.8) \} / \mathcal{G} \quad (1.10)$$

is called a (Seiberg–Witten) moduli space.
Chapter 2

HyperKähler manifolds with hyperKähler potential and triholomorphic $S^1$–action

In order to define a nonlinear generalization of the Dirac operator (see Section 3.2), the target hyperKähler manifold $(M, g, I_1, I_2, I_3)$ must admit certain symmetries. The most important ingredient is a so–called permuting action of $Sp(1)$ (or $SO(3)$).

**Definition 2.0.5.** An isometric action of the group $Sp(1)$ is called permuting if the following holds

$$L_\zeta \omega = [\zeta, \omega] \iff (L_q)^* \omega = q\omega q^{-1}, \quad q \in Sp(1),$$

(2.1)

where $\zeta \in \text{Im} \mathbb{H} \cong sp(1)$ and $\omega = \omega_1 i + \omega_2 j + \omega_3 k$ is the quaternion–valued 2–form with $\omega_i(\cdot, \cdot) = g(\cdot, I_i \cdot)$.

We will also say, that $Sp(1)$ with the above property permutes complex structures of $M$.

Swann [65] shows that permuting action of $Sp(1)$ can be extended to homothetic action of the whole $\mathbb{H}^* = \mathbb{R}_+^* \times Sp(1)$ if the vector field $IY_i$ is independent of a complex structure $I$, where $Y_i$ is a Killing vector field of $S^1 \subset Sp(1)$ which preserves $I$. In particular

$$I_1 Y_1 = I_2 Y_2 = I_3 Y_3 = -Y_0,$$

(2.2)

where we put $Y_r = Y_{I_r}$ for short and a vector field $Y_0$ generates homothetic action of $\mathbb{R}_+^* \subset \mathbb{H}^*$: $(L_r)^* g = r^2 g$. We will also call such $\mathbb{H}^*$–action permuting. Under these circumstances $N = M/\mathbb{H}^*$ has positive scalar curvature and carries a quaternionic Kähler structure.
On the other hand, for any quaternionic Kähler manifold $N$ with positive scalar curvature, Swann constructs a hyperKähler manifold $U(N)$ which enjoys permuting action of $\mathbb{H}^*$. Such manifolds are also distinguished by the property of carrying a hyperKähler potential, i.e., function $\rho : M \rightarrow \mathbb{R}$ which is Kähler potential for each complex structure simultaneously.

It was shown in [59] that the Seiberg–Witten moduli space associated to the generalized Seiberg–Witten equations is compact provided $M$ admits a permuting $\mathbb{H}^*$ action or, equivalently, a hyperKähler potential.

In this section we study hyperKähler manifolds $M$ with hyperKähler potential and triholomorphic action of $S^1$. The triholomorphic action of $S^1$ is necessary for the definition of the Seiberg–Witten equations. First we show how to reconstruct the manifold $M$ by its hyperKähler reduction $\tilde{M}$ with respect to a nonzero value of momentum map. This is done in Theorem [2.1.3], which simultaneously provides a classification of hyperKähler manifolds with hyperKähler potential and triholomorphic action of $S^1$. Then we describe corresponding quaternionic Kähler manifolds (see Theorem [2.1.8]). In Section [2.3] we describe new examples of hyper- and quaternionic–Kähler manifolds making use of a certain freedom in choice of parameters of the construction. We prove for example that the total spaces of $\mathcal{O}_{\mathbb{P}^1}(m), m \geq 1$ admit an Einstein and self–dual metric with positive scalar curvature. The last section is devoted to Kähler structure on quaternionic Kähler manifolds with positive scalar curvature naturally invoked by the action of $S^1$. Theorem [2.4.1] was known earlier from twistor theory, however our proof is new. We not only prove the existence of Kähler structure, but also compute it explicitly.

### 2.1 $S^1$–Symmetry

Let $M$ be a hyperKähler manifold with $\mathbb{H}^*$–action permuting complex structures. Suppose also that $M$ admits a hyperKähler action of $S^1$ (which we prefer to denote $S_0^1$ in order to distinguish this group from another one, which will appear later and is also isomorphic to $S^1$) with momentum map $\mu : M \rightarrow \text{Im} \mathbb{H}$, 

$$d\mu = - i_{K_0} \omega,$$

where $K_0$ is a Killing vector field of $S_0^1$. We assume also that these two actions commute. It follows that

$$\mu \circ L_x = x \mu \bar{x}, \quad x \in \mathbb{H}^*.$$

(2.3)

Now fix an imaginary quaternion, say $i$, and consider corresponding level set $P = \mu^{-1}(i)$. Since $x m = L_x m \in \mu^{-1}(ix\bar{x})$ and $\mathbb{H}^*$ acts transitively on
Im $\mathbb{H} \setminus \{0\}$ the map
\[ f : \mathbb{H}^* \times P \longrightarrow M \setminus \mu^{-1}(0), \quad (x, m) \mapsto xm, \]
is surjective. Notice that
\[ M_0 = M \setminus \mu^{-1}(0) \]
is open and everywhere dense submanifold of $M$.

However the map $f$ is not injective. Indeed $\mu^{-1}(i) = P$ inherits action of $\text{Stab}_i = S^1 \subset \mathbb{H}^*$ (to which we now give a label $S^1_r$) and it follows that points $(x, m)$ and $(xz, \bar{z}m)$, $z \in S^1_r$ are mapped into the same point $xm$ in $M_0$. Thus the manifold $M_0$ can be described as $\mathbb{H}^* \times S^1_r P$.

Now the challenge is to express the hyperKähler structure of $M_0$ in terms of its "components" $\mathbb{H}^*$ and $P$.

### 2.1.1 Induced structure on $P$

First observe that $\tilde{M} := P/S^1_0$ is just a hyperKähler reduction of $M$ and therefore is itself a hyperKähler manifold. Here we assume that $i$ is a regular value of the momentum map. Thus $P$ can be thought of as $S^1_0$–principal bundle over $\tilde{M}$. Moreover it comes equipped with a connection $\xi$, namely
\[ \xi(\cdot) = v g(K_0, \cdot) \in \Omega^1(P), \]
where $v^{-1} = g(K_0, K_0)$, $v : \tilde{M} \longrightarrow \mathbb{R}_{>0}$. Notice that the induced metric $\tilde{g}$ on $\tilde{M}$, the connection $\xi$ and the function $v$ together determine the metric on $P$ since $T, P \cong \mathbb{R}K_0 \oplus T, \tilde{M}$:
\[ g_P = \tilde{g} + v^{-1} \xi^2. \]

The connection $\xi$ defines a horizontal lift $\tilde{u} \in TP$ of a tangent vector $u \in T\tilde{M}$.

As we have already remarked $P$ inherits the action of $S^1_r$, which descends to $\tilde{M}$. The latter action has a nice property (inherited from $M$) of fixing complex structure $I_1$ and rotating the plane spanned by $I_2$ and $I_3$. Denote by $K_r$ a Killing vector field of $S^1_r$–action on $\tilde{M}$ and by $w$ the squared norm of $K_r$:
\[ w : \tilde{M} \longrightarrow \mathbb{R}_{>0}, \quad w = \|K_r\|^2. \]

Below we will also use a quaternion–valued 1–form $\eta$ generated by $K_r$:
\[ \eta = i_{K_r}\tilde{g} + i_{K_r}\tilde{\omega} \in \Omega^1(\tilde{M}; \mathbb{H}). \]

---

*aNotice that we identify the Lie algebra of $S^1$ with $\mathbb{R}$, not with $i\mathbb{R}$.**
Further, recall that $Y_1$ is the Killing vector field of the $S^1_\beta$–action on $P$. Then $Y_1$ and $K_r$ are related as follows. First observe that $T,M = T,P \oplus \mathbb{R}I_1K_0 \oplus \mathbb{R}I_2K_0 \oplus \mathbb{R}I_3K_0$ and one also has

$$T,P = \text{Ker} \mu, \quad \mu_*I_1K_0 = v^{-1}i, \quad \mu_*I_2K_0 = v^{-1}j \quad \text{and} \quad \mu_*I_3K_0 = v^{-1}k.$$

Now taking $x = \exp(it)$ in formula (2.3) and differentiating with respect to $t$ one obtains that the formula $Y_1 = \dot{K}_r + aK_0$ holds on $P$. The same argument gives that $\mu_*Y_0 = 2i$ or in other words $Y_0 = \dot{Y}' + bK_0 + 2vI_1K_0$. It follows from the equation $I_1Y_0 = Y_1$ that $Y' = -I_1K_r$, $b = 0$, $a = -2v$. Summing up we obtain

$$Y_0 = -I_1\dot{K}_r - 2vI_1K_0, \quad Y_1 = \dot{K}_r + 2vK_0,$$

$$Y_2 = I_3\dot{K}_r + 2vI_3K_0, \quad Y_3 = -I_2\dot{K}_r - 2vI_2K_0.$$  \hspace{1cm} (2.7)

**Remark 2.1.1.** Since actions of $S^1_\beta$ and $S^1_r \subset \mathbb{H}^*$ commute, it follows that the connection $\xi$ enjoys additional property of being $S^1_r$–invariant. On infinitesimal level this means that $0 = \mathcal{L}_{Y_1} \xi = \iota_{Y_1}d\xi + d\iota_{Y_1}\xi = \iota_{K_r}F_{\xi} + 2dv,$ where $F_\xi \in \Omega^1(M)$ denotes the curvature form of $\xi$. Thus, invariance of $\xi$ with respect to action of $S^1_r$ on $P$ is equivalent to

$$\iota_{K_r}F_{\xi} + 2dv = 0.$$ \hspace{1cm} (2.8)

Note also that the function $v$ is $S^1_r$–invariant by the same reason.

### 2.1.2 Metric

Since $M$ is a Riemannian manifold the map $f$, defined by (2.4), induces a metric $f^*g$ on $\mathbb{H}^* \times P$. Notice that since $f$ is not injective, this metric degenerates on tangent vectors to fibres. Our next aim is to calculate $f^*g$ explicitly in terms of tensors on $\mathbb{H}^*$ and $M$ as well as the connection $\xi$ and function $v$.

Let $(x,m) \in \mathbb{H}^* \times P$ and $(h_1,v_1), \ (h_2,v_2) \in T_x\mathbb{H}^* \times T_mP$. Put also $\alpha = x^{-1}h_1, \beta = x^{-1}h_2 \in T_x\mathbb{H}^*$ and denote by $\gamma_\alpha$ and $\gamma_\beta$ the Killing vector fields of $\mathbb{H}^*$–action at the point $m$ corresponding to the Lie algebra elements $\alpha$ and $\beta$. Obviously $(\gamma_1, \gamma_2, \gamma_3) = (Y_0, Y_1, Y_2, Y_3)$. Further, one has

$$f^*g((h_1,v_1), (h_2,v_2)) = g((L_x)_*(\gamma_\alpha + v_1), (L_x)_*(\gamma_\beta + v_2)) =$$

$$= |x|^2g(\gamma_\alpha + v_1, \gamma_\beta + v_2).$$

Thus we see that essentially the following three terms have to be computed: $g(\gamma_\alpha, \gamma_\beta)$, $g(\gamma_\alpha, v)$ and $g(\gamma_1, v_2)$.
The first term. Since relation (2.2) holds, we get
\[ g(Y_\alpha, Y_\beta) = g(\sum_{r=0}^{3} \alpha_r Y_r, \sum_{r=0}^{3} \beta_r Y_r) = g(Y_0, Y_0) \text{Re} (\alpha \bar{\beta}). \]
Recall that \( w \) denotes the squared norm of \( K_r \) and therefore it follows from (2.7) that \( g(Y_0, Y_0) = w + 4v^2v^{-1} = 4v + w \). So finally we have
\[ g(Y_\alpha, Y_\beta) = (4v + w) \text{Re} (\alpha \bar{\beta}). \]

The second term. First decompose \( v \) into horizontal and vertical parts: \( v = \hat{v}' + \xi(v)K_0 \). Taking into account formulae (2.7) again, one obtains
\[ g(Y_\beta, v) = g(Y_\beta, v') + 2\beta_1 \xi(v) = \]
\[ = \bar{g}(-\beta_0 I_1 K_r + \beta_1 K_r + \beta_2 I_2 K_r - \beta_3 I_3 K_r, v') + 2\beta_1 \xi(v) = \]
\[ = \beta_0 K_1 + \beta_1 \bar{g}(K_r, v') - \beta_2 K_2(K_r, v') + \beta_3 K_3(K_r, v') + 2\beta_1 \xi(v). \]
Slightly abusing notations, we also use the letter \( \eta \) for the pull–back of the form (2.6) to \( P \). Then the above formula can be written in a more compact form:
\[ g((R_m)_* \beta, v) = -\text{Re} (2\beta i \xi(v) + \beta i \eta(v)). \]

The third term. This has been already computed and is given by (2.5).

Remark 2.1.2. Below we follow conventions of [35]. In particular, if \( \zeta_1 \) and \( \zeta_2 \) are (quaternion–valued) 1–forms, then
\[ (\zeta_1 \odot \zeta_2)(v_1, v_2) = \zeta_1(v_1)\zeta_2(v_2) + \zeta_1(v_2)\zeta_2(v_1), \]
\[ (\zeta_1 \land \zeta_2)(v_1, v_2) = \zeta_1(v_1)\zeta_2(v_2) - \zeta_1(v_2)\zeta_2(v_1). \]
Now, recalling that \( \alpha \) and \( \beta \) contain shift by \( x^{-1} = \bar{x}/|x|^2 \) we obtain a final form of the metric:
\[ f^* g = (4v + w) \text{Re} \ dx \otimes d\bar{x} - \text{Re} (\hat{g} + v^{-1} \eta). \]

2.1.3 Symplectic forms
In this section we will describe symplectic forms in the similar manner as we did with the metric above.

The pull-back of \( \omega \) can be written as
\[ f^* \omega((h_1, v_1), (h_2, v_2)) = \omega((L_x)_*(Y_\alpha + v_1), (L_x)_*(Y_\beta + v_2)) = \]
\[ = x\omega(Y_\alpha + v_1, Y_\beta + v_2). \]
where $\alpha$ and $\beta$ are the same as in Section 2.1.2. Therefore we have to compute three terms analogous to those, which appear in the metric computation.

The first term. The computation is similar to the one above:

$$
\omega(Y_\alpha, Y_\beta) =
\begin{align*}
  &= ig(\alpha_0 Y_0 + \alpha_1 Y_1 + \alpha_2 Y_2 + \alpha_3 Y_3, \beta_0 Y_1 - \beta_1 Y_0 + \beta_2 Y_3 - \beta_3 Y_2) + \\
  &\quad + jg(\alpha_0 Y_0 + \alpha_1 Y_1 + \alpha_2 Y_2 + \alpha_3 Y_3, \beta_0 Y_2 - \beta_1 Y_3 - \beta_2 Y_0 + \beta_3 Y_1) + \\
  &\quad + kg(\alpha_0 Y_0 + \alpha_1 Y_1 + \alpha_2 Y_2 + \alpha_3 Y_3, \beta_0 Y_3 + \beta_1 Y_2 - \beta_2 Y_1 - \beta_3 Y_0) = \\
  &\quad = g(Y_0, Y_0) (i(-\alpha_0 \beta_1 + \alpha_1 \beta_0 - \alpha_2 \beta_3 + \alpha_3 \beta_2) + \\
  &\quad + j(-\alpha_0 \beta_2 + \alpha_2 \beta_0 + \alpha_1 \beta_3 - \alpha_3 \beta_1) + k(-\alpha_0 \beta_3 + \alpha_3 \beta_0 - \alpha_1 \beta_2 + \alpha_2 \beta_1)) = \\
  &\quad = (4v + w)\text{Im}(\alpha \beta).
\end{align*}
$$

The second term. Decomposing $v$ into horizontal $\hat{v}'$ and vertical $\xi(v)K_0$ parts one obtains:

$$
\omega(Y_\alpha, v) = i(-2\alpha_0 \xi(v) + \omega_1((R_m)_* \alpha, \hat{v}')) + \\
+ j(-2\alpha_3 \xi(v) + \omega_2((R_m)_* \alpha, \hat{v}')) + k(-2\alpha_2 \xi(v) + \omega_3((R_m)_* \alpha, \hat{v}')) = \\
= i(-2\alpha_0 \xi(v) - \alpha_0 \hat{g}(K_r, v') + \alpha_1 \hat{\omega}_1(K_r, v') - \alpha_2 \hat{\omega}_2(K_r, v') - \alpha_3 \hat{\omega}_3(K_r, v')) + \\
+ j(-2\alpha_3 \xi(v) + \alpha_0 \hat{\omega}_3(K_r, v') + \alpha_1 \hat{\omega}_2(K_r, v') + \alpha_2 \hat{\omega}_1(K_r, v') - \alpha_3 \hat{g}(K_r, v')) + \\
+ k(-2\alpha_2 \xi(v) - \alpha_0 \hat{\omega}_2(K_r, v') + \alpha_1 \hat{\omega}_3(K_r, v') + \alpha_2 \hat{g}(K_r, v') + \alpha_3 \hat{\omega}_1(K_r, v')) = \\
= -2\text{Im}(\alpha \beta, \xi(v)) - \text{Im}(\alpha \beta, \eta(v)).
$$

The third term. It is easy to see that

$$
\omega(v_1, v_2) = \omega(v_1', v_2') = \hat{\omega}(v_1, v_2),
$$

where the pull–back is also implied.

Thus, recalling that $\alpha = x^{-1} h_1 = |x|^{-2} \bar{x} h_1$, the Im $\mathbb{H}$–valued form $\varphi = f^* \omega$ can be written as

$$
\varphi = \frac{4v + w}{2} dx \wedge d\bar{x} + x \hat{\omega} \bar{x} - 2\text{Im}(dx \bar{x}) \wedge \xi - \text{Im}(dx \wedge \eta \bar{x}). \tag{2.10}
$$

2.1.4 Inverse Construction

Now we can look on the above considerations in reverse order in the following sense. Suppose $\hat{M}$ is a hyperKähler manifold with metric $\hat{g}$ and hyperKähler structure $\hat{\omega}$. Further, a group $S^1_r$ acts on $\hat{M}$ preserving complex structure $I_1$ and rotating $I_2$ and $I_3$ in the sense $(L_z)^* \hat{\omega} = z \hat{\omega} \bar{z}$, $z \in S^1_r$. Pick an $S^1_r$–principal bundle $\hat{P}$ with a connection $\xi$ and extend the action of $S^1_r$ to $\hat{P}$ such that it commutes with $S^1_0$ (at least locally such extension always exists).
Consider further a manifold $M_0 = \mathbb{H}^* \times S^1 P$. We would like to define a metric $g$ and hyperKähler structure $\omega$ on $M_0$ such that their pull-backs to $\mathbb{H}^* \times P$ are given by formulae (2.9) and (2.10) respectively. The first thing to show is that these expressions define invariant and basic tensors on $\mathbb{H}^* \times P$. One can easily check that both tensors are invariant provided $\xi$ is $S^1_r$–invariant (see also remark 2.1.5). Let $\chi$ be a Killing vector field of the $S^1_r$–action on $\mathbb{H}^* \times P$. It follows that $\chi = K^* - Y_1$, where $K^*$ is a Killing vector field of the $S^1_r$–action on $\mathbb{H}^*$ by right multiplication, i.e. $dx(K^*) = xi$. Then the equalities $i_\chi g = 0$, $i_\chi \varphi = 0$ can be checked directly. For example, the last one follows from the following computation:

\[
(i_\chi \varphi)(\alpha, v) = \frac{1}{2}(4v + w)(xi\bar{\alpha} - \alpha xi) - x\tilde{\omega}(K_r, v)\bar{x} - 2\text{Im}(xii\bar{\xi}(v) + \alpha i\bar{x} 2v) - \text{Im}(xii\eta(v)\bar{x} + \alpha i\eta(K_r)\bar{x}) = (4v + w)\text{Im}(xi\bar{\alpha}) - x\tilde{\omega}(K_r, v)\bar{x} - 2\cdot 0 - 4v\text{Im}(xi\bar{\alpha}) + x\tilde{\omega}(K_r, v)\bar{x} - w\text{Im} xi\bar{\alpha} = 0.
\]

The next question is whether the 2–form $\omega \in \Omega^2(M_0; \text{Im } \mathbb{H})$ is closed. As we have seen, the pull–back $\varphi$ of $\omega$ to $\mathbb{H}^* \times P$ is basic and therefore this is equivalent to $\varphi$ being closed. Now $d\varphi$ is a quaternion–valued 3–form on $\mathbb{H}^* \times P$ and by the Kunneth formula $\Omega^3(\mathbb{H}^* \times P; \text{Im } \mathbb{H}) \cong \bigoplus_{i=0}^3 \Omega^i(\mathbb{H}^*; \text{Im } \mathbb{H}) \otimes \Omega^{3-i}(P; \text{Im } \mathbb{H})$. Thus $d\varphi$ decomposes in 4 components: $d\varphi = \sum_{i=0}^3 (d\varphi)_{i,3-i}$, $(d\varphi)_{(1,3)} \in \Omega^4(\mathbb{H}^*; \text{Im } \mathbb{H}) \otimes \Omega^3(P; \text{Im } \mathbb{H})$. It is easy to see that $(d\varphi)_{(0,3)}$ and $(d\varphi)_{(3,0)}$ vanish identically and it remains to compute the remaining two components of $d\varphi$.

It follows directly from the expression for $\varphi$ that

\[
(d\varphi)_{(1,2)} = dx \land \tilde{\omega} x + x\tilde{\omega} \land dx + 2\text{Im}(dxii\bar{x}) \land F_\xi + \text{Im}(dx \land d\eta\bar{x}) = \text{Im}(dx \land (2\tilde{\omega} + 2iF_\xi + id\eta)\bar{x})
\]

and this vanishes iff

\[-2i\tilde{\omega} + 2F_\xi + d\eta = 0.\]

By the Cartan formula $[i, \tilde{\omega}] = \mathcal{L}_{K_r}\tilde{\omega} = d(i_{K_r}\tilde{\omega})$. But then the above equation can be rewritten as $2F_\xi = -d(i_{K_r}\tilde{g}) - d(i_{K_r}\tilde{\omega}) + 2i\tilde{\omega} = -d(i_{K_r}\tilde{g}) - 2\tilde{\omega}_1$. Thus the vanishing of $(d\varphi)_{(1,2)}$ is equivalent to

\[
F_\xi = -\frac{1}{2} d(i_{K_r}\tilde{g}) - \tilde{\omega}_1. \tag{2.11}
\]
For the other nontrivial component of $d\varphi$ one obtains

\[
(d\varphi)_{(2,1)} = \frac{1}{2} (4dv + dw) \wedge dx + d\bar{x} + 2\text{Im} (dx_i \wedge d\bar{x}) \wedge \xi - \text{Im} (dx_i \wedge \eta \wedge d\bar{x}) = \\
= \frac{1}{2} \text{Im} (dx \wedge (-(4dv + dw) - 4i\xi - 2i\eta) \wedge d\bar{x}).
\]

Suppose $\theta$ is a quaternion–valued 1–form on $\tilde{\mathcal{M}}$ and consider the equation $\text{Im} (dx \wedge \theta \wedge d\bar{x}) = 0$ on $\mathbb{H}^* \times \tilde{\mathcal{M}}$, which turns out to be equivalent to $\text{Re} \ \theta = 0$. Indeed, $dx \wedge \theta \wedge d\bar{x} = -(\text{Re} \ \theta) dx \wedge d\bar{x} + dx \wedge \text{Im} \ \theta \wedge d\bar{x}$ and the last summand is real–valued: $dx \wedge \text{Im} \ \theta \wedge d\bar{x} = (-1) dx \wedge \text{Im} \ \theta \wedge d\bar{x} = dx \wedge \text{Im} \ \theta \wedge d\bar{x}.

Therefore $(d\varphi)_{(2,1)}$ vanishes iff

\[
4dv + dw = 2\iota_{K^r} \bar{\omega}_1.
\]  

(2.12)

Thus, the 2–form $\varphi$ descends to a closed form on $M_0 = \mathbb{H}^* \times S^1 \, P$ if and only if the three equations are satisfied: \(\varphi = 0\), \[(2.8)\], \[(2.11)\] and \[(2.12)\]. But the last equation follows from the first two. Indeed, since $S^1$ acts isometrically we have $0 = \mathcal{L}_{\iota_{K^r}}(\iota_{K^r} \bar{\omega}_3) = \iota_{K^r} d(\iota_{K^r} \bar{\omega}_3) + d(\iota_{K^r} \iota_{K^r} \bar{\omega}_3)$ which means $\iota_{K^r} d(\iota_{K^r} \bar{\omega}_3) = -dw$. Now taking the operator $\iota_{K^r}$ of both sides of equation \[(2.11)\] and using \[(2.8)\] we obtain equation \[(2.12)\].

It was first remarked in [36] that a hyperKähler manifold with an $S^1$–action which preserves one complex structure and permutes the other two has a Kähler potential. Since our conventions slightly differ we reproduce this simple computation.

Let $\tilde{\rho} : \tilde{\mathcal{M}} \longrightarrow \mathbb{R}$ be a momentum map of $S^1$, i.e. a solution of the equation

\[
d\tilde{\rho} = -\iota_{K^r} \bar{\omega}_1.
\]

On the one hand we have $d(I_2^*d\tilde{\rho}) = d(i \partial_2 - \bar{\partial}_2) \tilde{\rho} = -2i \partial_2 \bar{\partial}_2 \tilde{\rho}$. But on the other hand $I_2^* \iota_{K^r} \bar{\omega}_1 = \iota_{K^r} \bar{\omega}_2$ and therefore $-d(I_2^*d\tilde{\rho}) = d(I_2^* \iota_{K^r} \bar{\omega}_1) = d(\iota_{K^r} \bar{\omega}_3) = \mathcal{L}_{\iota_{K^r}} \bar{\omega}_3 = 2\bar{\omega}_2$. Putting this together we obtain that $\tilde{\rho}$ satisfies

\[
i \partial_2 \bar{\partial}_2 \tilde{\rho} = \bar{\omega}_2
\]

or, in other words, $\tilde{\rho}$ is a Kähler potential for $\bar{\omega}_2$. It is clear that $\tilde{\rho}$ is also a Kähler potential for $\bar{\omega}_2$ since these forms are not distinguished by the $S^1$–action. However $\tilde{\rho}$ needs not to be a Kähler potential for $\bar{\omega}_1$.

Now if we remark that $I_1^*d\tilde{\rho} = \iota_{K^r} \bar{g}$ and consequently

\[
-2i \partial_1 \bar{\partial}_1 \tilde{\rho} = d(\iota_{K^r} \bar{g}),
\]

then equation \[(2.11)\] can be written in a particularly nice form: $F_\xi = i \partial_1 \bar{\partial}_1 \tilde{\rho} = \bar{\omega}_1$, i.e. the function $\tilde{\rho}$ is a hyperKähler potential iff $F_\xi = 0$. 26
Now we can find the function \( v \) (up to a constant) from equation (2.12) (or, equivalently, from (2.8)):

\[
v = -\frac{w + 2\tilde{\rho}}{4}.
\]

(2.13)

Therefore the following theorem is essentially proven.

**Theorem 2.1.3.** Let a group \( S^1_r \) act isometrically on a hyperKähler manifold \( \tilde{M} \) such that

\[
(L_z)^* \tilde{\omega} = z \tilde{\omega} \bar{z}.
\]

Further, let \( P \longrightarrow M \) be an \( S^1_0 \)–principal bundle with a connection \( \xi \in \Omega^1(P) \). Suppose also, that the function \( v \) defined by formula (2.13) is everywhere positive, where \( w \) denotes squared norm of the Killing vector field \( K_r \) of \( S^1_r \), while \( \tilde{\rho} \) is its momentum map. Extend the action of \( S^1_r \) to \( P \) such that it commutes with the action of \( S^1_0 \). Then (2.9) and (2.10) define a hyperKähler structure on \( M_0 = \mathcal{H}(\tilde{M}) = \mathbb{H}^* \times_{S^1_r} P \) if and only if

\[
F_\xi = i \partial_1 \bar{\partial}_1 \tilde{\rho} - \tilde{\omega}_1.
\]

(2.14)

Furthermore the left action of \( \mathbb{H}^* \) induces a transitive action on the 2–sphere of complex structures and therefore \( \mathcal{H}(\tilde{M}) \) has a hyperKähler potential

\[
\rho = -\frac{4v + w}{2} |x|^2.
\]

(2.15)

Finally, for any hyperKähler manifold \( M \) with permuting action of \( \mathbb{H}^* \) and triholomorphic one of \( S^1 \), the open everywhere dense submanifold \( M_0 = M \setminus \mu^{-1}(0) \) can be obtained as \( \mathcal{H}(\tilde{M}) \), where \( \tilde{M} \) is as above.

**Proof.** It remains to show that the symmetric tensor given by formula (2.9) provides a non–negative bilinear form at any point of the tangent space to \( \mathbb{H}^* \times P \) as well as to prove formula (2.15) for the hyperKähler potential.

First we have a decomposition \( T(\mathbb{H}^* \times P) = T\mathbb{H} \oplus TP = T\mathbb{H} \oplus R K_0 \oplus \pi^* T\tilde{M} \). Further decompose \( T\tilde{M} \) as \( \text{span}(K_r, I_1 K_r, I_2 K_r, I_3 K_r) \oplus E \), where \( E \) denotes the orthogonal complement. Thus we have

\[
T(\mathbb{H}^* \times P) = T\mathbb{H} \oplus R K_0 \oplus \pi^* \text{span}(K_r, I_1 K_r, I_2 K_r, I_3 K_r) \oplus \pi^* E,
\]

and we can write a tangent vector as \( w = w^* + a K_0 + \beta K_r + v \), where \( a \) is a
real number and $\beta$ is a quaternion. If $dx(w^*) = \alpha \in \mathbb{H}$, then

$$g(w, w) = (4v + w)|\alpha|^2 + |x|^2\left(|\beta|^2 + \|v\|^2 + \frac{a^2}{v}\right) - 2\text{Re}(\bar{\alpha}i(2a + w\beta)) =$$

$$= 4v|\alpha|^2 - 4a\text{Re}(\bar{\alpha}i) + |x|^2v^{-1}a^2 +$$

$$+ w\left(|\alpha|^2 - 2\text{Re}(\bar{\alpha}i\beta) + |\beta x|^2\right) + |x|^2\|v\|^2 =$$

$$= \left|2\sqrt{v}\alpha i - \frac{a}{\sqrt{v}}x\right|^2 + w|\alpha i - \beta x|^2 + |x|^2\|v\|^2 \geq 0.$$

Further, it was shown in [11] that if a hyperKähler manifold $M$ admits a permuting $\mathbb{H}^*$-action, then the squared norm of any Killing vector field generating this action is a hyperKähler potential (up to a constant $-\frac{2}{v}$). Now the permuting action of $\mathbb{H}^*$ on $\mathcal{H}(\tilde{M})$ is induced by the left multiplication on the first component of $\mathbb{H}^* \times P$. In particular, the Killing vector field of $\mathbb{R}^* \subset \mathbb{H}^*$ is the vector field $w^*$ s.t. $dx(w^*) = x$. Its squared norm (multiplied by $-\frac{1}{2}$) with respect to metric (2.9) is exactly the right-hand side of (2.15). □

**Remark 2.1.4.** It is easy to see that the hyperKähler reduction of $\mathcal{H}(\tilde{M})$ by $S_0^1$ is $\tilde{M}$ (certainly not a surprise in view of Section 2.1.1). Thus the construction $\mathcal{H}(\cdot)$ may be regarded as a kind of ”hyperKähler induction”, i.e. an inverse construction to the hyperKähler reduction.

**Remark 2.1.5.** The equation (2.14) determines the bundle $P$: its Chern class is $-\frac{1}{2\pi}[\tilde{\omega}_1] \in H^2(M; \mathbb{Z})$ and the integrality of $\frac{1}{2\pi}[\tilde{\omega}_1]$ is the only obstruction for the existence of solutions to (2.14). Furthermore, any solution $\xi$ is automatically $S^1_\xi$-invariant and the Killing vector field $Y_1$ of $S^1_\xi$-action on $P$ satisfies $Y_1 = \hat{K}_r + 2vK_0$. Indeed, as we have seen the right hand side of equation (2.14) may be written in the form $-\frac{1}{2}d(\iota_K\tilde{\omega}_1) - \tilde{\omega}_1$ and this immediately implies $S^1_\xi$-invariancy of $\xi$. Further, we may decompose $Y_1$ on the horizontal and vertical parts: $Y_1 = \hat{K}_r + aK_0$. Then by Remark 2.1.1 we have $\iota_K F_\xi + da = 0$. On the other hand equation (2.14) implies $\iota_K F_\xi = -2dv$ and the statement follows.

It is worth pointing out that equality $a = 2v$ holds only up to a constant. This phenomenon will be discussed in details in Section 2.3 below. At this point we will ignore this subtlety implying that a constant is chosen properly, i.e. such that equation $Y_1 = \hat{K}_r + 2vK_0$ holds.

\[\beta = \beta_0 + \beta_1i + \beta_2j + \beta_3k \in \mathbb{H}, \text{ we write } \beta K_r \text{ instead of } \beta_0 K_r + \sum_{l=1}^{3} \beta_l I_l K_r \text{ for the sake of brevity.}\]

\[\text{the minus sign appears because of different sign convention in the definition of hyperKähler potential.}\]
Remark 2.1.6 (Complex structures). We would like to indicate how one can describe complex structures of $\mathcal{H}(\tilde{M})$. It is convenient for a while to index complex structures of a hyperKähler manifold by imaginary quaternions $q$ of unit length. Let $I_q$ be one of the complex structures of $M$ and $(h, v) \in T\mathbb{H}^* \times TP$. Consider the equation

$$f_*(h_1, v_1) = I_q f_*(h, v), \tag{2.16}$$

where the map $f$ is as defined in (2.4). Its solution $(h_1, v_1) = J_q(h, v)$ is defined only up to the Killing vector field $\chi$; although the operator $J_q$ is not defined on $T(\mathbb{H}^* \times P)$, it is well-defined on the factorspace $T(\mathbb{H}^* \times P)/\text{span}(\chi)$. Since we are free to add any vector of $\text{span}(\chi)$ to both $(h, v)$ and $(h_1, v_1)$ it can be assumed that $\xi(v) = 0 = \xi(v_1)$. Under these conventions equation (2.16) has a unique solution $J_q(h, v) = (qh, I_x^{-1}qxv)$.

Remark 2.1.7. Suppose that the $S^1_r$-action is induced by a permuting $\mathbb{H}^*$-action (and standard inclusion $S^1_r \subset \mathbb{H}^*$), or equivalently, the momentum map of the $S^1_r$-action is not only Kähler potential but also hyperKähler \cite{65}. It follows from equation (2.14) that the bundle $P$ is flat and we can take it to be trivial so that topologically $\mathcal{H}(M) = \mathbb{H}^* \times \tilde{M}$. Moreover, it follows from the proof of the theorem that $v$ is constant so that we may put $v = 1$. This determines a metric and symplectic forms.

Further, it turns out that in this case $\mathcal{H}(\tilde{M})$ is isometric to $\mathbb{H}^* \times \tilde{M}$ with its product metric. Indeed, direct computation shows that the map $\mathcal{H}(M) \to \mathbb{H}^* \times \tilde{M}, (x, m) \mapsto (x, xm)$ is an isometry.

### 2.1.5 Quaternionic Flip

In the previous section for any hyperKähler manifold $\tilde{M}$ with a certain $S^1_r$-symmetry we have constructed another hyperKähler manifold $M_0 = \mathcal{H}(\tilde{M})$ with hyperKähler potential. Then Swann’s results \cite{65} imply that the manifold $N_0 = M_0/\mathbb{H}^* = P/S^1_r$ is quaternionic Kähler. In this section we will describe its quaternionic Kähler structure.

First notice that in order to obtain quaternionic Kähler structure on $N_0$ we have to consider a riemannian version of the quotient $M_0/\mathbb{H}^*$, that is to pick a level set of a hyperKähler potential and divide it by the group $Sp(1)$; in this case we may view complex structures of $N_0$ as induced by those of $M_0$ on $\text{span}(Y_0, Y_1, Y_2, Y_3) \subset TM_0$.

Let us again return to the viewpoint of Section 2.1.1, i.e. $P = \mu^{-1}(i) \subset M$ and let $\lambda = (4v + w)^{-1/2}$. Since the restriction of the hyperKähler potential $\rho$ to $P$ equals $-(4v + w)/2$, a map

$$l : p \mapsto \lambda(p) \cdot p = L_{\lambda(p)} p, \quad p \in P, \tag{2.17}$$

defines...
is a diffeomorphism between $P$ and $Q = \rho^{-1}(-1/2) \cap \mu_c^{-1}(0) \cap \{ \mu_1 > 0 \}$, where $\mu_c = \mu_2 + i\mu_3$. Thus our next aim is to compute the tensors $g(pr \circ l_* \cdots, pr \circ l_* \cdot)$ and $\omega(pr \circ l_* \cdot, pr \circ l_* \cdot)$, where $pr$ means a projection onto $\text{span}(Y_0, Y_1, Y_2, Y_3)^\perp$.

First we may decompose a vector $u \in T_pP \subset T_pM$ as $u' + \sum_{i=0}^3 a_iY_i$. The coefficients $a_i$ can be found from the following relations:

$$a_0g(Y_0, Y_0) = g(u, Y_0) = g(u, -I_1\tilde{K}_r - 2vI_1K_0) = \tilde{\omega}_1(K_r, u),$$

$$a_1g(Y_1, Y_1) = g(u, Y_1) = g(u, \tilde{K}_r + 2vK_0) = 2\xi(u) + \tilde{g}(K_r, u),$$

$$a_2g(Y_2, Y_2) = g(u, Y_2) = g(u, I_3\tilde{K}_r + 2vI_3K_0) = -\tilde{\omega}_3(K_r, u),$$

$$a_3g(Y_3, Y_3) = g(u, Y_3) = g(u, -I_2\tilde{K}_r - 2vI_2K_0) = \tilde{\omega}_2(K_r, u).$$

The expressions for $a_i$ become more compact in quaternionic notations. Indeed, if we put $a = a_0 + a_1i + a_2j + a_3k \in \mathbb{H}$ and recall the definition (2.6) of 1–form $\eta$, then

$$a = \frac{1}{4v + w}(2\xi(u) + \tilde{\eta}(u))i.$$

Since $l_* = (L_{\lambda(p)})_*, \lambda Y_0(l(p))$, we have $pr l_*v = (L_{\lambda(p)})_*v'$ and therefore

$$g(pr l_*u, pr l_*v) = g((L_{\lambda(p)})_*u', (L_{\lambda(p)})_*v') =$$

$$= \lambda^2g(u', v') =$$

$$= \lambda^2g(u - aY_0, v - bY_0) =$$

$$= \lambda^2(g(u, v) - g(aY_0, v) - g(u, bY_0) + g(aY_0, bY_0)),$$

where we also put $v = v' + bY_0$. Now it is easy to compute every single summand in the last expression. Indeed, the first summand is given by formula (2.5). Taking into account decompositions (2.7) one obtains $g(aY_0, v) = -\Re((2\xi + \tilde{\eta})(v)) = (4v + w)^{-1}\Re((2\xi + \tilde{\eta})(u)(2\xi + \eta)(v))$. Since vectors $Y_1$ are pairwise orthogonal we get: $g(aY_0, bY_0) = (4v + w)\Re(a\tilde{b}) = (4v + w)^{-1}\Re((2\xi + \tilde{\eta})(u)(2\xi + \eta)(v))$. Finally, gathering all terms together one has after a simplification:

$$g_n = \frac{1}{4v + w} \left( \tilde{g} - \frac{1}{v}\xi^2 - \frac{1}{2(4v + w)}(2\xi + \tilde{\eta}) \odot (2\xi + \eta) \right).$$

It is convenient to introduce a 1–form

$$\psi = \frac{1}{g(Y_1, Y_1)}g(Y_1, \cdot) = \frac{1}{4v + w}(2\xi + i\eta, \tilde{g}),$$

(2.18) which is a connection on the principal fibre bundle $P \longrightarrow N_0$ (assuming that $S^1_r$ acts freely on $P$), i.e. it is $S^1_r$–invariant and $\psi(Y_1) = 1$. Then the
expression for the metric takes the following form:

\[
g_{\chi} = \frac{1}{4v + w} \left( \bar{g} + \frac{1}{v} \xi^2 - \frac{1}{2} \psi^2 \right) - \frac{1}{2(4v + w)^2} \sum_{i=1}^{3} (\omega_{i}^K, \omega_{i})^2. \tag{2.19}
\]

The arguments similar to those at the beginning of Section 2.1.4 show that formula (2.19) defines a metric on \( N_0 \).

The fundamental 4–form \( \Omega \) can be obtained in the similar manner. Indeed, \[
\chi(u, v) = \omega(pr \ L_u, pr \ L_v) = \lambda^2 \omega(u - aY_0, v - bY_0) = \\
= \lambda^2(\omega(u, v) - \omega(aY_0, v) - \omega(u, bY_0) + \omega(aY_0, bY_0)).
\]

Arguing similarly as we did when computing the metric, we obtain finally

\[
\chi = \frac{1}{4v + w} \bar{\omega} - \frac{1}{2(4v + w)^2} (2\xi + \bar{\eta}) \wedge (2\xi + \eta).
\]

Componentwise spelling of this formula is

\[
\chi_1 = \frac{1}{4v + w} \left( \bar{\omega}_1 - \psi \wedge \iota_K \bar{\omega}_1 \right) + \frac{1}{(4v + w)^2} \iota_K \bar{\omega}_2 \wedge \iota_K \bar{\omega}_3, \\
\chi_2 = \frac{1}{4v + w} \left( \bar{\omega}_2 - \psi \wedge \iota_K \bar{\omega}_2 \right) - \frac{1}{(4v + w)^2} \iota_K \bar{\omega}_1 \wedge \iota_K \bar{\omega}_3, \tag{2.20} \\
\chi_3 = \frac{1}{4v + w} \left( \bar{\omega}_3 - \psi \wedge \iota_K \bar{\omega}_3 \right) + \frac{1}{(4v + w)^2} \iota_K \bar{\omega}_1 \wedge \iota_K \bar{\omega}_2.
\]

With respect to the action of \( S^1_r \) on \( P \) all three forms \( \chi_i \in \Omega^2(P) \) are basic, however only \( \chi_1 \) is invariant:

\[
\mathcal{L}_{Y_1} \chi_1 = \frac{1}{(4v + w)^2} (-2\iota_K \bar{\omega}_3 \wedge \iota_K \bar{\omega}_3 + \iota_K \bar{\omega}_2 \wedge 2\iota_K \bar{\omega}_2) = 0, \\
\mathcal{L}_{Y_1} \chi_2 = \frac{1}{(4v + w)} (-2\bar{\omega}_3 + \psi \wedge 2\iota_K \bar{\omega}_3) + \frac{1}{(4v + w)^2} \iota_K \bar{\omega}_1 \wedge 2\iota_K \bar{\omega}_2 = -2\chi_3, \\
\mathcal{L}_{Y_1} \chi_3 = \frac{1}{(4v + w)} (2\bar{\omega}_2 - \psi \wedge 2\iota_K \bar{\omega}_2) - \frac{1}{(4v + w)^2} \iota_K \bar{\omega}_1 \wedge 2\iota_K \bar{\omega}_3 = 2\chi_2,
\]

It follows that a 4–form

\[
\Omega = \chi_1 \wedge \chi_2 \wedge \chi_2 + \chi_3 \wedge \chi_3 \tag{2.21}
\]

is basic and invariant and therefore descends to \( N_0 \). Integrability of such defined quaternionic Kähler structure follows from integrability of the hyperKähler structure on \( M_0 = \mathcal{H}(\hat{M}) = \mathcal{U}(N_0) \) [65].

**Theorem 2.1.8.** Let the assumptions of Theorem 2.1.3 be satisfied. Then \( N_0 = \mathcal{Q}(\hat{M}) = P/S^1_r \) is a quaternionic Kähler manifold with respect to the metric (2.19) and the fundamental 4–form (2.21), where \( \chi_1 \) and \( \psi \) are defined by (2.20) and (2.18) respectively. Moreover \( \mathcal{Q}(\hat{M}) \) admits a quaternionic Kähler action of \( S^1 \) and its Swann bundle \( \mathcal{U}(N_0) \) is \( \mathcal{H}(\hat{M}) \). \( \square \)
2.2 Examples

Example 2.2.1 (\(T^*\mathbb{C}P^n\) with the Calabi metric). The hyperKähler quotient of \(\mathbb{H}^{n+1}\) by \(S^1\) acting by multiplication on the left with respect to non-zero value of momentum map is topologically \(T^*\mathbb{C}P^n\). Hitchin [37] shows, that the metric coincides with the one defined by Calabi [13]. Therefore \(\mathcal{H}(T^*\mathbb{C}P^n) = \mathbb{H}^{n+1}\) with its flat metric and \(\mathcal{Q}(T^*\mathbb{C}P^n) = \mathbb{H}P^n\) (in both cases with zero level set of corresponding momentum map being removed).

Example 2.2.2 (Flat manifold, adjoint action). Let us take a copy of quaternions \(\mathbb{H}_y\) as a manifold \(\tilde{M}\) with the following action of \(S^1_r\): \((z, y) \mapsto yz\) (one can also regard \(\mathbb{H}\) as \(T^*\mathbb{C}\) with fibrewise action of \(S^1_r\); see also remark 2.2.3). In this case \(1/4(w + 2\tilde{\rho}) = 1/2(y_2 + y_3^2)\), where \(y = y_0 + y_1i + y_2j + y_3k\). Adding 1/2 we may write function \(v\) in the form

\[v = \frac{1}{2}(1 - y_2^2 - y_3^2)\]

and it is positive on \(\mathbb{R}_w^2 \times D^2_{y_2, y_3}\), where \(D^2 \subset \mathbb{R}^2\) is an open disc of radius 1. The principal bundle \(P\) is trivial and therefore \(\mathcal{Q}(\mathbb{R}^2 \times D^2) = \mathbb{R}^2 \times D^2\) with the following metric:

\[g_N = \frac{1}{2(1 + d)} \left( \frac{1 - d}{1 + d} \text{Re} \, dy \otimes d\bar{y} + \frac{4d}{1 - d^2} (y_0 dy_1 + y_3 dy_2)^2 - \frac{1}{1 + d} (y_0 dy_1 + y_3 dy_2) \otimes (y_2 dy_3 - y_3 dy_2) \right),\]

where \(d = y_2^2 + y_3^2\). Therefore the above metric is Einstein and self–dual. However it is incomplete.

Similarly, one can compute the metric and symplectic forms on \(\mathcal{H}(\mathbb{R}^2 \times D^2) = \mathbb{H}^* \times \mathbb{R}^2 \times D^2\) but the metric is also incomplete.

Remark 2.2.3. The above manifolds are examples of a large class of hyperKähler manifolds admitting \(S^1\)–action. Namely Kaledin [43] and independently Feix [24] proved the existence of a hyperKähler metric on a (neighborhood of the zero section of) cotangent bundle \(T^*\mathcal{M}\) to a real–analytic Kähler manifold \(\mathcal{M}\). The above examples show that the function \(v\) can be both positive everywhere and only on a proper open subset of \(T^*\mathcal{M}\); also \(\mathcal{H}(T^*\mathcal{M})\) can be both complete and incomplete.

Example 2.2.4 (Gibbons–Hawking Spaces). As we have already mentioned in the introduction, all hyperKähler 4–manifolds with \(S^1\)–symmetry were described by Gibbons and Hawking [34] and their construction is as
follows. If $Z^4$ is hyperKähler and admits $S^1$–symmetry with a Killing vector field $K_0$, then its hyperKähler momentum map $\mu = \mu_1 i + \mu_2 j + \mu_3 k$ represents $Z$ as a fibration over $\mathbb{R}^3$ with generic fibre $S^1$, so that, excluding critical points of the momentum map, one can write the metric as

$$g_{GH} = \nu \left( dx_1^2 + dx_2^2 + dx_3^2 \right) + \nu^{-1} \xi^2,$$

$$x_l = \mu_l, \quad l = 1, 2, 3,$$  \hspace{1cm} (2.22)

where $\nu : \mathbb{R}^3 \to \mathbb{R}_{>0}$, $\nu^{-1} = \|K_0\|^2$, and $\xi$ is a connection form. It is then an easy exercise to write down 2–forms which are closed provided

$$F_\xi = -* d\nu.$$  \hspace{1cm} (2.23)

It follows from the Bianchi identity that $\nu$ is harmonic. We would like to point out that $Z^4$ is determined by the function $\nu$ (harmonic and positive) since the connection $\xi$ can be found from equation (2.23). The Gibbons–Hawking–Ansatz is a choice of a particular function $\nu$:

$$\nu(x) = \sum_{i=1}^{n} \frac{1}{|x - y_i|}, \quad y_i \in \mathbb{R}^3.$$  \hspace{1cm} (2.24)

In general the above 4–manifold does not admit an $S^1$–action. However when all the poles $y_i$ of the function $\nu$ lie on one line (say $x_1$–axis), then such an action does exist; its projection to $\mathbb{R}^3 \cong \text{Im} \mathbb{H}$ is then $(z, x) \mapsto zx\bar{z}$, $x \in \text{Im} \mathbb{H}$. A direct (and tedious) computation shows that the function $\nu$ (see (2.13)) is everywhere positive and therefore the construction $\mathcal{H}(Z)$ (see Theorem 2.1.3) is defined on the whole Gibbons–Hawking space $Z$. However we will construct it in a different way.

Let a torus $T^n = S^1_{z_1} \times \cdots \times S^1_{z_n}$ act on a flat hyperKähler manifold $\mathbb{H}^{n+1}$ by

$$(z_1, \ldots, z_n, y_1, \ldots, y_{n+1}) \mapsto (y_1 z_1 \bar{z}_2 \cdots \bar{z}_n, y_2 z_1 z_2, \ldots, y_n z_1 z_n, y_{n+1} z_1).$$

Consider a hyperKähler reduction $Z_n$, i.e. the space of solutions to

$$y_1 i \bar{y}_1 + y_2 i \bar{y}_2 + y_3 i \bar{y}_3 + \cdots + y_n i \bar{y}_n + y_{n+1} i \bar{y}_{n+1} = c_1 i,$$

$$-y_1 i \bar{y}_1 + y_2 i \bar{y}_2 = c_2 i,$$

$$-y_1 i \bar{y}_1 + y_3 i \bar{y}_3 = c_3 i,$$

$$\cdots \cdots \cdots \cdots$$

$$-y_1 i \bar{y}_1 + y_n i \bar{y}_n = c_n i,$$  \hspace{1cm} (2.24)

modulo $T^n$, where $c_l \in \mathbb{R}$. It is an example of a 4–dimensional toric hyperKähler manifold [10]. The following action of $S^1$

$$(w, y_1, \ldots, y_{n+1}) \mapsto (y_1, \ldots, y_n, y_{n+1} w)$$  \hspace{1cm} (2.25)
descends to a hyperKähler one on $Z_n$. It follows that $Z_n$ is a Gibbons–Hawking space. In order to identify it we have to compute the function $\nu$ (see (2.22)). The Killing vector field of the action (2.25) is $K_0 = (0, \ldots, 0, y_{n+1} i)$ and $\nu^{-1}$ is a squared norm of $K_0$ with respect to the metric of hyperKähler reduction, i.e. squared norm of the projection of $K_0$ to $V^\perp$, where $V$ is spanned by the Killing vector fields of $T^n$: $V = \text{span}(K_1, \ldots, K_n)$ and

$$
K_1 = (y_1 i, y_2 i, y_3 i, \ldots, y_n i, y_{n+1} i),
K_2 = (-y_1 i, y_2 i, 0, \ldots, 0, 0),
K_3 = (-y_1 i, 0, y_3 i, \ldots, 0, 0),
\ldots
K_n = (-y_1 i, 0, 0, \ldots, y_n i, 0).
$$

If we write the projection of $K_0$ on $V$ as $u_1 K_1 + \cdots + u_n K_n$, then the coefficients $u_1, \ldots, u_n$ are found from the system

$$
\sum_{s=1}^{n} a_s u_1 + (a_2 - a_1) u_2 + (a_3 - a_1) u_3 + \cdots + (a_n - a_1) u_n = a_{n+1},
$$

$$
(a_2 - a_1) u_1 + (a_2 + a_1) u_2 + \cdots + a_n u_n = 0,
$$

$$
(a_3 - a_1) u_1 + a_1 u_2 + (a_3 + a_1) u_3 + \cdots + a_1 u_n = 0,
$$

$$
\vdots
$$

$$
(a_n - a_1) u_1 + a_1 u_2 + \cdots + (a_1 + a_n) u_n = 0.
$$

A direct computation shows that

$$
u^{-1} = \|pr_{V^\perp} K_0 \|^2 = \|K_0 \|^2 - \| \sum_s u_s K_s \|^2 = a_{n+1} - \sum_{l,s} \langle K_l, K_s \rangle u_l u_s$$

Now multiply the $l$'s equation of system (2.26) by $u_l$ and sum up. Recall also that the coefficients of system (2.26) are exactly $\langle K_l, K_s \rangle$ and therefore
\( \nu^{-1} = a_{n+1} - a_{n+1}u_1 \). After a simple transformation one obtains

\[
\nu = \frac{1}{a_{n+1}} + \frac{1}{n^2} \sum_{s=1}^{n} \frac{1}{a_s} = \frac{1}{|y_{n+1}|^2} + \frac{1}{n^2} \sum_{s=1}^{n} \frac{1}{|y_s|^2}.
\]

Now we have to express \( \nu \) as a function of \( x = y_{n+1}i\bar{y}_{n+1} \in \text{Im} \mathbb{H} \cong \mathbb{R}^3 \) since \( y_{n+1}i\bar{y}_{n+1} \) is the momentum map of action \( (2.25) \).

First, one has \( |y_{n+1}|^2 = |x| \) for free. Then it is easy to find each term \( y_i\bar{y}_i \) from the system \( (2.24) \). Indeed, subtracting from the first equation the sum of the rest, one gets \( ny_i\bar{y}_i = -x + (c_1 - c_2 - \cdots - c_n)i \); now one easily has \( ny_i\bar{y}_i = -x + di, \quad d_i = c_1 + (n-1)c_i - \sum_{s \neq i, s \geq 2} c_s \). Remark that one can choose constants \( c \) such that all \( d_i \)'s are different. Thus \( |y_i|^2 = |x - d_i| \) and therefore we have

\[
\nu = \frac{1}{|x|} + \frac{1}{n} \sum_{i=1}^{n} \frac{1}{|x - d_i|}.
\]

**Proposition 2.2.5.** The Gibbons–Hawking space \( Z_n \) corresponding to the function \( \nu \) with \( n + 1 \) poles \( (2.27) \) is a hyperKähler reduction of the flat space \( \mathbb{H}^{n+1} \) by a torus \( \mathbb{T}^n \). Similarly, the manifold \( \mathcal{H}(Z_n) \) is a hyperKähler reduction of \( \mathbb{H}^{n+1} \) by \( \mathbb{T}^{n-1} \), i.e. both are toric hyperKähler manifolds.

**Remark 2.2.6.** The fact, that Gibbons–Hawking spaces can be obtained as hyperKähler reductions of a flat space by a torus has long been known in physical literature: see [31] and references therein.

**Proof.** It remains to prove that \( \mathcal{H}(Z_n) \) is a toric hyperKähler manifold. First observe that \( Z_1 \) is a hyperKähler reduction of \( \mathbb{H}^2 \) by a circle and therefore is homothetic to \( T^*\mathbb{CP}^1 \) with Calabi metric when \( c_1 \neq 0 \) (see \( (2.24) \)) or \( \mathbb{H} \) with its flat metric when \( c_1 = 0 \). In both cases \( \mathcal{H}(Z_1) = \mathbb{H}^2 \).

If \( n = 2 \) we may choose constants \( (c_1, c_2) \) to be \( (0, 1) \). It is well known (see [65], for example) that the hyperKähler reduction \( \mathbb{H}^3//S^1_{2} \) with respect to the zero value of the momentum map is nilpotent orbit \( O \); consequently \( O \) has a hyperKähler potential. Further the space \( Z_2 \) is a hyperKähler reduction \( O//S^1_{2} \) but now with respect to the \( i \)'s level set of the momentum map. In other words, \( \mathcal{H}(Z_2) = O \).

In general we may assume that \( c_1 = 0, c_n = 1 \) and the other \( c \)'s are integers. Then we may change the action of the torus \( \mathbb{T}^n \) such that the hyperKähler reduction is still diffeomorphic to \( Z_n \) but the level of momentum map becomes \( (0, \ldots, 0, i) \). For the sake of simplicity we put \( n = 3 \). Indeed, then the system \( (2.24) \) is equivalent to

\[
\begin{align*}
y_1i\bar{y}_1 + y_2i\bar{y}_2 + y_3i\bar{y}_3 + y_4i\bar{y}_4 &= 0, \\
(c_2 - 1)y_1i\bar{y}_1 + y_2i\bar{y}_2 - cy_3i\bar{y}_3 &= 0, \\
y_1i\bar{y}_1 + y_3i\bar{y}_3 &= i,
\end{align*}
\]
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and the left–hand sides of the above equations are momentum maps of the following $T^3_w = S_{w_1}^1 \times S_{w_2}^1 \times S_{w_3}^1$–action:

$$(y_1, y_2, y_3, y_4) \mapsto (y_1 w_1 w_2^{c_1-1} \bar{w}_3, y_2 w_1 w_2, y_3 w_1 \bar{w}_2 w_3, y_4 w_1).$$

Moreover, there is a bijection $T^3_w \rightarrow T^3_w$, $z_1 = w_1$, $z_2 = w_2$, $z_3 = w_3 \bar{w}_1^{c_1}$ which respects the corresponding actions. It follows that $Z_3$ is a hyperKähler reduction of $H^4$ by $T^3_w$, which we can regard as being performed in two steps: first hyperKähler reduction $\hat{Z}_3$ of $H^4$ by $S_{w_1}^1 \times S_{w_2}^1$ with respect to the zero level of momentum map and then reduction of $\hat{Z}_3$ by $S_{w_3}^1$ with respect to $i$’s level of momentum map. Thus $\hat{Z}_3$ has a hyperKähler potential and $\mathcal{H}(Z_3) = \hat{Z}_3$. □

### 2.3 Indeterminacy of function $v$: further examples

As we have seen in Section 2.1.4 the function $v$ is defined by formula (2.13) only up to a constant and this has strong consequences as we will see below. Recall that the action of $S^1_r$ should be lifted from $\tilde{M}$ to $P$ such that its Killing vector field $Y_1$ equals to $\hat{K}_r + 2\bar{v}K_0$ (see (2.7)). This implies that we are free to take $\tilde{v} = v + m/2$ instead of $v$, where $m$ is an integer whenever $v + m/2$ remains everywhere positive. However in this case one needs to modify the lifting of the $S^1_r$–action to $P$ to get that the Killing vector field is given by $\hat{K}_r + 2\bar{v}K_0$. Therefore we get that the manifolds $\mathbb{H}^* \times S^1_1 P$ and $P/S^1_1$ again carry hyperKähler and quaternionic Kähler structures correspondingly, where the modified action of $S^1_1$ is implied. It turns out that a modification of the $S^1_r$–action can change the topology of the $\mathcal{H}$ and $Q$ constructions.

Consider Example 2.2.1 again. Let us first take $n = 1$ for the sake of simplicity. Then $P = \mu^{-1}(i) = \{(y_1, y_2) \in \mathbb{H} \mid y_1 i \bar{y}_1 + y_2 i \bar{y}_2 = i\}$ and the actions of $S^1_1$ and $S^1_r$ are given by right– and left– multiplications correspondingly. Since $T^*\mathbb{CP}^1$ is obtained as a hyperKähler quotient of $\mathbb{H}^2$ by $S^1_0$ it follows that the function $v$ is positive (explicitely, $v^{-1} = |y_1|^2 + |y_2|^2$). Therefore we may consider $\tilde{v} = v + 1/2$ and the modified action of $S^1_r$ takes a form

$$z \cdot (z_1, z_2, w_1, w_2) = (z^2 z_1, z^2 z_2, w_1, w_2), \quad (2.28)$$

where $y_l = z_l + w_l j$, $l = 1, 2$. Now as a consequence of the above observation we obtain the following statement.

**Proposition 2.3.1.** The total space of $T\mathbb{CP}^1(-1) = \mathcal{O}(1)$ carries a quaternionic Kähler structure.
where the projection to the Hopf fibration is the principal bundle of \( O_z \cdot H \).

First consider a bigger space \((w, z)\). Clearly it is surjective; although it is not injective, it descends to a bijective map of quotients \( P/S_{r,s} \). But the last quotient is exactly \( L^{-s} \).

**Lemma 2.3.2.** Let \( P \to X \) be an \( S^1 \)-principal bundle and \( L \to X \) be the corresponding line bundle. Consider the following action of \( S^1 \) on \( P \times \mathbb{C} : z \cdot (p, w) = (pz^r, z^s w) \), where \( r \) and \( s \) are integers and \( r \) is positive. Then

\[
(P \times \mathbb{C})/S^1 \cong L^{-s}.
\]

**Proof.** Let \( Q_{r,s} \) denote the space \( P \times \mathbb{C} \) with the action of \( S^1 \) as in the statement of the lemma. Then we have an equivariant map \( Q_{r,s} \to Q_{r,rs}, (p, w) \mapsto (p, w^s) \). Clearly it is surjective; although it is not injective, it descends to a bijective map of quotients \( Q_{r,s}/S^1 \to Q_{r,rs}/S^1 \). But the last quotient is exactly \( L^{-s} \).

**Proposition 2.3.3.** The total space of \( 2\mathcal{O}(1) \oplus \mathcal{O}(-1) \) carries a hyperKähler structure and is a Swann bundle of \( \mathcal{O}(1) \).

**Proof.** First, consider \( \mathbb{H}^* \) with quaternionic variable \( x \) as \( \mathbb{C}^2 \setminus \{0\} \) with variables \( w_3 \) and \( w_4 : x = w_3 + w_4 j \). Similarly to the proof of Proposition 2.3.1, first consider a bigger space \( (\mathbb{H}^* \times \mathbb{H}^2)/S^1 \). Now the action has the form \( z \cdot (z_1, z_2, w_1, w_2, w_3, w_4) = (z^2 z_1, z^2 z_2, w_1, w_2, z w_3, z w_4) \). Further, since the Hopf fibration is the principal bundle of \( \mathcal{O}(-1) \) and using Lemma 2.3.2 we get

\[
(\mathbb{H}^* \times \mathbb{H}^2)/S^1 \cong \mathcal{O}(1) \oplus \mathcal{O}(-1) \oplus \mathbb{C}^2_{w_1 w_2} \times \mathbb{R}_{>0},
\]

where the projection to \( \mathbb{R}_{>0} \) is again given by the function \( |z_1|^2 + |z_2|^2 \).

The condition \((z_1, z_2, w_1, w_2) \in P\) extracts \( \mathcal{O}(1) \) out of \( \mathbb{C}^2 \times \mathbb{R}_{>0} \) in the same way as in the proof of Proposition 2.3.1.

The above analysis applies without changes for higher dimensions and the following proposition holds.

**Proposition 2.3.4.** The total space of \( T\mathbb{C}P^n(-1) \) carries a quaternionic Kähler structure and \( U(T\mathbb{C}P^n(-1)) = \mathcal{O}(1) \oplus \mathcal{O}(-1) \oplus T\mathbb{C}P^n(-1) \).
Finally, consider a general situation \( \dot{v} = v + m/2 \). In this case \( P = \{(y_1,\ldots,y_{n+1}) \mid y_1 i y_1 + \cdots + y_{n+1} i y_{n+1} = i\} \) and the modified action of \( S^1_\tau \) becomes:
\[
z \cdot (z_1, \ldots, z_{n+1}, w_1, \ldots, w_{n+1}) = (z^{1+m} z_1, \ldots, z^{1+m} z_{n+1}, z^{1-m} w_1, \ldots, z^{1-m} w_{n+1}).
\]

**Theorem 2.3.5.** Let \( Q^m_\text{on} \) and \( H^n_\text{m} \) denote the total spaces of \( T{\mathbb C}{\mathbb P}^n(m-2) \), \( m \geq 1 \) and \( \mathcal{O}(1) \oplus \mathcal{O}(-1) \oplus T{\mathbb C}{\mathbb P}^n(m-2) \) correspondingly. Then \( Q^m_\text{on} \) is a quaternionic Kähler manifold, \( H^n_\text{m} \) is a hyperKähler one and \( U(Q^m_\text{on}) = H^n_\text{m} \). In particular, \( Q^1_\text{on} = \mathcal{O}_p(t) \), \( m \geq 1 \) are quaternionic Kähler manifolds, i.e. Einstein and self–dual. □

### 2.4 Kähler structure on \( N_0 \)

In contrast to a hyperKähler manifold, almost complex structures of a quaternionic Kähler manifold \( N \) are defined only locally, i.e. we have a distinguished rank 3 subbundle \( \mathcal{I} \subset \text{End}(TN) \) called a *structure bundle*, which locally admits a basis consisting of three almost complex structures with quaternionic relations. Since the metric induces an isomorphism \( TN \cong T^*N \), one gets an embedding of \( \mathcal{I} \) in \( \Lambda^2 T^*N \). Locally this is given by passing from an almost complex structure \( I \) to the associated 2–form \( \omega_I(\cdot,\cdot) = g(\cdot, J \cdot) \). We will not distinguish between \( \mathcal{I} \) and its image in \( \Lambda^2 T^*N \). An analogue of a momentum map can be defined in the quaternionic Kähler context, but now it will be a section of a structure bundle (see [31] for details).

**Theorem 2.4.1.** Let \( N \) be a quaternionic Kähler manifold of positive scalar curvature. Suppose also that \( N \) admits a quaternionic Kähler action of \( S^1 \) with momentum section \( \mu_N \in \Gamma(\mathcal{I}) \). Then \( N_0 = N \setminus \{\mu_N = 0\} \) is a Kähler manifold.

**Proof.** Let \( M \) be the Swann bundle of \( N \). Then \( M \) admits a hyperKähler action of \( S^1 \) [65]. Let \( \mu = \mu_1 i + \mu_2 j : M \to \text{Im} \mathbb{H} \) be its momentum map. Since the function \( \mu_c : M \to \mathbb{C} \) is \( I_1 \)–holomorphic, the submanifold \( M_c = \{m \in M : \mu_c(m) = 0\} \) has an induced Kähler structure. Further, \( M^+_c = \{m \in M_c : \mu_1(m) > 0\} \) is an open submanifold of \( M_c \). The group \( S^1_\tau \) preserves \( I_1 \) and one may consider the Kähler reduction of \( M^+_c \) with respect to a non–zero value of the momentum map : \( M^+_c / S^1_\tau \cong M^+_c / \mathbb{C}^*_r \). It remains to observe that \( M^+_c = \mu^{-1}(i) \times \mathbb{R}_{>0} = P \times \mathbb{R}_{>0} \) and therefore \( M^+_c / \mathbb{C}^*_r \cong P / S^1_\tau \cong N_0 \). □

When a quaternionic Kähler manifold \( N \) admits an action of \( S^1 \), one can normalize the momentum section \( \mu_N \in \Gamma(\mathcal{I}) \) and consider it as an almost
complex structure \( \hat{I} \) over \( N_0 \). It turns out that \( \hat{I} \) is integrable and it is easy to see from the proof that it coincides with the complex structure implied by Theorem 2.4.1 (our proof of the above theorem itself represents an alternative proof of the integrability of \( \hat{I} \) in case when \( N \) has positive scalar curvature). In this form Theorem 2.4.1 was known earlier [7, 60]. Although the complex structure \( \hat{I} \) is a section of the structure bundle \( \mathcal{I} \), the Kähler metric of \( N_0 \) must not coincide with the quaternionic Kähler one as we will see in the sequel. Note also that \( \mathcal{I} \) does not admit a section which defines an integrable complex structure on the whole manifold \( N \) (see [1] for extensive discussion of this phenomenon). Taking this into account, one may consider \( N_0 \) as “the largest” open submanifold of \( N \) where it is still possible to choose an integrable complex structure.

Our next aim is to express the Kähler structure of \( N_0 \) similarly to the quaternionic Kähler one (see section 2.1.5). Recall that \( N_0 \cong P/S^1_1 = M^+_r/C^*_r \). In order to get a metric and Kähler form on \( N_0 \) we have to express \( N_0 \) as a Kähler reduction, i.e. we have to fix a level set of momentum map and divide it by \( S^1_r \subset C^*_r \). In our case the momentum map of the \( S^1_r \)-action is nothing else but the hyperKähler potential \( \rho \) (restricted to \( M^+_r \)). Recall also that we have an isomorphism \( (2.17) \) between \( P \) and \( Q = \rho^{-1}(-1/2) \cap M^+_r \). Further, one has \( T_M = \text{span} \{ I_2 K_0, I_3 K_0 \} \subset T_M \) and \( T, \rho^{-1}(-1/2) = \text{span} \{ Y_0 \} \). It follows that \( T, Q = \text{span} \{ I_2 K_0, I_3 K_0, Y_0 \} \) because \( Y_0 \) is perpendicular to both \( I_2 K_0 \) and \( I_3 K_0 \) (see \( (2.7) \)). In particular \( Y_1 \in TQ \); this also follows from the fact that \( S^1_r \) preserves \( Q \). Further, the Kähler reduction procedure implies that \( T, N_0 \) is identified with \( \text{span} \{ Y_1 \} \subset T, Q \) and the Kähler form and metric are obtained as a restriction of the corresponding tensors to \( \text{span} \{ Y_1 \} \). Remark that the quaternionic Kähler metric was obtained as the one induced on a different subbundle, namely on \( \text{span} \{ Y_1, Y_2, Y_3 \} \subset TQ \).

Let \( u \in T^*_P \). Then we may decompose \( u = u' + \psi(u) Y_1 \), where \( u' \) is orthogonal to \( Y_1 \). Now denote by \( \Pi \) an orthogonal projector on \( \text{span} \{ Y_1 \} \) in \( TQ \). Then for the Kähler metric \( \hat{g}_N \) we have:

\[
\hat{g}_N (u, v) = g(\Pi L_u, \Pi L_v) = \\
g(L_{\lambda(p)} u' + d\lambda(u) Y_0(\lambda(p)p), \ (L_{\lambda(p)})' v' + d\lambda(v) Y_0(\lambda(p)p)) = \\
= \lambda^2 g(u - \psi(u) Y_1 + d\lambda(u) Y_0, \ v - \psi(v) Y_1 + d\lambda(v) Y_0) = \\
= \lambda^2 \left( g(u, v) - \psi(u) g(Y_1, v) - \psi(v) g(Y_1, u) + d\lambda(u) g(Y_0, v) d\lambda(v) g(Y_0, u) \right).
\]

As we already know \( g(u, v) = (\hat{g} + v^{-1} \xi^2)(u, v) \). By the definition of \( \psi \) one has \( g(Y_1, v) = (4v + w) \psi(v) \). Further, \( g(Y_0, v) = g(-I_1 K_r - 2v I_1 K_0, \hat{v} + \xi(v) K_0) = \)
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\( t_K, \tilde{\omega}_1(v) \). Therefore we obtain

\[
\hat{g}_N = \lambda^2 (\tilde{g} + v^{-1}\xi^2 - (4v + w)\psi^2 + d\lambda \odot t_K, \tilde{\omega}_1).
\]

Since \( d\lambda = (4v + w)^{-3/2} t_K, \tilde{\omega}_1 \) we may finally write

\[
\hat{g}_N = \frac{1}{4v + w} \tilde{g} + \frac{1}{v(4v + w)} \xi^2 - \psi^2 + \frac{1}{(4v + w)^{5/2}} (t_K, \tilde{\omega}_1)^2.
\]

The Kähler form \( \hat{\omega}_N \) may be obtained in a similar manner. Indeed,

\[
\hat{\omega}_N(u, v) = \omega_1(\Pi^* u, \Pi^* v) = \omega_1\left( (L_{\lambda(p)})^* u' + d\lambda(u) Y_0(l(p)), (L_{\lambda(p)})^* v' + d\lambda(v) Y_0(l(p)) \right) = \omega_1\left( (L_{\lambda(p)})^* u', (L_{\lambda(p)})^* v' \right) = \lambda^2 \omega_1(u - \psi(u)Y_1, v - \psi(v)Y_1).
\]

Since \( \omega_1(u, v) = \tilde{\omega}_1(u, v) \) and \( \omega_1(Y_1, u) = g(\tilde{K}_s, 2vK_0, I_1u + \xi(u)I_1K_0) = t_K, \tilde{\omega}_1(u) \), we obtain the Kähler form as

\[
\hat{\omega}_N = \frac{1}{4v + w} \left( \tilde{\omega}_1 - \psi \wedge t_K, \tilde{\omega}_1 \right).
\]

**Remark 2.4.2.** As we have already remarked, we may regard the form \( \psi \) as a connection on the \( S^1 \)-principal bundle \( P \to N_0 \). Let's compute its curvature. We have

\[
F_\psi = -\frac{1}{(4v + w)^2} (4dv + dw) \wedge (\psi + t_K, \tilde{g}) + \frac{1}{4v + w} (2d\xi + d t_K, \tilde{g}).
\]

It follows from equations (2.11) and (2.12) that

\[
F_\psi = -\frac{2}{4v + w} (t_K, \tilde{\omega}_1 \wedge \psi + \tilde{\omega}_1) = -2\hat{\omega}_N
\]

This observation provides an ”internal” interpretation of the Kähler form \( \hat{\omega}_N \) in the following sense. Let \( N \) be a quaternionic Kähler manifold with positive scalar curvature and \( F \to N \) be the principal \( SO(3) \) bundle associated to the structure bundle \( \mathcal{I} \). Observe that \( F \) is equipped with the natural connection induced by the Levi–Civita one. Suppose also that \( N \) admits a quaternionic Kähler action of the circle and denote by \( \mu_N \) its momentum section. As it was explained above one can think about \( \mu_N \) on \( N_0 = N \setminus \{ \mu_N = 0 \} \) as a section of \( F \) (restricted to \( N_0 \)). This means that we get \( S^1 \)-subbundle \( Q \) of \( F \). The curvature of the induced connection \( \psi \) is a \(-1/2\)-multiple of the Kähler form \( \hat{\omega}_N \).
Chapter 3

Nonlinear Dirac operator and harmonic spinors

This chapter is devoted to a nonlinear generalization of the celebrated Dirac operator. In the preparatory Section 3.1 we discuss some representations of $\text{Spin}^c(4)$. The results of Section 3.1 will be used in the sequel. In Section 3.2 we define a nonlinear generalization of the Dirac operator following [59] and study its properties. The nonlinear Dirac operator $D$ acts on sections $u$ of a certain fibre bundle, where a fibre is a hyperKähler manifold $M$ admitting $\text{Sp}(1)$ permuting and $S^1$ triholomorphic actions. When the Dirac operator is applied to a section $u$ one obtains a section of some vector bundle and therefore harmonic spinors are well-defined. We show that harmonic spinors are analogous to antiholomorphic sections of complex geometry (see Lemma 3.2.15 and its corollary). These results are of fundamental importance and will be used below as well as in Chapter 4.

In Section 3.3 we study properties of solutions to the Cauchy–Riemann–Fueter equation (3.11), which is a quaternionic analogue of the Cauchy–Riemann equation in the complex geometry, and their relation to harmonic spinors. In particular, we prove that solutions to the Cauchy–Riemann–Fueter equation are exactly those maps whose differential has vanishing triholomorphic component (Proposition 3.3.10). These results are extended for maps between quaternionic Kähler manifolds and more generally for sections of vector bundles with quaternionic structures.

In the last section we study the case when the action of $\text{Sp}(1)$ can be extended to the permuting action of $\mathbb{H}^*$. Combining our previous results with Swann’s construction we get relations between earlier studied objects (harmonic spinors, aholomorphic maps and sections). These objects were defined earlier by different authors (and under a variety of names), however the properties and relations between them are new.
3.1 Spinor representations

Recall that by $W$ we denote the standard $SU(2)$–representation on $\mathbb{C}^2$ or equivalently the $Sp(1)$–representation on $\mathbb{H}$ by multiplication on the left. Further, $W^\pm$ denote $Spin^c(4)$–representations on $\mathbb{H}$ given by $(\{q_+, q_-, \lambda\}, h) \mapsto q_\pm h\lambda$ and $\mathbb{R}^4$ denotes the representation of the same group on the same space given by $(\{q_+, q_-, \lambda\}, h) \mapsto q_-h\overline{q}_+$. Any quaternionic module $V$ can be considered as a real vector space equipped with three complex structures $(I_1, I_2, I_3)$ with quaternionic relations. Consequently, any such vector space can be regarded as being equipped with a standard representation of $Sp(1)$, namely $q = q_0 + q_1i + q_2j + q_3k \equiv q_0\text{Id} + q_1I_1 + q_2I_2 + q_3I_3$.

Proposition 3.1.1. Let $V$ be a quaternionic module and denote by $V_{I_1}$ the same vector space but considered as a complex vector space with respect to the complex structure $I_1$. Under the isomorphism $V_{\mathbb{C}} = \mathbb{C} \otimes V \cong \mathbb{H} \otimes_{\mathbb{C}} V_{I_1}$, \( z \otimes v \leftrightarrow z \otimes v - jz \otimes I_2 v \)

the natural action of $Sp(1)$ becomes multiplication on the left: \[ z \otimes q \cdot v \mapsto qz \otimes v - qjz \otimes I_2 v, \]
i.e. we have the isomorphism of representations $V_{\mathbb{C}} \cong W \otimes_{\mathbb{C}} V_{I_1}$.

Remark 3.1.2. The complex tensor product in the statement above is defined via the relation $hi \otimes_{\mathbb{C}} v = h \otimes_{\mathbb{C}} I_1 v$.

Proof. It is sufficient to check the statement for $q = i, j, k$. Indeed, one has

\[ z \otimes I_1 v \mapsto z \otimes I_1 v - jz \otimes I_2 I_1 v = iz \otimes v + jzi \otimes I_2 v = i(z \otimes v - jz \otimes I_2 v); \]
\[ z \otimes I_2 v \mapsto z \otimes I_2 v - jz \otimes I_2 I_2 v = z \otimes I_2 v + jz \otimes v = j(z \otimes v - jz \otimes I_2 v); \]
\[ z \otimes I_3 v \mapsto z \otimes I_1 I_2 v - jz \otimes I_1 v = iz \otimes I_2 v - jzi \otimes v = k(z \otimes v - jz \otimes I_2 v). \]

Corollary 3.1.3. Suppose we are given a representation of the group $Sp(1) \times_{\{\pm 1\}} S^1 \cong U(2)$ on a quaternionic module $V$ such that the action of $Sp(1) \subset Sp(1) \times_{\{\pm 1\}} S^1$ is standard and the action of the subgroup $S^1$ is quaternionic. Further, assume that the representation of $Spin^c(4)$ on $V$ is induced via the homomorphism

\[ Spin^c(4) \twoheadrightarrow Spin^c(4)/Sp_-(1) \cong U_+(2). \quad (3.1) \]

Then the isomorphism $V_{\mathbb{C}} \cong \mathbb{H} \otimes_{\mathbb{C}} V$ induces an isomorphism of representations

\[ V_{\mathbb{C}} \cong W^+ \otimes_{\mathbb{C}} V', \]

where $V'$ is a representation of $S^1$ on $V$. \qed
Clifford multiplication First recall (see (1.4)) that one can consider the standard representation $\mathbb{R}^4$ of $SO(4)$ as being induced by $Spin^c(4)$. Then under the hypotheses of Corollary 3.1.3 we can define the following homomorphism of representations

$$\mathbb{R}^4 \otimes V_C \cong \mathbb{R}^4 \otimes W^+ \otimes V' \longrightarrow W^- \otimes V'$$

(3.2)

given by the formula:

$$x \otimes (z \otimes v) \mapsto xz \otimes v - x_{jz} \otimes I_2 v.$$  (3.3)

Observe also that homomorphism (3.2) induces a homomorphism between the real parts of the corresponding representations:

$$\mathbb{R}^4 \otimes V = [\mathbb{R}^4 \otimes V_C]_r \longrightarrow [W^- \otimes V']_r$$

(3.4)

Remark that if $V = W^+$ homomorphism (3.4) is the well–known Clifford multiplication:

$$\mathbb{R}^4 \otimes W^+ \longrightarrow W^-.$$  

Therefore we will also call homomorphism (3.4) a Clifford multiplication. Slightly abusing notations, we will refer to its complexification (3.2) also as Clifford multiplication if it will be clear from the context which homomorphism is implied.

3.2 The Nonlinear Dirac operator

Pick a $Spin^c(4)$–structure $P_{Spin^c} \xrightarrow{\pi} X$ over a four–dimensional oriented Riemannian manifold $(X,g_X)$. Fix also a hyperKähler manifold $M^{4(n+1)}$ equipped with an action of the group $U(2) \cong Sp(1) \times S^1$ with the following properties: the action of $Sp(1)$ is permuting while the action of $S^1$ is hyperKähler.

Remark 3.2.1. There is a certain freedom in choice of complex structures on a hyperKähler manifold. Indeed, the space of triples of complex structures compatible with the preferred one is naturally isomorphic to $SO(3)$. However the requirement that the action of $Sp(1)$ is permuting eliminates this freedom.

From now on $(I_1, I_2, I_3)$ denotes the complex structures of $M$ such that the action of $Sp(1)$ is permuting with respect to this triple.

The homomorphism (3.1) defines an action of $Spin^c(4)$ on $M$. Denote by $K_M^\xi$ its Killing vector field corresponding to a Lie algebra element $\xi \in spin^c(4)$. Further, define $M$ to be a fibre bundle over $X$ with fibre $M$:

$$M = P_{Spin^c} \times_{Spin^c(4)} M.$$
We consider equivariant maps $u : P_{\text{Spin}^c} \to M$ as an analogue of spinors; one can also think about $u$ as a section of $M \to X$. The space of all equivariant maps will be denoted by $\text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M)$.

Next, pick a connection $a$ on a principal $S^1$–bundle $P_{\text{det}} = P_{\text{Spin}^c}/\text{Spin}(4)$, which is called a determinant bundle. Together with the Levi–Civita connection it equips $P_{\text{Spin}^c}$ with a connection $\hat{a}$.

**Covariant derivative.** To any spinor $u$ one can associate an equivariant map $\hat{a}u : TP_{\text{Spin}^c} \to TM$: if $v \in T_pP_{\text{Spin}^c}$ then $\hat{a}(v) \in \text{spin}^c(4)$ and we can put $\hat{a}u(v) = K_{\hat{a}(v)}(u(p)) \in T_{u(p)}M$. A covariant derivative of the spinor $u$ is then defined by

$$\nabla^a u = u_* + \hat{a}u \in \text{Map}^{\text{Spin}^c(4)}(TP_{\text{Spin}^c}, TM).$$

It is easy to see that the above expression vanishes on the vertical vectors and this means that the covariant derivative can be regarded as an operator

$$\nabla^a : \Gamma(M) \to \Gamma(T^*X \otimes \pi!(u^*TM)),$$

where $\pi!(u^*TM) \to X$ denotes the factor of $u^*TM \to P_{\text{Spin}^c}$ by the group action.

**Remark 3.2.2.** Strictly speaking, the operator $\nabla^a$ is not well–defined, since its image depends on the element of the domain. However one can define $\nabla^a$ as a section of a certain vector bundle as follows. Consider an evaluation map $ev : \text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M) \times P_{\text{Spin}^c} \to M, (u, p) \mapsto u(p)$. Then one gets the following diagram

$$\begin{array}{ccc}
\text{ev}^*TM & \longrightarrow & TM \\
\downarrow & & \downarrow \\
\text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M) \times P_{\text{Spin}^c} & \text{ev} & M.
\end{array}$$

Dividing the first column by the group action one gets a vector bundle $E$ over an the infinite dimensional space $\text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M) \times X$; the restriction of $E$ to $\{u\} \times X$ coincides with $\pi!(u^*TM)$. Then $\nabla^a$ is well–defined as a section of $E \to \text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M) \times X$.

In order to keep the exposition clear, we will not keep to the above formalism of vector bundles over infinite–dimensional spaces.

**Dirac operator.** Now by the definition of a hyperKähler manifold the tangent bundle $TM$ carries a natural structure of a quaternionic module. Moreover the requirement that the action of $Sp(1)$ is permuting implies that the induced action is the standard one. It follows from Proposition 3.1.1 that

$$T_C M \cong \mathbb{H} \otimes E',$$
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where $E'$ coincides with $TM$ as a vector bundle but the action of $Sp_+(1) \subset Spin^c(4)$ is trivial; on the contrary the action of $U_+(2)$ on the first factor is standard. Therefore

$$\pi_!(u^*T_C M) \cong W^+ \otimes E,$$

where $E = \pi_!(u^*E')$ and by $W^+$ we denoted the positive spinor bundle over $X$ corresponding to the representation denoted by the same letter. It follows from (3.4) that we have a map

$$Cl : T^* X \otimes \pi!(u^*TM) \rightarrow [W^- \otimes E].r.$$

With this understood, following [59] we give the following definition.

**Definition 3.2.3.** The first order differential operator given by the sequence

$$D_a : \Gamma(M) \xrightarrow{\nabla_a} \Gamma(T^* X \otimes \pi!(u^*TM)) \xrightarrow{Cl} \Gamma([W^- \otimes E].r) \quad (3.5)$$

is called a (generalized) Dirac operator.

**Remark 3.2.4.** When $M$ is a flat hyperKähler manifold $\mathbb{H}$ we recover the usual (linear) Dirac operator $D_a : \Gamma(W^+) \rightarrow \Gamma(W^-)$.

**Remark 3.2.5.** One can define rigorously the generalized Dirac operator as a section of a vector bundle over an infinite–dimensional space in the same vane as we defined the covariant derivative in Remark [3.2.2]. Indeed, it remains to note that the target of the Dirac operator $[W^- \otimes E].r$ is a vector bundle over $\text{Map}^{Spin^c(4)}(P_{Spin^c}, M) \times X$.

**Remark 3.2.6.** The Dirac operator (3.5) is a nonlinear Fredholm map [59].

**Remark 3.2.7.** When the source manifold carries a $Spin(4)$ structure one may define a Dirac operator with coefficients in $M$ by the above described scheme (see also Example 3.2.8). In that case $M$ is required to carry a permuting action of $Sp(1)$, however a triholomorphic one of $S^1$ is not necessary for the definition and the resulting Dirac operator is determined by the Levi–Civita connection.

**Example 3.2.8 (SO–Dirac operator).** Below we consider the Dirac operator in case when the target manifold $M$ admits a permuting $SO(3)$ action. For the sake of simplicity we take the most basic example $\mathbb{H}^*/\pm 1$.

**Conventions.** Take $W_0 = \mathbb{H}^*/\pm 1$ as a hyperKähler manifold $M$. It is convenient in this example to take the hyperKähler structure on $W_0$ induced by the left quaternionic structure on $\mathbb{H}$. Then a permuting action of $SO(3) \cong Sp(1)/\pm 1$ is given by

$$([q], [m]) \mapsto [qm] \quad (3.6)$$
Further,

$$TW_0 = (\mathbb{H}^* \times \mathbb{H}) / \pm 1 = \{ [m, h] = [-m, -h] \mid m \in \mathbb{H}^*, h \in \mathbb{H} \}$$

and the induced action on $TW_0$ is the following

$$([q], [m, h]) \mapsto [qm, qh].$$ (3.7)

Consider the group $SO(4) \cong Sp_+(1) \cdot Sp_-(1) = (Sp_+(1) \times Sp_-(1))/ \pm 1$ (see Section 1.3). Consequently we have a homomorphism

$$SO(4) \to Sp_+(1)/ \pm 1 \cong SO_+(3)$$

and it defines an action of $SO(4)$ on $W_0$, which in turn induces an action of $SO(4)$ on $TW_0$.

**Remark 3.2.9.** We have also another action of the group $SO(4)$ on $TW_0$, namely

$$([q_+, q_-], [m, h]) \mapsto [q_+ m, q_- h].$$ (3.8)

Note, that this action is not induced from the one on $W_0$.

**Clifford multiplication.** Let $X^4$ be an oriented Riemannian manifold and $\pi^{so} : P_{so} \to X$ be its principal $SO(4)$ bundle of orthonormal oriented frames. Consider an equivariant map $\psi : P_{so} \to W_0^+$ or equivalently a section of a fibre bundle $W_0^+ = P_{so} \times_{SO(4)} W_0^+$, where the sign “+” is used to keep in mind that the action of $SO(4)$ is induced by $SO_+(3)$.

**Remark 3.2.10.** If the source manifold $X$ is Spin, then $W_0^+ = (W^+ \setminus 0)/ \pm 1$. Notice that even if $X$ is not Spin, the bundle $W_0^+$ does exist.

Now consider an equivariant vector bundle $\psi^*TW_0^+ \to P_{so}$ which gives rise to $E^+ = \pi^{so}_* (\psi^*TW_0^+)$. Recall that there exists another action (3.8) of $SO(4)$ on $TW_0$, which we now prefer to denote by $TW_0^-$. Consequently, there exists a vector bundle $E^- = \pi^{so}_* (\psi^*TW_0^-)$.

One can think about $E^+$ as a vector bundle of classes $[p, \xi]$, where $p \in P_{so}$, $\xi \in T_{\psi(p)} W_0$ such that $\{ p, \xi \} \equiv \{ pg, g^{-1} \xi \}$, $g \in SO(4)$, i.e.

$$[p, [\psi(p), h]] \equiv [pg, [\bar{q}_+ \psi(p), \bar{q}_+ h]], \quad g = [q_+, q_-].$$

Similarly, $E^-$ is a vector bundle of classes $[p, [\psi(p), h]]$ such that

$$[p, [\psi(p), h]] \equiv [pg, [\bar{q}_+ \psi(p), \bar{q}_- h]], \quad g = [q_+, q_-].$$

Consider also $TX \cong T^*X$ in the same manner:

$$[p, v] \equiv [pg, \bar{q}_- v q_+], \quad g = [q_+, q_-], \quad v \in \mathbb{H}.$$
Then we can define a variant of the Clifford multiplication $Cl : T^*X \otimes E^+ \rightarrow E^-$ by the formula

$$[p, v] \otimes [p, [\psi(p), h]] \mapsto [p, [\psi(p), v h]]. \quad (3.9)$$

Indeed, take $g \in SO(4), \ g = [q_+, q_-]$. Then the following computation

$$[pg, \bar{q}_- v q_+] \otimes [pg, [\bar{q}_+ \psi(p), \bar{q}_+ h]] \mapsto [pg, [\bar{q}_+ \psi(p), \bar{q}_- v h]] = [p, [\psi(p), v h]]$$

shows that the Clifford multiplication (3.9) is well-defined.

**Dirac Operator.** After the Clifford multiplication is defined, we can also construct a Dirac operator. Indeed, consider the space of $SO(4)$–equivariant maps $\text{Map}^{SO(4)}(P_{so}, W_0^+)$ or, equivalently, the space of sections of the associated bundle $W_0^+ = P_{so} \times_{SO(4)} W_0^+$.

Now the bundle $P_{so}$ is equipped with the Levi–Civita connection $\nabla^{LC}$. Hence the following sequence defines a Dirac operator:

$$D : \Gamma(W_0^+) \xrightarrow{\nabla^{LC}} \Gamma(T^*X \otimes E^+) \xrightarrow{Cl} \Gamma(E^-). \quad (3.10)$$

**Remark 3.2.11.** We can also consider the operator (3.10) as a particular case of the Definition 3.2.3. Indeed, this corresponds to the manifold $M = \mathbb{H}^*/\pm 1$ and the trivial action of $S^1$. The above calculations show that it is independent of the other choices and in particular it is canonically defined by the $SO(4)$–structure of $X$.

**Remark 3.2.12.** Consider a local chart $U$ of $X$ and pick a trivialization of $P_{so}$ over $U$. In this trivialization an equivariant map $\psi$ can be written as $\psi_U : U \rightarrow \mathbb{H}$. Then

$$D \psi_U = \frac{\partial \psi_U}{\partial x_0} + i \frac{\partial \psi_U}{\partial x_1} + j \frac{\partial \psi_U}{\partial x_2} + k \frac{\partial \psi_U}{\partial x_3} + (0\text{-order terms}).$$

**Remark 3.2.13 (Twisted SO–Dirac operator).** Again assume that the target hyperKähler manifold admits a permuting $SO(3)$–action. Pick a principal $G$–bundle $\pi^c : P_G \rightarrow X$ over the source manifold $X$ with a connection $a$ and put $P = P_{so} \times P_G \xrightarrow{\pi} X$. Note that the bundle $P$ is equipped with the connection determined by the Levi–Civita connection and $a$. Assume further that the action of $G$ is triholomorphic and that it commutes with the $SO(3)$–action. As in Example 3.2.8 we take $M^* = \mathbb{H}^*/\pm 1$ as the target manifold (we reserve the symbol $W_0$ for the $SO(3)$–action (3.6)). Finally, denote by $E^c$ the bundle $TM^*$ with the induced action of $G$.

It is easy to see that the scheme of Example 3.2.8 also applies in this case. Equivalently, one may complexify the tangent bundle of $M^*$ and apply the
scheme of Definition 3.2.3 since \( \pi_1(u^* T_{\mathbb{C}} M^*) \cong W_0^+ \otimes \pi_1^c(u^* E^c) \). In any case we get a Dirac operator twisted by \( \pi_1^c(u^* E^c) \):

\[
\mathcal{D}_a : \Gamma(M) \rightarrow \Gamma(E^- \otimes \pi_1^c(u^* E^c)).
\]

**Definition 3.2.14.** A spinor \( u \in \Gamma(M) \) such that \( \mathcal{D}_a u = 0 \) is called harmonic.

**Lemma 3.2.15.** Pick \( p \in P_{\text{Spin}^c}, \pi(p) = x \). Since there exists a projection \( P_{\text{Spin}^c} \rightarrow P_{\text{so}}, \) one gets a basis \( (v_0, v_1, v_2, v_3) \) of \( T_x X \). Further, let \( u \in \text{Map}_{\text{Spin}^c}(4)(P_{\text{Spin}^c}, M) \) and put \( w_i = u_*(\tilde{v}_i) \in T_{u(p)} M, \) where \( \tilde{v}_i \in T_p P_{\text{Spin}^c} \) denotes a horizontal lift of \( v_i \) with respect to the connection \( \hat{a} \). Then the harmonicity of the spinor \( u \) at the point \( x \) is equivalent to the following equation:

\[
w_0 + I_1 w_1 + I_2 w_2 + I_3 w_3 = 0. \tag{3.11}
\]

**Proof.** The complexification of the Clifford multiplication \( T^* X \otimes \pi_1(u^* TM) \rightarrow [W^- \otimes E]_r \) can be described by the following sequence

\[
T, X \otimes T, M \rightarrow T, X \otimes (\mathbb{C} \otimes T, M) \rightarrow T, X \otimes W^+ \otimes E \rightarrow W^- \otimes E.
\]

The basis \((v_0, v_1, v_2, v_3)\) provides an isomorphism \( T_x X \cong \mathbb{H} \). Then the maps in the sequence above are given explicitly (see (3.3)) by

\[
v \otimes w \mapsto v \otimes (1 \otimes w) \mapsto v \otimes (1 \otimes w - j \otimes I_2 w) \mapsto v \cdot 1 \otimes w - v \cdot j \otimes I_2 w.
\]

According to the definition of the Dirac operator, take \( v = 1, \ w = w_0; v = i, \ w = w_1; \cdots \) and then sum up the result:

\[
(1 \otimes w_0 - j \otimes I_2 w_0) + (i \otimes w_1 - k \otimes I_2 w_1) + (j \otimes w_2 + 1 \otimes I_2 w_2) + (k \otimes w_3 + i \otimes I_2 w_3) = 0,
\]

After a simplification one obtains

\[
1 \otimes (w_0 + I_1 w_1 + I_2 w_2 + I_3 w_3) + j \otimes (-I_2 w_0 + I_3 w_1 + w_2 - I_1 w_3) = 0.
\]

But this is equivalent to equation (3.11). \( \square \)

Denote by \( \mathcal{V} \) the vertical subbundle of \( TP_{\text{Spin}^c} \), i.e. \( \mathcal{V} \) consists of tangent vectors to fibers of \( P_{\text{Spin}^c} \rightarrow X \). The connection \( \hat{a} \) provides a decomposition \( TP_{\text{Spin}^c} = \mathcal{V} \oplus \mathcal{H} \), where \( \mathcal{H} \) is defined as the kernel of \( \hat{a} \) and is called the horizontal subbundle. Since \( \mathcal{H} \cong \pi^* TX \) we get a distinguished quaternionic structure \((J_1, J_2, J_3)\) on \( \mathcal{H} \). Indeed, observe that we have a natural projection \( P_{\text{Spin}^c} \rightarrow P_{\text{Spin}^c}/U_- (2) = P_{\Lambda^2_* +} \), where the \( SO(3) \)-principal bundle \( P_{\Lambda^2_* +} \) is
the principal bundle of $\Lambda^2 T^* X$. With the help of metric on $X$, one can naturally identify the fibre of $P_{\Spin^c}$ at each point $x \in X$ with the set of triples $(J_1, J_2, J_3)$, $J_\ell \in \text{End}(T_x X)$ such that $J_1 J_2 = J_3 = -J_2 J_1$ and each $J_\ell$ is an orthogonal operator preserving the orientation of $T_x X$. Although the operators $J_\ell$ are not necessarily globally defined, the projection map $P_{\Spin^c} \to P_{\Spin^c}$ gives rise to a global quaternionic structure on $\mathcal{H}$.

One can also describe the quaternionic structure $(J_1, J_2, J_3)$ as follows. Let $p \in P_{\Spin^c}$ and $(\tilde{v}_0, \tilde{v}_1, \tilde{v}_2, \tilde{v}_3)$ be as in Lemma \ref{lem:spinor}. Then the quaternionic structure is defined by the requirement $\tilde{v}_l = -J_l \tilde{v}_0$, $l = 1, 2, 3$.

**Corollary 3.2.16.** A map $u \in \text{Map}^{\Spin^c(4)}(P_{\Spin^c}, M)$ is a harmonic spinor if and only if it satisfies the following equation

$$u_* - I_1 u_* J_1 - I_2 u_* J_2 - I_3 u_* J_3 = 0 \quad \text{on} \quad \mathcal{H}.$$  

**Proof.** For any $v \in T_X$ one can choose $p \in P_{\Spin^c}$ such that the basis $(v_0, v_1, v_2, v_3)$ defined by $p$ satisfies $v_0 = v$. According to the definition of $(J_1, J_2, J_3)$ one has $\tilde{v}_l = -J_l \tilde{v}_0 = -J_l \tilde{v}$, $l = 1, 2, 3$. Now it follows from Lemma \ref{lem:spinor} that

$$u_* \tilde{v} - I_1 u_* J_1 \tilde{v} - I_2 u_* J_2 \tilde{v} - I_3 u_* J_3 \tilde{v} = 0.$$  

It remains to note that the above equation is valid for any $v \in T_X$. \hfill \Box

The above corollary reveals a deep analogy between the Dirac operator and the $\partial$–operator of complex geometry. Let us first recall the definition of the $\partial$–operator.

**Definition 3.2.17.** Let $(Y, I_Y)$ and $(Z, I_Z)$ be complex manifolds. Assume that a Lie group $G$ acts holomorphically on $Z$ and pick a $G$–principal bundle $\pi^G : P_G \to Y$ with a connection $A$. Then the $\partial_A$–operator is given by the following sequence

$$\partial_A : \Gamma(P_G \times_G Z) \xrightarrow{\nabla} \Omega^1(Y) \otimes \Gamma(\pi^G_*(u^* T_Z)) \to \Omega^{1,0}(Y) \otimes \Gamma(\pi^G_*(u^* T_Z)),$$

where the last arrow is induced by the projection $\Omega^1(Y) \to \Omega^{1,0}(Y)$.

We will suppress the dependence of $\partial_A$–operator on $A$ in notations, if the connection will be clear from the context.

Further, we also have a splitting of the tangent bundle of $P_G$ on vertical and horizontal parts: $TP_G = V \oplus \mathcal{H}$. It is well–known (see for example \cite{40} for the case of $\partial$–operator) that $\partial u = 0$ is equivalent to

$$u_* - I_Z u_* I_Y = 0 \quad \text{on} \quad \mathcal{H}.$$  

We will further develop the analogy between Dirac and $\partial$ operators below.

---

*a notice that $(I_1, I_2, I_3)$ is the distinguished triple on $M$; see Remark \ref{rem:triple} for details*
Remark 3.2.18. Under assumptions of Definition 3.2.17, the operator $\bar{\partial}_A$ is defined by the sequence

$$\bar{\partial}_A : \Gamma(P \times_G Z) \xrightarrow{\nabla} \Omega^1(Y) \otimes \Gamma(\pi_G^*(u^*TZ)) \rightarrow \Omega^{0,1}(Y) \otimes \Gamma(\pi_G^*(u^*TZ)).$$

As we have already mentioned above, the condition $\bar{\partial}_A u = 0$ is equivalent to $I_Z u = u^* I_Y$ on $\mathcal{H}$.

Convention 3.2.19. We say that $u \in \text{Map}^G(P, Z)$ is an equivariant holomorphic map with respect to the connection $A$, if it defines a holomorphic section of the associated bundle $P \times_G Z$, i.e. if $\bar{\partial}_A u = 0$. Notice, that the source of an equivariant holomorphic map must not be a complex manifold.

3.3 A holomorphic maps

Assume for a while that the source manifold $X$ is hyperKähler, that is it admits three global complex structures $(J_1, J_2, J_3)$. In particular the principal bundle of $\Lambda^2_+ X$, is trivial (as well as the connection). Suppose $M$ admits a permuting $SO(3)$–action. Since $SO_-(3)$ acts trivially on $M$, we can identify spinors with the usual maps $u : X \rightarrow M$. We then obtain from Corollary 3.2.16 that $u$ is harmonic iff

$$u_* - I_1 u_* J_1 - I_2 u_* J_2 - I_3 u_* J_3 = 0.$$  

The maps satisfying the above equation are of particular importance in quaternionic geometry and we will study their properties below.

3.3.1 Linear algebra: quaternionic operators

Let $(U, J_1, J_2, J_3)$ and $(V, I_1, I_2, I_3)$ be quaternionic modules. Define an operator $C : \text{Hom}_\mathbb{R}(U, V) \rightarrow \text{Hom}_\mathbb{R}(U, V)$ by the formula:

$$C : A \mapsto I_1 AJ_1 + I_2 AJ_2 + I_3 AJ_3. \quad (3.12)$$

Proposition 3.3.1. The operator $C$ has the following properties

(i) $C^2 = 3 - 2C$;

(ii) the spectrum consists of 1 and $-3$;

(iii) the space $\text{Hom}_\mathbb{R}(U, V)$ decomposes as a direct sum of eigenspaces of the operator $C$:

$$\text{Hom}_\mathbb{R}(U, V) = B_+ \oplus B_-,$$

where $B_+$ corresponds to eigenvalue $+1$ and $B_-$ to $-3$.  
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Proof. The following computation
\[ C^2(A) = I_1(I_1AJ_1 + I_2AJ_2 + I_3AJ_3)J_1 + \]
\[ + I_2(I_1AJ_1 + I_2AJ_2 + I_3AJ_3)J_2 + \]
\[ + I_3(I_1AJ_1 + I_2AJ_2 + I_3AJ_3)J_3 = \]
\[ = 3A - C(A) \]
shows that the property (i) holds. The other two properties are direct consequences of the first one.

In the sequel we will use the following notations:
\[ B_0 = \{ A \in \text{Hom}_R(U,V) \mid A \circ J_l = I_l \circ A, \ l = 1, 2, 3 \} = \text{Hom}_\mathbb{R}(U,V); \]
\[ B_r = \{ A \in \text{Hom}_R(U,V) \mid A \circ J_r = I_r \circ A, \ A \circ J_l = -I_l \circ A, \ l \neq r \}, \]
where \( r \) runs through 1, 2, 3.

**Remark 3.3.2.** There is no nontrivial operator which anti-commutes with all complex structures. Indeed, if \( A \) would be such operator, then one would have \( C(A) = 3A \), but 3 is not an eigenvalue of \( C \). The same argument shows that there is no nontrivial operator, which commutes with two complex structures and anti-commutes with the third one.

**Proposition 3.3.3.** The following properties hold:

(i) the linear spaces \( B_r \) are isomorphic: \( B_0 \cong B_1 \cong B_2 \cong B_3 \);

(ii) one has a decomposition
\[ \text{Hom}_\mathbb{R}(U,V) = B_0 \oplus B_1 \oplus B_2 \oplus B_3. \quad (3.14) \]

Proof. Observe that for example an isomorphism between \( B_0 \) and \( B_1 \) can be obtained as multiplication by \( I_1 \) on the left. This proves (i).

Further, for any operator \( A \in \text{Hom}_\mathbb{R}(U,V) \) we have a decomposition \( A = A_0 + A_1 + A_2 + A_3 \) with
\[ A_0 = \frac{1}{4}(A - C(A)), \]
\[ A_1 = \frac{1}{4}(A - I_1AJ_1 + I_2AJ_2 + I_3AJ_3), \]
\[ A_2 = \frac{1}{4}(A + I_1AJ_1 - I_2AJ_2 + I_3AJ_3), \]
\[ A_3 = \frac{1}{4}(A + I_1AJ_1 + I_2AJ_2 - I_3AJ_3), \]
and each component lies in the corresponding subspace. Thus (ii) is also proven. }
Corollary 3.3.4. The decompositions (3.13) and (3.14) are related as follows:

\[
B_- = B_0 = \text{Hom}_H(U,V), \quad \dim B_- = 4mn; \\
B_+ = B_1 \oplus B_2 \oplus B_3, \quad \dim B_+ = 12mn,
\]

where we assume \(\dim \mathbb{R} U = 4m; \ dim \mathbb{R} V = 4n\).

Proof. It easily follows from the definition of subspaces \(B_r\) that \(C(A) = -3A\) for any \(A \in B_0\) and \(C(A) = A\) for any \(A \in B_r, \ r = 1, 2, 3\).

Definition 3.3.5. We say that an operator \(A \in \text{Hom}_\mathbb{R}(U,V)\) is quaternionic, if \(C(A) = A\), where \(C\) is given by (3.12).

Proposition 3.3.6. An operator \(A \in \text{Hom}_\mathbb{R}(U,V)\) is quaternionic if and only if its quaternionic linear component vanishes.

Proof. Any operator \(A \in \text{Hom}_\mathbb{R}(U,V)\) can be decomposed as \(A = A_+ + A_-\) due to (3.13). It follows from Corollary 3.3.4 that the equation \(C(A) = A\) is equivalent to \(A_- = 0\) or in other words that the quaternionic linear component of \(A\) vanishes.

We suggest the term quaternionic for operators \(A\) satisfying \(C(A) = A\) since it reflects the property that \(A\) has a vanishing quaternionic linear component.

Remark 3.3.7. If both spaces \(U\) and \(V\) carry an Euclidean scalar product then so does \(\text{Hom}_\mathbb{R}(U,V) \cong U^* \otimes V\). If the quaternionic structures are consistent with the Euclidean ones, i.e. if the complex structures are orthogonal operators, then decomposition (3.13) is in fact orthogonal. Therefore

\[
C(A) = A \iff A \in (\text{Hom}_H(U,V))^\perp.
\]

The space of linear homomorphisms as \(Sp(1)\)–representation.

Again, let \((U, J_1, J_2, J_3)\) and \((V, I_1, I_2, I_3)\) be quaternionic modules. As we have already remarked \(U\) and \(V\) carry the standard representation of \(Sp(1)\), which will be denoted by the same letters. If we want to consider those spaces as trivial \(Sp(1)\)–representations, we use \(\tilde{U}\) and \(\tilde{V}\). Further, \(W \equiv W_1\) denotes the standard \(Sp(1)\)–representation by left multiplication on the space of quaternions \(\mathbb{H}\); then all other irreducible representations of \(Sp(1)\) are just symmetric powers of the standard representation \([12]\): \(W^n = S^nW\). By \(\mathbb{R}^3\) we denote the standard representation of \(SO(3)\) or the induced representation of its double cover \(Sp(1)\).
Proposition 3.3.8. We have an isomorphism of $Sp(1)$–representations

$$\text{Hom}_R(U, V) \cong \mathbb{R}^3 \otimes R \text{Hom}_H(\tilde{U}, \tilde{V}) \oplus \text{Hom}_H(\tilde{U}, \tilde{V}).$$

Moreover,

$$B_+ = \mathbb{R}^3 \otimes \text{Hom}_H(\tilde{U}, \tilde{V}), \quad B_- = \text{Hom}_H(\tilde{U}, \tilde{V}).$$

Proof. First observe that

$$\text{Hom}_R(U, V)_C \cong (U \otimes_R V)_C \cong U_C \otimes V_C.$$

Further, it follows from Proposition 3.1.1 that

$$U_C \otimes V_C \cong W \otimes_C \tilde{U} \otimes_C W \otimes_C \tilde{V} \cong W \otimes_C W \otimes_C (\tilde{U} \otimes_C \tilde{V}).$$

But according to the Clebsch–Gordon formula [12] we have $W \otimes C W \cong W_2 \oplus C$ and therefore

$$\text{Hom}_R(U, V)_C \cong (W_2 \oplus C) \otimes C \text{Hom}_C(\tilde{U} \otimes_C \tilde{V}),$$

where $\text{Hom}_C(\tilde{U} \otimes_C \tilde{V})$ denotes the space of operators $A$ such that $AJ_1 = I_1 A$. Since the real part of $\text{Hom}_C(\tilde{U} \otimes_C \tilde{V})$ is the set of fixed points of the operator $A \mapsto -I_2 AJ_2$, i.e $\text{Hom}_H(\tilde{U} \otimes_C \tilde{V})$, we get

$$\text{Hom}_R(U, V) \cong ([W_2]_r \oplus \mathbb{R}) \otimes_R \left[ \text{Hom}_C(\tilde{U} \otimes_C \tilde{V}) \right]_r \cong [W_2]_r \otimes_R \text{Hom}_H(\tilde{U}, \tilde{V}) \oplus \text{Hom}_H(\tilde{U}, \tilde{V}).$$

Now it only remains to note that $[W_2]_r \cong \mathbb{R}^3$. \qed

3.3.2 Aholomorphic maps between hyperKähler manifolds

Let $(X, J_1, J_2, J_3)$ and $(M, I_1, I_2, I_3)$ be two hyperKähler manifolds (in this section one may work equally well with hypercomplex manifolds, but we will remain in the Riemannian category) and let $u : X \to M$ be a smooth map. Then its differential $u_*$ is a linear map between the two quaternionic modules $TX$ and $TM$.

Definition 3.3.9 (Aholomorphic map). A map $u : X \to M$ is said to be aholomorphic if its differential is aquaternionic, i.e if

$$C(u_*) = I_1 u_* J_1 + I_2 u_* J_2 + I_3 u_* J_3 = u_*.$$

(3.15)
Proposition 3.3.10. A map $u$ is aholomorphic if and only if the triholomorphic (i.e. quaternionic linear) component of its differential $u_*$ vanishes.

Proof. This is a consequence of the corresponding statement for linear operators (see Proposition 3.3.6).

Aholomorphic maps were already studied, however under a variety of different names. They naturally arise in the supersymmetric gauged $\sigma$–model and appeared in physical literature $[2, 25]$ for the first time as ”triholomorphic maps” (warning: we reserve the term ”triholomorphic” for quaternionic linear maps) or ”hyperinstantons”. Such maps were studied also from a mathematical viewpoint by Chen $[15]$, Chen and Li $[16]$ (”quaternionic maps”), Wang $[71]$ (”triholomorphic maps”). Joyce $[42]$ (”q–holomorphic functions”) considered the case of a flat target manifold $\mathbb{H}$. Equation (3.15) was known long ago and was introduced in 1934 by Fueter $[28]”$regular functions”) for the simplest case of maps $u : \mathbb{H} \to \mathbb{H}$ in his attempts to construct a quaternionic analogue of the theory of complex holomorphic maps. The equation (3.15) is often called the Cauchy–Riemann–Fueter equation. An extensive exposition of the theory can be found in $[64]$.

In the author’s opinion the proposed term aholomorphic map better reflects the properties of maps satisfying equation (3.15), namely the fact that the differential of solutions to (3.15) has a vanishing triholomorphic component.

Observe that the aholomorphicity condition (3.15) is elliptic only in case when a source manifold $X$ is four–dimensional.

In the new terminology we have the following proposition.

Proposition 3.3.11. Assume that $X^4$ is hyperKähler. Then a spinor $u : X \to M$ is harmonic if and only if it is aholomorphic.

3.3.3 Aholomorphic sections

Definition 3.3.12. Let $E \longrightarrow X$ be a vector bundle. A rank 3 subbundle $\mathcal{I} \subset \text{End}(E)$ is said to be a quaternionic structure, if it has local bases $(I_1, I_2, I_3)$ such that $I_2^2 = -Id; I_1I_2 = -I_2I_1 = I_3$.

Note that the quaternionic structure $\mathcal{I}$ considered as a vector bundle has a natural euclidean metric and orientation.

Now suppose that $E_1$ and $E_2$ are vector bundles with quaternionic structures $\mathcal{I}_1$ and $\mathcal{I}_2$. Futhermore, suppose that $\mathcal{I}_1$ and $\mathcal{I}_2$ are isomorphic (as oriented euclidean vector bundles) and fix an isomorphism $F$ between them.
The isomorphism $F$ defines an operator $C = C_F \in \Gamma(End(\text{Hom}(E_1, E_2)))$ in a natural way. Indeed, pick a local basis $(I_1, I_2, I_3)$ of $\mathcal{I}_1$ and denote by $(J_1, J_2, J_3)$ its image under $F$. Then

$$C = J_1 \cdot I_1 + J_2 \cdot I_2 + J_3 \cdot I_3$$

and it does not depend on the choice of a local basis.

**Definition 3.3.13.** A section $A \in \Gamma(\text{Hom}(E_1, E_2))$ is said to be *aquaternionic* with respect to the isomorphism $F$, if $C_F(A) = A$.

**Definition 3.3.14.** Let $f$ be a map between two quaternionic Kähler manifolds $N_1$ and $N_2$. Assume that $f^*\mathcal{I}_2$ is isomorphic to $\mathcal{I}_1$ and fix an isomorphism $F : \mathcal{I}_1 \longrightarrow f^*\mathcal{I}_2$. We say that the map $f$ is *aholomorphic with respect to $F$* if $df \in \Gamma(T^*N_1 \otimes f^*T_N2)$ is quaternionic.

Observe that a map $f$ between two hyperKähler manifolds is aholomorhpic in the sense of Definition 3.3.9 if it is aholomorphic with respect to the identity isomorphism.

Aholomorphic maps between quaternionic Kähler manifolds were studied mainly in the realm of topological $\sigma$–model [33, 2] although under different names.

Pick a $G$–principal bundle $\pi^G : P_G \rightarrow X$ with a connection $a \in \Omega^1(P_G；g)$. Let $N$ be an (almost) quaternionic Kähler manifold with a quaternionic Kähler action of $G$. Consider an equivariant map $\varphi \in \text{Map}^G(P_G, N)$ or equivalently a corresponding section $\varphi \in \Gamma(N)$, where $N = P_G \times_G N$. Observe, that

$$\nabla^a \varphi \in \Gamma(T^*X \otimes \pi^G_!(\varphi^*TN)) \cong \Gamma(\text{Hom}(TX, \pi^G_!(\varphi^*TN)))$$

and both vector bundles $TX$ and $\pi^G_!(\varphi^*TN)$ have quaternionic Kähler structures. Indeed, since the action of $G$ is quaternionic Kähler, the latter bundle has the induced quaternionic structure from $TN$. But the tangent bundle of any oriented Riemannian 4–dimensional manifold automatically carries an almost quaternionic structure. In fact there are two such non–isomorphic structures: one can be identified with $\Lambda^2_+X$ and the other with $\Lambda^2_-X$. We prefer $\Lambda^2_+X$ since it better fits our conventions.

Now assume that $\Lambda^2_+X$ and $\pi^G_!(\varphi^*\mathcal{I})$ are isomorphic and fix an isomorphism $F : \Lambda^2_+X \cong \pi^G_!(\varphi^*\mathcal{I})$, where $\mathcal{I}$ is the structure bundle of $N$.

**Definition 3.3.15.** We say that a section $\varphi \in \Gamma(N)$ is *aholomorphic* with respect to the pair $(a, F)$, if its covariant derivative $\nabla^a \varphi$ is an quaternionic section of $\text{Hom}(TX, \pi^G_!(\varphi^*TN))$.  
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Remark 3.3.16. Locally the notion of aholomorphicity can be expressed as follows. Pick an orthonormal oriented local basis $v = (v_0, v_1, v_2, v_3)$ of $TX$ and consider $\varphi$ as an equivariant map. Further, $v$ determines a local basis of $\Lambda^2 TX$. The isomorphism $F$ in turn determines a local basis $(I_1, I_2, I_3)$ of the pull–back of $\mathcal{I}$. Then $\varphi$ is aholomorphic iff

$$\varphi \ast \tilde{v}_0 + I_1 \varphi \ast \tilde{v}_1 + I_2 \varphi \ast \tilde{v}_2 + I_3 \varphi \ast \tilde{v}_3 = 0,$$

where $\tilde{v}_l$ denotes the horizontal lift of $v_l$ with respect to the connection $a$.

3.4 Harmonic spinors and aholomorphic sections

In this section we assume that the source manifold $X$ is spinor. This is not essential, however the exposition is clearer.

Denote by $P_{\text{Spin}}$ the $\text{Spin}(4)$–structure of $X$, $P_+ = P_{\text{Spin}}/\text{Sp}_-(1)$ is then an $\text{Sp}_+(1)$–structure. Since the subgroup $\text{Sp}_-(1)$ acts trivially on $M$ we may assume that spinors $u$ are elements of $\text{Map}^{\text{Sp}_+(1)}(P_+, M)$. Suppose also that the permuting action of $\text{Sp}(1)$ on $M$ can be extended to the permuting action of $\mathbb{H}^*$. Then $N = M/\mathbb{H}^*$ is a quaternionic Kähler manifold and we have a natural projection $\kappa : M \to N$.

As it was already pointed out in Chapter 2 the manifold $M$ can be recovered by $N$. More precisely, denote by $\mathcal{F} \to N$ an $\text{SO}(3)$–principal bundle of local almost complex structures on $N$. Take $W_0$ as in Example 3.2.8 and consider a fibre bundle $\mathcal{F} \times_{\text{SO}(3)} W_0$ where the action is given via quaternionic multiplication (by quaternionic conjugate) on the right. It turns out that the total space of this bundle is the original manifold $M$ (see [65] for details). Moreover, the permuting action of $\text{Sp}(1)$ now can be described as a fiberwise multiplication on the left.

Remark 3.4.1. There is an inclusion $\mathcal{F} \hookrightarrow M$. Indeed, from the standard inclusion $S^3 \hookrightarrow \mathbb{H}$ one obtains $\text{SO}(3) \hookrightarrow W_0$ and therefore

$$\mathcal{F} \cong \mathcal{F} \times_{\text{SO}(3)} \text{SO}(3) \hookrightarrow \mathcal{F} \times_{\text{SO}(3)} W_0 = M.$$ 

Note also that this inclusion can be written explicitly as $f \mapsto [f, 1]$ so that $f \cdot q \mapsto [f \cdot q, 1] = \bar{q}[f, 1]$. This implies in particular that an invariant map $P_+ \to \mathcal{F}$ becomes equivariant if we consider it as a map $P_+ \to M$. Vice versa, if one takes the composition of an equivariant map with a projection $M \to M/\mathbb{R}^* \cong \mathcal{F}$ then it becomes invariant.
Let \( u \in \text{Map}^{Sp^+}(1)(P_+, M) \) be a spinor. Then we have the following commutative diagram

\[
P_+ \xrightarrow{u} M \\
\downarrow \quad \kappa \\
X \xrightarrow{\varphi} N
\]

where \( \varphi \) is the projection of \( u \). It means that one can consider a spinor \( u \) as a pair \((\varphi, \psi)\) with an equivariant map \( \psi : P_+ \to \varphi^*M \). It follows from the previous remark that the map \( \psi \) gives an invariant isomorphism of principal bundles \( \Psi : P_{\Lambda^2_+} \to \mathcal{F} \), where \( P_{\Lambda^2_+} \) is the principal bundle of \( \Lambda^2_+X \) or equivalently \( P_+/{\pm 1} \).

We can describe \( \psi \) equivalently as follows. First, consider the \( SO^+_{(3)} \times SO(3) \)-principle bundle \( P_{\Lambda^2_+} \times \varphi^*\mathcal{F} \) over \( X \). Let \( \tilde{W}_0^+ \) denote the manifold \( \mathbb{H}^*/\pm 1 \) together with the following action of \( SO(3) \times SO(3) \):

\[
((q_1, q_2), [h]) \mapsto [q_1 h q_2].
\]

Then we obtain a fibre bundle \( \tilde{W}_0^+ = (P_{\Lambda^2_+} \times \varphi^*\mathcal{F}) \times_{SO^+_{(3)} \times SO(3)} \tilde{W}_0^+ \) over \( X \). One easily sees from the construction that \( \tilde{W}_0^+ = (P_{\Lambda^2_+} \times SO^+_{(3)} \varphi^*M) \). Thus \( \psi \) is a section of \( \tilde{W}_0^+ \).

**Theorem 3.4.2.** Under the above conventions, harmonic spinors \( u \) are in bijective correspondence with pairs \((\varphi, \psi)\) such that \( \varphi \) is an aholomorphic map with respect to \( \Psi \) and \( \psi \) is a harmonic spinor with respect to the Dirac operator with coefficients (as described in remark 3.2.13).

**Proof.** If the action of \( Sp(1) \) on \( M \) extends to the action of \( \mathbb{H}^* \), then the vertical bundle \( \mathcal{V}_M \) of \( \kappa : M \to N \) is \( \text{span}_{\mathbb{R}}(Y_0, I_1 Y_0, I_2 Y_0, I_3 Y_0) = \text{span}_{\mathbb{H}}(Y_0) \), where the vector field \( Y_0 \) is a Killing vector field of \( \mathbb{R}^* \subset \mathbb{H}^* \). In particular, \( \mathcal{V}_M \) is invariant with respect to complex structures of \( M \). Define a horizontal distribution \( \mathcal{H}_M \) as an orthogonal complement to the vertical subbundle:

\[
\mathcal{H}_M = \mathcal{V}_M^\perp \subset TM.
\]

Since complex structures of \( M \) are orthogonal operators, they also preserve the horizontal distribution \( \mathcal{H}_M \).

Now take \( v_i \)'s and \( w_l \)'s as in Lemma 3.2.15 so that equation (3.11) holds. Further, decompose \( w_l \) into horizontal and vertical components: \( w_l = \).
$w^h_t + w^v_t$. Then equation (3.11) splits:

$$w^h_0 + I_1 w^h_1 + I_2 w^h_2 + I_3 w^h_3 = 0,$$
$$w^v_0 + I_1 w^v_1 + I_2 w^v_2 + I_3 w^v_3 = 0.$$ (3.16) (3.17)

But equation (3.16) is equivalent to the aholomorphicity of $\varphi$ with respect to $\Psi$. On the other hand, equation (3.17) is equivalent to the requirement that the spinor $\psi \in \Gamma(\tilde{W}_0^+) \) is harmonic with respect to the twisted $SO$–Dirac operator.

**Remark 3.4.3.** In general, $\varphi$ and $\psi$ can not be defined separately, since aholomorphicity implies the knowledge of $\psi$, and $\psi$ itself implies $\varphi$ by its very definition. However, when $N$ is itself a hyperKähler manifold, then $M$ is the trivial bundle: $M = N \times \mathbb{H}^*$. In this case $\varphi$ and $\psi$ become independent. One easily sees that $\psi \in \Gamma(W^+) \) is just the usual (linear) spinor.
Chapter 4

Generalized Seiberg–Witten Equations over Kähler Surfaces and Holomorphic Curves

In this chapter a generalization of the Seiberg–Witten equations based on the nonlinear Dirac operator is studied. The definition appeared in [59] (see also [69]). Suppose that the source 4–manifold \(X\) is Kähler; then we show in Theorem 4.2.3 that solutions to the generalized Seiberg–Witten equations have a holomorphic description similarly to the classical case (see Theorem 1.1.8). This theorem also allows us to obtain connection between the Seiberg–Witten theory and other gauge theories [40, 58, 18], which appeared in a slightly different context, mainly in symplectic topology. In Section 4.5 we study the THC–system defined in [40] over the product of two holomorphic curves. Although interesting on its own, this section mainly serves for us as a prototype of the Seiberg–Witten equations over the product of two holomorphic curves, which is the subject of Section 4.6. We show (modulo the adiabatic limit conjecture), that there is a relation between the THC–system, holomorphic curves as in the Gromov theory and symplectic vortex equations [18]. Analogous results are obtained for the generalized Seiberg–Witten equations in Theorem 4.6.3.

The connection between holomorphic curves and classical Seiberg–Witten equations was studied in [17]. Such connection was discovered for the first time by Taubes [68], however his approach is different.
4.1 Generalized Seiberg–Witten equations

Let $P_{\text{Spin}^c} \to X$ be a $\text{Spin}^c(4)$ principal bundle with connection $a$ determined by a connection $\hat{a}$ on the determinant bundle $P_{\det} = P_{\text{Spin}^c}/\text{Spin}(4)$ and the Levi–Civita one on $P_{so}$. We also fix a hyperKähler manifold $M$ with the action of $U(2)$ as described in Section 3.2. Recall, that maps $u \in \text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M) \cong \text{Map}^{U(2)}(P_+, M)$ play a role of spinors, where $P_+ = P_{\text{Spin}^c}/Sp(1)$.

The triholomorphic action of the center of $U(2)$ gives rise to a momentum map

$$\mu : M \to \mathbb{R}^3 \cong \text{Im} \mathbb{H}.$$ 

The requirement that the action of $Sp(1)$ is permuting gives that the target $\mathbb{R}^3$ of the momentum map is in fact the standard representation of $Sp(1)/\pm 1 \cong SO(3)$. Hence the composition of a spinor $u \in \text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M)$ with the momentum map $\mu$ is an equivariant map

$$\mu \circ u : P_{\text{Spin}^c} \to \mathbb{R}^3_+,$$

where as before we use the subscript $+$ to keep in mind that the action is induced by the $SO_+(3)$. It follows that any spinor $u$ generates a self–dual 2–form $\Phi(u)$.

**Definition 4.1.1.** The first order differential equations

$$\begin{cases} 
D_a u = 0, \\
F^+_a + \Phi(u) = 0.
\end{cases}$$

(4.1)

for a spinor $u \in \text{Map}^{\text{Spin}^c(4)}(P_{\text{Spin}^c}, M)$ and a connection $a \in A(P_{\det})$ are called (generalized) Seiberg–Witten equations.

**Remark 4.1.2.** The above definition was given by Pidstrygach [59]. The analogous setting for 3–manifolds was described by Taubes [69].

4.2 Generalized Seiberg–Witten Equations over Kähler Surfaces

In this section we will consider the generalized Seiberg–Witten equations in assumption that the source manifold $X^4$ carries a Kähler structure. In this case the principal $SO(3)$ bundle $P_{\text{S}^1}$ reduces to an $S^1$ principal bundle (we prefer to denote this group by $S^1_r$) so that we have the reduction of $P_+ = P_{U(2)}$ to the $H = (S^1_r \times S^1_0)/\pm 1 \cong \mathbb{T}^2$ principal bundle $P_{\text{red}}$.

We start with the following auxiliary lemma.
Lemma 4.2.1. Let $G'$ be a Lie subgroup of a Lie group $G$ and $P'$ be a principal $G'$–bundle over $X$. Define a principal $G$–bundle $P_G$ as $P' \times_G G$. Assume also that the group $G$ acts on a manifold $M$. Then one has a canonical isomorphism
\[
\text{Map}^G(P_G, M) \cong \text{Map}^{G'}(P', M).
\]

Proof. Pick an equivariant map $u : P' \to M$. Then the map $\tilde{u} : [p, g] \mapsto g^{-1}u(p)$ belongs to $\text{Map}^G(P_G, M)$. On the other hand the map $p \mapsto [p, 1]$ provides an embedding of $P'$ into $P_G$ and therefore we have an inclusion $\text{Map}^G(P_G, M) \subset \text{Map}^{G'}(P', M)$. \hfill \Box

Corollary 4.2.2. If $X$ is a Kähler surface, then
\[
\text{Map}^{U(2)}(P_+, M) \cong \text{Map}^H(P_{\text{red}}, M).
\]

Proof. The statement follows from the previous lemma, since we have an embedding $H \hookrightarrow (Sp(1) \times S^1_0)/\pm 1 \cong U(2)$. \hfill \Box

Theorem 4.2.3. Suppose the source 4–manifold $X$ is a Kähler surface. Then a pair $(a, u) \in A(P_{\text{det}}) \times \text{Map}^H(P_{\text{red}}, M)$ is a solution of the Seiberg–Witten equations if and only if the following holds:

1. $a$ is a holomorphic structure, i.e. $(F_a)^{(0,2)} = 0$,
2. $\mu_c \circ u \equiv 0$, \quad $\mu_c = \mu_2 + \mu_3i : M \to \mathbb{C}$,
3. $F_a^+ + (\mu_1 \circ u) \omega_X = 0$,
4. $u : P_{\text{red}} \to M$ is a holomorphic equivariant map with respect to the connection $\hat{a}$, where the complex structure on $M$ is given by $-I_1$ and $\hat{a}$ is generated by $a$ and the Levi–Civita connection.

Proof. Obviously, any solution of the Seiberg–Witten equations is an absolute minimum of the functional
\[
S(a, u) = \frac{1}{2} \|F_a^+ + \Phi(u)\|^2 + \|D_a u\|^2.
\]

Using the Weitzenböck formula, one can rewrite the functional $S$ as follows \cite{[59]}:
\[
S(a, u) = \frac{1}{2} \|F_a^+\|^2 + \frac{1}{2} \|\Phi(u)\|^2 + \|\nabla^a u\|^2 + \int_X \rho(u)^2 d\text{vol}_X,
\]

*see Convention 3.2.19*
where \( \rho : M \to \mathbb{R} \) is the hyperKähler potential and \( s \) is the scalar curvature of \( X \).

Now fix \( z_r \in S^1_1 \subset \mathbb{H}^* \) and consider \( u' = z_r \cdot u = L_{z_r} u \), \( L_{z_r} : M \to M \). Since \( S(a, u') = S(a, u) \) it follows that \( (a, u') \) is a solution of the Seiberg–Witten equations too.

On the other hand, solutions to the Seiberg–Witten equations are also minima of the functional

\[
S_1(a, u) = \|F^+_a + \Phi(u)\|^2 + \|\mathcal{D}_a u\|^2.
\]

Applying the Weitzenböck formula again, one gets

\[
S_1(a, u) = \langle F^+_a, \Phi(u) \rangle + \|F^+_a\|^2 + \|\Phi(u)\|^2 + \|\nabla^a u\|^2 + \int_X \rho(u) \frac{s}{4} \, d\text{vol}_X.
\]

Since the source manifold \( X \) is Kähler we have \[20\] the decomposition

\[
\Omega^2_+(X) \cong \Omega^{2,0}(X) \oplus \Omega^0(X) \omega_X \oplus \Omega^{0,2}(X),
\]

and therefore we may write \( F^+_a = (F^+_a)^{1,1} + \mathcal{F} \), where the last summand belongs to \( \Omega^{2,0} \oplus \Omega^{0,2} \). Similarly, we may decompose \( \Phi(u) = (\Phi(u))^{1,1} + \Phi_c(u) = (\mu_1 \circ u) \omega_X + \Phi_c(u) \), where \( \Phi_c(u) \) is the \( \Omega^{2,0} \oplus \Omega^{0,2} \) component of \( \Phi(u) \). Observe that the 2–form \( \Phi_c(u) \) is real and can be identified with the equivariant map \( \mu_c \circ u \). Then

\[
S_1(a, u) = \mu_1 \circ u \langle (F^+_a)^{1,1}, \omega_X \rangle + \langle \mathcal{F}, \Phi_c(u) \rangle + \|F^+_a\|^2 + \|\Phi(u)\|^2 + \|\nabla^a u\|^2 + \int_X \rho(u) \frac{s}{4} \, d\text{vol}_X.
\]

Now all the summands on the right–hand side of the above formula remain invariant if we replace \( u \) by \( u' \) with the only exception: the term \( \langle \mathcal{F}, \Phi_c(u) \rangle \) is multiplied by \( z_r^2 \). It follows, that the term must vanish. Since \( F^+_a = -\Phi(u) \), we get \( \mathcal{F} = -\Phi_c(u) \) and consequently \( \mathcal{F} = 0 \), \( \Phi_c(u) = 0 \). Thus, for any solution of the Seiberg–Witten equations statements 1–3 of the theorem hold.

Observe that on the other hand, the second equation of (4.1) follows from the statements 1–3. Indeed, since \( a \) is a unitary connection, \( F_a^{(0,2)} = 0 \) implies \[20\] \( F_a^{(2,0)} = 0 \). It remains to recall the decomposition (4.2).

The complex structure of \( X \) (or, equivalently, the Kähler form) provides a reduction of \( P_+ \) to \( P_{\text{red}} \). It means that we have a natural embedding \( P_{\text{red}} \subset P_+ \), such that the horizontal subbundle of \( TP_{\text{red}} \) coincides with the pull–back of the horizontal subbundle of \( TP_+ \). We do not distinguish between these two horizontal subbundles in notations.
Let \( u \) be as in the statement of the theorem. According to Corollary 4.2.2 we have a natural isomorphism \( \text{Map}^H(P_{\text{red}}, M) \cong \text{Map}^{U(2)}(P_+, M) \). Denote by \( \tilde{u} \) the image of \( u \) in \( \text{Map}^{U(2)}(P_+, M) \). By Corollary 3.2.16, the spinor \( \tilde{u} \) satisfies \( \tilde{u}_* - I_1 \tilde{u}_* J_1 - I_2 \tilde{u}_* J_2 - I_3 \tilde{u}_* J_3 = 0 \) on \( \mathcal{H} \to P_+ \). It follows from the above observation that it is equivalent to \( u_* - I_1 u_* J_1 - I_2 u_* J_2 - I_3 u_* J_3 = 0 \) on \( \mathcal{H} \to P_{\text{red}} \). Since the reduction of \( P_+ \) to \( P_{\text{red}} \) is provided by the complex structure of \( X \), we may assume that \( J_1 \) is its pull–back to \( \mathcal{H} \).

Pick an arbitrary vector \( v \in T_X \) and denote \( w_1 = u_* \hat{\nu} - I_1 u_* J_1 \hat{\nu} \), \( w_2 = u_* J_2 \hat{\nu} \), \( w_3 = u_* J_3 \hat{\nu} \). Then

\[
w_1 - I_2 w_2 - I_3 w_3 = 0. \tag{4.3}
\]

Since the action of \( S^1_r \) rotates \( I_2 \) and \( I_3 \), one has

\[
L_z, I_2 L_{z_r} = \alpha I_2 - \beta I_3,
\]

\[
L_z, I_3 L_{z_r} = \beta I_2 + \alpha I_3,
\]

where \( z^2 = \alpha + \beta i \). Then applying \( L_{z_r} \) to equation \( (4.3) \) one has:

\[
L_{z_r} w_1 - (\alpha I_2 - \beta I_3) L_{z_r} w_2 - (\beta I_2 + \alpha I_3) L_{z_r} w_3 = 0.
\]

On the other hand the harmonicity of \( u' \) implies

\[
L_{z_r} w_1 - I_2 L_{z_r} w_2 - I_3 L_{z_r} w_3 = 0.
\]

Subtracting the above two equations one obtains that the equality

\[
(\alpha I_2 - \beta I_3) L_{z_r} w_2 + (\beta I_2 + \alpha I_3) L_{z_r} w_3 = I_2 L_{z_r} w_2 + I_3 L_{z_r} w_3 \tag{4.4}
\]

holds for all \( \alpha, \beta \) such that \( \alpha^2 + \beta^2 = 1 \).

Now put \( \alpha = 0, \beta = 1 \). Then equation \( (4.4) \) gives \( I_3 L_{z_r} (w_2 - w_3) = I_2 L_{z_r} (w_2 - w_3) \) which in turn implies \( w_2 = w_3 = w \). Thus we can rewrite equation \( (4.4) \) as \( ((\alpha + \beta) I_2 + (\alpha - \beta) I_3) L_{z_r} w = (I_2 + I_3) L_{z_r} w \) and this clearly implies \( w = 0 \). Since \( v \) was arbitrary we see that \( u \) satisfies

\[
u_* - I_1 u_* J_1 = 0, \tag{4.5}
\]

i.e. \( u \) is an equivariant holomorphic map if one considers \( M \) as a complex manifold with the complex structure \( -I_1 \).

On the other hand, if \( u \) is a holomorphic equivariant map, i.e. if \( (4.5) \) holds, then one gets \( I_2 u_* J_2 + I_3 u_* J_3 = 0 \). It follows that \( u \) also satisfies

\[
u_* - I_1 u_* J_1 - I_2 u_* J_2 - I_3 u_* J_3 = 0, \text{ i.e. } u \text{ is a harmonic spinor}. \]

\[ \square \]
Remark 4.2.4. As we have already remarked, under the assumption that the source manifold $X$ is Kähler, the group $U(2)_+ \text{red}$ reduces to $H = (S^1_r \times S^1_0)/\pm 1$. Consequently, it is possible to define Seiberg–Witten type equations on 4–dimensional Kähler manifolds when the target hyperKähler manifold $M$ instead of $\mathbb{H}^*$ (or $Sp(1)$) permuting action admits only an action of $H$, where the component $S^1_0$ acts triholomorphically and $S^1_r$ fixes $I_1$ while rotating $I_2$ and $I_3$. Such definition belongs to V. Pidstrygach and equations of such type were first considered in R. Waldmüller diploma thesis [70]. Although our proof of the first three statements uses the fact that $M$ admits a permuting $H$ action, however they still remain true. The proof of the forth one is also valid when $M$ admits only an $S^1_r$–action.

It is straightforward to check that the map $\mu_c : M \to \mathbb{C}, \mu_c = \mu_2 + \mu_3 i$ is $I_1$–holomorphic and therefore

$$M_c = \{m \in M \mid \mu_c(m) = 0\} \quad (4.6)$$

is an $I_1$–complex submanifold (assuming that it is submanifold) of $(M,I_1)$. Consequently, $(M_c,-I_1)$ is also a complex submanifold of $(M,-I_1)$. Moreover, both $S^1_r$ and $S^1_0$ act holomorphically on $M_c$.

With this in mind, Theorem 4.2.3 may be interpreted in the following way. Recall that we have an $H$–principal bundle $P_{\text{red}}$ over a Kähler surface $X$ with two projections: $P_{\text{red}} \to P_{\text{red}}/S^1_r = P_{\text{det}}$ and $P_{\text{red}} \to P_{\text{red}}/S^1_0 = P_r$, where $P_r$ is a principal bundle of the anticanonical line bundle of $X$. A choice of connection $a$ on $P_{\text{det}}$ uniquely defines a connection $\hat{a}$ on $P_{\text{red}}$ by the requirement that the connection on $P_r$ is induced by the Levi–Civita connection. Next, we may regard nonlinear spinors $u$ as equivariant maps $P_{\text{red}} \to M_c$. Now the first statement of the theorem says that $\hat{a}$ equips $P_{\text{red}}$ with a holomorphic structure; then the fourth one says that $u$ is a holomorphic equivariant map, i.e. $\bar{\partial}_a u = 0$.

Further, denote by $\Lambda : \Omega^{p+1,q+1}(X) \to \Omega^{p,q}(X)$ the adjoint operator of $L : \Omega^{p,q}(X) \to \Omega^{p+1,q+1}(X)$, $\alpha \mapsto \alpha \wedge \omega_X$. It follows from the decomposition (4.2) that $\Lambda F_a^+ = \Lambda F_a$. Now since $a$ is a $U(1)$ connection with $F_a^{(0,2)} = 0$ we have also $F_a^{(2,0)} = 0$. Therefore, for a unitary connection $a$ such that $F_a^{(0,2)} = 0$ we may equivalently rewrite the equation $F_a^+ + (\mu_1 \circ u)\omega_X = 0$ as $\Lambda F_a + \mu_1 \circ u = 0$. Summing up we get the following corollary.

**Corollary 4.2.5.** Let $X$ be a Kähler surface. Then there is a one–to–one correspondence between solutions of the Seiberg–Witten equations (4.1) and the following system

$$\begin{cases} 
\bar{\partial}_a u = 0, \\
\Lambda F_a + \mu_1 \circ u = 0,
\end{cases} \quad (4.7)$$
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where \( u \in \text{Map}^H(P_{\text{red}}, M_c) \) with \( M_c \) given by (4.6), \( a \) is a connection on \( P_{\text{det}} \) such that \( F_a^{(0,2)} = 0 \) and \( \hat{a} \) is generated by \( a \) and the Levi–Civita connection.

We would like to stress that the operator \( \bar{\partial}_a \) is determined by both the Levi–Civita connection and the connection \( a \).

### 4.3 Twisted holomorphic curves and solutions to Seiberg–Witten equations

Below we would like to describe a system of equations introduced by Cieliebak, Gaio and Salamon in [18] for Riemannian surfaces and independently by Mundet i Riera in [40] for arbitrary Kähler manifolds. To define the above mentioned equations we need two Kähler manifolds, which will play a different role: a source manifold \( K \) and target one \( F \). Pick an \( S^1 \)–principal bundle \( P_0 \) over the source \( K \) with a holomorphic structure \( a \) meaning a connection with vanishing \((0,2)\)–part of the curvature. Suppose also that the target \( F \) admits an \( S^1 \)–symmetry with momentum map \( \mu_F : F \to \mathbb{R} \). Consider the system of PDE for the pair \((a, \Phi)\):

\[
\begin{align*}
\bar{\partial}_a \Phi &= 0, \\
\Lambda F_a + \mu_F \circ \Phi &= 0.
\end{align*}
\]

We will refer to equations (4.8) as a THC–system for brevity. Note that the system (4.8) is called symplectic vortex equations in [18] and we will reserve that name for the case when the source manifold is a Riemann surface, as it is in [18].

We will also consider moduli spaces associated to the THC–system. To introduce them remark that the gauge group \( \mathcal{G} = \text{Map}(X, S^1) \) acts on the space of solutions to (4.8). Denote \( \mathcal{F} = P_0 \times_{S^1} F \) and set

\[
\mathcal{M}_{\text{THC}} = \{(a, \Phi) \in \mathcal{A}_h(P_0) \times \Gamma(\mathcal{F}) \mid (a, \Phi) \text{ is a solution of (4.8)}, [\Phi] = c \}/\mathcal{G},
\]

where \( \mathcal{A}_h(P_0) \) denote the space of holomorphic structures on a principle bundle \( P_0 \) and \( c \) is an equivariant homotopy class of maps. The space defined above depends on the choice of a principal bundle \( P_0 \), a fiber \( F \) and a homotopy class \( c \), i.e. \( \mathcal{M}_{\text{THC}} = \mathcal{M}_{\text{THC}}(P_0, F, c) \). However, we will write simply \( \mathcal{M}_{\text{THC}} \) for the sake of brevity if it does not make a confusion.

In general the space \( \mathcal{M}_{\text{THC}} \) will have singularities. However, there are two common approaches to remain in the smooth category. One may consider

\^ abbreviation of twisted holomorphic curve
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perturbed equations and prove that for a generic choice of perturbations the moduli space will be smooth (see [40] for details) or consider only irreducible solutions, i.e. those pairs whose stabilizer is trivial. In the latter case we denote the moduli space by $\mathcal{M}_{\text{THC}}^*$.

Remark 4.3.1. In order to guarantee that the moduli space $\mathcal{M}_{\text{THC}}$ is a manifold one has to pass from spaces of smooth sections to appropriate Sobolev completions (see [40] for details). It follows from the ellipticity of the system in question that it not essential what particular Sobolev completion is chosen. Since this technique is well–known and documented we will not mention that an appropriate Sobolev completion has to be chosen but rather describe our results and constructions in terms of smooth data.

Although systems (4.7) and (4.8) look very similar there is a significant difference: while the map $u$ is defined on the $H = (S^1 \times S^1)/\pm 1$ principal bundle $P_{\text{red}}$ and the operator $\bar{\partial}_a$ makes use of the Levi–Civita connection, the domain of $\Phi$ is only an $S^1$–principal bundle and the operator $\bar{\partial}_a$ requires just a choice of connection on $P_0$. However it seems natural to expect that these two systems are closely related and we will work out details in the sequel.

Remark 4.3.2 (Seiberg–Witten equations on Kähler manifolds with trivial canonical bundle). Probably the easiest way to see a direct connection between systems (4.7) and (4.8) is the following. Assume for a moment that the canonical bundle of the source Kähler surface $X$ is trivial as well as that its connection, induced by the Levi–Civita connection, is also trivial. For example, $X$ can be a K3 surface or flat torus $T^4$. Under such circumstances, the bundle $(P_{\text{red}}, \hat{a})$ further reduces to $(P_{\text{det}}, a)$ so that equations (4.7) reduce to the THC–system with $K = X$, $P_0 = P_{\text{det}}$, $\Phi = u$.

Another connection between systems (4.7) and (4.8) is based on the following observation. Let $Z_c$ be the Kähler reduction of $M_c$ (see (4.6)) with respect to $S^1$; $Z_c = M_c//S^1 = M_c/C_*^r$. It is known [11] that if a hyperKähler manifold $M$ admits a permuting $H^*$–action and $C_*^r \subset H^*$ is a standard embedding, then $Z(N) = M/C_*^r$ is a twistor space of quaternionic Kähler manifold $N = M/H^*$. The map $\mu_c$ satisfies $\mu_c(z \cdot m) = z^2 \mu_c(m)$ and therefore does not descend to $Z(N)$. However it gives rise to a section $\mu'_c$ of a line bundle $\mathcal{L}^2$, where $\mathcal{L} \rightarrow Z(N)$ is defined as $\mathcal{L} = (M \times \mathbb{C})/C_c$ with respect to the following action of $C_*^r$: $z \cdot (m, w) = (zm, zw)$. It follows that the zero–locus of $\mu'_c$ is well defined and it is easy to see that it coincides with $Z_c \subset Z(N)$.

Let $\Phi$ be the projection of $u$ onto $Z_c$. It follows that $\Phi \in \text{Map}^{S^1}_{\text{det}}(P_{\text{det}}, Z_c)$ and one can think about $\Phi$ as a section of the ”determinant bundle” $Z_c = P_{\text{det}} \times S^1 Z_c$. Observe that Theorem 4.2.3 implies that the connection $a$ induces
a holomorphic structure on $Z_c$ so it makes sense to talk about holomorphic sections of $Z_c$. Further, one may consider $M_c$ as the total space of a Hermitian line bundle $L \to Z_c$ so that the map $u$ decomposes as a pair $(\Phi, s)$, where

$$s \in \Gamma(K_{X}^{-1} \otimes \pi^{det}_1(\Phi^*L)).$$

The manifold $Z_c$ inherits a Kähler structure from $M_c$. Then the holomorphic action of $\mathbb{S}^1$ gives rise to a moment map $\tau : Z_c \to \mathbb{R}$. It is easy to see that $\mu_1 \circ u = |s|^2 \tau \circ \Phi$. Further, the holomorphicity of $u$ implies that both $\Phi$ and $s$ are holomorphic and the second equation of (4.7) takes the form

$$\Lambda F_a + |s|^2 \tau \circ \Phi = 0.$$

It may happen that for some choice of an equivariant homotopy class $c$ of maps $\Phi$ the bundle $K_{X}^{-1} \otimes \pi^{det}_1(\Phi^*L)$ becomes trivial. It follows that in this case $s$ is necessarily a constant so that the pair $(a, \Phi)$ is a solution of (4.8) for a source manifold $X$, $P_0 = P^{det}$ and $F = Z_c$.

### 4.4 Seiberg–Witten equations as THC–system with additional twisting

Since the celebrated papers of Gromov lots of efforts were made to study the space of holomorphic maps from an almost complex manifold (mainly Riemann surface) into another one (most often symplectic). Good understanding of such spaces provides a lot of information about the chosen manifolds.

A natural question arises: what can be taken as a "twisted version" of holomorphic curves? There seem to be two natural approaches. The first is to fix an $\mathbb{S}^1$–principal bundle $P_0$ (we consider here only the case of $\mathbb{S}^1$–symmetry, although for the definition one may equally well take an arbitrary compact Lie group) and also fix a connection with vanishing (0,2)–component of the curvature. Then, by the analogy with holomorphic curves, one can study the space of equivariant holomorphic maps into a target manifold $F$, which must admit a holomorphic $\mathbb{S}^1$–action, i.e. the space of solutions to

$$\bar{\partial}u = 0, \quad u \in \text{Map}^{\mathbb{S}^1}(P_0, F).$$

The other approach is to consider equations where the unknowns are both the connection and the holomorphic map, for example THC–system (4.8).

With this understood we may combine both approaches in the following sense. Pick two $\mathbb{S}^1$–principal bundles $P_0$ and $P_1$ over a source Kähler manifold

\[\text{see Convention 3.2.19 and the preceding discussion}\]
X and fix a connection with vanishing \((0,2)\)-part of the curvature on one of them, say \(P_1\). Put \(P = P_0 \times P_1\). Now a target manifold \(F\) must admit \(T^2 = S^1 \times S^1\)-symmetry and let \(\mu_r\) denote momentum map of the first component of \(T^2\). Then we may consider the following problem

\[
\begin{cases}
\bar{\partial}_a u = 0, & u \in \text{Map}^{T^2}(P, F), \\
\Lambda F_a + \mu_r \circ u = 0,
\end{cases}
\]  

(4.9)

where \(a\) is a connection on \(P_0\), which (together with the fixed connection on \(P_1\)) equips \(P\) with a holomorphic structure \(\hat{a}\). Equations of such form (for general compact Lie groups) were introduced by Okonek and Telemann [58], where they are called vortex type equations. Thus we see that Seiberg–Witten equations on Kähler surfaces reduce to vortex type equation for \(P_0 = P_{\text{det}}, P_1 = P_r\). Although in general one is free to choose any bundle \(P_1\) as well as any ”parameter” connection on \(P_1\), however the setting of Seiberg–Witten theory prescribes that choice: \(P_1\) has to be principal bundle of anticanonical line bundle and connection has to be induced by the Levi–Civita one.

### 4.5 THC equations over products of holomorphic curves

In this section we will consider the THC equations (4.8) in the case when the source manifold \(X\) is a product of two holomorphic curves: \(X = \Sigma \times S\). The author was inspired by ideas of Cieliebak, Gaio, Mundet i Riera and Salamon [17], where the classical Seiberg–Witten equations are considered.

Although the approach described below is interesting on its own, we mainly regard the THC–system as a prototype of the Seiberg–Witten equations (4.7) over Kähler surfaces. Since the exposition slightly simplifies for the THC–system, we start with the latter. However, before we start the discussion of properties of the system (4.8) we would like to make a few observations.

**Gauge group.** Let \(Y\) be a connected manifold. Consider a group \(G_Y = \text{Map}(Y, S^1)\). For any \(g \in G_Y\) we have an induced homomorphism \(g_* : \pi_1(Y) \to \pi_1(S^1) \cong \mathbb{Z}\), which descends to \(\pi_1(Y)/[\pi_1(Y), \pi_1(Y)] \cong H_1(Y; \mathbb{Z}) \to \mathbb{Z}\). In other words, \(g_*\) gives rise to an element of \(H^1(Y; \mathbb{Z})\), i.e. we have a homomorphism \(G_Y \to H^1(Y; \mathbb{Z})\). The above homomorphism parameterizes connected components of \(G_Y\), i.e. \(G_Y = G_Y^0 \times H^1(Y; \mathbb{Z})\), where \(G_Y^0\) denotes the identity component. The equivalent definition of the subgroup \(G_Y^0\) is as follows: \(G_Y^0\) consists of those elements \(g\), whose associated group–homomorphisms \(g_* : \pi_1(Y) \to \pi_1(S^1)\) are trivial.
Pick a point \( y \in Y \) and denote \( \mathcal{G}^0_{Y,y} = \{ g \in \mathcal{G}^0_Y \mid g(y) = 1 \} \). It follows from the above observation that any \( g \in \mathcal{G}^0_{Y,y} \) has a unique lift \( \xi \) to the universal cover \( \mathbb{R} \) of the circle such that \( \xi(y) = 0 \). Since the space \( \mathbb{R} \) is contractible, \( \mathcal{G}^0_{Y,y} \) has the same property. We have \( \mathcal{G}^0_Y = \mathcal{G}^0_{Y,y} \times S^1 \) and therefore

\[
\mathcal{G}_Y = \mathcal{G}^0_{Y,y} \times S^1 \times H^1(Y; \mathbb{Z}).
\]

If the Riemannian metric is fixed on \( Y \), then one can identify the group \( \tilde{\mathcal{G}}^0_{Y,y} \) with

\[
\tilde{\mathcal{G}}_Y = \{ g \in \mathcal{G}^0_Y \mid g = e^{i\xi}, \int_Y \xi \, d\text{vol}_Y = 0 \}.
\]

In particular, \( \tilde{\mathcal{G}}_Y \) is also contractible and we have a similar decomposition

\[
\mathcal{G}_Y = \tilde{\mathcal{G}}_Y \times S^1 \times H^1(Y; \mathbb{Z}).
\] (4.10)

**Symplectic vortex equations and their modification.** Let \( P_0 \to \Sigma \) be a principal \( S^1 \)–bundle. Consider symplectic vortex equations over \( \Sigma \):

\[
\begin{cases}
\bar{\partial}_b \Psi = 0, \\
*_{\Sigma} F_b + \mu_{F} \circ \Psi = 0,
\end{cases}
\] (4.11)

where \( b \) is a connection on \( P_0 \) and \( \Psi : P_0 \to F \) is an \( S^1 \)–equivariant map. Denote by \( \mathcal{M}^0_{sv} \) the moduli space corresponding to the problem (4.11), i.e.

\[
\mathcal{M}^0_{sv} = \{(b, \Psi) \in \mathcal{A}(P_0) \times \text{Map}^{S^1}(P_0, F) \mid (b, \Psi) \text{ solves (4.11)}\}/G^0_{\Sigma}.
\]

**Remark 4.5.1.** Usually one defines the moduli space as the space of solutions modulo the whole gauge group (in our case \( G_{\Sigma} \)). However it is more convenient for us to divide only by the identity component \( G^0_{\Sigma} \) of the gauge group; the superscript "0" is used to keep in mind that we have chosen the subgroup \( G^0_{\Sigma} \) rather than the whole group. Notice also that the group \( G_{\Sigma}/G^0_{\Sigma} \) acts on \( \mathcal{M}^0_{sv} \) and its factor is \( \mathcal{M}_{sv} \).

**Remark 4.5.2.** It is well–known (see [18] for example) that the space \( \mathcal{M}^0_{sv} \) can be obtained as an (infinite–dimensional) Kähler reduction provided the target manifold \( F \) is not only symplectic, but also Kähler, and, consequently, \( \mathcal{M}^0_{sv} \) is also a Kähler manifold.

Indeed, first observe that the space \( \mathcal{A}(P_0) \) carries a natural infinite–dimensional Kähler structure. This easily follows from the fact that the tangent space to \( \mathcal{A}(P_0) \) at any point may be identified with \( \Omega^1(\Sigma) \) and we may define
a complex structure by the Hodge star operator $\ast : \Omega^1(\Sigma) \to \Omega^1(\Sigma)$. Under the above conventions the symplectic form is

$$\omega_{A(P)}(\varphi_1, \varphi_2) = \int_{\Sigma} \varphi_1 \wedge \varphi_2, \quad \varphi_1, \varphi_2 \in \Omega^1(\Sigma). \quad (4.12)$$

On the other hand, we have the following general phenomenon: the space of sections $\Gamma(P_0 \times_{G} \Sigma) \cong \text{Map}^G(P_0, F)$ has a natural complex structure, where $\pi : P_0 \to X$ is a $G$–principal bundle and $F$ is a complex manifold, provided $G$ acts holomorphically on $F$. Indeed, fix a map $\Psi$. Then the tangent space to $\text{Map}^G(P_0, F)$ at the point $\Psi$ is the complex vector space $\Gamma(\pi^{\ast}TF)$. Further, when $F$ is Kähler, then $\Gamma(\pi^{\ast}(\Phi^{\ast}TF))$ inherits the $L^2$–scalar product, provided $G$ also acts isometrically. Hence, in this case $\text{Map}^G(P_0, F)$ is also endowed with the Kähler structure.

Thus the space $\text{Map}^{S^1}(P_0, F)$ carries a natural Kähler structure and therefore so does $A(P_0) \times \text{Map}^{S^1}(P_0, F)$. Now the space of solutions to the first equation of $(4.11)$ defines a complex submanifold $Z = \{\partial_b \Psi = 0\} \subset A(P_0) \times \text{Map}^{S^1}(P_0, F)$, which is invariant under the $G_\Sigma$–action. Further, it is easy to check that the momentum map $m : A(P_0) \times \text{Map}^{S^1}(P_0, F) \to \text{Lie}(G_\Sigma) \cong \text{Map}(\Sigma, \mathbb{R})$ of the gauge group $G_\Sigma$ is given by the right–hand side of the second equation of $(4.11)$. Therefore, the Kähler reduction of $Z$ coincides with the moduli space $M_{SV}$.

Below we will also use another modification of the moduli space, namely a Kähler reduction of $Z \subset A(P_0) \times \text{Map}^{S^1}(P_0, F)$ with respect to the subgroup $\tilde{G}_\Sigma \subset G_\Sigma^0$. In this case, the momentum map $\tilde{\mu}$ is given by

$$\tilde{\mu}(b, \Psi) = \ast_x F_b + \mu_F \circ \Psi - \frac{1}{\text{Vol}(\Sigma)} \int_{\Sigma} \mu_F \circ \Psi d\text{vol}_\Sigma$$

and the role of equations $(4.11)$ now plays the following system

$$\begin{cases} \tilde{\partial}_b \Psi = 0, \\
\ast_x F_b + \mu_F \circ \Psi - \frac{1}{\text{Vol}(\Sigma)} \int_{\Sigma} \mu_F \circ \Psi d\text{vol}_\Sigma = \frac{d}{\text{Vol}(\Sigma)} + \tau, \end{cases} \quad (4.14)$$

where $d = \text{deg} P_0$ and $\tau \in \mathbb{R}$ is a parameter. Therefore we define

$$\tilde{\mathcal{M}}_{SV} = \{(b, \Psi) \in A(P_0) \times \text{Map}^{S^1}(P_0, F) \mid (b, \Psi) \text{ solves } (4.14)\}/\tilde{G}_\Sigma.$$  

Observe that the group $\mathcal{G}_\Sigma^0/\tilde{G}_\Sigma \cong S^1$ acts on $\tilde{\mathcal{M}}_{SV}$ and the corresponding symplectic reduction is $\mathcal{M}_{SV}^0$. In the context of Donalson’s theory the analogue of $\mathcal{M}_{SV}$ is known as the moduli space of framed instantons $\tilde{\mathcal{M}}_{SV}$.

\[\text{we suppress the dependence of } \mathcal{M}_{SV} \text{ on } \tau \text{ in notations}\]
Let \( P_\Sigma \) and \( P_\Sigma \) be \( S^1 \)-principal bundles over \( \Sigma \) and \( S \) correspondingly. Denote by \( L_\Sigma \) and \( L_S \) the corresponding complex line bundles. Recall that \( X \) is a product of \( \Sigma \) and \( S \) considered with its product metric and complex structure. Thus we have two natural projections: \( \pi_\Sigma : X \rightarrow \Sigma \) and \( \pi_\Sigma : X \rightarrow S \). Denote \( L_{det} = \pi_\Sigma^*L_\Sigma \otimes \pi_\Sigma^*L_S \) and let \( P_{det} \) be its principal bundle. One can also describe the principal bundle \( P_{det} \) directly as follows

\[
P_{det} = \left( \pi_\Sigma^*P_\Sigma \times \pi_\Sigma^*P_S \right)/S^1,
\]

where the action of \( S^1 \) is given by \((z, p_\Sigma, p_S) \mapsto (p_\Sigma z, p_S \bar{z})\).

Pick reference connections \( b_0 \) and \( c_0 \) on \( P_\Sigma \) and \( P_S \) correspondingly. They define a connection \( a_0 \) on \( P_{det} \). Then, for an arbitrary connection \( a \) on \( P_{det} \), we have \( a - a_0 = \alpha \in \Omega^1(\Sigma \times S) \). Since

\[
\Omega^1(\Sigma \times S) \cong \Omega^1(\Sigma) \otimes \Omega^0(S) \oplus \Omega^0(\Sigma) \otimes \Omega^1(S),
\]

we can decompose \( \alpha \) into two components: \( \alpha = \beta + \gamma \). Further, denote \( b = b_0 + \beta \) and \( c = c_0 + \gamma \). One can think about \( b \) as a family of connections on \( P_\Sigma \) parameterized by the curve \( S \); symmetrically, \( c \) can be thought of as a family of connections on \( P_S \) parameterized by the curve \( \Sigma \). We say that \( b \) and \( c \) are components of the connection \( a \).

The curvature \( F_a \) of the connection \( a \) can be written as \( F_{a_0} + d_X \alpha \in \Omega^2(\Sigma \times S) \). Further, \( d_X \alpha = d_\Sigma \beta + d_S \gamma + d_S \beta + d_\Sigma \gamma \). The K"unneth formula provides a decomposition of \( \Omega^2(X) \) similar to (4.16), namely

\[
\Omega^2(\Sigma \times S) \cong \Omega^2(\Sigma) \otimes \Omega^0(S) \oplus \Omega^1(\Sigma) \otimes \Omega^1(S) \oplus \Omega^0(\Sigma) \otimes \Omega^2(S).
\]

Therefore \((d_X \alpha)_{(2,0)} = d_\Sigma \beta\), \((d_X \alpha)_{(1,1)} = d_S \gamma + d_S \beta\), and \((d_X \alpha)_{(0,2)} = d_\Sigma \gamma \). Since \( F_{a_0} = F_b + F_c \), we obtain \((F_a)_{(2,0)} = F_b\), \((F_a)_{(0,2)} = F_c\).

Observe that \( \Lambda (F_a)_{(1,1)} = 0 \). Indeed this follows from the decomposition (4.17) and the fact that

\[
\omega_X = \omega_\Sigma + \omega_S
\]

belongs to \( \Omega^2(\Sigma) \otimes \Omega^0(S) \oplus \Omega^0(\Sigma) \otimes \Omega^2(S) \). Moreover, it follows that

\[
\Lambda F_a = *_\Sigma F_b + *_S F_c.
\]

Let \( s + it : U \rightarrow \mathbb{C} \) be a local coordinate on \( U \subset S \) and assume that a trivialization of \( P_S \) over \( U \) is chosen. Then the connection \( c \) can be written as a local 1–form \( c_1 ds + c_2 dt \).

Remark also that any connection over a holomorphic curve defines a holomorphic structure since the \((0, 2)\) part (relative to the Hodge decomposition) of the curvature automatically vanishes. However this is no longer the case
when the base manifold \( X \) is a Kähler surface, but it is well known (see \cite{29} for example) that the Hodge (0,2) part of \( F \) vanishes if and only if
\[
\partial_s b - d_s c_1 + \ast_s (\partial_t b - d_s c_2) = 0, \tag{4.19}
\]
where \( \partial_s \) and \( \partial_t \) denote partial derivatives with respect to variables \( s \) and \( t \) respectively.

It follows from (4.15) that we have a natural isomorphism
\[
\text{Map}^{S^1}(P_{\det}, F) \cong \text{Map}^{T^2}(\pi^*_\Sigma P_{\Sigma} \times \pi^*_s P_s, F),
\]
where the torus \( T^2 \) acts on \( F \) via the homomorphism \( T^2 \to S^1, (z_1, z_2) \mapsto z_1 z_2 \). Further,
\[
\text{Map}^{T^2}(\pi^*_\Sigma P_{\Sigma} \times \pi^*_s P_s, F) \cong \text{Map}^{S^1}(P_S, \text{Map}^{S^1}(P_{\Sigma}, F)).
\]
Indeed, if \( \Phi \in \text{Map}^{T^2}(\pi^*_\Sigma P_{\Sigma} \times \pi^*_s P_s, F) \) then the above isomorphism is the following map
\[
\Phi \mapsto \left( p \mapsto \Phi_p = \Phi|_{P_{\Sigma} \times \{p\}} \right), \quad p \in P_S.
\]
One can regard \( \Phi_p \) as a family of equivariant maps \( P_{\Sigma} \to F \) parameterized by \( P_S \).

Summing up we get
\[
\text{Map}^{S^1}(P_{\det}, F) \cong \text{Map}^{S^1}(P_S, \text{Map}^{S^1}(P_{\Sigma}, F)).
\]

Next, recall that the operator \( \bar{\partial}_a \) is defined by the following sequence
\[
\Gamma(P_{\det} \times S^1, F) \xrightarrow{\sum^a} \Omega^1(X) \otimes \Gamma(\pi^*_{\det}(\Phi^*TF)) \to \Omega^{0,1}(X) \otimes \Gamma(\pi^*_{\det}(\Phi^*TF)).
\]
Now it follows from (4.16) that we have a decomposition \( \Omega^{0,1}(X) = \Omega^{0,1}(\Sigma) \oplus \Omega^{0,1}(S) \). But this implies that both maps \( \Phi_p \) (for a fixed \( p \in P_S \)) and \( p \mapsto \Phi_p \) are holomorphic in the following sense. The map \( \Phi_p \in \text{Map}^{S^1}(P_{\Sigma}, F) \) is a holomorphic section of the corresponding bundle with respect to the connection \( b \) (for a fixed \( p \in P_S \)) while the map \( P_S \to \text{Map}^{S^1}(P_{\Sigma}, F), \ p \mapsto \Phi_p \) is holomorphic with respect to the holomorphic structure on \( \text{Map}^{S^1}(P_0, F) \) described in Remark 4.5.2 and the connection \( c \) on \( P_S \). More precisely, the following equations are satisfied
\[
\bar{\partial}_b \Phi_p = 0,
\]
\[
\partial_s \Phi + c_1 K(\Phi) + I_p (\partial_t \Phi + c_2 K(\Phi)) = 0,
\]
where \( K(f) \) denotes the Killing vector field of the \( S^1 \)-action on \( F \) at the point \( f \).
Proposition 4.5.3. Let $s + it$ be a local coordinate on $S$. The pair $(a, \Phi) \in A(P_{\text{det}}) \times \Gamma(F)$ is a solution of the THC–system (4.8) with $(F_a)^{0,2} = 0$ over $X = \Sigma \times S$ if and only if the following system holds

$$
\begin{align*}
\bar{\partial}_b \Phi &= 0, \\
\partial_s \Phi + c_1 K(\Phi) + I_F (\partial_t \Phi + c_2 K(\Phi)) &= 0, \\
\partial_s b - d_x c_1 + \ast_{\Sigma} (\partial_t b - d_x c_2) &= 0, \\
\ast_{\Sigma} F_b + \ast_s F_c + \mu_F \circ \Phi &= 0,
\end{align*}
$$

where $b$ and $c$ are components of $a$ (see discussion after (4.16)) and $c_1 ds + c_2 dt$ is a local representation of the connection $c$.

Hypothesis 4.5.4 ("Adiabatic limit conjecture"). There is a one–to–one correspondence between solutions of the system (4.20) and solutions of the following equations

$$
\begin{align*}
\bar{\partial}_b \Phi &= 0, \\
\partial_s \Phi + c_1 K(\Phi) + I_F (\partial_t \Phi + c_2 K(\Phi)) &= 0, \\
\partial_s b - d_x c_1 + \ast_{\Sigma} (\partial_t b - d_x c_2) &= 0, \\
\ast_{\Sigma} F_b + \ast_s F_c + \mu_F \circ \Phi &= 0.
\end{align*}
$$

where $\varepsilon \in (0,1]$ is a parameter. We also assume that the complex structure is $I_{\Sigma} \oplus I_{S}$ and consequently the symplectic form is given by $\omega_{\Sigma}^\varepsilon = \omega_{\Sigma} \oplus \varepsilon^{-1} \omega_S$. Then

$$
\Lambda^\varepsilon F_a = \ast_{\Sigma} F_b + \varepsilon \ast_s F_c
$$

and therefore the system analogous to (4.20) for the metric (4.21) takes the following form

$$
\begin{align*}
\bar{\partial}_b \Phi &= 0, \\
\partial_s \Phi + c_1 K(\Phi) + I_F (\partial_t \Phi + c_2 K(\Phi)) &= 0, \\
\partial_s b - d_x c_1 + \ast_{\Sigma} (\partial_t b - d_x c_2) &= 0, \\
\ast_{\Sigma} F_b + \varepsilon \ast_s F_c + \mu_F \circ \Phi &= 0.
\end{align*}
$$

Hypothesis 4.5.4 ("Adiabatic limit conjecture"). There is a one–to–one correspondence between solutions of the system (4.20) and solutions of the following equations

$$
\begin{align*}
\bar{\partial}_b \Phi &= 0, \\
\partial_s \Phi + c_1 K(\Phi) + I_F (\partial_t \Phi + c_2 K(\Phi)) &= 0, \\
\partial_s b - d_x c_1 + \ast_{\Sigma} (\partial_t b - d_x c_2) &= 0, \\
\ast_{\Sigma} F_b + \mu_F \circ \Phi &= 0.
\end{align*}
$$
Remark 4.5.5. The system (4.20) is obtained from (4.22) for \( \varepsilon = 1 \); on the other hand, one obtains (4.23) by formally setting \( \varepsilon = 0 \). The above hypothesis then asserts that the "limiting problem" (4.23) is equivalent to the perturbed one (4.22).

The idea of adiabatic limit first appeared in Atiyah’s work [4]. Its modification, which is very similar to the one stated above, was carried out by Dostoglou and Salamon in [22] and led to a connection between self-dual instantons and pseudo-holomorphic curves. Further developments and modifications of the adiabatic limit technique may be found in [17, 30, 14, 57].

Let us return for a while to the symplectic vortex equations (4.11). As we have already remarked, one can obtain \( M_{0}^{SV} \) as a symplectic reduction of \( \tilde{M}_{SV} \) with respect to the action of \( S_{1} \approx G_{0} \Sigma / \tilde{G}_{\Sigma} \). In this case the momentum map is

\[
\nu([a, \Psi]) = \frac{1}{\text{Vol}(\Sigma)} \int_{\Sigma} \mu_{x} \circ \Psi \, d\text{vol}_{\Sigma}.
\]

We assume that \( \tau \) is chosen such that the action of \( S^{1} \) on \( P_{SV}^{0} \approx P_{S} \) is free so that \( P_{SV} \to M_{0}^{SV} \) is an \( S^{1} \)-principal bundle. Moreover, it comes equipped with a connection. Indeed, since the moduli space \( \tilde{M}_{SV} \) is a Kähler reduction, it inherits in particular an \( S^{1} \)-invariant metric. Then one obtains the horizontal distribution on \( P_{SV} \subset \tilde{M}_{SV} \) as the orthogonal complement to the distribution of Killing vector fields (for more details see Section 2.1.1).

Theorem 4.5.6. Let \( X \) be a product of two holomorphic curves \( \Sigma \times S \) and \( P_{det} \to X \) be given by (4.13). Suppose that Hypothesis 4.5.4 holds. Then there is one-to-one correspondence between holomorphic curves \( f : S \to M_{0}^{SV} \) such that \( f^{*}P_{SV} \cong P_{S} \) and the moduli space

\[
M_{0}^{THC} = \{ (a, \Phi) \in \mathcal{A}_{h}(P_{0}) \times \Gamma(F) \mid (a, \Phi) \text{ is a solution of (4.8)} \}/G_{X}^{0},
\]

corresponding to the THC-system (4.8) over \( \Sigma \times S \).

The proof of the above theorem uses two lemmas, which we will prove first.

Let \( P_{G} \to S \) be a \( G \)-principal bundle over an (almost) Kähler manifold \( S \) (not necessarily a holomorphic curve) with a connection \( A \). Let \( G \) act on (almost) Kähler manifold \( Z \) preserving its Kähler structure. Assume also that an action of another Lie group \( \tilde{G} \) on \( Z \) is Hamiltonian, preserves Kähler structure of \( Z \) and commutes with the action of \( G \). Let \( \tilde{\mu} : Z \to \tilde{g} \) be its
momentum map. Suppose a $G$–equivariant map $\psi : P_G \to Z$ satisfies $\tilde{\mu} \circ \psi = \tilde{\tau}$, where $\tilde{\tau}$ is central in $\tilde{\mathfrak{g}}$. Then we have the induced $G$–equivariant map $\varphi : P_G \to \tilde{\mathcal{M}}$, where $\tilde{\mathcal{M}}$ denotes the Kähler reduction of $Z : \mathcal{M} = \tilde{\mu}^{-1}(\tilde{\tau})/G$.

We assume that $\tilde{\mathcal{M}}$ is a manifold (and in particular a Hausdorff space).

**Lemma 4.5.7.** Assume that $\tilde{G}$ act freely (or that each point has a finite stabilizer) on $\tilde{\mu}^{-1}(\tilde{\tau})$. The $G$–equivariant map $\varphi$ is holomorphic with respect to the connection $A$ if and only if there exists $\gamma \in \Omega^1(S) \otimes \tilde{\mathfrak{g}}$ such that the following equation

$$
(\psi_* - \tilde{\mathcal{K}}_{\gamma}(\psi))I_Z = I_Z(\psi_* - \tilde{\mathcal{K}}_{\gamma}(\psi))
$$

holds on the horizontal distribution $\mathcal{H}$ over $P_G$, where $\tilde{\mathcal{K}}_{\xi}$ denotes the Killing vector field of the $\tilde{G}$–action corresponding to $\xi \in \tilde{\mathfrak{g}}$.

**Proof.** Pick a point $p \in P_G$ and denote $q = \varphi(p) \in \tilde{\mu}^{-1}(\tilde{\tau}) \subset Z$. Then we have a decomposition

$$
T_qZ = \tilde{H}_q \oplus \tilde{\mathcal{K}}_q \oplus I_Z\tilde{\mathcal{K}}_q,
$$

where $\tilde{\mathcal{K}}$ denotes the distribution spanned by Killing vector fields of the $\tilde{G}$–action and $\tilde{H}_q$ is defined as the orthogonal complement to $\tilde{\mathcal{K}}_q \oplus I_Z\tilde{\mathcal{K}}_q$. It follows in particular that $I_Z$ preserves $\tilde{H}_q$. Observe also that

$$
T_q\tilde{\mu}^{-1}(\tilde{\tau}) = H_q \oplus \mathcal{K}_q.
$$

According to the symplectic reduction construction one can identify $\tilde{H}_q$ with $T_{(q)}\tilde{\mathcal{M}}$.

Since $\psi$ satisfies the relation $\tilde{\mu} \circ \psi = \tilde{\tau}$, the differential $\psi_*$ has components only in $\tilde{H}_q \oplus \tilde{\mathcal{K}}_q$. Notice that the projection of $\psi_*$ to $\tilde{H}$ can be identified with $\varphi_*$. Given a horizontal vector $v \in T_qP_G$ there exists a unique element $\gamma(v) \in \tilde{\mathfrak{g}}$ such that $\varphi_*v = \psi_*v - \tilde{\mathcal{K}}_{\gamma(v)}(q)$. Therefore, the $G$–equivariant map $\varphi$ is holomorphic with respect to the connection $A$ iff

$$
\left(\psi_*(I_Zv) - \tilde{\mathcal{K}}_{\gamma(I_Zv)}(\psi(p))\right) = I_Z\left(\psi_*(v) - \tilde{\mathcal{K}}_{\gamma(v)}(\psi(p))\right).
$$

Now it follows from the $G$–equivariance of $\psi$ that $(R_g)^*\gamma = \gamma$, where $R_g : P_S \to P_S$, $p \mapsto pg$. But this means that the 1–form $\gamma$ descends to $S$. 

**Remark 4.5.8.** If $S$ is a holomorphic curve, one can write locally $\psi = \psi(s,t)$, $A = A_1(s,t)ds + A_2(s,t)dt$, $\gamma = \gamma_1(s,t)ds + \gamma_2(s,t)dt$ for a local coordinate $s + it$ (we also imply that a local trivialization of $P_G$ is chosen). Then the equation (4.25) can be rewritten in the following form

$$
(\partial_s\psi - K_{A_1} - \tilde{\mathcal{K}}_{\gamma_1}(\psi)) + I_Z(\partial_t\psi - K_{A_2} - \tilde{\mathcal{K}}_{\gamma_2}(\psi)) = 0.
$$
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Now assume that the action of a compact Lie group $G$ on $\tilde{M}$ is Hamiltonian and denote by $\nu : \tilde{M} \rightarrow g$ its momentum map. Suppose also that $G$ acts freely on $\nu^{-1}(\tau)$, where $\tau$ is a central element in $g$. Denote by $\mathcal{M}$ the Kähler reduction of $\tilde{M} : \mathcal{M} = \tilde{M}//G = \nu^{-1}(\tau)/G$. Then $Q_G = \nu^{-1}(\tau) \rightarrow \mathcal{M}$ is a $G$–principal bundle and it carries the induced connection $B$ as we have already remarked above for the bundle $P_{sv}$. Further, suppose that an equivariant map $\varphi : P_G \rightarrow \tilde{M}$ satisfies $\nu \circ \varphi = \tau$. Finally, let $f : S \rightarrow \mathcal{M}$ denote the induced map. Obviously, $\varphi$ is an isomorphism between $P_G$ and $f^*Q_G$.

**Lemma 4.5.9.** If $\varphi$ is a holomorphic equivariant map with respect to the connection $A$, then

- the projection $f : S \rightarrow \mathcal{M}$ is holomorphic;
- the connection $A$ is the pull–back of $B$.

**Proof.** Pick a point $p \in P_G$ and denote $q = \varphi(p) \in Q_G \subset \tilde{M}$. Let $\mathcal{K}$ denote the distribution of Killing vector fields over $\tilde{M}$. Similarly as in the proof of the above lemma we have a decomposition

$$T_q\tilde{M} = H_q \oplus \mathcal{K}_q \oplus I_{\tilde{M}}\mathcal{K}_q,$$

where $H_q$ is the orthogonal complement to $\mathcal{K}_q \oplus I_{\tilde{M}}\mathcal{K}_q$. In particular subbundle $H$ is $I_{\tilde{M}}$–invariant. We have also

$$T_qQ_G = H_q \oplus \mathcal{K}_q. \quad (4.27)$$

One can identify $H_q$ with $T_q\mathcal{M}$.

Let $\mathcal{H}$ be the horizontal distribution over $P_G$ corresponding to the connection $A$. Since $\mathcal{H}$ is isomorphic to the pull–back of $TS$, the pull–back of the complex structure $I_s$ of $S$ endows $\mathcal{H}$ with the structure of a complex vector bundle. We do not distinguish between $I_s$ and its pull–back in notation.

Now pick a vector $v \in \mathcal{H}$ and denote $w = \varphi_*v \in T_qQ_G$. Let $w^h + w^v$ be a decomposition of $w$ according to (4.27). Since $\varphi$ is holomorphic, we have $\varphi_*I_s v = I_z\varphi_*v = I_zw^h + I_zw^v \in H_q \oplus I_{\tilde{M}}\mathcal{K}_q$. On the other hand, the condition $\nu \circ \varphi = \tau$ implies $\varphi_*I_s v \in T_qQ_G = H_q \oplus \mathcal{K}_q$. It follows that $I_zw^v = 0$, i.e. $w^v = 0$. Therefore $\varphi_*$ maps horizontal vectors in horizontal ones and this implies that $A$ is the pull–back of $B$. It remains to note that one can identify $f_*$ with the projection of $\varphi_*|_{\mathcal{H}}$ to $H$. Thus the first statement of the lemma also follows.

\[ \text{see Convention 3.2.19} \]
Remark 4.5.10. It is easy to see, that the inverse statement of the above lemma also holds. Here by the inverse statement we mean the following. Assume that the map \( f : S \to \mathcal{M} \) is holomorphic. Then we get a tautological equivariant map \( \varphi : f^*Q_G \to Q_G \), which represents a holomorphic section with respect to the connection \( f^*B \).

**Proof of the Theorem 4.5.6.** Let \( f : S \to \mathcal{M}^0_{SV} \) be a holomorphic curve such that \( f^*P_{SV} \cong P_S \). Denote by \( c^0 \) the connection on \( P_S \) induced from \( P_{SV} \) and let \( c_1^0 ds + c_2^0 dt \) be its local representation (with respect to a chosen local trivialization). Then the tautological map \( \varphi : f^*P_{SV} \to P_{SV} \hookrightarrow \mathcal{M}_{SV} \) is a holomorphic equivariant map \( f \) with respect to the connection \( c^0 \).

One can consider the space of solutions \( S_{SV} \) to the symplectic vortex equations (4.14) as a \( \tilde{G}_\Sigma \)–principal bundle over \( \tilde{M}_{SV} \). Since the gauge group \( \tilde{G}_\Sigma \) is contractible, the bundle \( S_{SV} \) is trivial, i.e. we have a continuous section \( \sigma : \tilde{M}_{SV} \to S_{SV} \). Since any continuous section can be approximated by a smooth one, we can assume that \( \sigma \) is smooth. It follows that one can further lift \( \varphi \) to a smooth map \( \psi : P_S \to S_{SV} \), \( \psi(p) = (\Psi(p), b(p)) \), \( p \in P_S \). Observe that any two such liftings differ by a gauge transformations.

Applying Lemma 4.5.7 for \( Z = \{(b, \Psi) \mid \partial_t \Psi = 0\}, \tilde{G} = \tilde{G}_\Sigma, G = S^1, \tilde{\tau} = -d/\text{Vol}(\Sigma) - \tau \) we obtain that there exists \( \tilde{c} \in \Omega^1(S) \otimes \text{Lie}(\tilde{G}_\Sigma) \) such that

\[
\begin{align*}
\partial_s \Psi + (c_1^0 + \tilde{c}_1) K(\Psi) + I_F (\partial_t \Psi + (c_2^0 + \tilde{c}_2) K(\Psi)) &= 0, \\
\partial_s b - (d_\Sigma c_1^0 + d_\Sigma \tilde{c}_1) + *_\Sigma (\partial_t b - (d_\Sigma c_2^0 + d_\Sigma \tilde{c}_2)) &= 0,
\end{align*}
\]

(4.28)

where \( \tilde{c}_1 ds + \tilde{c}_2 dt \) is a local representation of \( \tilde{c} \). One can interpret \( \tilde{c}_i \) as functions \( U \times \Sigma \to \mathbb{R} \) such that

\[
\int_{\Sigma} \tilde{c}_i \, d\text{vol}_\Sigma = 0 \quad \text{for any} \ s + it \in U.
\]

Let us denote \( c_i = c_1^0 + \tilde{c}_i \). Then \( c_1 ds + c_2 dt \in \Omega^0(\Sigma) \otimes \Omega^1(S) \) is a local representation of a family of connections on \( P_S \). In these notations, the equations (4.28) have the following form

\[
\begin{align*}
\partial_s \Psi + c_1 K(\Psi) + I_F (\partial_t \Psi + c_2 K(\Psi)) &= 0, \\
\partial_s b - d_\Sigma c_1 + *_\Sigma (\partial_t b - d_\Sigma c_2) &= 0,
\end{align*}
\]

(4.29)

By the construction of \( \varphi \) we have \( \nu \circ \varphi = d/\text{Vol}(\Sigma) + \tau \), where the map \( \nu \) is given by (4.24). Similarly, \( \psi = (b, \Psi) \) satisfy \( \tilde{\mu} \circ \psi = -d/\text{Vol}(\Sigma) - \tau \) with \( \tilde{\mu} \)

\[\text{[see Convention 3.2.19]}\]
defined by (4.13). Thus we get

\[ \bar{\partial}_b \Psi = 0, \]

\[ \ast_\Sigma F_b + \mu_F \circ \Psi - \frac{1}{\text{Vol}(\Sigma)} \int_{\Sigma} \mu_F \circ \Psi \, d\text{vol}_\Sigma = \frac{d}{\text{Vol}(\Sigma)} + \tau, \]

(4.30)

where the first equation just means, that the target of \( \psi \) is \( Z = \{ \bar{\partial}_b \Psi = 0 \} \).

The space of square–integrable functions \( L^2(\Sigma) \) can be decomposed into two subspaces: \( L^2(\Sigma) = \mathbb{R} \oplus \tilde{L}^2(\Sigma) \), where the first subspace is generated by the constant function of integral 1 and the other one consists of all functions of zero mean value. Obviously, a function vanishes if and only if both its components vanish. Applying this trick to the function \( \ast_\Sigma F_b + \mu_F \circ \Psi \) we get that the system (4.30) is equivalent to the symplectic vortex equations:

\[ \bar{\partial}_b \Psi = 0, \]

\[ \ast_\Sigma F_b + \mu_F \circ \Psi = 0. \]

(4.31)

It remains to notice that (4.29) and (4.31) constitute the system (4.23).

Now let us show that a solution of (4.23) defines a holomorphic curve \( S \rightarrow \mathcal{M}^0_{SV} \). First, we can decompose functions \( c_i : U \times \Sigma \rightarrow \mathbb{R}, c_i = \tilde{c}_i + c^0_i \), where

\[ c^0_i = \frac{1}{\text{Vol}(\Sigma)} \int_{\Sigma} c_i \, d\text{vol}_\Sigma, \quad \tilde{c}_i = c_i - \frac{1}{\text{Vol}(\Sigma)} \int_{\Sigma} c_i \, d\text{vol}_\Sigma. \]

Observe that \( c^0_i : U \rightarrow \mathbb{R}, \tilde{c}_i : U \times \Sigma \rightarrow \mathbb{R} \) and \( \int_S c_i \, d\text{vol}_\Sigma = 0 \). The 1–form \( c^0_i ds + \tilde{c}_i dt \) is a local representation of a connection \( c^0 \) on \( P_S \) while \( \tilde{c}_1 ds + \tilde{c}_2 dt \) is a local representation of a section \( \tilde{c} \in \Omega^1(S) \otimes \text{Lie}(\tilde{G}_\Sigma) \). It follows that \( \psi(s, t) = (\Phi(s, t), b(s, t)) \) represents a map \( \psi : P_S \rightarrow S_{SV} \) in the local coordinate \( s + it \) such that equations (4.28) hold. The other two equations of the system (4.23) can be rewritten in the form (4.30). By Lemma 4.5.7 this implies that we have the induced \( S^1 \)–equivariant map \( \varphi : P_S \rightarrow \mathcal{M}_{SV}^0 \) that is holomorphic with respect to the connection \( c^0 \). Moreover, \( \varphi \) also satisfies \( \nu \circ \varphi = -d/\text{Vol}(\Sigma) - \tau \). Now Lemma 4.5.9 implies that the induced map \( f : S \rightarrow \mathcal{M}_{SV}^0 \) is holomorphic and \( c^0 \) is the pull–back of connection on \( P_{SV} \). It is clear that gauge–equivalent solutions of (4.23) define the same holomorphic curve \( S \rightarrow \mathcal{M}_{SV}^0 \). \( \square \)
4.6 Seiberg–Witten equations over product of holomorphic curves

In this section we will consider Seiberg–Witten equations (4.7) in the case when the source manifold $X$ is a product of two holomorphic curves: $X = \Sigma \times S$. Observe that $P_{\text{red}}$ is a double cover of $P_r \times P_{\det}$; if we assume that $[-1, 1] = [1, -1] \in H$ acts trivially on $M_c$, then

$$\text{Map}^H(P_{\text{red}}, M_c) \cong \text{Map}^{S^2}(P_r \times P_{\det}, M_c).$$

Let $P_{\det}$ be given by (4.15) as before. Recall that a connection $a$ can be decomposed into the components $b$ and $c$ (see the discussion after (4.16)) and one has $\Lambda F_a = \ast \Sigma F_b + \ast S F_c$ for the product metric on $X = \Sigma \times S$.

From now on assume that $(a, u)$ is a solution of the Seiberg–Witten equations (4.7) and in particular $(F_a)(0, 2) = 0$. Recall that vanishing of the Hodge $(0, 2)$–part of the curvature is equivalent to the equation (4.19). In other words

$$(d_s b - d_c c) I_s = \ast \Sigma (d_s b - d_c c).$$

Next, the tangent space of the source manifold $X$ decomposes as $TS \oplus T\Sigma$ and therefore $\Lambda^2 TX \cong TS \otimes T\Sigma$. It follows that $P_r$ is the principal $S^1$–bundle of $TS \otimes T\Sigma$. Denote by $P_T S$ and $P_T \Sigma$ principal $S^1$–bundles of $TS$ and $T\Sigma$ correspondingly. Then $P_r = (P_T S \times P_T \Sigma)/S^1$, where $S^1$ acts by multiplication by $z$ on one factor and by $\bar{z}$ on the other one. Similarly as in the previous section

$$\text{Map}^{S^1 \times S^1_0}(P_r \times P_{\det}, M_c) \cong \text{Map}^{T^4}(P_{TS} \times P_{T\Sigma} \times P_s \times P_\Sigma, M_c),$$

where $T^4$ acts on $M_c$ via the homomorphism $T^4 \to S^1 \times S^1_0$, $(z_1, z_2, z_3, z_4) \mapsto (z_1 z_2, z_3 z_4)$ and pull–backs are suppressed in notations. Further, we have a natural isomorphism

$$\text{Map}^{T^4}(P_{TS} \times P_{T\Sigma} \times P_s \times P_\Sigma, M_c) \cong \text{Map}^{T^2}(P_{TS} \times P_s, \text{Map}^{T^2}(P_{T\Sigma} \times P_\Sigma, M_c)).$$

Indeed, if $u \in \text{Map}^{T^4}(P_{TS} \times P_{T\Sigma} \times P_s \times P_\Sigma, M_c)$ then the above isomorphism is the following map

$$u \mapsto (p \mapsto u_p = u_{|(p) \times P_{T\Sigma} \times P_\Sigma}), \quad p \in P_{TS} \times P_s.$$

Now since we have a decomposition $\Omega^{0,1}(X) = \Omega^{0,1}(\Sigma) \oplus \Omega^{0,1}(S)$, it follows that both maps $u_p$ and $p \mapsto u_p$ are holomorphic: the map $u_p \in \text{Map}^{T^2}(P_{T\Sigma} \times P_\Sigma, M_c)$ is considered as a holomorphic section of the corresponding bundle.
with respect to the connection \( \hat{b} \) generated by the connection \( b \) on \( P_\Sigma \) and the Levi–Civita one on \( P_{\Sigma} \) and the map \( p \mapsto u_p \) as a holomorphic map with respect to the connection \( \hat{c} \) determined by the Levi–Civita connection of \( P_{\Sigma} \) and \( c \). It means that the following system is satisfied:

\[
\bar{\partial}_b u_p = 0, \\
\bar{\partial}_c u = 0.
\]

**Proposition 4.6.1.** Suppose \((a, u) \in A(P_{det}) \times \text{Map}^{\mathbb{T}^2}(P_r \times P_{det}, M_c)\) is a solution of the generalized Seiberg–Witten equations over \( X = \Sigma \times S \) with its product metric. Then

\[
\begin{cases}
\bar{\partial}_b u = 0, \\
\bar{\partial}_c u = 0, \\
(d_s b - d_s c) I_s - \ast_s (d_s b - d_s c) = 0, \\
\ast_s F_b + \ast_s F_c + \mu_1 \circ u = 0.
\end{cases}
\] (4.32)

Similarly as in the previous section one may consider metric (4.21) on \( X \). In this case one obtains the following system

\[
\begin{cases}
\bar{\partial}_b u = 0, \\
\bar{\partial}_c u = 0, \\
(d_s b - d_s c) I_s - \ast_s (d_s b - d_s c) = 0, \\
\ast_s F_b + \varepsilon \ast_s F_c + \mu_1 \circ u = 0.
\end{cases}
\] (4.33)

**Hypothesis 4.6.2 ("Adiabatic limit conjecture").** There is a one–to–one correspondence between solutions of the Seiberg–Witten equations (4.32) and solutions of the following system

\[
\begin{cases}
\bar{\partial}_b u = 0, \\
\bar{\partial}_c u = 0, \\
(d_s b - d_s c) I_s - \ast_s (d_s b - d_s c) = 0, \\
\ast_s F_b + \mu_1 \circ u = 0.
\end{cases}
\] (4.34)

Further, consider the equations

\[
\begin{cases}
\bar{\partial}_b \Psi = 0, \\
\ast_s F_b + \mu_1 \circ \Psi = 0.
\end{cases}
\] (4.35)

for a pair \((b, \Psi) \in A(P_\Sigma) \times \text{Map}^{\mathbb{T}^2}(P_{\Sigma} \times P_\Sigma)\). These are the vortex type equations over the Riemann surface \( \Sigma \) as described in Section 4.4. Remark that
the "additional twisting" in our case is the one determined by the principal bundle of $T\Sigma$ with its Levi–Civita connection. Let $\mathcal{M}^0_{\text{TSV}}$ denote the moduli space of (4.35), i.e. the space of solutions modulo $G^0_\Sigma$.

One defines a principal $S^1$–bundle $P_{\text{TSV}} \to \mathcal{M}^0_{\text{TSV}}$ similarly to $P_\text{SV}$ of the previous section. Namely, one considers first the following equations

$$\begin{cases}
\bar{\partial}_b u = 0, \\
*_{\Sigma} F_b + \mu_1 \circ \Psi - \frac{d}{\text{Vol}(\Sigma)} \int_\Sigma \mu_1 \circ \Psi \, d\text{vol}_\Sigma = \frac{d}{\text{Vol}(\Sigma)} + \tau,
\end{cases}$$

where $\tau \in \mathbb{R}$ is a parameter. Denote by $\tilde{\mathcal{M}}_{\text{TSV}}$ the space of solutions modulo $\tilde{G}_\Sigma$. The group $G^0_\Sigma / \tilde{G}_\Sigma \simeq S^1$ acts on $\tilde{\mathcal{M}}_{\text{TSV}}$ with the momentum map $\tilde{\mu}$, namely

$$\tilde{\mu}(b, \Psi) = \frac{1}{\text{Vol}(\Sigma)} \int_\Sigma \mu_1 \circ \Psi \, d\text{vol}_\Sigma.$$

Therefore, we can define

$$P_{\text{TSV}} = \tilde{\mu}^{-1}\left(-\frac{d}{\text{Vol}(\Sigma)} - \tau\right).$$

The proof of the following theorem is analogous to the proof of Theorem 4.5.6 and uses Hypothesis 4.6.2.

**Theorem 4.6.3.** Let $X$ be a product of two holomorphic curves $\Sigma \times S$ and $P_{\text{det}} \to X$ be given by (4.15). Suppose that Hypothesis 4.6.2 holds. Then there is one–to–one correspondence between equivariant holomorphic maps $f : P_{\text{TS}} \to \mathcal{M}^0_{\text{TSV}}$ such that $f^* P_{\text{TSV}} \simeq P_s$ and the moduli space

$$\mathcal{M}^0_{\text{SW}} = \{(a, u) \in A_h(P_{\text{det}}) \times \text{Map}^H(P_{\text{red}}, M_c) \mid (a, u) \text{ solves (4.7)}\} / G^0_X,$$

corresponding to the Seiberg–Witten system (4.7) over $\Sigma \times S$. \hfill \square

---

*with respect to the Levi–Civita connection on $P_{\text{TS}}$.  
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