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Introduction

Non-commutative topology studies $C^*$-algebras by regarding them as generalizations of topological spaces. This often means trying to use ideas from algebraic topology, in particular, by constructing invariants, which associate simpler objects such as abelian groups, rings or modules with a given $C^*$-algebra. Probably the most prominent example of a generalization of a topological invariant is K-theory [44]. It associates a $\mathbb{Z}/2\mathbb{Z}$-graded abelian group $K^*_*(A)$ with a $C^*$-algebra $A$.

A great advancement in non-commutative topology was the classification of AF algebras via K-theory by Elliott in 1976 [14]. Today, K-theory is still one of the most important tools for the classification of $C^*$-algebras. Another subject was the study of extensions of $C^*$-algebras, which led to the development of the $Ext$-functor, which is known to agree with K-homology in the commutative (unital) case. Both K-theory and its dual, K-homology, are closely connected to index theory of elliptic pseudo-differential operators.

A big step up the ladder was Kasparov’s construction of bivariant K-theory in 1980 [22], which contains both K-theory and K-homology as special cases. It associates a $\mathbb{Z}/2\mathbb{Z}$-graded abelian group $KK^*_*(A,B)$ with separable $C^*$-algebras $A$ and $B$. A remarkable feature of KK-theory is that it comes with the so called Kasparov product

$$KK^*_*(A,B) \otimes KK^*_*(B,C) \rightarrow KK^*_*(A,C).$$

Besides its importance as a very flexible and conceptually satisfactory invariant of $C^*$-algebras, KK-theory also yields results outside pure non-commutative topology. The most prominent example is probably the verification of the Novikov conjecture by applications of KK-theory to the Baum-Connes conjecture for a large class of groups ([2] and [17]).

K- and KK-theory are related by the Universal Coefficient Theorem (UCT) of Rosenberg and Schochet [41], which states that for separable $C^*$-algebras $A$ and $B$ with $A$ belonging to a certain bootstrap class, there is a short exact sequence

$$\text{Ext}^1(K_*(SA), K_*(B)) \rightarrow KK_*(A, B) \rightarrow \text{Hom}(K_*(A), K_*(B)).$$

Here $SB := C_0(\mathbb{R}, B)$ denotes the suspension of $B$. This short exact sequence splits in a non-natural manner. Since K-theory, due to its more explicit definition in terms of projections and unitaries, is easier to calculate than KK-theory, the UCT proves to be very useful in order to calculate the KK-groups. Apart from that, it plays an important role in the classification of $C^*$-algebras by K-theoretic invariants: The corresponding sequence for $A = B$ is an extension of rings with the product in $\text{Ext}^1(K_*(A), K_*(A))$ being zero, therefore, $KK_*(A, A)$ is a nilpotent extension of $\text{Hom}(K_*(A), K_*(A))$–this
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shows that isomorphisms in K-theory lift to isomorphisms in KK-theory. Further results by Kirchberg and Phillips then show that every KK-equivalence between $A$ and $B$, which sends $[1_A] \in K_0(A)$ to $[1_B] \in K_0(B)$, actually comes from an actual isomorphism of $C^*$-algebras, provided that $A$ and $B$ are unital, nuclear, separable, purely infinite, in the bootstrap class and simple [34]. Both facts together give the following strong classification result: $C^*$-algebras $A$ with the above mentioned properties are completely classified by $(K_*(A), [1_A])$.

$C^*$-algebras may carry additional structures such as a group action, which encodes a certain symmetry or the structure of a $C^*$-algebra over a space, which encodes a given ideal structure. In these cases there are so called equivariant versions of KK-theory, generalizations of usual KK-theory, which capture these additional pieces of information. It is very interesting to ask for a UCT in these generalized contexts: It serves as a valuable tool for computing equivariant KK-groups. Moreover, a UCT in a generalized context is closely connected to further classification results. The task is to find an invariant $F$, which takes values in an abelian category and is relatively easy to understand, and then to derive a short exact sequence, which computes equivariant KK-theory in terms of $F$.

Take for instance the classification result of Kirchberg and Phillips: Trying to remove the condition of $A$ being simple means having to deal with a $C^*$-algebra $A$ over its primitive ideal space $\text{Prim}(A)$. Similarly, one way to classify group actions on $C^*$-algebras would be to derive a universal coefficient theorem for equivariant KK-theory and then to prove a theorem similar to the result of Kirchberg and Phillips, which allows for lifting equivariant KK-equivalences to equivariant isomorphisms of $C^*$-algebras. The aim of this thesis is to examine in which contexts a universal coefficient theorem can be derived.

There are three main results, which we will explain in more detail in the following.

1 The Action of a Cyclic Group of Prime Order

We will prove an equivariant Universal Coefficient Theorem for $C^*$-algebras equipped with an action of a cyclic group of prime order $p$, in the following denoted by $C(p)$. A naive generalization of the usual UCT, where one replaces K- and KK-theory by their $C(p)$-equivariant versions, has no chance to hold. This is due to the fact that $C(p)$ has infinite homological dimension. In [40], an article concerning $C^*$-algebras with an action of a compact Lie group $G$ satisfying the Hodgkin condition, Rosenberg and Schochet obtain merely a spectral sequence which relates $KK^G$ and $K^G$. This relation is not as strong as in the non-equivariant case, for example isomorphisms in $K^G$ can in general not be lifted to $KK^G$-equivalences.

Therefore, we choose a different approach and replace $C(p)$-equivariant K-theory by an invariant, which carries more information. Let us denote this invariant by $E_K^{C(p)}$ for extended K-theory. It consists of the usual K-theory, the K-theory of the crossed product and $KK^{C(p)}(C_u, \_\_)$ – here, $C_u$ is the mapping cone of the unital embedding of $\mathbb{C}$ into $C(C(p))$. It has a canonical module structure over a ring $R$, which consists of all
KK$^C(p)$-morphisms between $C$, $C(C(p))$ and $C_o$. We also define a bootstrap class $\mathcal{B}^C(p)$ analogous to the bootstrap class of Rosenberg and Schochet in [40]. The main theorem reads as follows:

**Theorem 1.1.** Let $A$ be a separable $C(p)$-$C^*$-algebra in $\mathcal{B}^C(p)$. Then for every separable $C(p)$-$C^*$-algebra $B$, there is a natural short exact sequence

$$\text{Ext}_R^1(EK^C(p)(SA), EK^C(p)(B)) \to KK^C(p)(A, B) \to \text{Hom}_R(EK^C(p)(A), EK^C(p)(B)).$$

We will prove the theorem by using a certain exactness property of $R$-modules of the form $EK^C(p)(A)$ to show that these modules have a projective resolution of length 1. At a crucial point, a classification result for lattices over the integral group ring of $C(p)$ will be used in order to understand modules over the more complicated ring $R$. To the author’s knowledge, there are no classification results of this kind for, say, general finite groups. This seems to be the main obstacle to derive a UCT short exact sequence for more general groups.

# 2 The Action of a Finite Cyclic Group

We will prove a Universal Coefficient Theorem for $C^*$-algebras equipped with an action of a finite cyclic group $G$, which allows us to compute equivariant KK-groups in terms of a K-theoretic invariant after inverting the group order. Let $G$ be a finite cyclic group of order $o$. We will define an invariant $LK^G$ taking values in an abelian category. Furthermore we will define a bootstrap class $\mathcal{B}^G(o^{-1})$ as a subcategory of all separable $G$-$C^*$-algebras. The main theorem reads as follows:

**Theorem 2.1.** Let $G$ be a finite cyclic group of order $o$ and $A$ and $B$ separable $G$-$C^*$-algebras with $A$ in $\mathcal{B}^G(o^{-1})$. Then there is a natural short exact sequence

$$\text{Ext}_A^1(LK^G(SA), LK^G(B)) \to KK^G(A, B)[o^{-1}] \to \text{Hom}_A(LK^G(A), LK^G(B)).$$

Hom and Ext are taken in the abelian category $A = \text{Mod}(\mathcal{C}^G[o^{-1}])^{\mathbb{Z}/2}.

Here, $\mathcal{C}^G[o^{-1}]$ denotes the category of $\mathbb{Z}/2$-graded modules over $\mathcal{C}^G[o^{-1}]$. The reason for inverting the group order is mainly of technical nature: As mentioned before, the nonexistence of classification results for lattices over the rings $\mathbb{Z}G$ and $\text{Rep}(G)$ for a general finite group $G$ appears to be the main obstacle to a UCT of the form

$$\text{Ext}_A^1(F(SA), F(B)) \to KK^G(A, B) \to \text{Hom}_A(F(A), F(B))$$

for some homological invariant $F$ taking values in an abelian category $A$. We can overcome this difficulty by inverting the group order $o$ since $\mathbb{Z}[o^{-1}]G$ is isomorphic to a direct sum of Dedekind domains of the form $\mathbb{Z}[o^{-1}, \theta_m]$ for $m | o$ and $\theta_m$ a primitive $m$-th root of unity (see Theorem 22.8 in the appendix). Hence modules over $\mathbb{Z}[o^{-1}]G$ are easier to understand. Although the result is meant to generalize the UCT for actions of a cyclic
group of prime order (up to the inversion of the group order), the means by which we prove it are quite different. No exactness properties of modules over $\mathcal{C}^G[\mathfrak{o}^{-1}]$ will be used, we will rather show that the category of modules over $\mathcal{C}^G[\mathfrak{o}^{-1}]$ is equivalent to the category of modules over a certain direct sum of Dedekind domains. This will show that every module over $\mathcal{C}^G[\mathfrak{o}^{-1}]$ has a projective resolution of length 1.

3 $C^*$-algebras over Finite Topological Spaces

As indicated above, in order to proceed in the $C^*$-algebra classification programme, one is strongly interested in removing the simplicity condition in the classification result of Kirchberg and Phillips. The aim here is to compute $\mathrm{KK}_*(X; A, B)$ by a Universal Coefficient Theorem for a topological space $X$ and $C^*$-algebras $A$ and $B$ over $X$ for $A$ being in a certain bootstrap class $\mathcal{B}(X)$. In [28], Ralf Meyer and Ryszard Nest tried to derive a UCT short exact sequence, which computes $\mathrm{KK}(X; A, B)$ for a finite $T_0$ space $X$ by filtrated K-theory (in the following denoted by FK). They derive the desired short exact sequence in the case of the totally ordered space $O_n$ with $n$ points, i.e.

$$O_n = \{1, 2, \ldots, n\}, \quad \tau_{O_n} = \{\{1\}, \{1, 2\}, \ldots, X\}.$$

A $C^*$-algebra $A$ over this space is essentially the same as a $C^*$-algebra $A$ together with a finite increasing chain of ideals

$$\{0\} = I_0 \ll I_1 \ll I_2 \ll I_3 \ll \cdots \ll I_{n-1} \ll I_n = A.$$

On the other hand they give an example of a finite $T_0$ space $Y$, for which the following strong non-UCT statement holds: There are $A$ and $B$ in $\mathcal{B}(Y)$ with isomorphic filtrated K-theory which are not $\mathrm{KK}_Y$ equivalent.

In his diploma thesis [4], Rasmus Bentmann showed that there is a more general type of spaces, for which there is a UCT short exact sequence, which computes $\mathrm{KK}(X; A, B)$ by filtrated K-theory. Let us say that these spaces are of type A (for a definition see 20.1).

We will complete the picture by showing the converse, i.e. that spaces of type A are indeed the most general type of spaces, for which there is a UCT short exact sequence, which computes $\mathrm{KK}(X; A, B)$ by filtrated K-theory. The resulting theorem reads as follows:

**Theorem 3.1.** Let $X$ be a finite $T_0$ space. The following statements are equivalent:

(1) Let $A \in \mathcal{B}(X)$ and $B$ be a separable $C^*$-algebra over $X$. Then there is a short exact UCT sequence

$$\mathrm{Ext}_{\mathcal{N}T_X}(\mathrm{FK}(SA), \mathrm{FK}(B)) \rightarrow \mathrm{KK}_*(X; A, B) \rightarrow \mathrm{Hom}_{\mathcal{N}T_X}(\mathrm{FK}(A), \mathrm{FK}(B)).$$

Here, the subscript $\mathcal{N}T_X$ denotes that Ext and Hom are taken in $\mathcal{M}od(\mathcal{N}T_X)^{\mathbb{Z}/2}$, the target category of FK.
(2) Let $A, B \in \mathcal{B}(X)$. Then $\text{FK}(A) \cong \text{FK}(B)$ implies that $A$ is $\text{KK}_X$-equivalent to $B$.

(3) $X$ is of type $A$.

We will use that the negation of statement (2) in the theorem above is an obstruction to the existence of a UCT, which computes equivariant KK-theory in terms of filtrated K-theory. We prove that only spaces of type $A$ allow for a UCT by using functoriality of $\text{KK}(X; \_\_\_, \_\_\_)$ in the space variable to derive embedding results, which basically state that if a space $X$ has a subspace (or a retract) $Y$, for which there is no UCT then the same holds for $X$ itself. This shows that it is sufficient to check that there is no UCT for a small number of “bad apple” spaces. For these, it is known that the negation of statement (3) in the theorem above holds.

4 Homological Algebra in Triangulated Categories

The classical UCT of Rosenberg and Schochet is derived by using so called geometric resolutions of $C^*$-algebras. This technique of constructing ad hoc resolutions can be put in a more conceptual framework by regarding KK-theory as a triangulated category, where morphisms are given by KK-elements and the composition is given by the Kasparov product. This point of view has been introduced by R. Meyer and R. Nest in [27] to give an alternative description of the Baum-Connes conjecture. In [29], R. Meyer and R. Nest describe how homological algebra in triangulated categories can be approximated by homological algebra in usual abelian categories. In particular, they show that every “good” invariant has a unique modification that takes values in an abelian category—with a little more work this allows for reducing the question whether there is a UCT short exact sequence for a given invariant to a simpler question: Do all objects arising as values of the modified invariant have projective dimension 1?

It seems to be more clear (at least to the author) how to construct the right resolutions in the algebraic world of abelian categories than in the $C^*$-algebraic world itself. This is the advantage of this approach as one moves on to more complicated versions of KK-theory for $C^*$-algebras with additional structure. The crux of the matter is to choose an invariant, which captures enough information but whose corresponding abelian category is still sufficiently tractable to construct the desired projective resolutions of length 1.

Since this approach is the basis of all four results explained above, we will first work in the quite general context of triangulated categories with countable coproducts and (essential) idempotent suspension automorphisms. We will show for a large class of representable invariants how to reduce the question whether there is a UCT to a question about resolutions in a certain abelian category. We will then move on to the individual results, show how they fit in the general framework and give detailed explanations and proofs.
5 Triangulated Categories and the Construction of Invariants

Originally, triangulated categories were introduced as a concept to formalize structures which appear in stable homotopy theory and derived categories of abelian categories in homological algebra. A good general reference for triangulated categories is [31]. To the author’s knowledge, their first explicit applications in non-commutative topology appeared in Andreas Thom’s Thesis [45]. Having applications to KK-theory in mind, R. Meyer and R. Nest formulated the theory of homological algebra in triangulated categories building on work of D. Christensen [10], A. Beligiannis [3] and on earlier work in the context of relative homological algebra by S. Eilenberg and J. C. Moore [13].

We will assume the reader to be familiar with the definition and basic properties of triangulated categories. Let us just state that a triangulated category $\mathcal{T}$ is a preadditive category, which is equipped with two pieces of extra data: a suspension automorphism $S$ and a class of so called exact triangles.

Let us now explain the prototypical example of a triangulated category as it will be used in this thesis: non-equivariant KK-theory. Here, the suspension automorphism is given by $SA := C_0(\mathbb{R}, A)$ for a separable $C^*$-algebra $A$. Bott periodicity shows that $S$ is an equivalence of categories, the small defect that $S$ is not an automorphism in the strict sense can be repaired by passing to a thickened category $\widetilde{\mathcal{R}}$, in which $\mathcal{R}$ sits as a full essential subcategory (see [27] 2.1 for details). For a $*$-homomorphism $\phi : A \to B$, one may form the mapping cone $C_\phi := \{(f, a) \in C_0((0, 1], B) \oplus A \mid f(1) = \phi(a)\}$

and the corresponding mapping cone triangle

$$SB' \xrightarrow{\iota} C_\phi \xrightarrow{\epsilon} A \xrightarrow{\phi} B,$$

$$\iota_\phi(g) = (g, 0), \quad \epsilon_\phi(f, a) = f(1).$$

A diagram $SB' \to C' \to A' \to B'$ in $\mathcal{R}$ is an exact triangle if and only if it is isomorphic (in $\mathcal{R}$) to a mapping cone triangle. This is equivalent to the statement that $C' \to A' \to B'$ is isomorphic to a c.c.p. split extension of $C^*$-algebras (see [27] 2.2).

Also in the case of a general triangulated category $\mathfrak{T}$, we will write exact triangles in the form $SB \to C \to A \to B$. Note that this differs only in notation from the standard notation in triangulated categories: $S$ is the inverse of the suspension automorphism, which is used for instance in [31]. We introduce and follow this convention since exact triangles in this form show up naturally when working with KK-theory.
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As mentioned in the introduction our approach of deriving a UCT short exact sequence relies on the machinery of homological algebra in triangulated categories. At this point we could spend a few pages to introduce the theory. But since there are already articles, such as [29], where this theory is nicely explained, we decided to outsource the explanation of the machinery. All statements in this section should be understandable without any knowledge about homological algebra in triangulated categories. For some proofs, however, we assume familiarity with the notions of [29].

We will write \( C \in C \), if \( C \) is a category and \( C \) is an object in \( C \). For \( a \in \mathcal{C}(A,B) \) and \( b \in \mathcal{C}(B,C) \), the composition \( b \circ a \) will sometimes also be denoted by \( a \cdot b \in \mathcal{C}(A,C) \).

Let us assume that \( \Sigma \) has countable coproducts. We would like to study \( \Sigma \) by invariants, which take values in an abelian category \( \mathfrak{A} \), i.e. by functors \( F : \Sigma \to \mathfrak{A} \). A functor \( F \) is called \textit{stable} if \( \mathfrak{A} \) is equipped with a suspension automorphism \( \Sigma \) such that \( FS = \Sigma F \) holds. A covariant functor \( F \) is called \textit{homological} if it maps an exact triangle \( SB \to C \to A \to B \) to a long exact sequence

\[
\ldots \to \Sigma F(A) \to \Sigma F(B) \to F(C) \to F(A) \to F(B) \to \Sigma^{-1}F(C) \to \ldots
\]

Similarly, a contravariant functor \( F \) is called \textit{cohomological} if it maps an exact triangle \( SB \to C \to A \to B \) to a long exact sequence

\[
\ldots \leftarrow \Sigma F(A) \leftarrow \Sigma F(B) \leftarrow F(C) \leftarrow F(A) \leftarrow F(B) \leftarrow \Sigma^{-1}F(C) \leftarrow \ldots
\]

Our aim in this chapter is to clarify what conditions on \( F \) we really need in order to obtain a UCT short exact sequence, which computes the morphism groups of \( \Sigma \) in terms of \( F \), i.e. under which condition we can expect a short exact sequence of the form

\[
\text{Ext}\,^1_{\mathfrak{A}}(F(A), \Sigma F(B)) \to \Sigma(A,B) \to \text{Hom}_{\mathfrak{A}}(F(A), F(B)).
\]

An obvious example will be given by Hom-functors. First, we need a definition.

**Definition 5.1.** Let \( \Sigma_* \) be the category with the same objects as \( \Sigma \), \( \mathbb{Z} \)-graded morphism groups \( \Sigma_*(A,B) \), where \( \Sigma_n(A,B), \ n \in \mathbb{N} \) is given by \( \Sigma_n(A,B) := \Sigma(S^nA,B) \) and composition given by

\[
a \cdot b := S^n a \cdot b
\]

for \( a \in \Sigma_n(A,B) \) and \( b \in \Sigma_m(B,C) \).

**Definition 5.2.** \( A \in \Sigma \) is called \( \omega \)-compact, if \( \Sigma(A,\_\_\) commutes with direct sums. A countable family \( \mathcal{A} \) of \( \omega \)-compact objects in \( \Sigma \) such that for all \( A \in \mathcal{A}, \Sigma(A,B) \) is countable for all \( B \in \Sigma \), is called a \textit{c-family} in \( \Sigma \).

Let \( \mathcal{A} \) be a \textit{c-family} in \( \Sigma \). We want to construct a functor \( F_{\mathcal{A}} \), which takes values in an abelian category. Let us first describe the target category. Let \( \Sigma^{\mathcal{A}}_* \) be the full subcategory of \( \Sigma_* \) with objects \( A \). \( \Sigma^{\mathcal{A}}_* \) is a small, preadditive category.

**Definition 5.3.** Let \( \mathfrak{Ab}^\mathbb{Z}_C \) denote the category of countable \( \mathbb{Z} \)-graded abelian groups. Let \( \mathfrak{Mod}(\Sigma^{\mathcal{A}}_*)^\mathbb{Z}_C \) be the category of countable \( \mathbb{Z} \)-graded \( \Sigma^{\mathcal{A}}_* \)-modules, i.e., the category whose
objects consist of contravariant additive functors $M : \mathfrak{T}^A \to \mathfrak{Ab}_c^Z$, which are grading preserving in the sense that for $a \in \mathfrak{T}_n(A,B)$, $M(a) : M(B) \to M(A)$ sends $M(B)[m]$ to $M(A)[m + n]$. Morphisms in $\mathfrak{Mod}(\mathfrak{T}^A)_c^Z$ are given by grading preserving natural transformations $M \Rightarrow M'$.

Performing pointwise constructions, it is not hard to check that $\mathfrak{Mod}(\mathfrak{T}^A)_c^Z$ is abelian.

**Remark 5.4.** Let $\mathcal{R}_A$ be the graded category ring of $\mathfrak{T}^A$. $\mathcal{R}_A$ is unital if and only if $A$ is finite. In this case, the category of modules over $\mathfrak{T}^A$ is equivalent to the category of $\mathcal{R}_A$-modules.

**Definition 5.5.** Define $F_A : \mathfrak{T} \to \mathfrak{Mod}(\mathfrak{T}^A)_c^Z$ by $F_A(B)(A)[n] := \mathfrak{T}_n(A,B)$.

Composition on the left equips $F_A(B)$ with the structure of a module over $\mathfrak{T}^A$. Composition on the right shows that $F_A$ is a covariant functor. $\mathfrak{Mod}(\mathfrak{T}^A)_c^Z$ is equipped with a suspension automorphism $\Sigma$, which is given by $\Sigma M(A)[n] := M(A)[n - 1]$. It is clear that $F_A$ is stable, Lemma 1.1.10 in [31] shows that $F_A$ is homological. Thus for every $c$-family $A$ in $\mathfrak{T}$, we have constructed an additive stable homological functor $F_A : \mathfrak{T} \to \mathfrak{Mod}(\mathfrak{T}^A)_c^Z$.

**Lemma 5.6.** Let $A$ be a $c$-family in $\mathfrak{T}$, $n \in \mathbb{N}$ and $A \in \mathcal{A}$. Then $F_A(S^n A) \in \mathfrak{Mod}(\mathfrak{T}^A)_c^Z$ is projective. $\mathfrak{Mod}(\mathfrak{T}^A)_c^Z$ has enough projective objects.

**Proof.** Let $M, N \in \mathfrak{Mod}(\mathfrak{T}^A)_c^Z$, then by Yoneda’s Lemma

$$\mathfrak{Mod}(\mathfrak{T}^A)_c^Z(F_A(S^n A), M) \to M(A)[n], \quad \Phi \mapsto \Phi(id_{S^n A}),$$

is an isomorphism. Since $\Psi \in \mathfrak{Mod}(\mathfrak{T}^A)_c^Z(N, M)$ is an epimorphism if and only if $\Psi(A) : N(A) \to M(A)$ is onto for all $A \in \mathcal{A}$, this shows that $F_A(S^n A)$ is projective. Furthermore, for every $A \in \mathcal{A}$, $n \in \mathbb{N}$ and $m \in M(A)[n]$, there is $\Phi_m : F_A(S^n A) \to M$ such that $\Phi_m(id_{S^n A}) = m$. Therefore

$$\bigoplus_{A \in \mathcal{A}, n \in \mathbb{N}, m \in M(A)[n]} F_A(S^n A) \to M$$

is an epimorphism. This shows that $\mathfrak{Mod}(\mathfrak{T}^A)_c^Z$ has enough projective objects. \hfill $\square$

As mentioned in the introduction, our aim is to translate homological algebra in the triangulated category $\mathfrak{T}$ to homological algebra in a suitable abelian category. Homological algebra in a triangulated category is always relative, that is we have to specify an ideal – a subclass $\mathfrak{I}$ of all morphisms in $\mathfrak{T}$, which is closed under composition [29]. We will only be concerned with ideals of the form $\mathfrak{I} := \ker F$, where $\ker F(A, B) := \{ f \in \mathfrak{T}(A, B) \mid F(f) = 0 \}$ for some stable homological functor $F$. In good cases, homological algebra in $\mathfrak{T}$ with respect to $\mathfrak{I}$ can be completely translated to homological algebra in an abelian category by means of a so called universal stable homological $\mathfrak{I}$-exact functor.
**Background**

**Definition 5.7.** Let $\mathfrak{A}$ be an abelian category, $\mathfrak{J}$ an ideal in $\mathcal{S}$ and $F: \mathcal{S} \to \mathfrak{A}$ a stable homological functor. $F$ is the **universal stable homological $\mathfrak{J}$-exact functor** if for any other stable homological functor $G: \mathcal{S} \to \mathfrak{A}'$ with $G(f) = 0 \forall f \in \mathfrak{J}$, there is a unique additive functor $\tilde{G}: \mathfrak{A} \to \mathfrak{A}'$ such that $G = \tilde{G} \circ F$.

**Lemma 5.8.** Let $\mathcal{A}$ be a $c$-family in $\mathcal{S}$. Then $F_A$ is the universal stable homological $\ker F_A$-exact functor.

**Proof.** By [29] Theorem 3.39 and Remark 3.40 and our last Lemma (5.6), we only have to check that for every $A \in \mathcal{A}$ and every $n \in \mathbb{Z}$ there is an object $F_A^1(F_A(S^n A)) \in \mathcal{S}$ such that

1. For every $B \in \mathcal{S}$, there is an isomorphism
   
   \[ \Theta_B: \mathcal{M}\textrm{od}(\mathcal{S}_c^*)^\mathbb{Z}(F_A(S^n A), F_A(B)) \cong \mathcal{S}((F_A^1(F_A(S^n A)), B)). \]

2. $F_A\left(\Theta_{S^n A}(\text{id}_{F_A(S^n A)})\right)$ induces an isomorphism $F_A\left(F_A^1(F_A(S^n A))\right) \cong F_A(S^n A)$.

Set $F_A^1(F_A(S^n A)) := S^n A$.

(1): Recall that $\mathcal{M}\textrm{od}(\mathcal{S}_c^*)^\mathbb{Z}(F_A(S^n A), M) \to M(A)[n]$, $\Phi \mapsto \Phi(\text{id}_{S^n A})$ is an isomorphism, therefore, $\Theta_B$ is given by

\[ \mathcal{M}\textrm{od}(\mathcal{S}_c^*)^\mathbb{Z}(F_A(S^n A), F_A(B)) \cong F_A(B)(A)[n] = \mathcal{S}(S^n A, B), \quad \Phi \mapsto \Phi(\text{id}_{S^n A}) \]

(2): We have $F_A\left(F_A^1(F_A(S^n A))\right) = F_A(S^n A)$ and $F_A\left(\Theta_{S^n A}(\text{id}_{F_A(S^n A)})\right) = F_A(\text{id}_{S^n A})$. This proves the lemma.

**Corollary 5.9.** Let $\mathcal{A}$ be a $c$-family in $\mathcal{S}$ and $P \in \mathcal{M}\textrm{od}(\mathcal{S}_c^*)^\mathbb{Z}$ projective, then there is $B \in \mathcal{S}$ such that $F_A(B) \cong P$.

**Proof.** This follows from Theorem 3.41 in [29], since $F_A$ is the universal stable homological $\ker F_A$-exact functor.

**6 The Bootstrap Class**

Recall that we are looking for the general conditions, under which we can expect the existence of a UCT short exact sequence, i.e. of a short exact sequence of the form

\[ \text{Ext}_{\mathfrak{A}}^1(F(A), \Sigma F(B)) \to \mathcal{S}(A, B) \to \text{Hom}_{\mathfrak{A}}(F(A), F(B)). \]

As in the case of the usual UCT, we can expect this to hold only for objects $A$ in a certain bootstrap class.

**Definition 6.1.** Let $\mathcal{A}$ be a family of objects in $\mathcal{S}$. The **Bootstrap class** $\mathfrak{B}_\mathcal{A}$ is the localizing subcategory generated by $\mathcal{A}$, i.e., the smallest subclass $\mathcal{C}$ of objects of $\mathcal{S}$ which is closed under the following operations:
1. (suspension) If \( A \) is in \( C \), then \( SA \) and \( S^{-1}A \) are in \( C \).

2. (exact triangles) If \( SB \to C \to A \to B \) is an exact triangle and two of the three objects \( A, B \) and \( C \) are in \( C \), then so is the third.

3. (direct sums) If \( (A_i)_{i \in I} \) is a countable family of objects in \( C \), then so is \( \bigoplus_{i \in I} A_i \).

4. (retracts) If \( B \) is in \( C \) and there are \( f : A \to B \) and \( g : B \to A \) such that \( f \cdot g = \text{id}_A \), then \( A \) is in \( C \).

If \( \mathcal{A} \) consists only of one object \( A \), we will also write \( \mathfrak{B}_A \) instead of \( \mathfrak{B}_A \).

**Lemma 6.2.** Let \( \mathcal{A} \) be a c-family of objects in \( \mathfrak{T} \). Then \( \mathfrak{B} \bigoplus_{A \in \mathcal{A}} A = \mathfrak{B}_A \).

**Proof.** We obviously have that \( \mathfrak{B} \bigoplus_{A \in \mathcal{A}} A \) is a subclass of \( \mathfrak{B}_A \). The other direction follows by the fact that \( \mathfrak{B}_A \) as a localizing subcategory is automatically thick [31], i.e. that \( B \oplus C \in \mathfrak{B}_A \) implies \( B \in \mathfrak{B}_A \).

The next lemma tells us that the objects in the bootstrap class \( \mathfrak{B}_A \) are “orthogonal” to the class of objects on which \( F_A \) vanishes.

**Lemma 6.3.** Let \( \mathcal{A} \) be a countable family of objects in \( \mathfrak{T} \) and \( B \in \mathfrak{B}_A \). Then \( B \) has the following property: If \( C \in \mathfrak{T} \) such that \( F_A(C) = 0 \) then \( \mathfrak{T}(B,C) = 0 \).

**Proof.** Let \( \mathfrak{B}' \) be the class of of objects \( B \in \mathfrak{T} \) such that \( F_A(C) = 0 \) implies \( \mathfrak{T}(B,C) = 0 \). \( \mathfrak{B}' \) is closed under taking suspensions, exact triangles (five lemma), retracts and countable direct sums and obviously contains \( A \), hence it contains \( \mathfrak{B}_A \).

Under a certain regularity condition on the objects in \( \mathcal{A} \), the property of the last lemma completely characterizes the bootstrap class.

Note that the five lemma implies that the full subcategory of \( \omega \)-compact objects is thick, i.e. is closed under suspensions, exact triangles and countable coproducts.

**Proposition 6.4.** Let \( \mathcal{A} \) be a c-family in \( \mathfrak{T} \) and \( B \in \mathfrak{T} \). The following statements are equivalent:

1. \( B \) is in \( \mathfrak{B}_A \).
2. If \( C \in \mathfrak{T} \) such that \( F_A(C) = 0 \) then \( \mathfrak{T}(B,C) = 0 \).

**Proof.** We only have to show (2) \( \Rightarrow \) (1). [27] Theorem 6.1, shows that \( \mathfrak{T}(\_, B) \) restricted to the triangulated subcategory \( \mathfrak{B}_A \) is representable, i.e. there is a \( B \) in \( \mathfrak{B}_A \) and an isomorphism of (restricted) functors \( T : \mathfrak{T}(\_, B) \big|_{\mathfrak{B}_A} \cong \mathfrak{T}(\_, B) \big|_{\mathfrak{B}_A} \). Set \( \phi := TB(\text{id}_B) \in \mathfrak{T}(B,B) \) and let \( C_\phi \) the mapping cone of \( \phi \). Since \( \phi \) is an \( F_A \)-equivalence by construction, \( F_A(C_\phi) = 0 \). Therefore, \( \mathfrak{T}(B,C_\phi) = 0 \). We also have \( \mathfrak{T}(B,C_\phi) = 0 \). Since \( \mathfrak{T}(\_, C_\phi) \) is cohomological, this shows that \( \mathfrak{T}(C_\phi,C_\phi) = 0 \), i.e. that \( C_\phi \cong 0 \) in \( \mathfrak{T} \). Therefore, \( \phi \) is an isomorphism.

In applications to KK-theory, it is often desirable to have a more explicit characterization of the objects in the corresponding bootstrap class. This can be done in most cases of interest as the reader will see once we are dealing with applications.
7 A General UCT Criterion

We present a general criterion for the existence of a UCT short exact sequence for invariants of the form $F_{\mathcal{A}}$, which only involves the bootstrap class $\mathfrak{B}_{\mathcal{A}}$ and projective resolutions in the target category of $F_{\mathcal{A}}$.

**Theorem 7.1.** Let $\mathcal{A}$ be a c-family of objects in $\mathcal{T}$ and $B \in \mathcal{T}$. Assume that

1. $B \in \mathfrak{B}_{\mathcal{A}}$;
2. $F_{\mathcal{A}}(B)$ has a projective resolution of length 1 in $\mathfrak{Mod}(\mathcal{T}_{\mathcal{A}}^Z)^{\mathcal{T}}$.

Then, for every $C \in \mathcal{T}$, there is a grading preserving short exact UCT sequence:

$$\text{Ext}^1_{\mathfrak{Mod}(\mathcal{T}_{\mathcal{A}}^Z)^{\mathcal{T}}}(\Sigma F_{\mathcal{A}}(B), F_{\mathcal{A}}(C)) \rightarrow \mathcal{T}(B, C) \rightarrow \text{Hom}_{\mathfrak{Mod}(\mathcal{T}_{\mathcal{A}}^Z)^{\mathcal{T}}}(F_{\mathcal{A}}(B), F_{\mathcal{A}}(C)).$$

**Proof.** Set $\mathfrak{J} := \ker(F_{\mathcal{A}})$, i.e. $\mathfrak{J}(A, B) = \{ f \in \mathcal{T}(A, B) | F_{\mathcal{A}}(f) = 0 \}$, then $\mathfrak{J}$ is a homological ideal in the sense of Definition 2.20 of [29]. By definition of $\mathfrak{J}$, $F_{\mathcal{A}}$ is $\mathfrak{J}$-exact.

We already know that $F_{\mathcal{A}}$ is the universal $\ker F_{\mathcal{A}}$-exact stable homological functor. By [29] Theorem 3.41, assumption (2) implies that $B$ has a $\ker F_{\mathcal{A}}$-projective resolution of length 1. The same theorem states that there are natural isomorphisms

$$\text{Ext}^n_{\mathfrak{Mod}(\mathcal{T}_{\mathcal{A}}^Z)^{\mathcal{T}}}(F_{\mathcal{A}}(B), F_{\mathcal{A}}(C)) \cong \text{Ext}^n_{\mathfrak{Mod}(\mathcal{T}_{\mathcal{A}}^Z)^{\mathcal{T}}}(F_{\mathcal{A}}(B), F_{\mathcal{A}}(C)) \text{ for all } n \in \mathbb{N}.$$

[29] Lemma 3.2 and Lemma 6.3 of the present chapter tell us that assumption (1) implies that $\mathcal{T}(B, C) = 0$ for all $\ker F_{\mathcal{A}}$-contractible $C$. Therefore, the statement follows by [29] Theorem 4.4. □


Equivariant KK-theory and the UCT for the Action of a Cyclic Group of Prime Order

The main aim of this chapter is to prove an equivariant Universal Coefficient Theorem for $C^*$-algebras equipped with an action of $C(p)$. More precisely, we will define $E^{K\mathcal{C}(p)}$ as the invariant associated with the family $\mathcal{A} := \{ \mathcal{C}, \mathcal{C}(\mathcal{C}(p)), C_u \}$ in $\mathfrak{R}\mathfrak{C}(p)$. Where $C_u$ denotes the mapping cone of the unital embedding of $\mathcal{C}$ into $\mathcal{C}(\mathcal{C}(p))$. $E^{K\mathcal{C}(p)}$ takes values in the category of countable $\mathbb{Z}/2$-graded modules over $\mathfrak{R}$–the category ring of $\mathfrak{R}\mathfrak{C}(p)$ restricted to $\mathcal{A}$. For separable $C(p)$-$C^*$-algebras $A$ and $B$ with $A$ being in a certain bootstrap class $\mathfrak{B}\mathfrak{C}(p)$, we will prove the existence of a short exact UCT sequence

$$\text{Ext}_R(E^{K\mathcal{C}(p)}(SA), E^{K\mathcal{C}(p)}(B)) \rightarrow K^*_{\mathcal{C}(p)}(A, B) \rightarrow \text{Hom}_R(E^{K\mathcal{C}(p)}(A), E^{K\mathcal{C}(p)}(B)).$$

We will also show that at least all $C(p)$-$C^*$-algebras of type I are in $\mathfrak{B}\mathfrak{C}(p)$.

This chapter is organized as follows: In Section 8, we explain for a locally compact group $G$ how to view $KK^G$ as a triangulated category with countable coproducts. We furthermore derive some properties of the Hom-like invariants $F_A$ such as a Connes–Thom isomorphism and a Pimsner–Voiculescu exact sequence. Then in 9, we compare our definition of the bootstrap class with the definition of Rosenberg and Schochet and show that in the case $G = C(p)$ all type I algebras are in the corresponding bootstrap class. In Section 10, we introduce the invariant $E^{K\mathcal{C}(p)}$ as a module over a category ring $\mathcal{R}$ as a special case of the general construction. In Section 11, we will calculate the ring $\mathcal{R}$ in terms of generators and relations and use this description in Section 12 to show that there is a UCT short exact sequence for $E^{K\mathcal{C}(p)}$ by proving that every module of the form $E^{K\mathcal{C}(p)}(A)$ has projective dimension 1.

8 Equivariant KK-theory as a Triangulated Category

8.1 The Categories $\mathfrak{R}\mathcal{R}^G$ and $\mathfrak{R}\mathcal{R}^G$

For a locally compact group $G$, let $\mathfrak{R}\mathcal{R}^G$ denote the category, which has separable $G$-$C^*$-algebras as objects and in which the set of morphisms from $A$ to $B$ is equal to $KK^G(A, B)$. Composition is given by the Kasparov product. $\mathfrak{R}\mathcal{R}^G$ is a preadditive category, which has countable coproducts, it also carries the structure of a triangulated category (for a proof consult the Appendix of [27]).

As in the non-equivariant case, the suspension automorphism $S$ of $\mathfrak{R}\mathcal{R}^G$ is given by taking the outer tensor product with $\mathcal{C}_0(\mathbb{R})$. A triangle is exact if and only if it is
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isomorphic to a mapping cone triangle. This is equivalent to the statement that it is isomorphic to a $G$-equivariantly c.c.p. split extension ([27] Section 2.1.).

Following Definition 5.1, we may form $\mathcal{R}_G^G$. Due to Bott periodicity, it suffices to work with a slightly simpler $\mathbb{Z}/2$-graded variant: Define

$$\mathcal{R}_G^G(A, B) := \mathcal{R}_G^G(A, B) \oplus \mathcal{R}_G^G(A, B)$$

Let $B \in \mathcal{R}_G^G(C, S^2)$ and $D \in \mathcal{R}_G^G(S^2, C)$ denote the usual Bott and Dirac element and for a $G$-$C^\ast$-algebra $A$ define isomorphisms $B_A := B \otimes C 1_A \in \mathcal{R}_G^G(A, S^2 A)$ and $D_A := D \otimes C 1_A \in \mathcal{R}_G^G(S^2 A, A)$.

Definition 8.1. Let $A$, $B$ and $C$ be separable (trivially graded) $G$-$C^\ast$-algebras, $i, j \in \{0, 1\}$ and $x \in \mathcal{R}_G^G(A, B)$, $y \in \mathcal{R}_G^G(B, C)$. Set $k = i + j \mod 2$. Define a product

$$\mathcal{R}_G^G(A, B) \otimes \mathcal{R}_G^G(B, C) \rightarrow \mathcal{R}_G^G(A, C)$$

by

$$x \cdot y := \begin{cases} x \otimes_B y & \text{if } j = 0 \\ Sx \otimes_S B y & \text{if } i = 0, \ j = 1 \\ B_A \otimes S^2 B Sx \otimes_S B y & \text{if } i = 0, \ j = 1 \end{cases}$$

Using that $1_S \otimes_C B = B \otimes_C 1_S$ (which follows from the fact that $\mathbb{R}^3 \rightarrow \mathbb{R}^3, (x, y, z) \mapsto (z, x, y)$ is homotopic to the identity), it is easy to check that this product is associative. Of course $1_A$ acts as the identity on $A$. We obtain a category, which is equivalent to the $\mathbb{Z}$-graded version of definition 5.1. It will also be denoted by $\mathcal{R}_G^G$.

8.2 Properties of the Hom-like Invariants in the $G$-equivariant Case

Let $\mathcal{A}$ be a c-family of objects in $\mathcal{R}_G^G$. In 5.5, we constructed an invariant $F_{\mathcal{A}}$. For instance, if $G$ is compact and we set $\mathcal{A} = \{ C \}$ with the trivial grading, we obtain equivariant K-theory with its module structure over the complex representation ring $R(G)$.

Thanks to Bott periodicity, the long exact sequence is 6-periodic, i.e., if $SA \rightarrow C \rightarrow A \rightarrow B$ is an exact triangle (for example, if $C \rightarrow A \rightarrow B$ is an equivariantly c.c.p. split extension) then there is a 6-term exact sequence

$$F_{\mathcal{A}}(C) \rightarrow F_{\mathcal{A}}(A) \rightarrow F_{\mathcal{A}}(B)$$

Recall that K-theory is exact, even if it is applied to non c.c.p. split extensions. If we restrict to compact $G$ and a family $\mathcal{A}$ consisting of nuclear $C^\ast$-algebras, the same holds for $F_{\mathcal{A}}$: 18
Lemma 8.2. Let $G$ be compact and all $A \in A$ nuclear. If $B_1 \to B_2 \to B_3$ is a $G$-equivariant extension, then there is a natural 6-term exact sequence

$$
\begin{array}{cccc}
F_A(B_1) & \longrightarrow & F_A(B_2) & \longrightarrow F_A(B_3) \\
\Sigma F_A(B_3) & \longleftarrow & \Sigma F_A(B_2) & \longleftarrow \Sigma F_A(B_1).
\end{array}
$$

Proof. This follows from the main result of [24] and is also contained in [42].

The statement of the lemma is true in the more general context of $G$ being strongly K-amenable and $A$ being nuclear in equivariant K-theory, for example if $G$ is discrete and amenable, then it is strongly K-amenable (see [24] for an explanation of these notions and a proof of this result).

Next we will derive analogues of the Thom isomorphism and the Pimsner–Voiculescu exact sequence. Let $G_1$ and $G_2$ be locally compact groups. If $B \in \mathcal{A}G_1 \times G_2$, then taking the partial crossed product ([23] 3.11) yields $G_2 \ltimes A \in \mathcal{A}G_1$. Let furthermore $\eta: \mathcal{A}G_1 \times G_2 \to \mathcal{A}G_1$ denote the functor which is given by forgetting the $G_2$-action.

Proposition 8.3 (Thom isomorphism). Let $B \in \mathcal{A}G_1 \times G_2$, then there is a $\mathcal{A}G_1$-equivalence

$$
\eta B \cong B \times \mathbb{R}.
$$

This isomorphism passes to any functor, which is defined on $\mathcal{A}G_1$, for example by applying $F_A$, we obtain a Thom isomorphism $\Sigma F_A(B) \cong F_A(B \times \mathbb{R})$.

Proof. Equip $C_0(\mathbb{R}) \in \mathcal{A}G_1 \times \mathbb{R}$ with an $\mathbb{R}$-action by translation and trivial $G$-action. First consider $C_0(\mathbb{R})$ as an $\mathbb{R}$-algebra by forgetting the $G$-action. By [23] Theorem 5.7 and Theorem 5.9 applied to $\mathbb{R}$, we obtain a $\mathcal{A}G_1$-equivalence $C \cong C(\mathbb{R}) = C_1 \otimes C_0(\mathbb{R})$, where $C_1$ denotes the first Clifford algebra with trivial $\mathbb{R}$-action. Usual Bott periodicity yields $C \cong SC_0(\mathbb{R})$ in $\mathcal{A}G_1$, or equivalently, $S \cong C_0(\mathbb{R})$. Pullback via the projection $G \times \mathbb{R} \to \mathbb{R}$ gives $S \cong C_0(\mathbb{R})$ in $\mathcal{A}G_1 \times \mathbb{R}$. Applying the exterior product with $1_B$ yields a $\mathcal{A}G_1 \times \mathbb{R}$-equivalence $SB \cong C_0(\mathbb{R}, B)$ (Here, $G \times \mathbb{R}$ acts on $C_0(\mathbb{R}, B)$ diagonally via the identification $C_0(\mathbb{R}, B) \cong C_0(\mathbb{R}) \otimes B$). Let $B$ denote $B$ with $G$ acting as before but with trivial $\mathbb{R}$-action. Then

$$
C_0(\mathbb{R}, B) \to C_0(\mathbb{R}, B), \quad f \mapsto (t \mapsto (e, t) \cdot f(t))
$$

yields $G \times \mathbb{R}$-equivariant $*$-isomorphism. Hence we obtain a chain of $\mathcal{A}G_1 \times \mathbb{R}$-equivalences

$$
SB \cong C_0(\mathbb{R}, B) \cong C_0(\mathbb{R}, B) \cong S \tilde{B}
$$

or, equivalently, $B \cong \tilde{B}$ in $\mathcal{A}G_1 \times \mathbb{R}$. Now applying the partial crossed product with $\mathbb{R}$ yields the claim since $C^* \mathbb{R} \cong S$.

Proposition 8.4 (Pimsner–Voiculescu exact triangle). Let $B \in \mathcal{A}G_1 \times \mathbb{Z}$, then there is an exact triangle

$$
\eta B \to \eta B \to \mathbb{Z} \times B \to \eta SB
$$
Applying $F_A$ or any other (co-)homological functor yields a Pimsner–Voiculescu type exact sequence.

**Proof.** Let $G \times \mathbb{Z}$ act on $C_0(\mathbb{R}, B)$ diagonally with $G$ acting trivially and $\mathbb{Z}$ acting by translation on $\mathbb{R}$ and similarly for $C_0(\mathbb{Z}, B)$. Restriction provides a surjection $C_0(\mathbb{R}, B) \twoheadrightarrow C_0(\mathbb{Z}, B)$, whose kernel may be identified with $SC_0(\mathbb{Z}, B)$. The resulting extension

$$SC_0(\mathbb{Z}, B) \hookrightarrow C_0(\mathbb{R}, B) \rightarrow C_0(\mathbb{Z}, B)$$

is $\mathbb{Z} \times G$-equivariantly c.c.p. split and hence provides an exact triangle in $\mathcal{KK}_{\mathbb{Z} \times G}$. Restricting the $\mathcal{KK}_{G \times \mathbb{R}}$-equivalence $S \cong C_0(\mathbb{R})$ from the proof of Proposition 8.3 to $G \times \mathbb{Z}$ and tensoring with $1_B$ yields a $\mathcal{KK}_{G \times \mathbb{Z}}$-equivalence $C_0(\mathbb{R}, B) \cong SB$. Let $\tilde{B}$ denote $B$ with $G$ acting as before but with trivial $\mathbb{Z}$-action.

$$C_0(\mathbb{Z}, \tilde{B}) \rightarrow C_0(\mathbb{Z}, B), \quad f \mapsto (n \mapsto (e, n) \cdot f(n)),$$

yields a $G \times \mathbb{Z}$-equivariant $\ast$-isomorphism. Hence there is an exact triangle

$$SC_0(\mathbb{Z}, \tilde{B}) \rightarrow SB \rightarrow C_0(\mathbb{Z}, \tilde{B}).$$

Now we can apply the partial crossed product with $\mathbb{Z}$ and shift the resulting exact triangle to an exact triangle of the desired form. □

### 9 A close Look at the Bootstrap Class

Recall that $\mathcal{B}_A$ is the localizing subcategory of $\mathcal{KK}_{\mathbb{R}^G}$ generated by $A \in \mathcal{A}$. As an example, consider $F = (C_0(\mathbb{G}/H))_{H \text{ closed subgroup of } G}$. Then $\mathcal{B}_F$ can be thought of as a $\mathcal{KK}$-analogue of the category of (pointed) $G$-$CW$-complexes (as for instance introduced in [25]), i.e., all separable $G$-$C^*$-algebras which can be constructed from basic building blocks of the form $C_0(G/H)$ via the operations of $\mathcal{KK}_G$-equivalence, countable direct sums, suspensions and exact triangles. Taking suspensions is the direct analogue of the topological suspension functor, countable direct sums and exact triangles correspond to the gluing procedure for $G$-$CW$-complexes. Of course, since we are including $\mathcal{KK}_G$-equivalences, the bootstrap class contains much more than just (continuous functions on) $G$-$CW$-complexes.

Let us now connect our notion of a bootstrap class to the one of Rosenberg and Schochet defined in [40]. Note that Rosenberg and Schochet only consider nuclear $G$-$C^*$-algebras. A useful property of the subclass of nuclear $G$-$C^*$-algebras is that for a compact $G$ we do not have to distinguish between extensions and admissible extensions, a fact that is well known for the non-equivariant case and easily extends to the equivariant setting if $G$ is compact.

**Lemma 9.1.** Let $G$ be a compact topological group,

$$J \rightarrow A \rightarrow Q$$

a $G$-equivariant extension and $Q$ a nuclear $G$-$C^*$-algebra, then there is a $G$-equivariant c.c.p. splitting $\sigma$. 
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Proof. By [9], there is a (not necessarily equivariant) c.p. splitting section \( s: Q \to A \) of norm at most 1. An equivariant splitting is given by
\[
\sigma(q) := \int_G g^{-1} s(gq) \, d\mu_G. \tag{\Box}
\]

Let \( \mathcal{C} \) be a class of nuclear \( G\)-\( C^* \)-algebras. Consider the following closure properties:

1. Let \( 0 \to A \to B \to C \to 0 \) be a short exact sequence of \( G\)-\( C^* \)-algebras. If two of the three algebras are in \( \mathcal{C} \), then the third is also in \( \mathcal{C} \).

2. If \( (A_n, \alpha_n^m) \) is a countable inductive system of \( G\)-\( C^* \)-algebras in \( \mathcal{C} \), then \( A_{\infty} := \lim_n (A_n, \alpha_n^m) \) is in \( \mathcal{C} \).

3. If \( (A, \alpha) \) is in \( \mathcal{C} \) and \( (A, \alpha) \) is exterior equivalent to \( (A, \alpha') \), then \( (A, \alpha') \) is in \( \mathcal{C} \).

4. If \( A \) is in \( \mathcal{C} \) and \( A \) is \( G \)-stably isomorphic to \( B \), then \( B \) is in \( \mathcal{C} \).

5. If \( A \) in \( \mathcal{C} \) admits an action of \( \mathbb{R} \) (or \( \mathbb{Z} \)) that commutes with the \( G \) action, then \( \mathbb{R} \times A \) (or \( \mathbb{Z} \times A \), respectively) is in \( \mathcal{C} \).

**Definition 9.2.** Let \( \mathcal{F} \) be a family of nuclear \( G\)-\( C^* \)-algebras. Define \( \langle \langle \mathcal{F} \rangle \rangle \) to be the smallest subclass of all subclasses of nuclear \( G\)-\( C^* \)-algebras that contain \( \mathcal{F} \) and have the closure properties (1)–(5).

**Proposition 9.3.** Let \( G \) be a compact group and \( \mathcal{F} \) be a family of nuclear \( G\)-\( C^* \)-algebras. Then
\[
\langle \langle \mathcal{F} \rangle \rangle \subseteq \mathcal{B}_{\mathcal{F}}.
\]

**Proof.** Let \( \mathcal{C} \) be the class of all nuclear \( G\)-\( C^* \)-algebras in \( \mathcal{B}_{\mathcal{F}} \). We have to show that \( \mathcal{C} \) has the closure properties (1)–(5). This is true for (3) and (4), since \( \mathcal{B}_{\mathcal{F}} \) is closed under KK\({}^G \)-equivalence and stabilization preserves nuclearity. Since crossed products by \( \mathbb{Z} \) and \( \mathbb{R} \) preserve nuclearity, \( \mathcal{C} \) is closed under (5) by Propositions 8.4 and 8.3. (1) holds by Lemma 9 and since nuclearity passes to quotients, ideals and is preserved under extensions ([35], the remark following definition 11.7). To prove (2), let \( (A_n, \alpha_n^m) \) be a countable inductive system of \( G\)-\( C^* \)-algebras in \( \mathcal{C} \). Recall from [27] Section 2.4., that there is a homotopy limit \( \text{ho-\lim}_n (A_n, \alpha_n^m) \), which is, by definition, part of an exact triangle
\[
S(\text{ho-\lim}_n (A_n, \alpha_n^m)) \to \bigoplus_n A_n \to \bigoplus_n A_n \to \text{ho-\lim}_n (A_n, \alpha_n^m)
\]
and that \( \text{ho-\lim}_n (A_n, \alpha_n^m) \) is KK\(^G \)-equivalent to \( A_{\infty} \) if the extension of \( G\)-\( C^* \)-algebras
\[
T(A_n, \alpha_n^m) \to \tilde{T}(A_n, \alpha_n^m) \to A_{\infty}
\]
is admissible, i.e., has a \( G \)-equivariant c.c.p. split. Here, \( T(A_n, \alpha_n^m) \) and \( \tilde{T}(A_n, \alpha_n^m) \) are mapping telescope constructions, for the exact definition see [27] p. 11–12. Since a direct limit of nuclear \( C^* \)-algebras is again nuclear ([7], remark to Exercise 2.3.7.), we see that \( T(A_n, \alpha_n^m) \to \tilde{T}(A_n, \alpha_n^m) \to A_{\infty} \) is admissible by Lemma 9. This gives a KK\(^G \)-equivalence \( A_{\infty} \cong \text{ho-\lim}_n (A_n, \alpha_n^m) \). Since \( \mathcal{B}_{\mathcal{F}} \) is closed under direct sums, exact triangles and KK\(^G \)-equivalences, this shows that \( A_{\infty} \) is in \( \mathcal{C} \). \( \Box \)
Equivariant KK-theory and the UCT for the Action of a Cyclic Group of Prime Order

As in [40], let $A_G$ be the class of all separable abelian $G$-$C^*$-algebras. Rosenberg and Schochet’s version of the bootstrap class is $\langle\langle A_G \rangle\rangle$. They prove the following useful theorem:

**Theorem 9.4.** Let $G$ be a compact Lie group and $F$ a collection of $G$-$C^*$-algebras such that for all closed subgroups $H$ of $G$ and all continuous trace $G$-$C^*$-algebras $A$ with spectrum $\tilde{A} = G/H$ ($G$ acting by translation), $A \in F$. If $B$ is a type I $C^*$-algebra and $\beta$ a $G$-action on $B$, then $(B, \beta)$ is in $\langle\langle F \rangle\rangle$.

**Proof.** See [40], Theorem 2.8.

The same techniques as in the proof of the last theorem may be used to connect Rosenberg’s and Schochet’s notion of a bootstrap class with our definition.

**Theorem 9.5.** Let $G$ be a compact (not necessarily connected) Lie group and

$$F_G := \langle\langle C_0(G/H) \rangle\rangle_H$$

closed subgroup of $G$.

Then

$$\langle\langle A_G \rangle\rangle \subseteq \mathcal{B}_{F_G}.$$  

**Proof.** By Proposition 9.3 it is sufficient to show that every separable abelian $G$-$C^*$-algebra is contained in $\langle\langle F_G \rangle\rangle$, i.e., that $\langle\langle F_G \rangle\rangle = \langle\langle A_G \rangle\rangle$. The arguments in the proof of Theorem 2.8, p. 19 in [40] can be applied verbatim, just replace “type I” and “continuous trace” by ”abelian.”

Note that $\langle\langle A_G \rangle\rangle \neq \mathcal{B}_{F_G}$ just because $\langle\langle A_G \rangle\rangle$ consists of nuclear $C^*$-algebras by definition, and $\mathcal{B}_{F_G}$ also contains non-nuclear $C^*$-algebras, which are KK-equivalent to 0.

Let us now consider the case $G = C(p)$. Let $\mathcal{B}_{C(p)}$ denote the bootstrap class $\mathcal{B}_{\langle\langle C(p) \rangle\rangle}$. We will use the Theorem of Rosenberg and Schochet to show that at least all type I $C^*$-algebras are in $\mathcal{B}_{C(p)}$.

**Corollary 9.6.** Let $A$ be a type I $C^*$-algebra and $\alpha$ a $C(p)$-action on $A$. Then $(A, \alpha)$ is in $\mathcal{B}_{C(p)}$.

**Proof.** In view of Lemma 9.3, Theorem 9.4 and the fact that $\langle\langle F \rangle\rangle = \langle\langle F \rangle\rangle$, we only have to show that $F := \langle\langle \{C, CC(p)\} \rangle\rangle$ fulfills the assumption of Theorem 9.4. If $A$ is a continuous trace $C(p)$-$C^*$-algebra with spectrum a point, then $A \otimes (\mathbb{K}, \tau)$ is outer equivalent to $(\mathbb{K}, \tau)$ since all automorphisms of $\mathbb{K}$ are given by a conjugation with a unitary. Here, $(\mathbb{K}, \tau)$ denotes the compact operators on $l^2(\mathbb{N})$ equipped with the trivial action. Hence $A$ is in $\langle\langle \{C, CC(p)\} \rangle\rangle$. If $A$ is a continuous trace $C(p)$-$C^*$-algebra with spectrum $C(p)$, then there are automorphisms $\alpha_g \in \text{Aut}(\mathbb{K})$, $g \in C(p)$ such that $A \otimes (\mathbb{K}, \tau)$ is isomorphic to

$$(\oplus_G \mathbb{K}, \alpha), \quad \alpha(a_0, \ldots, a_{p-1}) = \left(\alpha_{[p-1]}(a_{p-1}), \alpha_{[0]}(a_0), \alpha_{[1]}(a_1), \ldots, \alpha_{[p-2]}(a_{p-2})\right).$$

Hence $A \otimes (\mathbb{K}, \tau)$ is outer equivalent to $CC(p) \otimes (\mathbb{K}, \tau)$.  
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10 Definition of $\text{EK}^{\mathbb{C}(p)}$

Let $u$ be the unital embedding of $(\mathbb{C}, \tau)$ into $(\mathbb{CC}(p), \lambda)$, where $\lambda$ denotes the action of $\mathbb{C}(p)$ on $\mathbb{CC}(p)$ by left translation.

$$C_u = \{ a \in \mathbb{C}([0,1), \mathbb{CC}(p)) \mid a(0) \in \text{Im}(u) \}$$

is the mapping cone of $u$.

**Definition 10.1.** Let $\mathcal{A} := \{ \mathbb{C}, \mathbb{CC}(p), C_u \}$ and

$$\mathcal{R} := \mathcal{R}_{\mathcal{A}} = \text{KK}_{\mathbb{C}(p)}^{\mathbb{C}(p)}(\mathbb{C} \oplus \mathbb{CC}(p) \oplus C_u, \mathbb{C} \oplus \mathbb{CC}(p) \oplus C_u),$$

define

$$\text{EK}^{\mathbb{C}(p)} := F_{\mathcal{A}}: \mathcal{R}^{\mathbb{C}(p)} \to \text{Mod}(\mathcal{R})^{\mathbb{Z}/2}.$$ 

We will calculate $\mathcal{R}$ in terms of generators and relations in Section 11.

Let $B$ be a $\mathbb{C}(p)$-$C^*$-algebra. Note that there is an isomorphism

$$\text{EK}_{\mathbb{C}(p)}^\mathbb{C}(p)(B) \cong \text{KK}_{\mathbb{C}(p)}^\mathbb{C}(p)(C, B) \oplus \text{KK}_{\mathbb{C}(p)}^\mathbb{C}(p)(\mathbb{CC}(p), B) \oplus \text{KK}_{\mathbb{C}(p)}^\mathbb{C}(p)(C_u, B),$$

which is natural in $B$.

$\text{KK}_{\mathbb{C}(p)}^\mathbb{C}(p)(C, B)$ is isomorphic to the $\mathbb{C}(p)$-equivariant K-theory group of $B$ [33]. By the Green–Julg Theorem, there is an isomorphism of abelian groups

$$\text{KK}_{\mathbb{C}(p)}^\mathbb{C}(p)(C, B) \cong K_*(B).$$

Since $\mathbb{CC}(p) \cong C^*\mathbb{CC}(p) = C^*\mathbb{C}(p)$ (Baaj–Skandalis Duality) the Green–Julg Theorem and Takesaki–Takai duality give an isomorphism of abelian groups

$$\text{KK}_{\mathbb{C}(p)}^\mathbb{C}(p)(\mathbb{CC}(p), B) \cong K_*(B).$$

If $p = 2$, then the third summand can be interpreted in terms of K-theory of graded $C^*$-algebras: Recall that in [23], Kasparov defines KK-theory for $\mathbb{Z}/2$-graded $C^*$-algebras. If $B_1$ and $B_2$ are $\mathbb{Z}/2$-graded $C^*$-algebras, let us denote the corresponding KK-group in the sense of [23] by $\text{KK}_*(B_1, B_2)$. Recall that there is also a graded (minimal) tensor product $B_1 \hat{\otimes} B_2$ with tensor unit $C$ ($\mathbb{C}$ is of course trivially graded). We could also define graded K-theory by

$$\hat{K}_*(B_1) := \overline{\text{KK}_*}(C, B_1).$$

This agrees with the elementary definition of K-theory for graded Banach algebras as defined for example in [46], for a proof of this fact see [15] 4.5. Of course, every $\mathbb{Z}/2$-$C^*$-algebra $B$ gives rise to a $\mathbb{Z}/2$-graded $C^*$-algebra $\hat{B}$, where $\hat{B} = B$ as a $C^*$-algebra and the grading involution on $\hat{B}$ is given by action of the generator of $\mathbb{Z}/2$. This gives an isomorphism of the categories of (separable) $\mathbb{Z}/2$-graded $C^*$-algebras and (separable) $\mathbb{Z}/2$-$C^*$-algebras. Let us denote the inverse of $\gamma$ by $\gamma$. In [15], U. Haag studies the relation between KK-theory of graded $C^*$-algebras and $\mathbb{Z}/2$-equivariant KK-theory. Proposition 3.8 in [15] can be rephrased as follows:
Proposition 10.2. Let $A$ and $B$ be separable $\mathbb{Z}/2$-algebras. There is an isomorphism

$$
\hat{KK}_n(A, B) \cong KK^{\mathbb{Z}/2}_n(\gamma(C_u \otimes A), B),
$$

which is natural with respect to $\mathbb{Z}/2$-equivariant $*$-morphisms.

This shows that

$$
KK^{\mathbb{Z}/2}_n(C_u, B) \cong \hat{K}_n(B)
$$

i.e., that, as an abelian group, the third summand is isomorphic to the graded $K$-theory of $B$.

Theorem 10.3. $EK^C(p)$ has the following properties:

1. $EK^C(p)$ is exact, i.e., if $B_1 \hookrightarrow B_2 \twoheadrightarrow B_3$ is a (not necessarily admissible) extension of $G$-$C^*$-algebras, then there is a a natural 6-term exact sequence

$$
\begin{array}{cccccc}
EK^C(p)(B_1) & \rightarrow & EK^C(p)(B_2) & \rightarrow & EK^C(p)(B_3) & \\
\uparrow & & \uparrow & & \uparrow & \\
\Sigma EK^C(p)(B_3) & \rightarrow & \Sigma EK^C(p)(B_2) & \rightarrow & \Sigma EK^C(p)(B_1) &
\end{array}
$$

2. $EK^C(p)$ commutes with countable direct limits, i.e., if $(A_n, \alpha_n^m)$ is a countable inductive system of $G$-$C^*$-algebras, then the canonical map

$$
\lim_{\rightarrow} \left( EK^C(p)(A_n), EK^C(p)(\alpha_n^m) \right) \rightarrow EK^C(p)(A_\infty)
$$

is an isomorphism.

3. $EK^C(p)$ has a Thom-isomorphism, i.e., if $B$ is a $C(p)$-$C^*$-algebra with a commuting $R$-action, then there is a natural isomorphism

$$
EK^C(p)(SB) \cong EK^C(p)(R \times B).
$$

4. $EK^C(p)$ has a Pimsner–Voiculescu exact sequence, i.e., if $B$ is a $C(p)$-$C^*$-algebra with a commuting $\mathbb{Z}$-action, then there is a natural 6-term exact sequence

$$
\begin{array}{cccccc}
EK^C(p)(B) & \rightarrow & EK^C(p)(B) & \rightarrow & EK^C(p)(\mathbb{Z} \times B) & \\
\uparrow & & \uparrow & & \uparrow & \\
\Sigma EK^C(p)(\mathbb{Z} \times B) & \rightarrow & \Sigma EK^C(p)(B) & \rightarrow & \Sigma EK^C(p)(B). &
\end{array}
$$

Proof. (1), (3) and (4) are covered by the results of the last section. To prove (2), first note that $K_* \cong KK_*(\mathbb{C}, \_)$ commutes with direct limits. Using universal properties, it is also not hard to see that

$$
C(p) \times A_\infty \cong \lim_{\rightarrow} (C(p) \times A_n, C(p) \times \alpha_n^m).
$$
Hence $\text{KK}^\mathcal{C}(\mathbb{C},\_)$ commutes with direct limits by the Green–Julg Theorem. Since by Baaj–Skandalis Duality

$$\text{KK}^\mathcal{C}(\mathbb{C}(p), A) \cong \text{KK}^\mathcal{C}(\mathbb{C}(p) \times \mathbb{C}(p), \mathbb{C}(p) \times A) \cong \text{KK}^\mathcal{C}(\mathbb{C}, (\_ \times A),$$

$\text{KK}^\mathcal{C}(\mathbb{C}(p), \_)$ also commutes with direct limits. Since $\mathbb{C}_u$ is the mapping cone of the unital embedding of $\mathbb{C}$ into $\mathbb{C}(p)$, the Five Lemma shows that $\text{KK}^\mathcal{C}(\mathbb{C}(p), \_)$ commutes with direct limits as well.

Theorem 7.1 specializes to

**Theorem 10.4.** Let $A$ be a separable $\mathcal{C}(p)$-$\mathcal{C}^*$-algebra such that

1. $A \in \mathfrak{B}C(p)$,

2. $\text{EK}^\mathcal{C}(p)(A)$ has a projective resolution of length 1 in $\text{Mod}(\mathcal{R})^{\mathbb{Z}/2}$.

Then, for all separable $\mathcal{C}(p)$-$\mathcal{C}^*$-algebras $B$, there is a natural short exact sequence

$$\text{Ext}^1_{\mathcal{R}}(\text{EK}^\mathcal{C}(p)(SA), \text{EK}^\mathcal{C}(p)(B)) \rightarrow \text{KK}^\mathcal{C}(p)(A,B) \rightarrow \text{Hom}_{\mathcal{R}}(\text{EK}^\mathcal{C}(p)(A), \text{EK}^\mathcal{C}(p)(B)).$$

We have just seen that every type I $G$-$\mathcal{C}^*$-algebra is in $\mathfrak{B}C(p)$. In Section 12 we will show that condition (2) is always fulfilled. This will prove Theorem 1.1 from the introduction.

### 11 Computation of $\mathcal{R}$

The aim of this section is to compute $\mathcal{R}$. Recall that $\mathcal{R}$ is the category ring of the full subcategory of $\text{KK}^\mathcal{C}(p)$ with objects $\{ \mathbb{C}, \mathbb{C}(p), \mathbb{C}_u \}$.

First we will set up some notation and give explicit formulas for the two main tools which are used to compute $\mathcal{R}$, namely the Green–Julg Theorem and Baaj–Skandalis duality. Then we will start with computing a subring of $\mathcal{R}$, the category ring of $\text{KK}^\mathcal{C}(p)$ restricted to $\{ \mathbb{C}, \mathbb{C}(p) \}$. The third step is to show that besides the obvious exact triangle coming from the definition of $\mathbb{C}_u$ as a mapping cone, there is another exact triangle in the opposite direction. Finally, we will include $\mathbb{C}_u$ in our calculation and determine $\mathcal{R}$ in terms of generators and relations.

#### 11.1 Preparation

Let $\mu$ be the Haar measure on $\mathcal{C}(p)$, normalized such that the total mass is $p^{1/2}$. Let us fix the isomorphism

$$\chi: \mathcal{C}(p) \rightarrow \hat{\mathcal{C}(p)}, \quad \chi_k(l) = e^{2\pi i k/l}. $$

Fourier transformation gives an equivariant $*$-isomorphism

$$\mathcal{F}: (\mathbb{C}(p), \lambda) \rightarrow (\mathcal{C}^* \mathcal{C}(p), \hat{\_}), \quad \mathcal{F}(f)(k) = \int_{\mathcal{C}(p)} \chi_k(l) f(l) \, d\mu(l),$$
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where $\lambda$ is the action by left translation and $\hat{\tau}$ is the dual of the trivial action.

Let $(A, \alpha)$ be a $C(p)$-groupoid. Let $V$ be a vector space. We will write $A =_{vs} V$ $(E =_{vs} V)$ if a $C^*$-algebra $A$ (Kasparov module $E$) is equal to $V$ as a vector space. We have $C(p) \times_{\alpha} A =_{vs} C(C(p), A)$. Since $C(p)$ is abelian, there is a dual action $\hat{\alpha}$ of $\hat{C}(p)$ on $C(p) \times A$ given by $\hat{\alpha}(f) = \chi_i(f(k))$. By the universal property of $KK^{C(p)}$ ([26], Theorem 50) we obtain an endofunctor

$$C(p) \times (\_): \aleph C(p) \to \aleph C(p).$$

### 11.2 Baaj–Skandalis Duality

In [1], S. Baaj and G. Skandalis examine $G \times (\_)$ for a general Hausdorff topological group $G$. We can derive the following explicit description of $C(p) \times (\_)$ from [1] 6.6 and 6.17:

Let $x = [(E, T, \gamma)] \in KK^{C(p)}(A, B)$. Then $C(p) \times x$ is represented by $(C(p) \times E, \hat{T}, \hat{\gamma})$, where $C(p) \times E =_{vs} C(C(p), E)$ and the expressions for inner product, left and right multiplications specialize to:

$$(a \xi)(k) = \int_{C(p)} a(l) \gamma_1 (\xi(k-l)) \, dl, \quad (\xi b)(k) = \int_{C(p)} \xi(l) \beta_1 (b(k-l)) \, dl$$

and

$$\langle \xi, \eta \rangle (k) = \int_{C(p)} \beta_1 (\langle \xi(l), \eta(k+l) \rangle) \, dl.$$ 

for $\xi, \eta \in C(p) \times E$, $b \in C(p) \times B$ and $a \in C(p) \times A$. The operator $\hat{T}$ is given by $\hat{T} = T(\xi(k))$ and the action $\hat{\gamma}$ by $\hat{\gamma}(\xi)(k) = \chi_i(k) \xi(k)$.

Applying the crossed product twice yields a $C(p)$-$C^*$-algebra $(C(p) \times_{\alpha} C(p) \times_{\alpha} A, \hat{\alpha})$, which is naturally $KK^{C(p)}$-equivalent to $A$ by the Takai Duality Theorem [43]. Thus $C(p) \times (\_)$ is an autofunctor of $\aleph C(p)$ which is involutive up to a natural isomorphism

$$T: C(p) \times C(p) \times (\_) \Rightarrow \aleph C(p).$$

This observation will be used to simplify the computation of $\aleph$. It will be useful to explicitly describe the natural transformation $T$.

Let $(\aleph L^2(C(p), A), \text{Ad}_{\rho \circ \alpha})$ be the compact operators on the Hilbert $A$-module $L^2(C(p), A)$ equipped with the adjoint action, where $C(p)$ acts on $L^2(C(p), A)$ via

$$(\rho \circ \alpha)(f) = \alpha(f(k)), \quad f \in L^2(C(p), A).$$

**Lemma 11.1.** There is an equivariant $*$-isomorphism

$$\Phi_A: \left( C(p) \times_{\alpha} C(p) \times_{\alpha} A, \hat{\alpha} \right) \to \left( \aleph L^2(C(p), A), \text{Ad}_{\rho \circ \alpha} \right),$$

which is given by

$$\Phi_A(F)(f)(r) = \int_{C(p)} \int_{C(p)} \alpha_r^{-1}(F(t, s)) \chi_1(s-r) f(r-s) \, dv(t) \, dv(s)$$

for $F \in C(p) \times_{\alpha} C(p) \times_{\alpha} A =_{vs} C(C(p) \times C(p), A)$ and $f \in L^2(C(p), A)$. 
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Proof. This is a standard result, see for example [48], Theorem 7.1.

Let us denote by \( E_A \in \text{KK}^C(p)(\mathcal{K}(L^2(C(p), A)), A) \) the KK-element which is given by the Morita-Rieffel imprimitivity bimodule \((L^2(C(p), A), \rho \otimes \alpha)\). Then the natural transformation

\[
T : C(p) \times C(p) \times (\_ ) \Rightarrow \text{id}
\]

is given by the KK\(^C(p)\) equivalence \( T_A = [\Phi_A] \cdot E_A \). That \( T \) is indeed a natural transformation, i.e., that for \( C(p)\)-\( C^\ast \)-algebras \( A \) and \( B \) and \( x \in \text{KK}^C(p)(A, B) \),

\[
C(p) \times C(p) \times x \cdot T_B = T_A \cdot x
\]

follows from [1], Théorème 6.20.

Lemma 11.2. Let \( A \) be a \( C(p)\)-\( C^\ast \)-algebra, then

\[
C(p) \times T_A = T_{C(p) \times A} \text{ in } \text{KK}^C(p)(C(p) \times C(p) \times C(p) \times A, C(p) \times A).
\]

Proof. \( C(p) \times T_A = [(C(p) \times L^2(C(p), A))] \) and \( T_{C(p) \times A} = [(L^2(C(p), (C(p) \times A))] \) with left-module structure given by \( C(p) \times \phi_A \) and \( \phi_{C(p) \times A} \). Note that both \( C(p) \times L^2(C(p), A) \) and \( L^2(C(p), (C(p) \times A)) \) are equal to \( C(C(p) \times C(p), A) \) as vector spaces.

\[
\Psi : C(p) \times L^2(C(p), A) \rightarrow L^2(C(p), C(p) \times A), \quad \Psi(F)(s, t) = F(t, s),
\]

is clearly bijective. Straightforward calculations show that \( \Psi \) intertwines left and right multiplication and the inner products. Therefore, \( \Psi \) is an isomorphism of Kasparov \( C(p) \times C(p) \times C(p) \times A \cdot C(p) \times A \)-modules.

We will use Baaj–Skandalis duality to construct an honest involution on \( \mathfrak{R}_\ast \mathcal{C}(p) \) restricted to \( \mathcal{C} \) and \( \mathcal{C}(p) \). This has the advantage of reducing the amount of necessary calculations by a factor of two.

There are KK\(^C(p)\)-equivalences

\[
\phi_0 := [\mathcal{F}^{-1}] : C(p) \times C \rightarrow \mathcal{C}C(p) \text{ and } \phi_1 := [\mathcal{C}(p) \times \mathcal{F}] \cdot T_C : C(p) \times \mathcal{C}C(p) \rightarrow \mathcal{C}
\]

For notational reasons, let us set \( A_0 := \mathcal{C} \) and \( A_1 := \mathcal{C}(p) \).

Definition 11.3. Define an autofunctor \( \mathcal{I} \) on objects by \( \mathcal{I}(A_i) = A_{i+1} \) and on morphisms by

\[
\mathcal{I}(x) = \phi_i^{-1} \cdot (C(p) \times x) \cdot \phi_j \text{ for } x \in \text{KK}^C(p)(A_i, A_j)
\]

for \( i, j \in \{0, 1\} \) (addition is taken modulo 2).

Lemma 11.4. \( \mathcal{I} \) is an involution.

Proof. Since \( T^2(x) = \phi_i^{-1} \cdot (C(p) \times \phi_i^{-1}) \cdot (C(p) \times C(p) \times x) \cdot (C(p) \times \phi_j) \cdot \phi_{i+1} \), it is sufficient to show that \( (C(p) \times \phi_i) \cdot \phi_{i+1} = T_A \) for \( i \in \{0, 1\} \). For \( i = 0 \), the statement is obvious and for \( i = 1 \), it follows from Lemma 11.2 and naturality of \( T_A \).
11.3 The Green–Julg Theorem

Another useful tool is the Green–Julg Theorem [21]. A KK-theoretic formulation appears in [12].

**Theorem 11.5** (Green–Julg Theorem). Let $G$ be a compact group and $A$ a $G$-$C^*$-algebra. Then there is a natural isomorphism

$$\nu : \text{KK}^G(\mathbb{C}, A) \rightarrow \text{KK}(\mathbb{C}, G \times A).$$

Let us give explicit formulas for the present case $G = \mathbb{C}(p)$: Let $A$ be a $\mathbb{C}(p)$-$C^*$-algebra and $x = [(\mathcal{E}_A, T, \gamma)]$ an element in $\text{KK}^\mathbb{C}(p)(\mathbb{C}, A)$. Then $\nu(x)$ is given by $[(\mathcal{E}_\mathbb{C}(p)_A, T)]$. Here, $\mathcal{E}_\mathbb{C}(p)_A$ is equal to $\mathcal{E}_A$ as a vector space and carries the operations

$$\xi \cdot f = \int_{\mathbb{C}(p)} \gamma(l) f(-l) \, d\mu(l) \quad \text{and} \quad \langle \xi, \eta \rangle_{\mathbb{C}(p)_A}(l) = \langle \xi, \gamma(l)(\eta) \rangle_A$$

for $\xi, \eta \in \mathcal{E}_A$ and $f \in \mathbb{C}(p)_A$. The operator $T$ remains unchanged.

11.4 A Subring of $\mathcal{R}$

Our first aim is to calculate the category ring of $\mathcal{R}_\ast \mathbb{C}(p)$ restricted to $\mathbb{C}$ and $\mathbb{C}(p)$.

**Definition 11.6.** Let $e$ denote the class of $1$ in $\mathbb{C}(p)$ and define $0t_0 := [\chi_e] \in \text{KK}^\mathbb{C}(p)(\mathbb{C}, \mathbb{C})$, in other words, $0t_0$ is given by the class of the character $\chi_e \in \mathbb{C}(p)$.

A representing Kasparov triple of $0t_0$ is given by $(\mathbb{C}, 0, \chi_e)$.

**Lemma 11.7.**

$$\mathbb{Z}[t]/\langle t^p - 1 \rangle \cong \text{KK}^\mathbb{C}(p)(\mathbb{C}, \mathbb{C}), \quad t \mapsto 0t_0$$

is an isomorphism of rings and $\text{KK}_1^\mathbb{C}(p)(\mathbb{C}, \mathbb{C}) \cong \{0\}$.

**Proof.** This is a standard result: For a compact group $G$, $\text{KK}^G(\mathbb{C}, \mathbb{C})$ is canonically isomorphic to the complex representation ring concentrated in degree 0, see for example [23], the remark following Corollary 2.15. \hfill \square

**Definition 11.8.** Let $1s_1 := \mathcal{I}(0t_0) \in \text{KK}^0_\mathbb{C}(p)(\mathbb{C}(p), \mathbb{C}(p))$.

**Corollary 11.9.**

$$\mathbb{Z}[s]/\langle s^p - 1 \rangle \cong \text{KK}^\mathbb{C}(p)(\mathbb{C}(p), \mathbb{C}(p)), \quad s \mapsto 1s_1$$

is an isomorphism of rings and $\text{KK}_1^\mathbb{C}(p)(\mathbb{C}(p), \mathbb{C}(p)) \cong \{0\}$.

Note that

$$[\mathcal{F}^{-1}] \cdot 1s_1 \cdot [\mathcal{F}] = \mathbb{C}(p) \times [\chi_e] = [\hat{\gamma}_e] = [\mathcal{F}^{-1}] \cdot [\chi_e] \cdot [\mathcal{F}]$$

by equivariance of $\mathcal{F}$. This shows that $1s_1$ is given by translation by the generator of the action on $\mathbb{C}(p)$.
Definition 11.10. Let \( u : \mathbb{C} \to \mathcal{C}(p) \) be the unital embedding and set
\[
\alpha_1 := [u] \in \text{KK}^{\mathbb{C}(p)}(\mathbb{C}, \mathcal{C}(p)).
\]

Lemma 11.11. \( \text{KK}^{\mathbb{C}(p)}(\mathbb{C}, \mathcal{C}(p)) \cong \mathbb{Z}[0] \) with generator \( \alpha_1 \).

Proof. The Green–Julg isomorphism \( \nu \) and the equivariant \( * \)-isomorphism \( \Phi_{\mathbb{C}} \circ (\mathbb{C}(p) \rtimes \mathcal{F}) \) induce an isomorphism
\[
\text{KK}^{\mathbb{C}(p)}(\mathbb{C}, \mathcal{C}(p)) \cong \text{KK}^{\mathbb{C}(p)}(\mathbb{C}(p) \rtimes \mathcal{C}(p)) \cong \text{KK}^{\mathbb{C}(p)}(\mathbb{C}, \mathbb{K}(2^{L^2}(\mathcal{C}(p)))) \cong \mathbb{Z}[0].
\]
Let \( \nu([u]) \) be represented by \([([\mathcal{E}, 1, 0]), \mathcal{C}(p)]\). Define a projection \( P \in \mathbb{C}(p) \rtimes \mathcal{C}(p) \) by \( P(k, l) := c_p \forall k, l \in \mathbb{C}(p) \). A calculation using the formulas following Theorem 11.5 shows that
\[
\Psi : E \to \text{im} P, \quad \Psi(f)(k, l) = f(l - k),
\]
is an isomorphism of Hilbert modules. Another calculation using the expression of \( \Phi_{\mathbb{C}} \) given in Lemma 11.1 shows that \( \Phi_{\mathbb{C}} \circ (\mathbb{C}(p) \rtimes \mathcal{F}) \) maps \( P \) to the 1-dimensional projection \([\delta_0, \delta_0] \in \mathbb{K}(2^{L^2}(\mathcal{C}(p)))\). This shows the claim.

Definition 11.12. Let \( \alpha_0 := \mathcal{I}(\alpha_1) \in \text{KK}^{\mathbb{C}(p)}(\mathcal{C}(p), \mathbb{C}) \).

Corollary 11.13. \( \text{KK}^{\mathbb{C}(p)}(\mathcal{C}(p), \mathbb{C}) \cong \mathbb{Z}[0] \) with generator \( \alpha_0 \).

Recall that \( E_{\mathbb{C}} \) denotes the imprimitivity bimodule between \( \mathbb{K}(2^{L^2}(\mathcal{C}(p))) \) and \( \mathbb{C} \). By definition \( \alpha_0 = [\mathcal{F}] \cdot [\mathbb{C}(p) \rtimes u] \cdot [\mathbb{C}(p) \rtimes \mathcal{F}] \cdot T_{\mathbb{C}} = [\Phi_{\mathbb{C}} \circ (\mathbb{C}(p) \rtimes (\mathcal{F} \circ u)) \circ \mathcal{F}] \cdot E_{\mathbb{C}} \). A computation shows that the \( * \)-homomorphism \( \Phi_{\mathbb{C}} \circ (\mathbb{C}(p) \rtimes (\mathcal{F} \circ u)) \circ \mathcal{F} \) is equal to
\[
m : \mathcal{C}(p) \to \mathbb{K}(2^{L^2}(\mathcal{C}(p))), \quad m(f)(h) = f \cdot h.
\]
Hence \( \alpha_0 = [m] \cdot E_{\mathbb{C}} \).

Definition 11.14. Let \( R \) be a unital ring and \( t \in R \) with \( t^p = 1 \). Define \( N(t) := \sum_{k=0}^{p-1} t^k \).

Lemma 11.15.
\[
\begin{align*}
0\alpha_1 \cdot 1\alpha_0 &= N(0\alpha_1) \in \text{KK}^{\mathbb{C}(p)}(\mathbb{C}, \mathbb{C}), \\
1\alpha_0 \cdot 0\alpha_1 &= N(1s_1) \in \text{KK}^{\mathbb{C}(p)}(\mathbb{C}(p), \mathcal{C}(p)).
\end{align*}
\]

Proof. Since \( 0\alpha_1 \cdot 1\alpha_0 = [m \circ u] \cdot [E_{\mathbb{C}}] \), the first product is equal to the class of the representation \([L^2(\mathbb{C}(p)), \lambda]) \in \text{KK}^{\mathbb{C}(p)}(\mathbb{C}, \mathbb{C}) \). The Peter–Weyl theorem implies \( 0\alpha_1 \cdot 1\alpha_0 = [(L^2(\mathbb{C}(p)), \lambda)] = \sum_{k \in \mathbb{C}(p)} [\chi_k] = N(0\alpha_1) \). The second equality follows by applying \( \mathcal{I} \).

Lemma 11.16.
\[
\begin{align*}
0t_0 \cdot 0\alpha_1 &= 0\alpha_1 \cdot 1s_1 = 0\alpha_1 \in \text{KK}^{\mathbb{C}(p)}(\mathbb{C}, \mathcal{C}(p)), \\
1s_1 \cdot 1\alpha_0 &= 1\alpha_0 \cdot 0t_0 = 1\alpha_0 \in \text{KK}^{\mathbb{C}(p)}(\mathcal{C}(p), \mathbb{C}).
\end{align*}
\]
We may identify the action given by the restriction of \( \alpha \) to be equipped with the action given by the restriction of \( \varphi \). Let \( \phi \) be the \( \mathbb{C}(p) \)-action on the complex plane given by rotation by an angle of \( 2\pi/p \). Throughout the next two subsections, every \( \mathbb{C}(p) \)-invariant subset of \( \mathbb{C} \) is tacitly assumed to be equipped with the action given by the restriction of \( \phi \). Recall that \( C_u \) is the mapping cone of the unital embedding \( u : \mathbb{C} \to \mathbb{C}(p) \). Let

\[ X := \{ te^{2\pi il/p} \in \mathbb{C} \mid t \in [0, 1) \ l = 0, \ldots, p - 1 \}. \]

We may identify \( C_u \) with \( C_0(X) \) as \( \mathbb{C}(p) \)-C*-algebras. Evaluation at 0 yields an evaluation morphism

\[ \epsilon_u : C_u \to \mathbb{C}. \]

We may identify \( S\mathbb{C}(p) \) with the kernel of \( \epsilon_u \), this gives an inclusion morphism

\[ \iota_u : S\mathbb{C}(p) \to C_u. \]

**Definition 11.17.** Let \( 2\alpha_0 := [\epsilon_u] \in KK_0(C_u, \mathbb{C}) \) and \( 1\alpha_2 := [\iota_u] \in KK_1(\mathbb{C}(p), C_u) \).

\( C_u \) sits in the exact triangle

\[ S\mathbb{C}(p) \xrightarrow{1\alpha_2} C_u \xrightarrow{2\alpha_0} \mathbb{C} \xrightarrow{0\alpha_1} \mathbb{C}(p). \]

We will refer to this exact triangle as the first exact triangle.

### 11.6 The Second Exact Triangle

There is another exact triangle, which will be derived by working with a homotopy equivalent model of \( C_u \). Define a subset of the closed unit ball \( D^1 \) in \( \mathbb{C} \) by

\[ Y := D^1 \setminus \{ e^{2\pi il/p} \mid l = 0, \ldots, p - 1 \}. \]

It is easy to see that \( X \) is a \( \mathbb{C}(p) \)-equivariant deformation retract of \( Y \) — there are *-homomorphisms \( r : C_0(Y) \to C_0(X) \) and \( i : C_0(X) \to C_0(Y) \) such that \( r \circ i = \text{id}_{C_0(X)} \) and \( i \circ r \) is \( \mathbb{C}(p) \)-equivariantly homotopic to \( \text{id}_{C_0(Y)} \). Let

\[ A := T^1 \setminus \{ e^{2\pi il/p} \mid l = 0, \ldots, p - 1 \}. \]

\( C_0(A) \) is \( \mathbb{C}(p) \)-equivariantly isomorphic to \( S\mathbb{C}(p) \) via

\[ \psi : C_0(A) \to S\mathbb{C}(p), \quad \psi(f)(t, k) = f(e^{2\pi i(k-t)/p}), \ k \in \mathbb{C}(p), \ t \in (0, 1). \]
Since $A$ is closed in $Y$, this yields a restriction morphism $q: C_0(Y) \to S\mathcal{C}(p)$. Let $U = D^1 \setminus T^1$ be the complement of $A$ in $Y$. $U$ is $\mathbb{C}(p)$-equivariantly homeomorphic to $\mathbb{C}$. Let $j: C_0(\mathbb{C}) \to C(Y)$ be the morphism corresponding to the inclusion of $U$ in $Y$. We obtain an exact triangle

$$S^2\mathcal{C}(p) \xrightarrow{\delta} C_0(\mathbb{C}) \xrightarrow{[j]} C_0(Y) \xrightarrow{[q]} S\mathcal{C}(p).$$

Since the action $\phi$ on $\mathbb{C}$ comes from the restriction of the action of $S^1$ on $\mathbb{C}$, which is spinor, there is a $\mathbb{C}(p)$-equivariant Bott element $B_\phi \in KK^{\mathbb{C}(p)}(\mathbb{C}, C_0(\mathbb{C}))$ and a $\mathbb{C}(p)$-equivariant Dirac element $D_\phi \in KK^{\mathbb{C}(p)}(C_0(\mathbb{C}), \mathbb{C})$ such that $B_\phi \cdot D_\phi = 1_{\mathbb{C}}\mathbb{C}$ and $D_\phi \cdot B_\phi = 1_{C_0(\mathbb{C})}$ ([22] Section 5, especially Theorem 7).

**Lemma 11.18.** We have $B_{\mathbb{C}(C(p))} \cdot \delta \cdot D_\phi = 1\alpha_0 \in KK^{\mathbb{C}(p)}(\mathbb{C}(C(p)), \mathbb{C})$.

**Proof.** Since $1\alpha_0$ is a generator of $KK_0^{\mathbb{C}(p)}(\mathbb{C}(C(p)), \mathbb{C}) \cong \mathbb{Z}$, there is an $m \in \mathbb{Z}$ such that $B_{\mathbb{C}(C(p))} \cdot \delta \cdot D_\phi = m \cdot 1\alpha_0$.

We have to show that $m = 1$. Let $\vartheta: \mathfrak{K}\mathfrak{R}^{\mathbb{C}(p)} \to \mathfrak{K}\mathfrak{R}$ denote the forgetful functor. $\vartheta(D_\phi) = D$ implies

$$\vartheta(\delta) = mD_{\mathbb{C}(C(p))} \cdot \vartheta(1\alpha_0) \cdot B = mS^2\vartheta(1\alpha_0) \cdot D \cdot B = mS^2\vartheta(1\alpha_0).$$

Of course $\vartheta(\mathbb{C}(p)) \cong \bigoplus_{i=1}^p \mathbb{C}$. Let $\iota_i$ and $\pi_i$ denote the inclusion and projection of the $i$th summand. Pullback of the extension representing $\vartheta(\delta)$ along $\iota_1$ yields an extension, which is homotopic to

$$S^2 \to SC_0([0,1]) \to S.$$ 

The latter is well known to represent the unit in $KK(S^2, S^2) = KK_1(S, S^2)$ ([6] 19.2). This shows $[S^2\iota_1] \cdot \vartheta(\delta) = 1_{S^2}$. On the other hand $\vartheta(1\alpha_0) = \sum_i [\pi_i]$, which implies that $[S^2\iota_1] \cdot S^2\vartheta(1\alpha_0) = 1_{S^2}$. This shows $m = 1$. \hfill \Box

So far, we have constructed a diagram in $\mathfrak{K}\mathfrak{R}^{\mathbb{C}(p)}$

$$S^2\mathbb{C}(p) \xrightarrow{\delta} \mathbb{C}(p) \xrightarrow{i\alpha_0} \mathbb{C} \xrightarrow{i\alpha_0} \mathbb{C} \xrightarrow{\mathbb{C}(p)} \mathbb{C} \xrightarrow{\mathbb{C}(p)} \mathbb{C} \xrightarrow{i\alpha_0} \mathbb{C} \xrightarrow{[j]} C_0(Y) \xrightarrow{[q]} S\mathcal{C}(p)$$

with the following properties

1. the upper row is an exact triangle,
2. each pair of vertical arrows in one column consists of isomorphisms which are mutual inverses,
3. the left square commutes.
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Definition 11.19. Set

\[0 \alpha_2 := B_\phi \cdot [j] \cdot [r] \in KK_0(C, C_u)\] and \[2 \alpha_1 := S[i] \cdot S[q] \cdot D_{CC(p)} \in KK_1(C_u, CC(p)).\]

Remark 11.20. We define \(2 \alpha_1\) as \(S[r] \cdot S[q] \cdot D_{CC(p)}\) instead of simply \([r] \cdot [q]\) due to our convention that \(KK_1(A, B) = KK(SA, B)\).

Corollary 11.21.

\[SC_u \xrightarrow{2 \alpha_1} CC(p) \xrightarrow{100} C \xrightarrow{0 \alpha_2} C_u\]

is an exact triangle.

Proof. The triangle in the statement of the corollary is isomorphic to

\[SC_0(Y) \xrightarrow{S[q]} S^2CC(p) \xrightarrow{\delta} C_0(C) \xrightarrow{[j]} C_0(Y). \]

We will refer to this exact triangle as the second exact triangle.

Remark 11.22. In the case \(p = 2\), the second exact triangle already appears in a different setup in [15].

11.7 Morphisms from and into \(C_u\)

Proposition 11.23. Let \(k \in \{0, \ldots p - 1\}\) and \(I := \{0, \ldots p - 1\} \setminus \{k\}\). Then

\[KK^{C(p)}_k(C_u, C) \cong \mathbb{Z}^{p-1}[0] \text{ with basis } (0_{(0,0)}^i)_{i \in I}. \]
\[KK^{C(p)}_k(C, C_u) \cong \mathbb{Z}^{p-1}[0] \text{ with basis } ((0_{(0,0)}^i \cdot 0_{(0,0)}^2)_{i \in I}. \]
\[KK^{C(p)}_k(C_u, CC(p)) \cong \mathbb{Z}^{p-1}[1] \text{ with basis } (2 \alpha_1 \cdot (1s_1)^i)_{i \in I}. \]
\[KK^{C(p)}_k(CC(p), C_u) \cong \mathbb{Z}^{p-1}[1] \text{ with basis } ((1s_1)^i \cdot 1 \alpha_2)_{i \in I}. \]

Proof. Applying \(KK^C_0(\_ , C)\) to the first exact triangle yields a 6-term exact sequence

\[KK^C_0(CC(p), C) \xrightarrow{(\alpha_0)_*} KK^C_0(C, C) \xrightarrow{(\alpha_0)_*} KK^C_0(C_u, C) \]
\[KK^C_1(C_u, C) \xrightarrow{(\alpha_1)_*} KK^C_1(C, C) \xrightarrow{(\alpha_1)_*} KK^C_1(CC(p), C). \]

We already know that \(KK^C_1(CC(p), C) = \{0\}\). Furthermore we know that \((0\alpha_1)_*\) is one-to-one by Lemma 11.15 and Lemma 11.13. Hence \(KK^C_1(C_u, C) = \{0\}\) and we obtain a short exact sequence

\[0 \rightarrow KK^C_0(CC(p), C) \xrightarrow{(\alpha_0)_*} KK^C_0(CC(p), C) \xrightarrow{(\alpha_0)_*} KK^C_0(C_u, C) \rightarrow 0. \]
We have $\text{KK}_0^{C(p)}(\mathbb{C}, \mathbb{C}) \cong \mathbb{Z}[\alpha_0]/(\alpha_0^p - 1)$ with $\text{im}(\alpha_1)$ being the ideal generated by $N(\alpha_0)$. This shows the first statement. The remaining statements are proven analogously: For the second statement, apply $\text{KK}_0^{C(p)}(\mathbb{C}, \mathbb{C})$ to the second exact triangle, for the third statement apply $\text{KK}_1^{C(p)}(_-, \mathbb{C}(p))$ to the second exact triangle and for the last statement apply $\text{KK}_1^{C(p)}(\mathbb{C}(p), _-) to the first exact triangle. □

**Proposition 11.24.**

$$0 \alpha_2 \cdot 2 \alpha_0 = 1 - 0 \alpha_0 \in \text{KK}_0^{C(p)}(\mathbb{C}, \mathbb{C}).$$

**Proof.** By definition,

$$0 \alpha_2 \cdot 2 \alpha_0 = B_{\phi} \cdot [j] \cdot [r] \cdot [e_u] = B_{\phi}[\epsilon_u \circ r \circ j].$$

$\epsilon_u \circ r \circ j$ is the $*$-homomorphism given by evaluation at 0:

$$\epsilon_u \circ r \circ j : C_0(\mathbb{C}) \to \mathbb{C}, \quad f \mapsto f(0).$$

Let us describe $B_{\phi} \in \text{KK}_0^{C(p)}(\mathbb{C}(0), \mathbb{C}(0))$ in more detail ([22] Section 5): Under the identification $\mathbb{R}^2 \cong \mathbb{C}$, the action $\phi$ of $C(p)$ on $\mathbb{R}^2$ is given by rotation by the angle $2\pi/p$. Let $S_2 = \mathbb{C}^2$ be the 2-dimensional complex spinors, graded by $S_2^{(0)} = \mathbb{C} \cdot (1, -i)$ and $S_2^{(1)} = \mathbb{C} \cdot (1, i)$. Pointwise application of the standard scalar product on $C_0(\mathbb{R}^2, S_2)$ with the structure of a graded Hilbert $C_0(\mathbb{C})$-module. Define an action of $C(p)$ on $S_2$ by

$$\rho_k := e^{\pi ik/p} \begin{pmatrix} \cos(\pi k/p) & \sin(\pi k/p) \\ -\sin(\pi k/p) & \cos(\pi k/p) \end{pmatrix}.\]

$C(p)$ acts on $C_0(\mathbb{R}^2, S_2)$ by $\phi \otimes \rho(f) = \rho \circ f \circ \phi^{-1}$. Set

$$\sigma_1 := \begin{pmatrix} 0 & i \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}.$$  

Define an adjoinable operator $F$ on $C(\mathbb{R}^2, S_2)$ by

$$F(f)(x, y) = (1 + x^2 + y^2)^{-1/2}(x \sigma_1 + y \sigma_2)f(x, y).$$

Then

$$B_{\phi} = \left[ (C_0(\mathbb{R}^2, S_2), F, \phi \otimes \rho) \right].$$

Therefore

$$B_{\phi} \cdot [j] \cdot [k] \cdot [e_u] = (\epsilon_u \circ i \circ j)(B_{\phi}) = [(S_2, 0, \rho)] \in \text{KK}_0^{C(p)}(\mathbb{C}, \mathbb{C}).$$

But since $\rho_k ((1, -i)) = (1, -i)$ and $\rho_k ((1, i)) = e^{2\pi k/p}(1, i)$, we have

$$[(S_2, 1, 0, \rho)] = 1 - 0 \alpha_0 \in \text{KK}_0^{C(p)}(\mathbb{C}, \mathbb{C}).$$

This proves the proposition. □
Proposition 11.25.

\[ 1\alpha_2 \cdot 2\alpha_1 = 1 - 1s_1 \in \text{KK}^0_{C}(C_0(C(p)), C_0(C(p))). \]

Proof. By definition, \( 1\alpha_2 \cdot 2\alpha_1 = \mathcal{B}_{CC(p)} \cdot S[iu] \cdot S[i] \cdot S[q] \cdot D_{CC(p)} \) (the \( \mathcal{B}_{CC(p)} \) on the left comes from our convention on the composition in \( \mathcal{R}_G^G \)). It is not hard to see that the equivariant *-homomorphism

\[ q \circ i \circ iu : SCC(p) \to SCC(p) \]

is given by

\[ q \circ i \circ iu(f)(t, k) = \begin{cases} f(2t, k) & \text{if } 0 < t < \frac{1}{2}, \\ 0 & \text{if } t = \frac{1}{2}, \\ f(2 - 2t, k - \epsilon) & \text{if } \frac{1}{2} < t < 1, \end{cases} \]

for all \( k \in C(p) \).

Standard homotopy arguments show that if \( A \) and \( B \) are \( G \)-\( C^* \)-algebras and \( \phi_0, \phi_1 : A \to SB \) are equivariant *-homomorphisms, then

\[ [\phi_0] + [\phi_1] = [\phi_{01}] \in \text{KK}^G(A, SB), \]

where \( \phi_{01} \) is the *-homomorphism given by

\[ \phi_{01}(a)(t) = \begin{cases} \phi_0(a)(2t) & \text{if } 0 < t < \frac{1}{2}, \\ 0 & \text{if } t = \frac{1}{2}, \\ \phi_1(a)(2t - 1) & \text{if } \frac{1}{2} < t < 1 \end{cases}, \]

for \( a \in A \). Hence we have

\[ [q \circ i \circ iu] = 1_{SCC(p)} + [\nu \otimes C \lambda_\epsilon], \]

where \( \nu : S \to S \) is given by \( \nu(f)(t) = f(1 - t) \). Using the fact above again we see that \( [\nu] + 1_S = [\psi] \), where \( \psi \) is given by

\[ \psi(f)(t) = \begin{cases} f(2t) & \text{if } 0 < t < \frac{1}{2} \\ 0 & \text{if } t = \frac{1}{2} \\ f(2 - 2t) & \text{if } \frac{1}{2} < t < 1 \end{cases}, \]

for \( t \in (0, 1) \) and \( f \in S \). But \( \psi \) is clearly homotopic to zero. Therefore, \( [\nu] = -1_S \) and

\[ [q \circ i \circ iu] = 1_{SCC(p)} - S_1s_1. \]

Therefore,

\[ 1\alpha_2 \cdot 2\alpha_1 = \mathcal{B}_{CC(p)} \cdot S^2(1_{CC(p)} - 1s_1) \cdot D_{CC(p)} = 1 - 1s_1. \]
Let \( \phi \) denote the action of \( \mathbb{C}(p) \) on \( C_u \). Recall that \( e = [1] \) denotes our favorite generator of \( \mathbb{C}(p) \).

**Definition 11.26.** Set

\[
2s_2 := [\phi s] \in \mathbb{K}(C_u, C_u) \text{ and } 2t_2 := [\chi s] \otimes \mathbb{C} 1_{C_u} \in \mathbb{K}(C_u, C_u).
\]

**Lemma 11.27.** We have

1. \( 0 \alpha_2 \cdot 2s_2 = 0 \alpha_2, \ 2s_2 \cdot 0 \alpha_0 = 2 \alpha_0; \)
2. \( 1 \alpha_2 \cdot 2s_2 = 1s_1 \cdot 1 \alpha_2, \ 2s_2 \cdot 2 \alpha_1 = 2 \alpha_1 \cdot 1s_1; \)
3. \( 1 \alpha_2 \cdot 2t_2 = 1 \alpha_2, \ 2t_2 \cdot 2 \alpha_1 = 2 \alpha_1; \)
4. \( 1 \alpha_2 \cdot 2t_2 = 1t_1 \cdot 1 \alpha_2, \ 2t_2 \cdot 2 \alpha_1 = 2 \alpha_1 \cdot 1t_1. \)

**Proof.** An elementary calculation shows that if \( (A, \alpha), (B, \beta) \) are \( \mathbb{C}(p) \)-\( C^* \)-algebras and \( x \in \mathbb{K}_0^{\mathbb{C}(p)}(A, B) \), then \([\alpha] \cdot x = x \cdot [\beta]\). This shows (1) and (2). Also, the exterior product over \( \mathbb{C} \) commutes with every \( \mathbb{K} \)-element. Furthermore, in the proof of Lemma 11.16, we have seen that \([\chi s] \otimes \mathbb{C} 1_{\mathbb{C}(C)} = 1_{\mathbb{C}(C)}\), this shows (3) and (4).

### 11.8 The Subring \( \mathbb{K}^{\mathbb{C}(p)}_0(C_u, C_u) \)

An immediate consequence of the definition of \( 2t_2 \) and \( 2s_2 \) is that \((2t_2)^p = (2s_2)^p = 1_{C_u}\) and that \( 2s_2 \) and \( 2t_2 \) commute. Applying \( \mathbb{K}^{\mathbb{C}(p)}_0(C_u, \_\_) \) to the first and the second exact triangle and using the results of Lemma 11.23, we conclude that \( \mathbb{K}^{\mathbb{C}(p)}_1(C_u, C_u) = \{0\} \) and obtain two short exact sequences:

\[
0 \longrightarrow \mathbb{K}^{\mathbb{C}(p)}_1(C_u, \mathbb{C}(p)) \overset{(1 \alpha_2)_{\star}}{\longrightarrow} \mathbb{K}^{\mathbb{C}(p)}_0(C_u, C_u) \overset{(2 \alpha_0)_{\star}}{\longrightarrow} \mathbb{K}^{\mathbb{C}(p)}_0(C_u, \mathbb{C}) \longrightarrow 0
\]

and

\[
0 \longrightarrow \mathbb{K}^{\mathbb{C}(p)}_0(C_u, \mathbb{C}) \overset{(1 \alpha_2)_{\star}}{\longrightarrow} \mathbb{K}^{\mathbb{C}(p)}_0(C_u, C_u) \overset{(2 \alpha_1)_{\star}}{\longrightarrow} \mathbb{K}^{\mathbb{C}(p)}_1(C_u, \mathbb{C}(p)) \longrightarrow 0.
\]

**Corollary 11.28.** \( \mathbb{K}^{\mathbb{C}(p)}_0(C_u, C_u) \cong \mathbb{Z}p^{-2}[0] \) as an abelian group.

\( I_1 := \text{im}(1 \alpha_2)_{\star} = \ker(2 \alpha_0)_{\star} \) and \( I_0 := \text{im}(0 \alpha_2)_{\star} = \ker(1 \alpha_2)_{\star} \) are left ideals in \( \mathbb{K}^{\mathbb{C}(p)}_0(C_u, C_u) \).

**Lemma 11.29.** For \( i = 0, 1, \)

\[
I_i \rightarrow H_{\mathbb{Z}}(I_i, I_i), \quad a \mapsto (b \mapsto a \cdot b),
\]

is one-to-one.
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Proof. Let us show the statement for \( i = 1 \), for the case \( i = 0 \) just repeat the proof with the indices 1 and 0 interchanged. We have

\[
N(2t_2) \cdot 2\alpha_0 = 2\alpha_0 \cdot N(0t_0) = (2\alpha_0 \cdot 0\alpha_1) \cdot 1\alpha_0 = 0
\]

by Lemma 11.27. Therefore, \( N(2t_2) \) is \( I_1 \). If \( a \in I_1 \), then \( a = x \cdot 1\alpha_2 \) for some \( x \in \text{KK}_1^{C(p)}(C_u,\text{CC}(p)) \). Again by Lemma 11.27,

\[
a \cdot N(2t_2) = x \cdot \sum_{k=0}^{p-1} 1\alpha_2 \cdot (2t_2)^k = p \cdot a.
\]

Since \( I_1 \) is torsion-free, the claim follows. \( \square \)

Lemma 11.30. One has

(1) \( 2\alpha_1 \cdot 1\alpha_2 = 1 - 2s_2 \);

(2) \( 2\alpha_0 \cdot 0\alpha_2 = 1 - 2t_2 \).

Proof. We only show the first statement, the second follows by interchanging 1 and 0. If \( y \in I_1 \), then \( y = x' \cdot 1\alpha_2 \) for \( x' \in \text{KK}_1^{C(p)}(C_u,\text{CC}(p)) \), by Proposition 11.23 \( x' = 2\alpha_1 \cdot x'' \) for some \( x'' \in \text{KK}_0^{C(p)}(\text{CC}(p),\text{CC}(p)) \), therefore, \( y = 2\alpha_1 \cdot x \) for some \( x \in \text{KK}_1^{C(p)}(\text{CC}(p),C_u) \). Hence

\[
2\alpha_1 \cdot 1\alpha_2 \cdot y = 2\alpha_1 \cdot (1\alpha_2 \cdot 2\alpha_1) \cdot x = 2\alpha_1 \cdot (1 - 1s_1) \cdot x = (1 - 2s_2) \cdot 2\alpha_1 \cdot x = (1 - 2s_2) \cdot y
\]

by Lemma 11.27. By Lemma 11.29, \( 2\alpha_1 \cdot 1\alpha_2 = 1 - 2s_2 \). \( \square \)

Note that Lemma 11.29, Lemma 11.27 and Proposition 11.23 imply that \( \text{KK}^{C(p)}(C_u,C_u) \) is generated by \( 2t_2 \) and \( 2s_2 \) (hence commutative) and that

\[
I_0 = (1 - 2t_2), \quad I_1 = (1 - 2s_2).
\]

Lemma 11.31. One has

(1) \( (1 - 2t_2) \cdot (1 - 2s_2) = 0 \);

(2) \( N(2t_2) + N(2s_2) = p \).

Proof. By Lemma 11.27,

\[
2t_2 \cdot (1 - 2s_2) = (2t_2 \cdot 2\alpha_1) \cdot 1\alpha_2 = 2\alpha_1 \cdot 1\alpha_2 = 1 - 2s_2.
\]

This shows the first statement.

For the second statement, first calculate

\[
\sum_{k=0}^{p-1} (p - k)(1 - 2s_2)^k = \sum_{k=0}^{p-1} (p - k)(2s_2)^k - \sum_{k=0}^{p-1} (p - k)(2s_2)^{k+1} = p - N(2s_2).
\]
This shows that $p - N(2s_2)$ is in $I_1$. Since $N(2s_2) \cdot (1 - 2s_2) = 0$, we have

$$(p - N(2s_2)) \cdot (1 - 2s_2) = p(1 - 2s_2).$$

This implies that $(p - N(2s_2)) \cdot y = py$ for all $y \in I_1$. Recall that $N(2t_2) \in I_1$. Since $2t_2 \cdot (1 - 2s_2) = (1 - 2s_2)$, one has $N(2t_2) \cdot y = py$ for all $y \in I_1$. Therefore,

$$N(2t_2) \cdot y = (p - N(2s_2)) \cdot y$$

for all $y \in I_1$. This shows (2) by Lemma 11.29. \hfill \Box

**Proposition 11.32.**

$$\mathbb{Z}[s, t]/\langle N(t) + N(s) - p, (1 - s)(1 - t) \rangle \to \text{KK}_0^{C(p)}(C_u, C_u), \quad t \mapsto 2t_2, \; s \mapsto 2s_2,$$

is an isomorphism of rings.

**Proof.** The previous lemma shows that $t \mapsto 2t_2, \; s \mapsto 2s_2$ gives a well-defined ring homomorphism. Since both rings are free $\mathbb{Z}$-modules of dimension $2p - 2$ it suffices to see that the map is surjective. But we have already observed that $\text{KK}_0^{C(p)}(C_u, C_u)$ is generated by $2t_2$ and $2s_2$, this shows the claim. \hfill \Box

### 11.9 Summary

Set

$$A_0 := \mathbb{C}, \; A_1 := \mathbb{C}C(p), \; A_2 := C_u.$$

Let $\mathcal{R}$ be the category ring of the full subcategory of $\mathfrak{R}_u^{C(p)}$ with objects $A_0, A_1$ and $A_2$. In the following, $x_j$ will always denote an element in $\text{KK}_*^{C(p)}(A_i, A_j)$. Recall that by definition of a category ring we have $k x_i \cdot j x_1 = 0$ if $i \neq j$. Let $1_{A_i} = 1_{A_i}$ denote the unit of $A_i$. $\mathcal{R}$ is generated by

$$i t_i, \; i = 0, 2, \; is_i, \; i = 1, 2 \text{ and } i \alpha_j, \; i, j = 0, 1, 2.$$

We have the following relations

1. $1 = 01_0 + 11_1 + 21_2$;
2. $i \alpha_j \cdot j \alpha_k = 0$ if $i \neq k$;
3. $0 \alpha_0 \cdot 0 \alpha_0 = N(0t_0), \; 1 \alpha_0 \cdot 0 \alpha_0 = N(1s_1)$;
4. $0 \alpha_2 \cdot 0 \alpha_0 = 0t_0 - 0t_0, \; 1 \alpha_2 \cdot 0 \alpha_1 = 11_1 - 1s_1$;
5. $2 \alpha_0 \cdot 0 \alpha_2 = 21_2 - 2t_2; \; 2 \alpha_1 \cdot 1 \alpha_2 = 21_2 - 2s_2$;
6. $N(2t_2) + N(2s_2) = p.$
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The grading is given by $\mathcal{R} = \mathcal{R}^{(0)} \oplus \mathcal{R}^{(1)}$, where $\mathcal{R}^{(0)}$ is the subring generated by $0_{t_0}, 1_{s_1}, 2_{t_2}, 2_{s_2}, 0_{\alpha_1}, 1_{\alpha_0}, 2_{\alpha_0}, 0_{\alpha_2}$ and $\mathcal{R}^{(1)}$ is the free $\mathbb{Z}$-submodule generated by $1_{\alpha_2} \cdot (2_{t_2})^k$ and $(2_{t_2})^k \cdot 2_{\alpha_1}$ for $k = 0, \ldots, p - 2$.

Moreover, the triangles

$$\text{SCC}(p) \xrightarrow{1_{\alpha_2}} C_u \xrightarrow{2_{\alpha_0}} \mathbb{C} \xrightarrow{0_{\alpha_1}} \text{CC}(p)$$

and

$$\text{CC}(p) \xrightarrow{1_{\alpha_0}} \mathbb{C} \xrightarrow{0_{\alpha_2}} C_u \xrightarrow{2_{\alpha_1}} \text{SCC}(p)$$

are exact.

For convenience of the reader and for later reference, we list some more relations, which can easily be derived from the relations above.

1. $(i_{t_i})^p = i_{1_i}$, $(j_{s_j})^p = j_{1_j}$, $i = 0, 2$, $j = 1, 2$;
2. $0_{t_0} \cdot 0_{\alpha_1} = 0_{\alpha_1} \cdot 1_{s_1} = 0_{\alpha_1}$;
3. $1_{s_1} \cdot 1_{\alpha_0} = 1_{\alpha_0} \cdot 0_{t_0} = 1_{\alpha_0}$;
4. $0_{\alpha_2} \cdot 2_{s_2} = 0_{\alpha_2}$, $2_{s_2} \cdot 2_{\alpha_0} = 2_{\alpha_0}$;
5. $1_{\alpha_2} \cdot 2_{s_2} = 1_{s_1} \cdot 1_{\alpha_2}$, $2_{s_2} \cdot 2_{\alpha_1} = 2_{\alpha_1} \cdot 1_{s_1}$;
6. $1_{\alpha_2} \cdot 2_{t_2} = 1_{\alpha_2}$, $2_{t_2} \cdot 2_{\alpha_1} = 2_{\alpha_1}$;
7. $1_{\alpha_2} \cdot 2_{t_2} = 1_{t_1} \cdot 1_{\alpha_2}$, $2_{t_2} \cdot 2_{\alpha_1} = 2_{\alpha_1} \cdot 1_{t_1}$.

12 Projective Resolutions of $\mathcal{R}$-Modules

The aim of this section is to show the following theorem:

**Theorem 12.1.** Let $A$ be a separable $\mathbb{C}(p)$-$C^*$-algebra, then the $\mathcal{R}$-module $\mathbb{E}K^{\mathbb{C}(p)}(A)$ has a projective resolution of length 1.

Since at first sight, $\mathcal{R}$ seems to be a rather unfamiliar and complicated ring, a first approach is to understand $\mathcal{R}$-modules by looking at certain subrings of $\mathcal{R}$ and decomposing $\mathcal{R}$-modules into modules over these subrings.

To be more precise, let us introduce some notation: Recall that we defined $0_{1_0}$ $(1_{1_1}, 2_{1_2})$ to be the class of the identity of $\mathbb{C}$ $(\text{CC}(p), C_u$ respectively). Define

$$i_{\mathcal{R}} := i_{1_1} \mathcal{R}, \quad i_{\mathcal{R}_1} := i_{1_1} 1_{\mathcal{R}_1}, \quad \text{and} \quad i_{\mathcal{R}_j} := i_{1_1} i_{\mathcal{R}_j} 1_{\mathcal{R}_1}.$$

Since the $i_{1_1}$'s are idempotents in $\mathcal{R}$ and $1_{\mathcal{R}} = 0_{1_0} + 1_{1_1} + 2_{1_2}$, every $\mathcal{R}$-module $M$ has a decomposition as abelian groups

$$M = 0_{\mathcal{R}} M \oplus 1_{\mathcal{R}} M \oplus 2_{\mathcal{R}} M \text{ with } i_1 M := i_{1_1} M = i_{\mathcal{R}} \otimes_{\mathcal{R}} M.$$
Note that every \(x \in \mathcal{R}_j\) yields a morphism \(jM \xrightarrow{x} iM\), in particular \(iM\) is a left module over \(\mathcal{R}_i\).

It is not true that all \(\mathcal{R}\)-modules have projective dimension 1. Fortunately, we are only interested in modules of the form \(E_{K(p)}^C(A)\) and these modules have an extra property.

The decomposition for these modules looks as follows

\[
\begin{align*}
0E_{K(p)}^C(A) &= K_{K(p)}^C(C, A), \\
1E_{K(p)}^C(A) &= K_{K(p)}^C(C(C(p), A), \\
2E_{K(p)}^C(A) &= K_{K(p)}^C(C_A, A).
\end{align*}
\]

Since the triangles

\[
\begin{align*}
S_{C(p)} &\xrightarrow{2\alpha_2} C_u \xrightarrow{2\alpha_0} C \xrightarrow{0\alpha_1} C_{C(p)}, \\
C_{C(p)} &\xrightarrow{1\alpha_2} C \xrightarrow{1\alpha_0} C_u \xrightarrow{0\alpha_2} C_{C(p)}, \\
S_{C(p)} &\xrightarrow{2\alpha_1} C_u \xrightarrow{2\alpha_0} C \xrightarrow{0\alpha_1} C_{C(p)}
\end{align*}
\]

are exact, \(E_{K(p)}^C(A)\) is exact in the following sense:

**Definition 12.2.** An \(\mathcal{R}\)-module \(M\) is called *exact* if the sequences

\[
\begin{align*}
&0M \xrightarrow{\alpha_0} M \xrightarrow{\alpha_2} 1M, \\
&0M \xrightarrow{\alpha_2} M \xrightarrow{\alpha_0} 1M
\end{align*}
\]

are exact.

In particular, \(\mathcal{R}\) is exact.

**Definition 12.3.** If \(R\) is a ring and \(M\) is a module over \(R\), which is free as an abelian group, let us call \(M\) a *lattice*.

Note that we do not assume \(M\) to be finitely generated.

We will prove that every exact \(\mathcal{R}\)-lattice is projective. This implies that every exact \(\mathcal{R}\)-module has a projective resolution of length 1 by the following argument: If \(M \rightarrow M' \rightarrow M''\) is a short exact sequence of \(\mathcal{R}\)-modules, of which two modules are exact, then the long exact sequence for homology of a short exact sequence of chain complexes shows that the third module is exact as well. If \(M\) is an \(\mathcal{R}\)-module, there is a projection \(\bigoplus_j \mathcal{R} \rightarrow M\) from a free \(\mathcal{R}\)-module onto \(M\). Its kernel \(K\) is an \(\mathcal{R}\)-lattice, furthermore \(K\) is exact if and only if \(M\) is exact. If \(K\) is projective, then of course \(M\) has a projective resolution of length 1. In fact we will prove Theorem 12.1 by showing the following statement:

**Theorem 12.4.** Let \(L\) be a countably generated, exact \(\mathcal{R}\)-lattice, then \(L\) is projective.

Note that it is easy to see that projective \(\mathcal{R}\)-modules are exact lattices since direct summands of exact lattices are exact lattices and \(\mathcal{R}\) is an exact lattice itself.

As indicated above, we will analyze exact \(\mathcal{R}\)-lattices by first investigating lattices over the subrings \(0\mathcal{R}_0\), \(1\mathcal{R}_1\) and \(2\mathcal{R}_2\). We have

\[
0\mathcal{R}_0 \cong 1\mathcal{R}_1 \cong \mathbb{Z}C(p) \cong \mathbb{Z}[t]/(t^p - 1)
\]
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and

\[ 2\mathcal{R}_2 \cong \mathbb{Z}[t, s]/(N(t) + N(s) - p, (1 - t)(1 - s)). \]

There is a classical structure result on finitely generated \(\mathbb{Z}\mathcal{C}(p)\)-lattices by I. Reiner [38], which was extended to the countably generated case by M. C. R. Butler, J. M. Campbell and L. G. Kovács [8]. It uses that multiplication by \(\theta_p\), which was extended to the countably generated case by M. C. R. Butler, J. M. Campbell and L. G. Kovács [8]. It uses that multiplication by \(\theta_p\) and \(t - 1\) induces ring extensions

\[ \mathbb{Z}[\theta_p] \to \mathbb{Z}\mathcal{C}(p) \to \mathbb{Z} \quad \text{and} \quad \mathbb{Z} \to \mathbb{Z}\mathcal{C}(p) \to \mathbb{Z}[\theta_p], \]

where \(\mathbb{Z}[\theta_p]\) denotes \(\mathbb{Z}\) with a \(p\)th root of unity adjoint. \(\mathbb{Z}[\theta_p]\) is a Dedekind ring, and lattices over these rings have a good structure theory. This can be used to analyze lattices over \(\mathbb{Z}\mathcal{C}(p)\). We will first recall some basic theory of Dedekind rings and lattices over them and then move on to lattices over \(\mathbb{Z}\mathcal{C}(p)\). The main result here is that every \(\mathbb{Z}\mathcal{C}(p)\)-lattice can be decomposed into a direct sum of a projective lattice and lattices which are pullbacks of the projections \(\mathbb{Z}\mathcal{C}(p) \to \mathbb{Z}\) and \(\mathbb{Z}\mathcal{C}(p) \to \mathbb{Z}[\theta_p]\). Furthermore, we characterize projective \(\mathbb{Z}\mathcal{C}(p)\)-modules as lattices satisfying a certain exactness property. Fortunately, many ideas from the classification results can be carried over to lattices over \(2\mathcal{R}_2\). We obtain a similar characterization of projective \(2\mathcal{R}_2\)-modules as in the case of modules over \(\mathbb{Z}\mathcal{C}(p)\). Finally, we show that \(\mathcal{R}\)-lattices, which are induced from projective lattices over one of the subrings \(i\mathcal{R}_i\), are again projective and that every exact \(\mathcal{R}\)-lattice can be decomposed as a direct sum of projective lattices of this kind. This will then prove Theorem 12.1.

12.1 Conventions and Generalities on Rings and Modules

Throughout this subsection, let \(R\) be a ring. Let \(r \in R\) and \(M\) be an \(R\)-module. Set

\[ M_r := \{ m \in M \mid rm = 0 \}. \]

Definition 12.5. Let \(M\) be an \(R\)-module, \(M\) is called torsion-free if \(M_r \neq \{0\}\) implies \(r = 0\). Let \(N\) a submodule of \(M\). \(N\) is called a pure submodule if for every \(r \in R\)

\[ rN = N \cap rM. \]

We will need an elementary linear algebra fact which we state as a separate lemma. Let \(A \in \mathbb{M}_n(R)\) and \(S \in \mathbb{M}_n(\mathbb{Z})\), we define the product \(SA \in \mathbb{M}_n(R)\) by regarding \(R\) as a left \(\mathbb{Z}\)-module.

Lemma 12.6. Let \(R\) be a ring, \(\phi: R \to \mathbb{Z}/p\) an epimorphism of rings and \(\phi_n: \mathbb{M}_n(R) \to \mathbb{M}_n(\mathbb{Z}/p)\) its amplification. If \(A \in \mathbb{M}_n(R)\) is such that \(\phi_n(A) \in GL_n(\mathbb{Z}/p)\) then there is \(S \in GL_n(\mathbb{Z})\) such that \(\phi_n(SA) \in GL_n(\mathbb{Z}/p)\) is diagonal with non-zero entries on the diagonal.

Proof. We obviously have \(\phi_n(SA) = S\phi_n(A)\), therefore, it suffices to show the statement for \(\phi = \text{id}_{\mathbb{Z}/p}\). Let \(A \in GL_n(\mathbb{Z}/p)\). First note that the elementary row operations of changing rows and adding an integral multiple of one row to another can be realized by multiplication by matrices \(S \in GL_n(\mathbb{Z})\) from the left. Using the gaussian elimination
algorithm, we find $S' \in GL_n(\mathbb{Z})$ such that $S'A$ is upper triangular with non-zero entries on the diagonal. (Note that we do not have to multiply rows by integers during the gaussian elimination algorithm since we are working over $\mathbb{Z}/p$.) Performing further elementary row operations, we find $S'' \in GL_n(\mathbb{Z})$ such that $S''S'A$ is diagonal with non-zero entries on the diagonal.

**12.2 Preliminaries on Dedekind Domains**

Recall that a *Dedekind domain* is an integral domain $D$ which satisfies

1. $D$ is noetherian,
2. every prime ideal in $D$ is maximal,
3. $D$ is integrally closed in its quotient field $K$.

Throughout this subsection, let $D$ denote a Dedekind domain with quotient field $K$. Let us state two classical facts about ideals in Dedekind domains.

**Theorem 12.7.** Every proper non-zero ideal in $D$ factors as a product of prime ideals, which are unique up to reordering.


**Lemma 12.8.** Let $I_1$ and $I_2$ be ideals in $D$, then $I_1 \subseteq I_2$ if and only if there is an ideal $J$ such that $I_1 = JI_2$.


Let us collect some facts about modules over a Dedekind domain.

**Definition 12.9.** A fractional ideal $\mathfrak{a}$ is a finitely generated $D$-submodule of $K$. The $D$-rank of a $D$-module $M$ is given by $\dim_K K \otimes_D M$.

Note that every ideal is a fractional ideal since $D$ is noetherian.

**Theorem 12.10.** Let $L$ be a torsion-free $D$-module of $D$-rank $n$, then $L$ is the direct sum of $n$ fractional ideals.


**Lemma 12.11.** Let $P$ be a finitely generated torsion-free $D$-module, then $P$ is projective.

*Proof.* There is a $D$-module epimorphism $\rho: D^n \to P$. Since $P$ is torsion-free, $\ker \rho$ is a pure submodule of $D^n$. Hence $\ker \rho$ is a direct summand of $D^n$ by [11] 22.15. This shows that $P$ is a direct summand of $D^n$.

In particular, fractional ideals are projective.

Let $\theta_p$ be a primitive $p$th root of unity. The cyclotomic field $\mathbb{Q}[\theta_p]$ is the finite field extension of $\mathbb{Q}$ by $\theta_p$. Let $\mathbb{Z}[\theta_p]$ be the subring generated by $\mathbb{Z}$ and $\theta_p$. As noted above, $\mathbb{Z}[\theta_p]$ is a quotient of $\mathbb{Z}\mathbb{C}(p)$.
Theorem 12.12. \( \mathbb{Z}[\theta_p] \) is a Dedekind domain with quotient field \( \mathbb{Q}[\theta_p] \).

Proof. By [11] Theorem 21.13, \( \mathbb{Z}[\theta_p] \) is the ring of algebraic integers of \( \mathbb{Q}[\theta_p] \), hence \( \mathbb{Q}[\theta_p] \) is the quotient field of \( \mathbb{Z}[\theta_p] \) ([11] 17.8) and \( \mathbb{Z}[\theta_p] \) is a Dedekind domain ([11] 17.12, 12.13 and 18.3).

The following statements will be used at some points.

Lemma 12.13. Let \( \mathfrak{A} \) be a non-zero fractional ideal of \( \mathbb{Z}[\theta_p] \), then

(1) \( \mathfrak{A}/(\theta_p-1)\mathfrak{A} \neq \{0\} \),

(2) \( \mathfrak{A} \) has \( \mathbb{Z} \)-rank \( p-1 \),

(3) there is \( n \in \mathbb{N}, n \geq 2 \) and fractional ideals \( \mathfrak{A}_2, \ldots, \mathfrak{A}_n \) such that

\[
\mathfrak{A} \oplus \bigoplus_{i=2}^n \mathfrak{A}_i \cong \mathbb{Z}[\theta_p]^n. 
\]

Proof. It is easy to see that for every fractional ideal \( \mathfrak{A} \subseteq \mathbb{Q}[\theta_p] \), there is \( r \in \mathbb{Z}[\theta_p] \) such that \( r \cdot \mathfrak{A} \subseteq \mathbb{Z}[\theta_p] \). Now \( (\theta_p-1)r\mathfrak{A} \neq r\mathfrak{A} \) by Theorem 12.7. This shows \( \mathfrak{A} \neq (\theta_p-1)\mathfrak{A} \) and thereby (1). Note that \( (.) \otimes_{\mathbb{Z}[\theta_p]} \mathbb{Q}[\theta_p] = (.) \otimes_{\mathbb{Z}} \mathbb{Q} \). Hence the \( \mathbb{Z} \)-rank of \( \mathfrak{A} \) is equal to \( \operatorname{dim}_\mathbb{Q}(\mathfrak{A} \otimes \mathbb{Z} \mathbb{Q}) = \operatorname{dim}_\mathbb{Q}(\mathbb{Q}[\theta_p]) = p-1 \). This shows (2).

(3) follows from Lemma 12.11 and Theorem 12.10.

Finally, we will prove a useful characterization of projective \( \mathbb{Z}[\theta_p] \)-modules.

Theorem 12.14. Let \( M \) be a countably generated \( \mathbb{Z}[\theta_p] \)-module, then the following are equivalent:

(1) \( M \) is projective.

(2) \( M \) is a lattice.

(3) \( M \) is a direct sum of fractional ideals.

Proof. (1) \( \Rightarrow \) (2): A direct summand of \( \bigoplus_{i} \mathbb{Z}[\theta_p] \) is of course a lattice.

(2) \( \Rightarrow \) (3): Let us first show that a lattice \( L \) is torsion-free: For \( x \in L \), the annihilator of \( x \)

\[ \text{Ann}(x) = \{ r \in \mathbb{Z}[\theta_p] \mid rx = 0 \} \]

is an ideal in \( \mathbb{Z}[\theta_p] \) and \( r \mapsto rx \) induces a monomorphism

\[ \mathbb{Z}[\theta_p]/\text{Ann}(x) \rightarrow L \]

Let us assume that \( \text{Ann}(x) \neq \{0\} \). Then \( \text{Ann}(x) \) is a non-zero fractional ideal. Since the \( \mathbb{Z} \)-rank of \( \text{Ann}(x) \) is \( p-1 \), \( \mathbb{Z}[\theta_p]/\text{Ann}(x) \) is finite. Hence the fact that \( L \) is a lattice implies that \( \text{Ann}(x) = \mathbb{Z}[\theta_p] \), which shows that \( x = 0 \).
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Claim 12.15. Let \( L \) be a \( \mathbb{Z}[\theta_p] \)-lattice and \( x \in L \). Then there is a projective submodule \( L' \) such that \( x \in L' \) and \( L/L' \) is a lattice.

Define \( L' \) to be the pure \( \mathbb{Z} \)-closure of \( \mathbb{Z}[\theta_p]x \), i.e.,

\[
L' = \{ y \in L \mid \exists n \in \mathbb{Z} : ny \in \mathbb{Z}[\theta_p]x \}.
\]

Then of course \( x \in L' \). Since \( L' \) is a lattice it is torsion-free. \( L \) is free as an abelian groups, therefore, there is a countable index set \( I \) and an isomorphism of abelian groups \( \phi : L \cong \bigoplus_{I} \mathbb{Z} \). Since \( \mathbb{Z}[\theta_p]x \) is finitely generated, there is a finite index set \( I_0 \subseteq I \) such that \( \Phi(\mathbb{Z}[\theta_p]x) \subset \bigoplus_{I_0} \mathbb{Z} \), hence also \( \Phi(L') \subset \bigoplus_{I_0} \mathbb{Z} \). This shows that \( L' \) is finitely generated and therefore, a projective \( \mathbb{Z}[\theta_p] \)-module by Lemma 12.11. By assumption there is an isomorphism of abelian groups \( \phi : L \cong \bigoplus_{I} \mathbb{Z} \). Since \( L' \) is pure as \( \mathbb{Z} \)-module in \( L \), a base change in \( \bigoplus_{I_0} \mathbb{Z} \) shows that \( L/L' \) is a lattice as well. This shows the claim.

Now let \( (x_n)_{n \in \mathbb{N}} \) be a sequence such that \( \{ x_n \mid n \in \mathbb{N} \} \) generates \( L \). By the previous claim, there is an increasing sequence of finitely generated submodules \( (L_n)_{n \in \mathbb{N}} \) with \( x_n \in L_n \) such that \( L/L_n \) is a lattice. \( L_1 \) and \( L_{n+1}/L_n \) for \( n \in \mathbb{N} \) are finitely generated lattices, therefore, direct sums of fractional ideals. Using the exact sequences

\[
L_n \twoheadrightarrow L_{n+1} \twoheadrightarrow L_{n+1}/L_n
\]

and the fact that fractional ideals are projective, we see that there is a sequence of fractional ideals \( \mathfrak{A}_i, i \in \mathbb{N} \) and a monotone map \( f : \mathbb{N} \to \mathbb{N} \cup \{0\} \) such that

\[
L_n \cong \bigoplus_{i=1}^{f(n)} \mathfrak{A}_i.
\]

Since \( L = \bigcup_{n \in \mathbb{N}} L_n \), this shows \((2) \Rightarrow (3)\).

\((3) \Rightarrow (1)\) follows from the fact that fractional ideals are projective. \( \square \)

12.3 Lattices over \( \mathbb{Z}C(p) \)

A \( \mathbb{Z}[\theta_p] \)-module \( M \) can always be viewed as a \( \mathbb{Z}C(p) \)-module by setting \( t \cdot m := \theta_pm \). This is just the pullback via the quotient map \( \mathbb{Z}C(p) \twoheadrightarrow \mathbb{Z}[\theta_p] \). Another way of constructing \( \mathbb{Z}C(p) \)-modules from \( \mathbb{Z}[\theta_p] \)-modules is the following: Let \( M \) be a \( \mathbb{Z}[\theta_p] \)-module and \( m := (m_1, \ldots, m_n) \in M^n \). Define a \( \mathbb{Z}C(p) \)-module \( (M, m) \) via

\[
(M, m) := M \oplus \mathbb{Z}^n \text{ as abelian groups , } t \cdot (m, k) = (\theta_pm + k \cdot m^T, k),
\]

here \( k \cdot m^T \) denotes matrix multiplication of the row vector \( k \) with the column vector \( m^T \). \( (M, m) \) is well-defined since

\[
t^p \cdot (m, k) = (((\theta_p)^p m^T + N(\theta_p)k \cdot m^T, k) = (m, k).
\]

Note that \( N(\theta_p) = 0 \) in \( \mathbb{Z}[\theta_p] \). It is clear that \( (M, m) \) is a lattice (finitely generated lattice) if and only if \( M \) is a lattice (finitely generated lattice, respectively).

I. Reiner [38] showed that every indecomposable, finitely generated \( \mathbb{Z}C(p) \)-lattice is of one of the following types:
Lemma 12.17. Let $L$ be a countably generated $\mathbb{Z}C(p)$-lattice, then there are countable index sets $I_1, I_2, I_3$, fractional $\mathbb{Z}[\theta_p]$-ideals $\mathfrak{A}_i$ for $i \in I_2 \sqcup I_3$ and $a_i \in \mathfrak{A}_i \setminus (\theta_p - 1)\mathfrak{A}_i$ for $i \in I_3$ such that

$$L \cong \bigoplus_{I_1} \mathbb{Z} \oplus \bigoplus_{I_2} \mathfrak{A}_i \oplus \bigoplus_{I_3} (\mathfrak{A}_i, a_i).$$

Next we will characterize projective $\mathbb{Z}C(p)$-modules. But first we need a preliminary lemma.

Lemma 12.17. Let $x_1, \ldots, x_n \in \mathbb{Z}[\theta_p]^n$ and set $\underline{x} = (x_1, \ldots, x_n)$. Assume that $[x_1], \ldots [x_n]$ is a $\mathbb{Z}/p$-basis of $\mathbb{Z}[\theta_p]/(\theta_p - 1)\mathbb{Z}[\theta_p]^n \cong (\mathbb{Z}/p)^n$.

Then

$$(\mathbb{Z}[\theta_p]^n, \underline{x}) \cong (\mathbb{Z}C(p))^n$$

as $\mathbb{Z}C(p)$-modules.

Proof. View elements $x \in \mathbb{Z}[\theta_p]^n$ as column vectors and $\underline{x} = (x_1, \ldots, x_n)$ as an element in $\mathbb{M}_n(\mathbb{Z}[\theta_p])$. For $M \in \mathbb{M}_n(\mathbb{Z}[\theta_p])$, let $[M]$ denote the corresponding element in the quotient ring

$$\mathbb{M}_n(\mathbb{Z}[\theta_p]/(\theta_p - 1)\mathbb{Z}[\theta_p]) \cong \mathbb{M}_n(\mathbb{Z}/p).$$

By Lemma 12.6, there is $S \in GL_n(\mathbb{Z})$ such that $[S \cdot \underline{x}] \in \mathbb{M}_n(\mathbb{Z}/p)$ is diagonal with non-zero entries on the diagonal. Then

$$S: \mathbb{Z}[\theta_p]^n \to \mathbb{Z}[\theta_p]^n, \quad x \mapsto S \cdot x$$

is an isomorphism of $\mathbb{Z}[\theta_p]$-modules, and there are $c_i \in \mathbb{Z}$, $c_i \neq 0 \mod p$ and $z_i \in \mathbb{Z}[\theta_p]^n$ such that

$$\underline{x}' := (S(x_1), \ldots, S(x_n)) = (c_1 e_1 + (\theta_p - 1)z_1, \ldots, c_n e_n + (\theta_p - 1)z_n).$$

Here, $c_i \in \mathbb{Z}[\theta_p]^n$ denotes the column vector with 1 in the $i$th entry and zeros elsewhere. Then

$$(S, 1): (\mathbb{Z}[\theta_p]^n, \underline{x}) \to (\mathbb{Z}[\theta_p]^n, \underline{x}'), \quad (S, 1)(x, y) := (S(x), y)$$

is an isomorphism. This shows that it suffices to consider the case $x_i = c_i e_i + (\theta_p - 1_i)z_i$ with $c_i$, $e_i$ and $z_i$ as above.
Set \( z_1, \ldots, z_n \) and \( \zeta = (c_1 e_1, \ldots, c_n e_n) \) and define
\[
\Psi: (Z[\theta_p]^n, \zeta) \to (Z[\theta_p]^n, x), \quad \Psi(a, m) = (a - mT \cdot z, m).
\]
The calculation
\[
\Psi(t \cdot (a, m)) = \Psi(\theta_p a + mT \cdot z, m) = (\theta_p a + mT \cdot (\zeta - z), m)
\]
\[
= (\theta_p a + mT \cdot (x - \theta_p z), m) = (\theta_p(a - mT \cdot z) + mT \cdot x, m)
\]
shows that \( \Psi \) is an isomorphism of \( \mathbb{Z}\mathcal{C}(p) \)-modules. For \( c \in \mathbb{Z}, \ c \neq 0 \mod p \), there is an isomorphism \( (\mathbb{Z}[\theta_p], c) \cong (\mathbb{Z}[\theta_p], 1) \) ([11], Lemma 74.2.) and \( (\mathbb{Z}[\theta_p], 1) \) is isomorphic to \( \mathbb{Z}\mathcal{C}(p) \) via
\[
\mathbb{Z}\mathcal{C}(p) \to (\mathbb{Z}[\theta_p], 1), \quad t^k \mapsto \left( \sum_{i=0}^{k-1} \theta^i, 1 \right).
\]
This shows
\[
(\mathbb{Z}[\theta_p]^n, x) \cong (\mathbb{Z}[\theta_p]^n, \zeta) \cong \bigoplus_{i=1}^{n} (\mathbb{Z}[\theta_p], \zeta) \cong \mathbb{Z}\mathcal{C}(p)^n
\]
and proves the claim.

**Definition 12.18.** Let \( M \) be a \( \mathbb{Z}\mathcal{C}(p) \)-module. \( M \) is called exact if \( M_{N(t)} = (t - 1)M \) and \( M_{t-1} = N(t)M \).

**Theorem 12.19.** Let \( M \) be a countably generated \( \mathbb{Z}\mathcal{C}(p) \)-module. Then the following are equivalent:

(1) There is a countable index set \( I \) and for all \( i \in I \), there are fractional \( \mathbb{Z}[\theta_p] \)-s ideals \( \mathfrak{A}_i \) and \( a_i \in \mathfrak{A}_i \setminus (\theta_p - 1)\mathfrak{A}_i \) such that
\[
L \cong \bigoplus_I (\mathfrak{A}_i, a_i).
\]

(2) \( M \) is projective.

(3) \( M \) is an exact \( \mathbb{Z}\mathcal{C}(p) \)-lattice.

**Proof.** (1) \( \Rightarrow \) (2): Let \( \mathfrak{A}_1 \) be a fractional ideal and \( a_1 \in \mathfrak{A}_1 \setminus (\theta_p - 1)\mathfrak{A}_1 \), we have to show that \((\mathfrak{A}_1, a_1)\) is a projective \( \mathbb{Z}\mathcal{C}(p) \)-module.

By Lemma 12.13, there are \( n \in \mathbb{N}, n \geq 2 \), fractional ideals \( \mathfrak{A}_2, \ldots, \mathfrak{A}_n \) and an isomorphism
\[
T: \bigoplus_{i=1}^{n} \mathfrak{A}_i \cong \mathbb{Z}[\theta_p]^n
\]
of \( \mathbb{Z}[\theta_p] \)-modules. By Lemma 12.13, we may choose \( a_i \in \mathfrak{A}_i \) such that \([a_i] \neq 0 \in \mathfrak{A}_i/(\theta_p - 1)\mathfrak{A}_i \). \([a_1], \ldots, [a_n] \) is a basis of the \( \mathbb{Z}/p \)-vector space
\[
\bigoplus_{i=1}^{n} \mathfrak{A}_i \biggm| (\theta_p - 1) \bigoplus_{i=1}^{n} \mathfrak{A}_i \cong (\mathbb{Z}/p).
\]
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Set \( x_i := T(a_i), \ a := (a_1, \ldots, a_n) \) and \( x = (x_1, \ldots, x_n) \), then

\[
(T, 1): \left( \bigoplus_{i=1}^{n} \mathfrak{A}_i, y \right) \to (\mathbb{Z}[\theta_p]^n, x), \quad (a, b) \mapsto (T(a), b).
\]

is an isomorphism of \( \mathbb{ZC}(p) \)-modules and \( (\mathbb{Z}[\theta_p]^n, x) \) is isomorphic to \( (\mathbb{ZC}(p))^n \) by Lemma 12.17. This finishes the proof of (1) \( \Rightarrow \) (2).

(2) \( \Rightarrow \) (3): Note that \( \mathbb{ZC}(p) \) is an exact lattice. This implies the claim since direct summands of exact \( \mathbb{ZC}(p) \)-lattices are again exact \( \mathbb{ZC}(p) \)-lattices.

(3) \( \Rightarrow \) (1): Let

\[
L \cong \bigoplus_{i_1} \mathbb{Z} \oplus \bigoplus_{i_2} \mathfrak{A}_i \oplus \bigoplus_{i_3} (\mathfrak{A}_i, a_i)
\]

be a decomposition as in Theorem 12.16. It is easy to check that indecomposable modules of the type \( \mathbb{Z} \) or \( \mathfrak{A} \) are not exact. This finishes the proof. \( \square \)

We can draw the following conclusion from Theorem 12.16:

**Theorem 12.20.** Let \( L \) be a \( \mathbb{ZC}(p) \)-lattice, then there are \( \mathbb{ZC}(p) \)-sublattices \( L_1, L_2 \) and \( L_3 \) such that \( L = L_1 \oplus L_2 \oplus L_3 \) and

1. \( L_1 \subseteq L_{t-1} \subseteq L_1 \oplus L_3; \)
2. \( L_2 \subseteq L_{N(t)} \subseteq L_2 \oplus L_3; \)
3. \( L_3 \) is projective and exact.

**Proof.** Let

\[
\phi: L \cong \bigoplus_{i_1} \mathbb{Z} \oplus \bigoplus_{i_2} \mathfrak{A}_i \oplus \bigoplus_{i_3} (\mathfrak{A}_i, a_i)
\]

be a decomposition as in Theorem 12.16. Set \( L_1 := \phi^{-1}(\bigoplus_{i_1} \mathbb{Z}) \), \( L_2 := \phi^{-1}(\bigoplus_{i_2} \mathfrak{A}_i) \) and \( L_3 := \phi^{-1}(\bigoplus_{i_3} (\mathfrak{A}_i, a_i)) \). Obviously \( L_1 \subseteq L_{t-1} \) and \( L_2 \subseteq L_{N(t)} \). We have \( L_{t-1} = \bigoplus_{i=1}^{3} L_{t-1} \cap L_i \) and \( L_{N(t)} = \bigoplus_{i=1}^{3} L_{N(t)} \cap L_i \). Since \( L_{N(t)} \cap L_{t-1} = \{0\} \), we get \( L_{t-1} \subseteq L_1 \oplus L_3 \) and \( L_{N(t)} \subseteq L_2 \oplus L_3 \). (3) follows by the previous results of this section. \( \square \)

### 12.4 Lattices over \( 2\mathcal{R}_2 \)

Recall that there is an isomorphism

\[
2\mathcal{R}_2 \cong \mathbb{Z}[t, s]/(N(t) + N(s) - p, (1 - t)(1 - s)).
\]

For ease of notation, let us denote the ring on the right-hand-side by \( R \). There is an involution \( \gamma \) on \( R \), which is given by \( s \mapsto t \). In other words, \( R \) is symmetric in \( t \) and \( s \).

**Lemma 12.21.** Let \( M \) be an \( R \)-module, then \( M_{s-1} \cap M_{t-1} \subseteq M_p \). In particular, if \( M \) is torsion-free, then \( M_{s-1} \cap M_{t-1} = \{0\} \).

**Proof.** If \( m \in M \) with \( m = tm = sm \), then \( pm = N(t)m + N(s)m = 2pm \), hence \( pm = 0 \). \( \square \)
Lemma 12.22. We have

\[(t-1)R = R_{s-1} \quad \text{and} \quad (s-1)R = R_{t-1}\]

and \((t-1)R\) and \((s-1)R\) are isomorphic to \(\mathbb{Z}[\theta_p]\).

Proof. A \(\mathbb{Z}\)-basis of \(R\) is given by \(\{1, s, \ldots, s^{p-1}, (t-1), t(t-1), \ldots, t^{p-3}(t-1)\}\) (by \(\{1, s\}\) if \(p = 2\)). Hence, if \(r \in R\) with \((s-1)r = 0\), we can write \(r\) as a \(\mathbb{Z}\)-linear combination with respect to this basis to see that there is \(n \in \mathbb{N}\) and \(r' \in R\) such that \(r = nN(s) + (t-1)r'\). But

\[nN(s) = n(N(t) - p) = n(t-1) \sum_{i=0}^{p-1} (p-i)t^i.\]

This shows \((t-1)R = R_{s-1}\). Since \(R\) is symmetric in \(t\) and \(s\), we see that \((s-1)R = R_{t-1}\).

Therefore, we have \((t-1)R \cong R/(s-1) \cong \mathbb{Z}[t]/(N(t)) \cong \mathbb{Z}[\theta_p]\) and similarly for \((s-1)R\).

We will use this decomposition of \(R\) into Dedekind rings to find a convenient characterization of projective \(R\)-modules.

Definition 12.23. An \(R\)-module \(M\) is called exact if

\[(t-1)M = M_{s-1} \quad \text{and} \quad (s-1)M = M_{t-1}.\]

Note that \(s(t-1) = (t-1)\) implies that \((t-1)M\) is a module over \(R/(s-1) \cong \mathbb{Z}[\theta_p]\).

Our aim is to show that a countably generated module over \(R\) is projective if and only if it is an exact lattice. \(R\) is an exact lattice and direct summands of exact lattices are exact lattices, this shows the “only if” part. The proof of the other direction follows ideas of [11] and also [8].

We begin with analyzing lattices over \(R\), which are finitely generated. We will first show that a finitely generated, exact lattice \(L\) with isomorphisms \((s-1)L \cong \mathbb{Z}[\theta_p]^n\) and \((t-1)L \cong \mathbb{Z}[\theta_p]^n\) is isomorphic to \(R^n\). The structure of \(L\) as it will be encountered is sufficiently complicated to be explained beforehand:

Let \(c \in \mathbb{N}\), we construct an \(R\)-module \(N_c\) as follows: Let \(N_c\) be the free abelian group on generators \(\{q_0, \ldots, q_{p-2}, r_0, \ldots r_{p-2}\}\). Define \(s\) and \(t\) on the \(\mathbb{Z}\)-basis \(\{q_0, \ldots, q_{p-2}, r_0, \ldots r_{p-2}\}\) via

1. \(t \cdot q_i := q_i + cr_0,\)
2. \(t \cdot r_i := r_{i+1}\) for \(i < p - 2\) and \(t \cdot r_{p-2} := -\sum_{k=0}^{p-2} r_k,\)
3. \(s \cdot q_i := q_{i+1}\) for \(i < p - 2\) and \(s \cdot q_{p-2} := -c\sum_{k=0}^{p-2} (p-1-k)r_k - \sum_{k=0}^{p-2} q_k,\)
4. \(s \cdot r_k = r_k.\)

Straightforward, but lengthy calculations show that \(N_c\) is a well-defined \(R\)-module (Lemma 23.6 in the appendix).
Lemma 12.24. Let \( c \in \mathbb{N}, \ c \neq 0 \mod p \), then \( N_c \cong R \) as \( R \)-modules.

Proof. Since \( c \neq 0 \mod p \), there are \( b \in \mathbb{N} \setminus \{0\}, \ a \in \mathbb{Z} \) such that \( bc - 1 = ap \). Set \( u := \sum_{k=0}^{c-1} t^k, \ \gamma := \sum_{k=0}^{c-2} (c - 1 - k)t^k \). A calculation shows that \( u - c = (t - 1)\gamma \). Define
\[
\Phi: N_1 \to N_c, \ \Phi(r_1) := u \cdot r_1, \ \Phi(q_i) := q_i + \gamma r_0.
\]

Straightforward calculations show that \( \Phi \) commutes with \( t \) and \( s \). Therefore, it is a well-defined morphism of \( R \)-modules. Set \( v := \sum_{k=0}^{b-1} e^k \), then \( u \cdot v = 1 + aN(t) \). Since \( N(t) \cdot r_i = 0 \) for all \( i = 0, \ldots, p - 2 \), we conclude \( \Phi(v \cdot r_i) = v \cdot u \cdot r_i = r_i \). Hence \( \Phi \) is surjective. Since both, \( N_c \) and \( N_1 \), are free \( \mathbb{Z} \)-modules of the same finite rank we conclude that \( \Phi \) is an isomorphism. Finally,
\[
\Theta: N_1 \to R, \ \Theta(q_i) := s^i, \ \Theta(r_i) := t^i(t-1),
\]
defines an isomorphism of left \( R \)-modules. \hfill \( \Box \)

Proposition 12.25. Let \( L \) be an exact \( R \)-lattice such that there are \( n \in \mathbb{N} \) and isomorphisms
\[
\phi_s: (s-1)L \cong \mathbb{Z}[\theta_p]^n \text{ and } \phi_t: (t-1)L \cong \mathbb{Z}[\theta_p]^n
\]
of \( \mathbb{Z}[\theta_p] \)-modules, then \( L \cong R^n \).

Proof. For \( i = 1, \ldots, n \), let \( e_i \in \mathbb{Z}[\theta_p]^n \) be the column vector with 1 in the \( i \)th summand and 0 elsewhere. Set
\[
b_i := \phi_t^{-1}(e_i) \in (t-1)L.
\]
Furthermore, choose \( x_1, \ldots, x_n \in L \) such that \( (s-1)x_i = \phi_s^{-1}(e_i) \). Let
\[
X := \langle \{s^j x_i \mid 0 \leq j \leq p - 2, \ 1 \leq i \leq n\} \rangle_{\mathbb{Z}} \subseteq L
\]
be the \( \mathbb{Z} \)-submodule of \( L \) which is generated by \( \{s^j x_i \mid 0 \leq j \leq p - 2, \ 1 \leq i \leq n\} \). Since \( \{\theta_p^j \cdot e_i \mid 0 \leq j \leq p - 2, \ 1 \leq i \leq n\} \) is a basis of \( \mathbb{Z}[\theta_p]^n \) as a \( \mathbb{Z} \)-module, the restricted multiplication \( (s-1)|_X: X \to (s-1)L \) is an isomorphism. Since \( L \) is exact, we have \( L = (t-1)L \oplus X \) as \( \mathbb{Z} \)-modules.

Set
\[
Q := (t-1)L/(t-1)^2L
\]
and let \( \pi: (t-1)L \to Q \) denote the quotient map. Then there is an isomorphism
\[
\phi: (\mathbb{Z}/p)^n \cong \mathbb{Z}[\theta_p]^n/(1-\theta_p)\mathbb{Z}[\theta_p]^n \cong Q.
\]
Define
\[
\Psi: L \to Q, \ x \to (1-t)x + (1-t)^2L, \ \text{and } \psi := \Psi|_X.
\]
Since \( (s-1)(t-1) = 0, \psi: X \to Q \) is surjective. Therefore, \( \{\psi(s^j x_i) \mid 0 \leq j \leq p - 2, \ 1 \leq i \leq n\} \) generates \( Q \). Since \( s(1-t) = (1-t), \ \{\psi(x_i) \mid 1 \leq i \leq n\} \) already generates \( Q \). Since \( \dim_{\mathbb{Z}/p}(Q) = n, \ \{\psi(x_i) \mid 1 \leq i \leq n\} \) is a basis of \( Q \). \( \{\pi(b_i) \mid 1 \leq i \leq n\} \) is also a
basis of the \(\mathbb{Z}/p\)-vector space \(Q\), namely, the one that corresponds to the standard basis under the isomorphism \(q: (\mathbb{Z}/p)^n \cong Q\).

By regarding \((q^{-1}\psi(x_1), \ldots, q^{-1}\psi(x_n))^T\) as a matrix in \(GL_n(\mathbb{Z}/p)\), Lemma 12.6 provides us with \(S = (s_{ij})_{i,j=1,\ldots,n} \in GL_n(\mathbb{Z})\) and \(c_1, \ldots, c_n \in \mathbb{N}, c_i \neq 0 \mod p\) such that

\[S(q^{-1} \circ \psi(x_1), \ldots, q^{-1} \circ \psi(x_n)) = \text{diag}([c_1], \ldots, [c_n]) \in GL_n(\mathbb{Z}/p).\]

This implies \(\psi(\sum_{k=1}^n s_{kj}x_k) = c_j \pi(b_j)\) for \(j = 1, \ldots, n\). Define an automorphism of \(\mathbb{Z}[\theta_p]^n\) by

\[S: \mathbb{Z}[\theta_p]^n \to \mathbb{Z}[\theta_p]^n, \quad (\xi_1, \ldots, \xi_n) \mapsto \left(\sum_{k=1}^n s_{k1}\xi_k, \ldots, \sum_{k=1}^n s_{kn}\xi_k\right).\]

Then, by replacing \(\phi_s\) by \(\phi_s \circ S^{-1}\) and \(x_i\) by \(\sum_{k=1}^n s_{kj}x_k\), we may assume that

\[\exists c_1, \ldots, c_n \in \mathbb{N}, \quad [c_i] \neq 0 \in \mathbb{Z}/p\] such that \(\psi(x_i) = c_i \pi(b_i)\).

Therefore, there are \(u_i \in (t - 1)L\) such that

\[(t - 1)x_i = c_ib_i + (t - 1)u_i \quad \text{for} \ i = 1, \ldots, n.\]

Set

\[y_i := x_i - u_i, \quad \text{then} \ t y_i = c_i b_i + y_i \quad \text{for} \ i = 1, \ldots, n.\]

Let

\[Y := \langle \{s^j \cdot y_i \mid 0 \leq j \leq p - 2, \ 1 \leq i \leq n\} \rangle_{\mathbb{Z}} \subseteq L.\]

Since \((s - 1)x_i = (s - 1)y_i\), there is a direct sum decomposition

\[L \cong (t - 1)L \oplus_{\mathbb{Z}} Y\]

as \(\mathbb{Z}\)-modules. Furthermore, \(\{s^j y_i \mid 0 \leq j \leq p - 2, \ 1 \leq i \leq n\}\) is a basis of \(Y\) as a free \(\mathbb{Z}\)-module and \(\{t^ib_i \mid 0 \leq j \leq p - 2, \ 1 \leq i \leq n\}\) is a basis of \((t - 1)L\) as a free \(\mathbb{Z}\)-module. Set

\[L_i := \langle \{t^ib_i, s^j y_i \mid 0 \leq j \leq p - 2\} \rangle_{\mathbb{Z}}, \ i = 1, \ldots, n.\]

Note that \(\{t^ib_i, s^j y_i \mid 0 \leq j \leq p - 2\}\) is a free \(\mathbb{Z}\)-basis of \(L_i\).

**Claim 12.26.** \(L_i\) is an \(R\)-submodule of \(L\) and \(L_i \cong N_{c_i}\) as \(R\)-modules.

Define an isomorphism of abelian groups \(\phi: L_i \cong N_{c_i}\) by sending \(t^ib_i\) to \(r_j\) and \(s^jy_i\) to \(q_j\) for \(j = 0, \ldots, p - 2\). The following calculations show that \(L_i\) is closed under multiplication by \(t\) and \(s\) (hence an \(R\)-submodule) and that \(\phi\) is an isomorphism of \(R\)-modules. Since \(b_i \in (t - 1)L\), we have \(s_b = b_i\) and \(N(sb) = pb_i\). Therefore,

\[t^{p-1}b_i = pb_i - N(s)b_i - (N(t) - t^{p-1})b_i = - \sum_{k=0}^{p-2} t^k \cdot b_i\]

and

\[ts^jy_i = s^jy_i + c_ib_i.\]
Another straightforward calculation yields $N(t)y_i = py_i + \sum_{k=0}^{p-2}(p-1-k)t^k c_ib_i$. Therefore,

$$s^{p-1}y_i = py_i - N(t)y_i - (N(s) - s^{p-1})y_i = -\sum_{k=0}^{p-2}(p-1-k)t^k c_ib_i - \sum_{k=0}^{p-2}s^k y_i$$

and also

$$st^ib_i = t^ib_i.$$

By construction, $L \cong \bigoplus_{i=1}^n L_i$ as abelian groups. By the last claim, $L = \bigoplus_{i=1}^n L_i \cong \bigoplus_{i=1}^n N_{ci}$ as $R$-modules. This implies that $L \cong R^n$ by Lemma 12.24.

**Proposition 12.27.** Let $L$ be a finitely generated, exact lattice over $R$, then $L$ is projective.

**Proof.** We will show that $L$ is a direct summand of $R^n$ for some $n \in \mathbb{N}$. $(t-1)L$ and $(s-1)L$ are lattices over $\mathbb{Z}[\theta_p]$ via the identifications $R/(s-1) \cong \mathbb{Z}[\theta_p]$ and $R/(t-1) \cong \mathbb{Z}[\theta_p]$. By considering $L \oplus \gamma^*(L)$ instead of $L$, we may assume that $(t-1)L \cong (s-1)L$ as $\mathbb{Z}[\theta_p]$-modules (recall that $\gamma$ is the involution on $R$ that interchanges $s$ and $t$).

We will now construct a finitely generated, exact $R$-lattice $L'$ such that there are isomorphisms $(t-1)(L \oplus L') \cong \mathbb{Z}[\theta_p]^n \cong (s-1)(L \oplus L')$ as $\mathbb{Z}[\theta_p]$-modules. By Proposition 12.25, this will show the claim.

Define an $R$-$\mathbb{Z}[\theta_p]$-bimodule $\Lambda$ by defining a right action of $\mathbb{Z}[\theta_p]$ on $R$ via the ring homomorphism:

$$\lambda: \mathbb{Z}[\theta_p] \rightarrow R, \quad \theta_p \mapsto s + t - 1$$

To check that $\lambda$ is well-defined compute $(s+t-1)^k = s^k + t^k - 1$ for all $k \in \mathbb{N}$. This shows that $N(s+t-1) = N(t) + N(s) - p = 0$. It is also straightforward to check that $(1-t)\Lambda$ and $(1-s)\Lambda$ are isomorphic to $\mathbb{Z}[\theta_p]$ as $\mathbb{Z}[\theta_p]$-bimodules (Recall that every left $R$-module $M$ gives rise to left $\mathbb{Z}[\theta_p]$-modules $(1-t)M$ and $(1-s)M$). Since $\Lambda \otimes_{\mathbb{Z}[\theta_p]} \mathbb{Z}[\theta_p] \cong R$ as left $R$-modules we obtain an additive functor

$$\Lambda \otimes_{\mathbb{Z}[\theta_p]} (-): \text{Mod}(\mathbb{Z}[\theta_p]) \rightarrow \text{Mod}(R),$$

which maps projectives to projectives. Since $(t-1)L \cong (s-1)L$ are $\mathbb{Z}[\theta_p]$-lattices, there is a $\mathbb{Z}[\theta_p]$-module $P$ such that $(t-1)L \oplus P \cong (s-1)L \oplus P \cong \mathbb{Z}[\theta_p]^n$. This shows that $(t-1)(L \oplus \Lambda \otimes_{\mathbb{Z}[\theta_p]} P) \cong (s-1)(L \oplus \Lambda \otimes_{\mathbb{Z}[\theta_p]} P) \cong \mathbb{Z}[\theta_p]^n$. Therefore, $L \oplus \Lambda \otimes_{\mathbb{Z}[\theta_p]} P \cong R^n$ by Proposition 12.25.

**Lemma 12.28.** Let $L$ be an $R$-lattice of $\mathbb{Z}$-rank $\leq 2p - 2$, then either $L$ is exact or there is a decomposition $L \cong L_{t-1} \oplus L_{s-1}$.

**Proof.** If $(t-1)L = \{0\}$ or $(s-1)L = \{0\}$, then $L \cong L_{t-1} \oplus L_{s-1}$ holds. So we may assume that $(t-1)L$ and $(s-1)L$ are non-zero. As $\mathbb{Z}[\theta_p]$-lattices they decompose into fractional ideals by Theorem 12.10. Since both are non-zero, they have $\mathbb{Z}$-rank at least $p - 1$ by Lemma 12.13, since $L_{t-1} \cap L_{s-1} = \{0\}$ their $\mathbb{Z}$-rank is exactly $p - 1$, so there are fractional ideals $\mathfrak{A}$ and $\mathfrak{B}$ such that $L_{t-1} \cong \mathfrak{A}$ and $L_{s-1} \cong \mathfrak{B}$ as $\mathbb{Z}[\theta_p]$-modules. If
Let \( L \) be an exact \( R \)-lattice, and \( x \) in \( L \), then there is a finitely generated, exact sublattice \( L' \subseteq L \) such that \( x \in L \) and \( L/L' \) is an exact \( R \)-lattice.

**Proof.** Let us first show that \( \bigcap_{n \in \mathbb{N}} (t-1)^n L = \{0\} \). Note that \((t-1)L = L_{s-1}\) is a \( \mathbb{Z}[\theta_p] \)-lattice and therefore, by Theorem 12.14, projective. Hence it suffices to show that \((t-1)^n \mathbb{Z}[\theta_p] = \{0\}\). Assume \( y \in \bigcap_{n \in \mathbb{N}} (\theta_p - 1)^n \mathbb{Z} \) were non-zero then \( \langle y \rangle \) would have a unique factorization into a (finite) product of prime ideals. But since \((\theta_p - 1)^n \subseteq \langle y \rangle\) for all \( n \in \mathbb{N} \), Lemma 12.8 yields a contradiction.

Case 1: \( x \in L_{s-1}. \) Since \( \bigcap_{n \in \mathbb{N}} (t-1)^n L = \{0\} \), there is \( x' \in L \) such that \( x' \notin (t-1)L = L_{s-1} \) and \( x = (t-1)^k x' \). Therefore, we may assume that \( x \notin (t-1)L_{s-1} \). Let \( y \in L \setminus L_{s-1} \) such that \( x = (t-1)y \) and let \( L' \) be the pure closure of \( Ry \), i.e.,

\[
L' := \{ z \in L \mid \exists n \in \mathbb{Z} : nz \in Ry \}.
\]

\( L' \) is obviously an \( R \)-module. Since \( L \) is a lattice there is an index set \( I \) and \( \mathbb{Z} \)-isomorphism \( \phi: L \xrightarrow{\sim} \bigoplus_I \mathbb{Z} \), therefore, there is a subset \( I_0 \subseteq I \) such that \( \phi(Ry) \subseteq \bigoplus_{I_0} \mathbb{Z} \). Since \( R \) is free of rank \( 2p - 2 \) as an abelian group, we may, after a base change, assume that \( |I_0| \leq 2p - 2 \). This shows that \( L' \) has \( \mathbb{Z} \)-rank \( \leq 2p - 2 \). \( L' \) cannot have a decomposition \( L' = L'_{s-1} \oplus L'_{t-1} \), because this would imply \( x \in (t-1)L_{s-1} \subseteq (t-1)L_{s-1} \). Hence, by Lemma 12.28, \( L' \) is exact.

Since \( L' \) is pure, a base change in \( \bigoplus_{I_0} \mathbb{Z} \) shows that \( L/L' \) is a lattice as well. The long exact sequence of a short exact sequence of chain complexes shows that \( L/L' \) is exact.

Case 2: \( x \in L_{t-1}. \) Apply the involution \( \gamma \), which interchanges \( t \) and \( s \).

Case 3: \( x \notin L_{s-1}, x \notin L_{t-1}. \) Apply Case 1 to \((t-1)x \in L_{s-1}\) to see that there is a finitely generated, exact sublattice \( L_1 \subseteq L \) such that \((t-1)x \in L_1 \) and \( L/L_1 \) is an exact lattice. Let \( \pi_1 \) be the projection from \( L \) onto \( L/L_1 \). By Case 2, there
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is a finitely generated, exact sublattice $L_2 \subseteq L/L_1$ such that $(s-1)\pi(x) \in L_2$ and $(L/L_1)/L_2$ is a lattice. Let $\pi_2$ be the projection from $L/L_1$ onto $(L/L_1)/L_2$. We have $(s-1)\pi_2\pi_1(x) = (t-1)\pi_2\pi_1(x) = 0$, hence $\pi_2\pi_1(x) = 0$ by Lemma 12.21. Thus $x \in \pi_1^{-1}(L_2)$. The restriction of $\pi_1$ to $\pi_1^{-1}(L_2)$ yields an exact sequence of $R$-lattices $L_1 \to \pi_1^{-1}(L_2) \to L_2$. The long exact sequence in homology again shows that $\pi_1^{-1}(L_2)$ is an exact $R$-lattice, moreover $L/\pi_1^{-1}(L_2) \cong (L/L_1)/L_2$ is a lattice and of course $\pi_1^{-1}(L_2)$ is finitely generated. Therefore, setting $L' := \pi_1^{-1}(L_2)$ yields the claim.

**Theorem 12.30.** Let $M$ be a countably generated $R$-module, then $M$ is projective if and only if it is an exact $R$-lattice.

**Proof.** We only have to show the “if” direction. Assume that $M$ is a countably generated, exact $R$-lattice and let $(x_n)_{n \in \mathbb{N}}$ be a sequence of generators. We will define inductively a sequence of finitely generated, exact $R$-sublattices $(M_n)_{n \in \mathbb{N}}$ of $M$ such that $M_n \subseteq M_{n+1}$, $x_n \in M_n$ and $M/M_n$ is an exact lattice. Use Proposition 12.29 to choose a finitely generated, exact $R$-lattice $M_0$ such that $x_0 \in M_0$ and $M/M_0$ is an exact $R$-lattice. Assume that $M_0, \ldots, M_n$ as above have been constructed, let $\pi_n$ be the projection from $M$ onto $M/M_n$. Again by Proposition 12.29, there is a finitely generated, exact $R$-lattice $P_{n+1} \subseteq M/M_{n+1}$ such that $\pi_n(x_{n+1}) \in P_{n+1}$ and $(M/M_n)/P_{n+1}$ is an exact $R$-lattice. $M_{n+1} := \pi_n^{-1}(P_{n+1})$ has the desired properties.

Define $P_0 := M_0$, we have $P_n \cong M_n/M_{n-1}$ for $n \geq 1$. By Proposition 12.27, all $P_n$ are projective $R$-modules. For every $n \in \mathbb{N}$, there is an exact sequence

$$M_n \to M_{n+1} \to P_n.$$

By induction, there are isomorphisms $\phi_n: M_n \cong \bigoplus_{i=0}^n P_i$ such that

$$\begin{align*}
M_n &\xrightarrow{\iota_n} M_{n+1} \\
\phi_n &\downarrow \\
\bigoplus_{i=0}^n P_i &\xrightarrow{\iota'_n} \bigoplus_{i=0}^{n+1} P_i
\end{align*}$$

commutes (here $\iota_n$ and $\iota'_n$ denote the obvious inclusions). Since $M = \bigcup_{n \in \mathbb{N}} M_n$, this shows that

$$M \cong \bigoplus_{n \in \mathbb{N}} P_n$$

is projective. □

**12.5 Lattices over $\mathcal{R}$ and the Proof of Theorem 12.1**

Let us first explain how to induce $\mathcal{R}$-modules from modules over one of the subrings $\mathcal{R}_i$, $i \in \{0, 1, 2\}$.

Let $M$ be an $\mathcal{R}_i$-module and set $\text{Ind}_i M := \mathcal{R}_i \otimes_{\mathcal{R}_i} M$. Using $\mathcal{R} \otimes_{\mathcal{R}} \mathcal{R}_i = \mathcal{R}_i$, we see that $i(\text{Ind}_i M) = M$.  
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The easiest example of an induced \( \mathcal{R} \)-module is given by \( \mathcal{R}_i = \text{Ind}_i \mathcal{R}_i \), \( i = 0, 1, 2 \). Note that these modules are projective and that for every \( \mathcal{R} \)-module \( M \),

\[
\text{Hom}_{\mathcal{R}}(\mathcal{R}_i, M) \to iM, \ \phi \mapsto \phi(i_1)
\]

is an isomorphism of \( i\mathcal{R}_i \)-modules.

Ind\(_i\) is left adjoint to the restriction functor \( M \mapsto iM \), i.e., for an \( i\mathcal{R}_i \)-module \( M \) and an \( \mathcal{R} \)-module \( N \), there is a natural isomorphism

\[
\text{Hom}_{\mathcal{R}}(\text{Ind}_i M, N) \cong \text{Hom}_{\mathcal{R}_i}(M, \text{Hom}_{\mathcal{R}_i}(\mathcal{R}_i, N)) \cong \text{Hom}_{\mathcal{R}_i}(M, iN).
\]

**Lemma 12.31.** Let \( P \) be a projective \( i\mathcal{R}_i \)-module. Then \( \text{Ind}_i P \) is projective.

**Proof.** There is \( Q \) and an index set \( I \) such that \( P \oplus Q \cong \bigoplus_I \mathcal{R}_i \). Since \( \mathcal{R}_i = \text{Ind}_i \mathcal{R}_i \) and \( \mathcal{R}_i \) is projective, this shows that \( \text{Ind}_i P \) is projective. \( \Box \)

Note that this implies that \( \text{Ind}_i P \) is an exact \( \mathcal{R} \)-lattice. Recall that we want to show that every countably generated \( \mathcal{R} \)-lattice is projective. We will do this by decomposing a countably generated \( \mathcal{R} \)-lattice \( L \) into a direct sum of lattices, which are induced from projective lattices over the \( i\mathcal{R}_i \).

**Theorem 12.32.** Let \( L \) be a countably generated, exact \( \mathcal{R} \)-lattice, then \( L \) is projective.

**Proof.** \( 0L \) is a \( 0\mathcal{R}_0 \)-lattice. By Theorem 12.20, there are \( 0\mathcal{R}_0 \)-sublattices \( 0L_1, 0L_2 \) and \( 0L_3 \) such that \( 0L = 0L_1 \oplus 0L_2 \oplus 0L_3 \) and

1. \( 0L_1 \subseteq (0L)_{\alpha_0} \subseteq 0L_1 \oplus 0L_3 \);
2. \( 0L_2 \subseteq (0L)_{\alpha_0 \cdot i} \subseteq 0L_2 \oplus 0L_3 \);
3. \( 0L_3 \) is projective and exact.

Let \( P_0 \) be the sublattice of \( L \) generated by \( 0L_3 \), i.e.,

\[
P_0 := \mathcal{R}_0 \cdot 0L_3 \subseteq L.
\]

**Claim 12.33.** \( P_0 \cong \text{Ind}_0(0L_3) \), in particular, \( P_0 \) is projective.

Set

\[
\Phi: \text{Ind}_0(0L_3) = \mathcal{R}_0 \otimes_{0\mathcal{R}_0} 0L_3 \to \mathcal{R}_0 \cdot 0L_3, \ r \otimes l \mapsto r \cdot l.
\]

\( \Phi \) is surjective. Note that \( \text{Ind}_0(0L_3) = \mathcal{R}_0 \otimes_{0\mathcal{R}_0} 0L_3 \). Let \( \Phi_{\mid_i} := \Phi_{\mid_i \text{Ind}_0(0L_3)} \). It is clear that \( \Phi_0 \) is an isomorphism. Let \( k \in \{1, 2\} \) and \( x \in k \text{Ind}_0(0L_3) \) such that \( \Phi_k(x) = 0 \), since \( k\mathcal{R}_0 = k\alpha_0 \cdot 0\mathcal{R}_0 \), we can write \( x = k\alpha_0 \otimes y \) for a \( y \in 0L_3 \). Hence \( \Phi_k(x) = 0 \) implies that \( k\alpha_0 \cdot y = 0 \) in \( L \). Therefore, \( k\alpha_k \cdot k\alpha_0 y = 0 \) in \( L_3 \). Since \( L_3 \) is an exact \( 0\mathcal{R}_0 \)-module, \( \alpha_1 \cdot \alpha_0 = \alpha_0 \cdot \alpha_1 = N(\alpha_0) \) and \( \alpha_2 \cdot \alpha_0 = \alpha_0 \cdot 1_{\alpha_0} = 1_{\alpha_0} - 1 \), there is \( z \in L_3 \) such that \( y = \alpha_1 \cdot \alpha_0 \cdot z \) for \( l \in \{1, 2\}, l \neq k \). But then

\[
x = k\alpha_0 \otimes y = k\alpha_0 \cdot \alpha_1 \cdot \alpha_0 \otimes z = 0.
\]

This shows that \( \Phi_k \) is one-to-one and proves the claim.
**Claim 12.34.** $L/P_0$ is an exact lattice.

Since $P_0$ is exact, we only have to show that $L/P_0$ is a lattice. Since $P_i = \alpha_0 \cdot 0 L_3$ for $i = 1, 2$, it suffices to show that $L_i/\alpha_0 \cdot 0 L_3$ is a lattice for $i = 1, 2$. We will show it only for $i = 2$, since the other case follows by exactly the same arguments. First observe that exactness of $L$ implies that $2L \cong \text{im} \, 2\alpha_0 \oplus \mathbb{Z}$ and $1\alpha_2$ decomposes as a direct sum of $\mathbb{Z}$-lattices. Let $x \in 0 L_1$, where $0 L_1 \subseteq (0 L)_{0 \alpha_0} - 1$. Then $x = (0 \alpha_0 x)(0 \alpha_0 - 1) = 0$. By exactness of $L$, there is $y \in 1 L$ such that $2\alpha_0 x = 2\alpha_1 y$, therefore, $(2\alpha_2 - 1)2\alpha_0 x = (2\alpha_2 - 1)(0 \alpha_0 - 1) = 0$. By Lemma 12.21, $2\alpha_0 x = 0$. This shows $2\alpha_0 \cdot 0 L_1 = \{0\}$. Hence $\text{im} \, 2\alpha_0 = 2\alpha_0 \cdot 0 L_2 \oplus 2\alpha_0 \cdot 0 L_3$. Now assume that there is a $x \in 2\alpha_0 \cdot 0 L_2 \cap 2\alpha_0 \cdot 0 L_3$. Then there are $y_2 \in 0 L_2$ and $y_3 \in 0 L_3$ such that $x = 2\alpha_0 y_2 = 2\alpha_0 y_3$. Since $2\alpha_0 \cdot (y_2 - y_3) = 0$, there is $z \in 1 L$ such that $2\alpha_1 z = y_2 - y_3$. But $\text{im} \, 2\alpha_1 \subseteq 0 L_{0 \alpha_0 - 1} \subseteq 0 L_1 \oplus 0 L_3$, this shows that $y_2 = y_3$. Therefore, $x = 2\alpha_0 y_2 = 0$. Hence $\text{im} \, 2\alpha_0 = 2\alpha_0 \cdot 0 L_2 \oplus 2\alpha_0 \cdot 0 L_3$. This finishes the proof of the claim.

Set

$$L' := L/P_0.$$  

$L'$ is an exact $\mathcal{R}$-lattice such that $0 L' \cong 0 L_1 \oplus 0 L_2$ (Note that $0 L' = 0 L_1/0 L_3$). This implies that $0 L' = 0 L_{N(0 \alpha_0)} \oplus 0 L'_{(0 \alpha_0 - 1)}$. Again by Theorem 12.20, there are $\mathcal{R}_1$-sublattices $L'_1, L'_2$ and $L'_3$ of $L'$ such that $L' = L'_1 \oplus L'_2 \oplus L'_3$ and

1. $L'_1 \subseteq (L')_{1 \alpha_1 - 1} \subseteq L'_1 \oplus L'_3$;
2. $L'_2 \subseteq (L')_{N(1 \alpha_1)} \subseteq L'_2 \oplus L'_3$;
3. $L'_3$ is projective and exact.

Set

$$P_1 := \mathcal{R}_1 \cdot L'_1.$$  

By exactly the same arguments as above, $P_1$ is a projective $\mathcal{R}$-module. The quotient

$$L'' := L'/P_2$$  

is an exact $\mathcal{R}$-lattice such that

$$1 L'' = 1 L''_{N(1 \alpha_1)} \oplus L''_{(1 \alpha_1 - 1)}.$$  

Since $0 P_1 = 0 \alpha_1 L'_3 \subseteq 0 L'_{(0 \alpha_0 - 1)}$, we also have

$$0 L'' = 0 L''_{N(0 \alpha_0)} \oplus 0 L''_{(0 \alpha_0 - 1)}.$$  

If $x \in 0 L''_{(0 \alpha_0 - 1)}$ and $0 \alpha_0 \cdot x = 0$, then $0 = N(0 \alpha_0) x = px$. This implies $x = 0$, hence $(1 \alpha_0)_{0 L''_{(0 \alpha_0 - 1)}}$ is one-to-one. If $y \in L''_{(1 \alpha_1 - 1)}$, then $2\alpha_1 \cdot y \in L''_{(2 \alpha_2 - 1)} \cap L''_{(2 \alpha_2 - 1)} = \{0\}$ hence $y \in \text{im} \, 1\alpha_0$. On the other hand $\text{im} \, 1\alpha_0$ is clearly contained in $L''_{(1 \alpha_1 - 1)}$. This shows that

$$(1 \alpha_0)_{0 L''_{(0 \alpha_0 - 1)}} : 0 L''_{(0 \alpha_0 - 1)} \rightarrow L''_{(1 \alpha_1 - 1)}.$$  
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is an isomorphism. By exactly the same arguments,
\[(0\alpha_1)_{|_1}L''_{(s_1-1)}: 1L''_{(s_1-1)} \to 0L''_{(o_0-1)}\]
is an isomorphism as well. Therefore, multiplication by \(0\alpha_1\alpha_0 = N(o_0)\) is an automorphism of \(0L''_{(o_0-1)}\). But \(N(o_0)_{|_0}L''_{(o_0-1)}\) is just multiplication by \(p\). Therefore, \(0L''_{(o_0-1)} = 1L''_{(s_1-1)} = \{0\} \).

Claim 12.35. \(1\alpha_0 \cdot 0L'' = 0\alpha_1 \cdot 1L'' = \{0\}\).

We have \(1\alpha_0 \cdot 0\alpha = 1\alpha_0\). Now let \(x \in 0L''_{N(o_0)}\), then \(p \cdot 1\alpha_0 \cdot x = 1\alpha_0 \cdot N(o_0)x = 0\), hence \(1\alpha_0 \cdot x = 0\), this shows that \(1\alpha_0 \cdot 0L''_{N(o_0)} = 0\). Similarly \(0\alpha_1 \cdot 1L''_{N(s_1)} = \{0\}\). Since \(1L'' = 1L''_{N(s_1)}\) and \(0L'' = 0L''_{N(o_0)}\), this implies the claim.

Claim 12.36. \(L''\) is projective.

By the previous claim and exactness of \(L\), \(2\alpha_1: 1L'' \to 2L''\) and \(2\alpha_0: 0L'' \to 2L''\) are one-to-one and \(1\alpha_2: 2L'' \to 1L''\) and \(0\alpha_2: 2L'' \to 0L''\) are onto. Since \(t_2 - 1 = 2\alpha_0 \cdot 0\alpha_2\) and \(2t_2 - 1 = 2\alpha_1 \cdot 1\alpha_2\), this implies that \(2L''\) is an exact \(2\mathcal{R}_2\)-lattice. By Theorem 12.30, \(2L''\) is a projective \(2\mathcal{R}_2\)-module. Hence \(\text{Ind}_2(2L'')\) is a projective \(\mathcal{R}\)-module. Note that \(\mathcal{R}_22 \cdot L'' = L''\). Set
\[\Phi: \text{Ind}_2(2L'') \to L'', \ r \otimes x \mapsto rx.\]

By exactly the same arguments as in the proof of Claim #1, we see that \(\Phi\) is an isomorphism, this proves Claim #4.

So far we have two short exact sequences of \(\mathcal{R}\)-modules, namely
\[P_0 \to L \to L'\]
and
\[P_1 \to L' \to L''\]
with \(P_0, P_1\) and \(L''\) being projective. Since \(L''\) is projective, the second sequence splits, therefore, \(L' \cong P_1 \oplus L'\) is projective. Hence also the first sequence splits and we see that \(L \cong P_0 \oplus P_1 \oplus L''\) is projective as well. \(\square\)

Proof. (of Theorem 12.1)
Let \(A\) be a separable \(\mathbb{C}(p)\)-algebra, then the \(\mathcal{R}\)-module \(\text{EK}^{\mathbb{C}(p)}(A)\) is countably generated and exact. Let \(\rho: \bigoplus \mathcal{R} \to \text{EK}^{\mathbb{C}(p)}(A)\) be an epimorphism of \(\mathcal{R}\)-modules and \(L := \ker \rho\). Then \(L\) is an exact, countably generated \(\mathcal{R}\)-lattice, hence projective. Hence we have a projective resolution
\[L \to \bigoplus \mathcal{N} \to \text{EK}^{\mathbb{C}(p)}(A)\]
of length 1. \(\square\)
A UCT for Actions of Finite Cyclic Groups

13 Introduction

The aim of this chapter is to prove a Universal Coefficient Theorem for $C^*$-algebras equipped with an action of a finite cyclic group $G$. The main theorem reads as follows:

**Theorem 13.1.** Let $G$ be a finite cyclic group of order $o$ and $A$ and $B$ separable $G$-$C^*$-algebras with $A$ in $\mathcal{B}^G[o^{-1}]$. Then there is a natural short exact sequence

$$\text{Ext}^1_A\left(\text{LK}^G(\mathcal{A}), \text{LK}^G(\mathcal{B})\right) \rightarrow \text{KK}^*_G(A, B)[o^{-1}] \rightarrow \text{Hom}_\mathfrak{A}(\text{LK}^G(A), \text{LK}^G(B))\text{.}$$

Here, Hom and Ext are taken in the abelian category $\mathfrak{A} = \text{Mod}(\mathcal{C}^G[o^{-1}])_{\mathbb{Z}/2}$.

In Section 14 we apply our general framework: We will first define the invariant $\text{LK}^G$ by specifying a family $\mathcal{A}$ of objects in $\text{KK}^G[o^{-1}]$ for a general finite group $G$. We define the relevant bootstrap class in Section 14.2. The outcome is that in order to derive a UCT, we have to show that modules over $\mathcal{C}^G[o^{-1}]$ have a projective resolution of length 1.

In Section 15, we develop tools to calculate $\mathcal{C}^G$—the restriction of $\mathcal{R}^G$ to objects of the form $\mathcal{C}(G)^H$, $H \leq G$ for a finite abelian group $G$. In order to simplify calculations, we will first establish an involution on $\mathcal{C}^G$ coming from Pontrijagin Duality (Section 15.1). We will then describe a set of generating morphisms of $\mathcal{C}^G$ in Section 15.2 and their relations in Section 15.3.

The aim of Section 16 is to show that for a finite cyclic group $G$, modules over $\mathcal{C}^G[o^{-1}]$ indeed have a projective resolution of length 1. We will start by introducing the concept of a split category over a family of Dedekind domains in Section 16.1. There, we will also show that modules over such categories have projective dimension 1 and that tensor products of split categories are again split. After having introduced these formal concepts, we focus on the case of $G$ being a cyclic group of prime power order and show that in this case $\mathcal{C}^G[o^{-1}]$ is split. Finally, in Section 16.3, we show that for $G$ finite cyclic, $\mathcal{C}^G[o^{-1}]$ is the tensor product $\bigotimes_i \mathcal{C}^{G_i}[p_i^{-1}]$ with $G_i$ finite cyclic of prime power order and thereby split over a family of Dedekind domains. This will finish the proof.
14 The Framework

14.1 The Invariant

Throughout this section let $G$ denote a finite group. We have already introduced $\mathcal{K}^G$ and stated that the suspension functor $S$ and triangles isomorphic to mapping cone triangles turn it into a triangulated category in Section 8.1.

**Definition 14.1.** Let $C$ be a preadditive category and $R$ be a unital ring. Define $C \otimes R$ to be the category with the same objects as $C$ and morphisms given by

$$C \otimes R(A, B) := C(A, B) \otimes_{\mathbb{Z}} R$$

for $A, B \in C$.

Composition is given by

$$C(A, B) \otimes_{\mathbb{Z}} R \otimes_{\mathbb{Z}} C(B, C) \otimes_{\mathbb{Z}} R \otimes_{\mathbb{Z}} R \to C(A, C) \otimes_{\mathbb{Z}} R,$$

where the last arrow is the tensor product of composition in $C$ and multiplication in $R$.

In general, $\mathcal{T}$ being triangulated does not imply that $\mathcal{T} \otimes R$ is triangulated. But in the special case $R = \mathbb{Z}[n^{-1}]$, this is true. For a preadditive category $C$, we will write $C[n^{-1}]$ for $C \otimes \mathbb{Z}[n^{-1}]$.

**Theorem 14.2.** Let $n \in \mathbb{Z} \setminus \{0\}$. Then $\mathcal{K}^G[n^{-1}]$ is triangulated and

$$(\_ \otimes \mathbb{Z}[n^{-1}]): \mathcal{K}^G \to \mathcal{K}^G[n^{-1}]$$

is a triangulated functor.

**Proof.** This follows from Theorem 2.13. of [19].

Let $G$ be a finite abelian group of order $n$. Set

$$A := \{C(G)^H | H \text{ subgroup of } G\}.$$

Note that $C(G)^H$ is isomorphic to $C(G/H)$ as a $G$-$C^*$-algebra.

**Definition 14.3.** Let $C^G$ denote the full subcategory of $\mathcal{K}^G$ with objects $A$ and $C^G[o^{-1}]$ the full subcategory of $\mathcal{K}^G[o^{-1}]$ with objects $A$.

**Definition 14.4.** Define an invariant

$$L_K^G: \mathcal{K}^G[o^{-1}] \to \text{Mod}(C^G[o^{-1}])_{\mathbb{Z}/2}$$

by $L_K^G := F_A$ (Definition 5.5).

Here, we write $L_K$ to abbreviate localized K-theory. Let $\mathcal{R}^G[o^{-1}]$ denote the category ring of $C^G[o^{-1}]$. There is an isomorphism of abelian categories

$$\text{Mod}(C^G[o^{-1}])_{\mathbb{Z}/2} \cong \bigoplus_{A \in A} M(A).$$
Under this isomorphism, we obtain the following description of $\text{LK}^G$:

$$\text{LK}^G(A) = \bigoplus_{H \text{ subgroup of } G} \text{KK}_G^G(H \rtimes A, \mathcal{Z} \mathcal{C} H, A)[o^{-1}] \cong \bigoplus_{H \text{ subgroup of } G} \text{K}_*(H \rtimes A)[o^{-1}]$$

for a $G$-algebra $A$.

Here the last isomorphism comes from the fact that $\text{Ind}_H^G$ is left adjoint to $\text{Res}_H^G$ ([27] Section 3.2) and the Green–Julg Theorem (Theorem 11.5). Hence on the level of abelian groups, the invariant is the direct sum of K-groups of crossed products with subgroups of $G$ tensored with $Z[o^{-1}]$.

All properties of the Hom-like invariants constructed for non-localized $G$-equivariant KK-theory also hold for $\text{LK}^G$ (compare Section 8.2):

**Lemma 14.5.** If $B_1 \to B_2 \to B_3$ is a $G$-equivariant extension, then there is a natural 6-term exact sequence

$$\begin{array}{ccccccccc}
\text{LK}^G(B_1) & \longrightarrow & \text{LK}^G(B_2) & \longrightarrow & \text{LK}^G(B_3) \\
\Sigma\text{LK}^G(B_3) & \longleftarrow & \Sigma\text{LK}^G(B_2) & \longleftarrow & \Sigma\text{LK}^G(B_1).
\end{array}$$

**Proof.** Follows from Lemma 8.2 since $Z[o^{-1}]$ is flat ([47], 3.2.2). \hfill \Box

**Proposition 14.6 (Thom isomorphism).** Let $B$ be a separable $G \times R$-algebra, then there is an isomorphism

$$\Sigma\text{LK}^G(B) \cong \text{LK}^G(R \rtimes B).$$

**Proof.** Follows from Proposition 8.3. \hfill \Box

**Proposition 14.7 (Pimsner–Voiculescu exact sequence).** Let $B$ be a separable $G \times Z$-algebra, then there is a natural 6-term exact sequence

$$\begin{array}{ccccccccc}
\text{LK}^G(B) & \longrightarrow & \text{LK}^G(B) & \longrightarrow & \text{LK}^G(Z \rtimes B) \\
\Sigma\text{LK}^G(Z \rtimes B) & \longleftarrow & \Sigma\text{LK}^G(B) & \longleftarrow & \Sigma\text{LK}^G(B).
\end{array}$$

**Proof.** Follows from Proposition 8.4 since $Z[o^{-1}]$ is flat. \hfill \Box

### 14.2 The Bootstrap Class

**Definition 14.8.** Define the bootstrap class $\mathfrak{B}^G$ as the localizing subcategory of $\mathfrak{R}^G$ which is generated by $A$. Let $\mathfrak{B}^G[o^{-1}]$ be the localizing subcategory of $\mathfrak{R}^G[o^{-1}]$ which is generated by $A$.

Note that $\mathfrak{B}^G$ is contained in $\mathfrak{B}^G[o^{-1}]$. By Theorem 9.5, every commutative $G$-algebra is in $\mathfrak{B}^G$. 
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Remark 14.9. By our general framework (Theorem 7.1), in order to prove Theorem 13.1, we have to show that \(LK^G(A)\) has projective dimension 1 in \(\mathfrak{Mod}(\mathcal{C}^G)_{Z/2}\) for all \(A \in \mathfrak{B}^G[0^{-1}]\). In fact, we will show that for a finite cyclic group \(G\), all objects in \(\mathfrak{Mod}(\mathcal{C}^G)_{Z/2}\) have a projective resolution of length 1.

15 Basic Calculations in \(\mathcal{C}^G\)

15.1 Duality

In the following, let \(G\) denote a finite abelian group. \(H\) and \(K\) will always denote subgroups of \(G\).

Recall that \(C(k) = \mathbb{Z}/k\mathbb{Z}\) denotes the cyclic group of order \(k\). Define

\[
\chi_k: C(k) \times C(k) \to S^1, \quad ([m], [n]) \mapsto \exp\left(\frac{2\pi i mn}{k}\right)
\]

By a well-known classification result for finitely generated abelian groups ([16] Theorem 10.3), there is an isomorphism

\[
\Phi: G \cong \bigoplus_{j=1}^{n} C(k_j)
\]

for \(j = 1, \ldots, n\) and \(k_j \in \mathbb{N}\). Let \(\phi_j\) denote the projection onto the \(j\)th component. Define

\[
\chi: G \times G \to S^1, \quad \chi(g, h) = \prod_j \chi_{k_j}(\phi_j(g), \phi_j(h)).
\]

\(\chi\) is a group homomorphism, which depends on the choice of the isomorphism \(\Phi\). Let us fix \(\Phi\) and thereby \(\chi\) once and for all. We have \(\chi(g, h) = \chi(h, g)\).

Definition 15.1. Set

\(H^\perp := \{g \in G \mid \chi(g, h) = 1 \ \forall h \in H\}\).

\(H^\perp\) is a subgroup of \(G\).

Proposition 15.2.

\(G/H^\perp \to \hat{H}, \quad [g] \mapsto (h \mapsto \chi(g, h))\),

is an isomorphism.

Proof. For \([g] \in G/H^\perp\), let \(\chi_{[g]} \in \hat{H}\) denote the character \(h \mapsto \chi(g, h)\). Let us first check that \(g \mapsto \chi_g\) gives an isomorphism \(G \cong \hat{G}\). Recall that there is an isomorphism \(\Phi: G \cong \bigoplus_{j=1}^{n} C(k_j)\). Since the sum is finite, we have \(\hat{G} \cong \bigoplus_{j=1}^{n} \widehat{C(k_j)}\). By definition of \(\chi\), the diagram

\[
\begin{array}{ccc}
G & \xrightarrow{\chi} & \hat{G} \\
\cong & & \cong \\
\bigoplus_{j=1}^{n} C(k_j) & \xrightarrow{\oplus_i \chi_k} & \bigoplus_{j=1}^{n} \widehat{C(k_j)}
\end{array}
\]
commutes, hence it suffices to show that
\[ C(k) \to \hat{C}(k), \quad [n] \mapsto \left( [m] \mapsto \exp \left( 2\pi i \frac{mn}{k} \right) \right) \]
is an isomorphism. But this is elementary.

The short exact sequence \( H \to G \to G/H \) induces a short exact sequence \( \hat{G} \to \hat{H} \) since \( G \) is finite ([39] Proposition 2). This already shows that
\[ G \xrightarrow{\sim} \hat{G} \to \hat{H} \]
is surjective. By definition, \( H^\perp \) is the kernel of this map, this shows the claim. \( \square \)

**Lemma 15.3.** \( (H^\perp)^\perp = H \).

**Proof.** Let \( h \in H \) and \( g \in H^\perp \), then \( \chi(h, g) = \chi(g, h) = 1 \), hence \( H \subseteq (H^\perp)^\perp \). Since \( H \cong \hat{H} \cong G/H^\perp \), we have \( |G| = |H| \cdot |H^\perp| \). Therefore, \( |H| = |(H^\perp)^\perp| \), this shows that \( H = (H^\perp)^\perp \). \( \square \)

If \( H \) is a subgroup of \( G \), then the normalization of the Haar measure on \( H \) is chosen such that points have mass 1. Let \( (A, \alpha) \) and \( (B, \beta) \) be \( G \)-algebras. Note that the crossed product \( G \rtimes_\alpha A \) as a vector space is given as \( C(G, A) \). We will omit the index \( \alpha \) if there is no danger of confusion. Since \( G \) is abelian, there is a dual action \( \hat{\alpha} \) of \( \hat{G} \) on \( G \rtimes_\alpha A \), which we will interpret as an action of \( G \) via the isomorphism \( \hat{G} \cong G \). \( \hat{\alpha} \) is then given by \( \hat{\alpha}(f)(k) := \chi(l, k)f(k) \). By the universal property of \( KK^G \) ([26], Theorem 50) we obtain an endofunctor
\[ G \rtimes (\_): \mathfrak{R}^G \to \mathfrak{R}^G \]

In [1], S. Baaj and G. Skandalis examine \( G \rtimes (\_) \) for a general Hausdorff topological group \( G \). We can derive the following explicit description of \( G \rtimes (\_) \) for an abelian \( G \) from [1] 6.6 and 6.17: Let \( x = [(E, T, \gamma)] \in KK^G(A, B) \). Then \( G \rtimes x \) is represented by \( (G \rtimes E, \hat{T}, \hat{\gamma}) \), where \( G \rtimes E = C(G, E) \) as a vector space and the expressions for inner product, left and right multiplication specialize to:
\[
(a\xi)(k) = \int_G a(l)\gamma_l(\xi(k-l)) \, dl, \quad (\xi b)(k) = \int_G \xi(l)\beta_l(b(k-l)) \, dl \quad (15.4)
\]
\[
(\xi, \eta)(k) = \int_G \beta_{-l}(\xi(l)(\eta(k+l))) \, dl \quad (15.5)
\]
for \( \xi, \eta \in G \rtimes E \), \( b \in G \rtimes B \) and \( a \in G \rtimes A \). The operator \( \hat{T} \) is given by \( \hat{T}(\xi)(k) = T(\xi(k)) \) and the action \( \hat{\gamma} \) by \( \hat{\gamma}_l(\xi)(k) = \chi(l, k)\xi(k) \).

Applying the crossed product twice yields a \( G \)-algebra \( (G \rtimes \hat{\gamma} G \rtimes_\alpha A, \hat{\alpha}) \), which is naturally \( KK^G \)-equivalent to \( A \) by the Takai Duality Theorem [43]. Thus \( G \rtimes (\_) \) is an autofunctor of \( \mathfrak{R}^G \), which is involutive up to a natural isomorphism, the natural transformation \( T \). This observation will be used to simplify the computation of \( \mathfrak{C}^G \). It will be useful to explicitly describe \( T \).
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Let \((\mathbb{K}(L^2(G, A)), \text{Ad}_{\rho \otimes \alpha})\) be the compact operators on the Hilbert \(A\)-module \(L^2(G, A)\) equipped with the adjoint action, where \(G\) acts on \(L^2(G, A)\) via \((\rho \otimes \alpha)(f)(k) = \alpha_l(f(k + l)), \ f \in L^2(G, A)\).

**Lemma 15.6.** There is an equivariant \(*\)-isomorphism

\[ \Phi_A: \left(G \ltimes_\alpha G \ltimes_\alpha A, \hat{\alpha}\right) \to \left(\mathbb{K}(L^2(G, A)), \text{Ad}_{\rho \otimes \alpha}\right), \]

which is given by

\[ \Phi_A(F)(r) = \int_G \int_G \alpha^{-1}(t, s) \chi(t, r - s) f(r - s) \, dt \, ds \]

for \(F \in G \ltimes_\alpha G \ltimes_\alpha A =_{\text{vs}} \mathcal{C}(G \times G, A)\) and \(f \in L^2(G, A)\).

**Proof.** This is a standard result, see for example [48], Theorem 7.1. \(\square\)

Let us denote by \(E_A \in \text{KK}^G(\mathbb{K}(L^2(G, A)), A)\) the KK-element, which is given by the Morita-Rieffel imprimitivity bimodule \((L^2(G, A), \rho \otimes \alpha)\). Then the natural transformation

\[ T: G \ltimes G \ltimes \_ \Rightarrow \text{id} \]

is given by the KK\(^G\)-equivalence \(T_A = [\Phi_A] \cdot E_A\). That \(T\) is indeed a natural transformation, i.e., that for \(G\)-algebras \(A\) and \(B\) and \(x \in \text{KK}^G(A, B)\), we have

\[ G \ltimes G \ltimes x \cdot T_B = T_A \cdot x, \]

follows from [1], Théorème 6.20.

For calculations, it will be useful to turn \(G \ltimes \_\) into an actual involution on \(\mathcal{C}^G\).

We are especially interested in the crossed product \(G \ltimes \mathcal{C}(G)^H\), which, as a vector space, will be identified with \(\mathcal{C}(G \times G)|_{\{0\} \times H}\).

There is an embedding

\[ \iota: C^*H \hookrightarrow C^*G, \quad \iota(f)(g) := \begin{cases} f(g) & \text{if } g \in H, \\ 0 & \text{otherwise} \end{cases}. \]

We will regard \(C^*H\) as a subalgebra of \(C^*G\) via this embedding.

Fourier transformation gives an equivariant isomorphism

\[ \mathcal{F}: (\mathcal{C}(G), \lambda) \to (C^*G, \hat{\lambda}), \quad \mathcal{F}(f)(g) = \frac{1}{|G|} \int_G \chi(g, g') f(g') \, dg'. \]

**Lemma 15.7.** \(\mathcal{F}(\mathcal{C}(G)^H) = C^*H^\perp\).

**Proof.** Let \(g \in G \setminus H^\perp\), \(f \in \mathcal{C}(G)^H\) and \((g_i)_{i \in I}\) a set of representatives of \(G/H\). Then \(\chi_{[g]} \in \hat{H}\) is non-trivial in \(\hat{H}\), hence \(\sum_{h \in H} \chi_{[g]}(h) = 0\), hence

\[ \mathcal{F}(f)(g) = \frac{1}{|G|} \sum_{i} \sum_{h \in H} \chi(g, g_i + h) f(g_i) = \frac{1}{|G|} \sum_{i} \chi(g, g_i) f(g_i) \left( \sum_{h \in H} \chi_{[g]}(h) \right) = 0. \]

This shows \(\mathcal{F}(\mathcal{C}(G)^H) \subseteq C^*H^\perp\). Counting dimensions shows equality. \(\square\)
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Let us denote the restriction $F_{C^G}^H : C^G \cong C^∗H$ by $F_H$.

Recall that $G \ltimes C^G$ is Morita-Rieffel equivalent to $C^∗H$ ([48], Theorem 4.22). Composing the corresponding imprimitivity bimodule with $F_H$, we obtain an imprimitivity bimodule $X^H$, which gives a Morita-Rieffel equivalence between $G \ltimes C^G$ and $C^G$.

**Definition 15.8.** Define the involution $I : C^G \to C^G$ by

$$I(C^G) = C^G, \quad I(x) = [X^H]^{-1} \cdot (G \ltimes x) \cdot [X^K]$$

for $x \in KK^G(C^G, C^G)$.

$I$ is obviously a functor. A computation shows that $G \ltimes [X^H] \cdot [X^H] = T_{C^G}C^G$ (Proposition 23.1 in the appendix). Together with $(G \ltimes G \ltimes x) \cdot T_B = T_A \cdot x$ for $x \in KK^G(A, B)$, it is easy to check that $I$ is an involution: Let $x \in KK^G(C^G, C^G)$, then

$$I^2(x) = [X^H]^{-1} \cdot (G \ltimes [X^H]^{-1} \cdot (G \ltimes G \ltimes x) \cdot [X^K] \cdot [X^K] \cdot X^K$$

$$= T_{C^G}C^G \cdot (G \ltimes G \ltimes x) \cdot T_{C^G}C^G = T_{C^G}C^G \cdot x = x.$$

15.2 Generators of $\mathcal{C}^G$

In this subsection we will introduce some morphisms in $\mathcal{C}^G$ and then show that they serve as basic building blocks of generators of $\mathcal{C}^G$.

**Definition 15.9.** For $g \in G$, let us define elements in $KK^G(C^G, C^G)$ by

$$t^G_g := [\lambda_g] \otimes C^G \quad \text{and} \quad r^G_g := [\chi_g] \otimes C^G$$

In words, $t^G_g$ is given by translation by the group element $g$ and $r^G_g$ by the outer tensor product with the character $\chi_g$.

**Lemma 15.10.** Let $g \in G$ and $X, H$ be subgroups of $G$ and $x \in KK^G(C^G, C^G)$, then $t^G_g \cdot x = x \cdot t^G_g$ and $r^G_g \cdot x = x \cdot r^G_g$.

**Proof.** The first equality follows since $[\alpha_g] \cdot x = x \cdot [\beta_g]$ for $G$-algebras $(A, \alpha), (B, \beta)$, $g \in G$ and $x \in KK^G(A, B)$ and the second since the outer tensor product with elements in $KK^G(C, C)$ is commutative. \qed

**Definition 15.11.** Let $K \leq H \leq G$, let $t^K_H \in KK^G(C^G, C^G)$ be the class of the inclusion $C^G \hookrightarrow C^G$.

Still assuming $K \leq H \leq G$, the right module structure over $C^G$ and an inner product given by

$$\langle x, y \rangle(s) = \int_H \overline{x(s+t)} y(s+t) dt, \quad x, y \in C^G$$

(15.12)

turn $C^G$ into a Kasparov-$C^G$-$C^G$-module, which will be denoted by $R^K_H$.  
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**Definition 15.13.** Let \( \rho_K^H = [(R_K^H, 0, \lambda)] \in \text{KK}^G(\mathcal{C}(G)^K, \mathcal{C}(G)^H) \) denote the corresponding KK-element.

Recall that for \( H \leq G \), there are induction and restriction functors \( \text{Ind}_H^G : \mathcal{R}^H \to \mathcal{R}^G \) and \( \text{Res}_H^G : \mathcal{R}^G \to \mathcal{R}^H \) (see [23] Definition 3.1 and Section 3.6 or [27], Section 3.6 for a more functorial approach). \( \text{Res}_H^G \) is given by restricting the action to the subgroup \( H \). If \( (B, \beta) \) is an \( H \)-algebra, then in our case (of \( G \) being finite abelian), \( \text{Ind}_H^G(B, \beta) \) is given as a \( C^* \)-subalgebra of \( \mathcal{C}(G, B) \):

\[
\text{Ind}_H^G(B, \beta) = \{ f \in \mathcal{C}(G, B) \mid f(g + h) = \beta_{-h}(f(g)) \},
\]

where \( G \) acts by left translation. There is an isomorphism of functors \( \text{Ind}_H^G \circ \text{Res}_G^H = (\_ \otimes \mathcal{C}) \mathcal{C}(G)^H \) ([27], Equation (18)). Furthermore we will use the adjointness relations

\[
\text{KK}^G(A, \text{Ind}_H^G B) \simeq \text{KK}^H(\text{Res}_G^H A, B)
\]

and \( \text{KK}^G(\text{Ind}_H^G B, A) \simeq \text{KK}^H(B, \text{Res}_G^H A) \)

for a \( G \)-algebra \( A \) and an \( H \)-algebra \( B \) ([27], Equations (19) and (20)).

**Definition 15.14.** Let \( H \) and \( L \) be arbitrary subgroups of \( G \). Set

\[
\mu_H^L := \rho_H^{H+L} \cdot \iota_H^{H+L}
\]

**Proposition 15.15.** Let \( L \) and \( H \) be arbitrary subgroups of \( G \). Let \( (g_i)_{i \in I} \) be a set of representatives of \( G/(H + L) \) and \( (s_j)_{j \in J} \) a set of representatives of \( G/(H \cap L) \). Then \( \text{KK}^G_{\mathbb{Z}}(\mathcal{C}(G)^H, \mathcal{C}(G)^L) \) is a free \( \mathbb{Z} \)-module, concentrated in degree 0 with basis

\[
(t_{g_i}^H \cdot \mu_H^L \cdot r_{s_j}^L)_{(i,j) \in I \times J}
\]

**Proof.** We have

\[
\rho_H^{H+L} \cdot t_{g_i}^{L+H} \cdot \iota_H^{H+L} \cdot r_{s_j}^L = t_{g_i}^H \cdot \rho_H^{H+L} \cdot \iota_H^{H+L} \cdot r_{s_j}^L = t_{g_i}^H \cdot \mu_H^L \cdot r_{s_j}^L
\]

by Lemma 15.10. Hence it is sufficient to show that \( \text{KK}^G_{\mathbb{Z}}(\mathcal{C}(G)^H, \mathcal{C}(G)^L) \) is a free \( \mathbb{Z} \)-module, concentrated in degree 0 with basis

\[
(t_{g_i}^H \cdot \mu_H^L \cdot r_{s_j}^L)_{(i,j) \in I \times J}
\]

The unital embedding \( u : \mathbb{C} \to \mathcal{C}(H)^{H \cap L} = \text{Ind}_H^G \text{Res}_H^{H \cap L} \mathbb{C} \) is the unit of the adjointness relation

\[
\text{KK}^{H \cap L}(\mathbb{C}, \text{Res}_H^{H \cap L} (\_)) \simeq \text{KK}^H(\text{Ind}_H^{H \cap L} \mathbb{C}, \_)
\]

The counit of the adjointness relation

\[
\text{KK}^G(\text{Ind}_H^{(\_)}(\_), \mathcal{C}(G)^L) \simeq \text{KK}^H(\_, \text{Res}_G^H \mathcal{C}(G)^L)
\]

will be denoted by \( c : \text{Ind}_H^G \text{Res}_G^H \mathcal{C}(G)^L \to \mathcal{C}(G)^L \). \( c \) is given by \( [\tau] \cdot (\rho_H^G \otimes \mathbb{C} \mathcal{C}(G)^L) \), where

\[
\tau : \text{Ind}_H^G \text{Res}_G^H \mathcal{C}(G)^L \simeq \mathcal{C}(G)^H \otimes \mathbb{C} \mathcal{C}(G)^L, \quad \tau(f)(g, g') = f(g)(g' - g).
\]
Note that in $\mathfrak{AK}^H$, there is an isomorphism
\[ C(G)^L \cong \bigoplus_I C(-g_i + H + L)^L \cong \bigoplus_I C(H)^{H\cap L}. \]
Its inverse is given by $\bigoplus_I j_{g_i}$, where
\[ j_{g_i} : C(H)^{H\cap L} \hookrightarrow C(G)^L, \quad j_{g_i}(f)(g) = \begin{cases} f(h) & \text{if } g = -g_i + h + l, \ h \in H, \ l \in L, \\ 0 & \text{otherwise} \end{cases} \]
Following the chain of isomorphisms
\[ \bigoplus_I KK^{H\cap L}(C, C) \xrightarrow{u^* \circ \text{Ind}_{H\cap L}^H} \bigoplus_I KK^H(C, C(H)^{H\cap L}) \xrightarrow{\bigoplus_I (j_{g_i})^*} KK^H(C, C(G)^L) \xrightarrow{c \circ \text{Ind}_{H}^G} KK^G(C(G)^H, C(G)^L), \]
we see that $KK^G(C(G)^H, C(G)^L)$ is a free $\mathbb{Z}$-module, concentrated in degree 0 with basis
\[ (\text{Ind}^G_H \left( u \cdot \text{Ind}_{H\cap L}^H([\phi]) \cdot [j_{g_i}] \right) \cdot c)_{i \in I, \ \phi \in H\cap L}. \]
Note that $J \hookrightarrow H\cap L$, $j \mapsto \text{Res}_{G}^{H\cap L}(\chi_{s_j})$ is a bijection. Since
\[ \text{Ind}^G_H \left( \text{Ind}_{H\cap L}^H \text{Res}^G_{H\cap L}([\chi_{s_j}]) \cdot [j_{g_i}] \right) \cdot c = ([\chi_{s_j}] \otimes C C(H)^{H\cap L} \cdot \text{Ind}^G_H[j_{g_i}] \cdot c = \text{Ind}^G_H[j_{g_i}] \cdot c \cdot r_{s_j}, \]
it suffices to show that
\[ \text{Ind}_H^G u \cdot \text{Ind}_H^G[j_{g_i}] \cdot c = \rho_{H+L} \cdot m_{g_i}^{L+H} \cdot t_{H+L} \in KK^G(C(G)^H, C(G)^L). \]
Calculating the composition
\[ T_i := C(G)^H \xrightarrow{\text{Ind}^G_H u} \text{Ind}^G_H C(H)^{H\cap L} \xrightarrow{\text{Ind}^G_H j_{g_i}} \text{Ind}^G_H C(G)^L \xrightarrow{T} C(G)^H \otimes_C C(G)^L \]
yields
\[ T_i : C(G)^H \to C(G)^H \otimes_C C(G)^L, \quad T(f)(g, g') = f(g)1_{H+L-g_i}(g - g'), \]
where $1_{H+L-g_i}$ denotes the characteristic function of the set $H + L - g_i$. Hence we have to show that there is an isomorphism of Kasparov $C(G)^H \otimes_C C(G)^L$-modules
\[ (T_i)^* \left( R_H^G \otimes_C 1^{C(G)^L} \right) \cong (t_{H+L} \circ 1_{g_i})^* R_H^{H+L}. \]
In the following, we will identify $C(G)^H \otimes_C C(G)^L$ with $C(G \times G)^{H \times L}$. Since $(T_i)^* \left( R_H^G \otimes_C 1^{C(G)^L} \right) =_{\text{vs}} T_i \cdot C(G)^H \otimes_C C(G)^L$, the left-hand-side is given as a vector space by
\[ T_i(1) \cdot C(G)^H \otimes_C C(G)^L =_{\text{vs}} \{ f \in C(G \times G)^{H \times L} \mid f(g, g') = 1_{H+L-g_i}(g - g') f(g, g') \}. \]
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The left module structure is given by $T_i$, the right module structure by $1 \otimes \text{id}_{C(G)^L}$ and the inner product by $\langle f, f' \rangle(g') = \int_G \overline{f}(g, g') f'(g, g') \, dg$.

To describe $(\iota_{H-L}^H \circ \lambda_{g_i})_* R_{H-L}^L$, let us first set

$$\Lambda_i := \iota_{H-L}^H \circ \lambda_{g_i} : C(G)^{H-L} \to C(G)^L, \quad \Lambda_i(f)(g) = f(g - g_i).$$

Then $(\iota_{H-L}^H \circ \lambda_{g_i})_* R_{H-L}^L = C(G)^H \otimes_{\Lambda_i} C(G)^L$. Left and right module structure are given by $\text{id}_{C(G)^H} \otimes \Lambda_i$ and $1 \otimes \Lambda_i \text{id}_{C(G)^L}$, respectively, and the inner product is given by

$$\langle f_0 \otimes_{\Lambda_i} f_0', f_1 \otimes_{\Lambda_i} f_1' \rangle(g) = \int_{H+L} f_0'(g) \int_{H+L} f_0(g - g_i + r) f_1(g - g_i + r) \, dr \, df_1'(g).$$

Hence $(\iota_{H-L}^H \circ \lambda_{g_i})_* R_{H-L}^L$ as a vector space is a quotient and $(T_i)^* \left( R_H^G \otimes_C 1_{C(G)^L} \right)$ is a subspace of $C(G \times G)^{H \times L}$. Using the description of the inner products above, a straightforward calculation show that

$$\phi : C(G \times G)^{H \times L} \to C(G \times G)^{H \times L}, \quad f \mapsto ((g, g') \mapsto 1_{H+L-g_i} (g - g') f(g, g'))$$

factors through an injective map $\Phi : C(G)^H \otimes_{\Lambda_i} C(G)^L \to C(G)^H \otimes_C C(G)^L$, which intertwines the inner products. It is also easy to check that $\text{im} \Phi = T_i(1) \cdot C(G)^H \otimes C(G)^L$ (i.e., that $\Phi$ is surjective) and that it intertwines left and right multiplication. Therefore, $\Phi$ is an isomorphism of Kasparov $C(G)^H$-$C(G)^L$-modules

$$(\iota_{H-L}^H \circ \lambda_{g_i})_* R_{H-L}^L \cong (T_i)^* \left( R_H^G \otimes_C 1_{C(G)^L} \right).$$

### 15.3 Relations in $C^G$

In this subsection we will derive some properties of the basic building blocks for generators of $C^G$.

**Lemma 15.16.** One has $I(r_{g}) = r_{g}^\perp$ and $I(t_{g}^H) = r_{g}^H$.

**Proof.** By definition, $I(r_{g}) = [X^H_{-1} \cdot (G \ltimes ([\chi_g] \otimes_C 1_{C(G)^H})) \cdot [X^H]]$. Let $\lambda^H$ denote the translation action restricted to $C(G)^H$. Using the formulas on Baaaj-Skandalis duality (formula (15.4) and (15.5)), it is easy to check that

$$G \ltimes ([\chi_g] \otimes_C 1_{C(G)^H}) = ([\overline{\lambda^H}]_g] \in \text{KK}^G(G \ltimes C(G)^H, G \ltimes C(G)^H),$$

where $\overline{\lambda^H}$ is the dual action of $G$ on $G \ltimes C(G)^H$. Since $[\alpha_g] \cdot x = x \cdot [\beta_g]$ for $G$-algebras $(A, \alpha), (B, \beta)$, $g \in G$ and $x \in \text{KK}^G(A, B)$, we obtain the first equality. Applying $I$ yields the second equality. \qed

**Lemma 15.17.** Let $h \in H$, then $t_{h}^H = 1_{C(G)^H}$ and $r_{h}^H = 1_{C(G)^H}^\perp$.

**Proof.** $t_{h}^H = 1_{C(G)^H}$ for $h \in H$ is trivial, the other equality follows by applying $I$. \qed
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Recall that \( \text{Ind} \) isomorphism of vector spaces, can be applied to the Kasparov bimodule representing \( \mathcal{C} \) corresponding morphisms in Lemma 15.20.

\[ \text{Ind} \rho \]

Recall that the first equality follows straight from the definition. For the second equality, we have via left translation. Hence, by the Peter–Weyl Theorem \([32]\), we have a lengthy computation using the description of \( \mathcal{X}^{K} \) and \( \mathcal{X}^{H} \) given by the formulas \((23.2) - (23.5)\) and \((15.12)\) shows that

\[ (G \times \imath_{H}^{K})^{*} \mathcal{X}^{K} \to \mathcal{X}^{H} \otimes_{\mathcal{C}(G)^{H}} R_{H_{+}}^{K}, \quad f \mapsto f \otimes_{\mathcal{C}(G)^{H}} \frac{1}{|K_{+}|^{1/2}}, \]

is a well-defined isomorphism of Kasparov \( G \times \mathcal{C}(G)^{H}, \mathcal{C}(G)^{K_{+}} \)-modules. This shows \( \mathcal{I}(\imath_{H}^{K}) = \rho_{H_{+}}^{K} \). The other equality follows by applying \( \mathcal{I} \).

**Lemma 15.19.** Let \( K \leq H \leq L \leq G \). We have \( \imath_{H}^{L} \cdot \imath_{H}^{K} = \imath_{L}^{K} \) and \( \rho_{H}^{L} \cdot \rho_{H}^{K} = \rho_{H}^{K} \).

**Proof.** The first equality is obvious, the second one follows by applying \( \mathcal{I} \).

In the next lemma, we will show that \( \imath_{H}^{K} \) and \( \rho_{H}^{K} \) behave nicely under induction. Recall that \( \text{Ind}_{H}^{G} \) is a functor from \( \mathcal{R}_{H} \) to \( \mathcal{R}_{G} \). To avoid confusion, we will denote the morphisms \( \imath_{H}^{K} \) and \( \rho_{H}^{K} \) of \( \mathcal{R}_{H} \) by \( \imath_{H}^{K}(H) \) and \( \rho_{H}^{K}(H) \), respectively, and similarly for the corresponding morphisms in \( \mathcal{R}_{G} \).

**Lemma 15.20.** Let \( K \leq H \leq G \). Under the identification

\[ \text{Ind}^{G}_{H} \mathcal{C}(H)^{K} \equiv \mathcal{C}(G)^{K}, \quad f \mapsto (g \mapsto f(g, 0)) \]

we have

\[ \text{Ind}^{G}_{H}(\imath_{H}^{K}(H)) = \imath_{H}^{K}(G) \text{ and } \text{Ind}^{G}_{H}(\rho_{H}^{K}(H)) = \rho_{H}^{K}(G) \]

**Proof.** The first equality follows straight from the definition. For the second equality, recall that \( \rho_{H}^{K}(H) = [R_{H}^{K}(H)] \) and that the Kasparov bimodule \( R_{K}^{H}(H) \) is equal to \( \mathcal{C}(H)^{K} \) as a vector space. The isomorphism \( \text{Ind}^{G}_{H} \mathcal{C}(H)^{K} \equiv \mathcal{C}(G)^{K} \), regarded as an isomorphism of vector spaces, can be applied to the Kasparov bimodule representing \( \text{Ind}^{G}_{H} \rho_{H}^{K}(H) \) and yields an isomorphism of Kasparov \( \mathcal{C}(G)^{K}, \mathcal{C}(G)^{H} \)-bimodules \( R_{K}^{H}(G) \equiv \text{Ind}^{G}_{H} R_{H}^{K}(H) \).

**Proposition 15.21.** Let \( K \leq H \leq G \), then

\[ \imath_{H}^{K} \cdot \rho_{H}^{K} = \sum_{g \in K_{+}/H_{+}} r_{g}^{H} \in \text{KK}^{G}(\mathcal{C}(G)^{H}, \mathcal{C}(G)^{H}). \]

**Proof.** Note that \( \imath_{G}^{(0)} \cdot \rho_{G}^{(0)} \in \text{KK}^{G}(\mathcal{C}, \mathcal{C}) \) is the class of the representation of \( G \) on \( L^{2}(G) \) via left translation. Hence, by the Peter–Weyl Theorem \([32]\), we have

\[ \imath_{G}^{(0)} \cdot \rho_{G}^{(0)} = \sum_{\phi \in \hat{G}} [\phi]. \]
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Pullback via the quotient map $\pi: H \to H/K$ yields $\pi^*: \mathfrak{r} \mathcal{R}^H \to \mathfrak{r} \mathcal{R}^H$. Applying $\pi^*$ to the equality above (for $G = H/K$) and using the identification $\mathcal{C}(H/K) \cong \mathcal{C}(H)^K$, we obtain

$$t^K_H \cdot \rho^H_K = \sum_{\phi \in H/K} [\phi \circ \pi] \in \text{KK}^H(\mathcal{C}(H)^H, \mathcal{C}(H)^H).$$

Applying $\text{Ind}_H^G$ and Lemma 15.20, we obtain

$$t^K_H \cdot \rho^H_K = \sum_{\phi \in H/K} \text{Ind}_H^G[\phi \circ \pi] \in \text{KK}^G(\mathcal{C}(G)^H, \mathcal{C}(G)^H).$$

The exact sequence $H \rightarrowtail G \twoheadrightarrow G/H$ induces an exact sequence $\hat{G}/H \rightarrowtail \hat{G} \twoheadrightarrow \hat{H}$. Therefore,

$$\sum_{\phi \in \hat{H}/K} \text{Ind}_H^G[\phi \circ \pi] = \sum_{\psi \in \hat{G}, \psi|_K = 1} \text{Ind}_G^\hat{G}[\psi] = \frac{1}{|G/H|} \sum_{\gamma \in \hat{G}, \gamma|_K = 1} \text{Ind}_H^G \text{Res}_G^H[\gamma].$$

$$= \frac{1}{|H^\perp|} \sum_{g \in K^\perp} \text{Ind}_H^G \text{Res}_G^H[\chi_g] = \frac{1}{|H^\perp|} \sum_{g \in K^\perp} [\chi_g] \otimes \mathcal{C}(G)^H = \frac{1}{|H^\perp|} \sum_{g \in K^\perp} r^H_g. \quad \square$$

**Corollary 15.22.** Let $K \leq H \leq G$, then

$$\rho^H_K \cdot t^K_H = \frac{1}{|K|} \sum_{g \in H} t^K_g \in \text{KK}^G(\mathcal{C}(G)^K, \mathcal{C}(G)^K).$$

**Proof.** This follows by applying $\mathcal{I}$ to the statement of the last proposition. \( \square \)

### 16 Projective Resolutions of Length 1

From now on let $G$ denote a finite cyclic group $G$ of order $\mathfrak{o}$. The aim of this section is to show that every module over $\mathcal{C}^G \otimes \mathbb{Z}_{[\mathfrak{o}^{-1}]}$ has projective dimension 1.

Let us first give an outline of the argument: For every finite cyclic group $G$, there is a decomposition $G = \bigoplus_i G_i$, where each $G_i$ is a finite cyclic group of prime power order $p_i^t$. $\mathcal{C}^G \otimes \mathbb{Z}_{[\mathfrak{o}^{-1}]}$ can be decomposed into the tensor product of categories $\mathcal{C}^{G_i}[p_i^{-1}]$. We will introduce the notion of a **split** category over a family of rings $\{R_i\}_{i \in I}$, which basically means that the category of modules over this category is equivalent to modules over $\bigoplus_i R_i$. If every $R_i$ is a direct sum of Dedekind domains, modules over $\bigoplus_i R_i$ have projective dimension 1. The same is true for modules over a category which is split over $\{R_i\}_{i \in I}$. We will then calculate $\mathcal{C}^{G_i} \otimes \mathbb{Z}_{[p_i^{-1}]}$ explicitly in terms of hand-selected generators and relations to show that it is indeed split over a family of Dedekind domains. Together with the fact that tensor products of split categories are again split, this implies the claim.
16.1 Split Categories and Tensor products

Definition 16.1. Let $\mathcal{C}$ be a finite preadditive category and $\{R_i\}_{i \in I}$ a finite family of unital commutative rings. Let $1_i$ denote the unit in $R_i$. $\mathcal{C}$ is called split over $\{R_i\}_{i \in I}$ if and only if:

1. For all $A, B \in \mathcal{C}$, there are subsets $I(A, B) \subseteq I$ such that
   
   $I(A, B) = I(B, A), \ I(A, B) \cap I(B, C) \subseteq I(A, C)$ and
   
   $I = \bigcup_{A \in \mathcal{C}} I(A, A)$.

2. For $A, B \in \mathcal{C}$, there is an isomorphism of abelian groups
   
   $\gamma_{\mathcal{C}}^B : \bigoplus_{i \in I(A,B)} R_i \cong \mathcal{C}(A, B)$.

3. If $i \in I(A, B), j \in I(B, C), r \in R_i, s \in R_j$, then composition in $\mathcal{C}$ is given by
   
   $\gamma_{\mathcal{C}}^B (r1_i) \cdot \gamma_{\mathcal{C}}^C (s1_j) = \delta_{i,j} \gamma_{\mathcal{C}}^C (rs1_j)$.

A trivial example of a split category over $\{R_i\}_{i \in I}$ is the category $\mathcal{C}$ with objects $I$ and morphisms

$\mathcal{C}(i, j) := \begin{cases} R_i & \text{if } i = j, \\ 0 & \text{otherwise.} \end{cases}$

Note that the morphism groups of a finite preadditive category $\mathcal{C}$, which is split over $\{R_i\}_{i \in I}$ carry a module structure over $R := \bigoplus_{i \in I} R_i$; For $i \in I, A, B \in \mathcal{C}, j \in I(A, B)$ and $r \in R_i, s \in R_j$ set

$r1_i \cdot \gamma_{\mathcal{C}}^B (s1_j) := \delta_{i,j} \gamma_{\mathcal{C}}^B (rs1_j)$.

This module structure is compatible with composition in the sense that for $A, B, C \in \mathcal{C}, r, s \in R$ and $x \in \mathcal{C}(A, B)$ and $y \in \mathcal{C}(B, C), (r \cdot x) \cdot (s \cdot y) = (r \cdot s) \cdot (x \cdot y)$.

Lemma 16.2. Let $\mathcal{C}$ be split over $\{R_i\}_{i \in I}$ and set $R := \bigoplus_I R_i$. Then there are equivalences of categories.

$\text{Mod}(\mathcal{C}) \simeq \text{Mod}(R), \quad \text{Mod}(\mathcal{C})_c \simeq \text{Mod}(R)_c$

Proof. We have to define additive functors

$\text{Mod}(\mathcal{C}) \xrightarrow{F} \text{Mod}(R) \xrightarrow{G} \text{Mod}(\mathcal{C})$

and show that there are isomorphisms $F \circ G \cong \text{id}_{\text{Mod}(R)}$ and $G \circ F \cong \text{id}_{\text{Mod}(\mathcal{C})}$. Let us first define $G : \text{Mod}(R) \to \text{Mod}(\mathcal{C})$: For $A \in \mathcal{C}$ and $M \in \text{Mod}(R)$, set $G(M)(A) := \bigoplus_{i \in I(A, A)} 1_i M$ and for $A, B \in \mathcal{C}, j \in I(A, B)$ and $r \in R_j$, let

$G(M) \left( \gamma_{\mathcal{C}}^B (r1_j) \right) : G(M)(A) \to G(M)(B)$
be given by the composition

\[ G(M)(A) = \bigoplus_{i \in I(A,A)} 1_i M \rightarrow 1_j M \xrightarrow{r_{1j}} 1_j M \rightarrow \bigoplus_{i \in I(B,B)} 1_i M = G(M)(B). \]

It is easy to check that this gives a well-defined additive functor. For the definition of \( F \), choose a map \( \sigma \), which assigns to \( i \in I \) an object \( \sigma(i) \in \mathcal{C} \) such that \( i \in I(\sigma(i), \sigma(i)) \) for all \( i \in I \) and define an idempotent

\[ p_i := \gamma_{\sigma(i)}(1_i) \in \mathcal{C}(\sigma(i), \sigma(i)). \]

For \( N \in \mathfrak{M}_{\mathcal{C}} \), let \( \exists N(p_i) \) denote the image of \( N(p_i) : N(\sigma(j)) \rightarrow N(\sigma(j)) \) and set

\[ F(N) := \bigoplus_{i \in I} \exists N(p_i). \]

For \( j \in I \) and \( r \in R_j \), define multiplication by \( r1_j \) by the composition

\[ \bigoplus_{i \in I} \exists N(p_i) \rightarrow \exists N(p_j) \xrightarrow{N(rp_j)} \exists N(p_j) \rightarrow \bigoplus_{i \in I} \exists N(p_i). \]

It is not hard to check that this gives a well-defined additive functor.

For \( M \in \mathfrak{M}_{\mathcal{R}} \), compute \( F \circ G(M) = \bigoplus_{i \in I} \exists G(M)(p_i) = \bigoplus_{i \in I} 1_i \cdot M \). Since for every \( R \)-module \( M \), there is a natural isomorphism \( M \cong \bigoplus_{i \in I} 1_i \cdot M \), we obtain a natural isomorphism \( F \circ G \cong \text{id}_{\mathfrak{M}_{\mathcal{R}}} \). For \( N \in \mathfrak{M}_{\mathcal{C}} \), we compute \( G \circ F(N)(A) = \bigoplus_{i \in I(A,A)} \exists N(p_i) \). For \( i \in I(A,A) \), \( N(\gamma_A^\sigma(i)(1_i)) \) yields an isomorphism \( \exists N(p_i) \cong N\left(g_A^\sigma(i)\right)N(A) \) with inverse \( N(\gamma_A^\sigma(i)(1_i)) \). This gives a natural isomorphism

\[ \Phi_{N,A} : G \circ F(N)(A) = \bigoplus_{i \in I(A,A)} \exists N(p_i) \cong \bigoplus_{i \in I(A,A)} N\left(g_A^\sigma(i)\right)N(A) \cong N(A). \]

We obtain a natural isomorphism \( \Phi_N := (\Phi_{N,A})_{A \in \mathcal{C}} : G \circ F(N) \cong N \) and \( \Phi := (\Phi_N)_{N \in \mathfrak{M}_{\mathcal{C}}} \) gives the desired natural isomorphism \( G \circ F \cong \text{id}_{\mathfrak{M}_{\mathcal{C}}} \). This shows that \( F \) and \( G \) implement an equivalence \( \mathfrak{M}_{\mathcal{C}} \cong \mathfrak{M}_{\mathcal{R}} \). It is clear that \( F \) and \( G \) preserve the countability condition. Therefore, we also obtain an equivalence \( \mathfrak{M}_{\mathcal{C}} \simeq \mathfrak{M}_{\mathcal{R}} \).

**Corollary 16.3.** Let \( \mathcal{C} \) be split over \( \{R_i\}_{i \in I} \) such that every \( R_i \) is isomorphic to a countable direct sum of countable Dedekind domains. Then every object in \( \mathfrak{M}_{\mathcal{C}} \) has a projective resolution of length 1.

Let \( J \) be a finite index set and for \( j \in J \), \( \mathcal{C}_j \) a finite preadditive category. In the following, a tensor product without subscript will always denote the algebraic tensor product over \( \mathbb{Z} \) (of rings, categories or modules).
Definition 16.4. Let $\mathcal{D}$ be a preadditive category. A functor $F: \prod_j \mathcal{C}_j \to \mathcal{D}$ is called multilinear, if for all $(C_j)_{j \in J}, (C'_j)_{j \in J} \in \prod_j \mathcal{C}_j$ the map

$$F((C_j)_{j \in J}, (C'_j)_{j \in J}) : \prod_j \mathcal{C}_j(C_j, C'_j) \to \mathcal{D}\left(F(((C_j)_{j \in J}), F(((C'_j)_{j \in J}))\right)$$

is multilinear over $\mathbb{Z}$.

Definition 16.5. A tensor product of $(\mathcal{C}_j)_{j \in J}$ is a pair $(\otimes_j \mathcal{C}_j, \otimes_j)$, where $\otimes_j \mathcal{C}_j$ is a preadditive category and $\otimes_j : \prod_j \mathcal{C}_j \to \otimes_j \mathcal{C}_j$ is a multilinear functor such that for every multilinear functor $F: \prod_j \mathcal{C}_j \to \mathcal{D}$, there is a unique additive functor $\tilde{F}: \otimes_j \mathcal{C}_j \to \mathcal{D}$ such that $\tilde{F} \circ \otimes = F$.

Lemma 16.6. $(\otimes_j \mathcal{C}_j, \otimes_j)$ exists.

Proof. Let the objects of $\otimes_j \mathcal{C}_j$ be equal to the objects of $\prod_j \mathcal{C}_j$. For $C_j \in \mathcal{C}_j, j \in J$ we will write $\otimes_j C_j$ to denote the object $(C_j)_{j \in J}$. Let additionally $D_j \in \mathcal{C}_j$ for $j \in J$ and define

$$\otimes_j \mathcal{C}_j\left(\otimes_j C_j, \otimes_j D_j\right) := \otimes_j \mathcal{C}_j(C_j, D_j).$$

For $j \in J$, let $C_j, D_j, E_j \in \mathcal{C}_j$ and $f_j \in \mathcal{C}_j(C_j, D_j)$ and $g_j \in \mathcal{C}_j(D_j, E_j)$. Composition is given by

$$\otimes_j f_j \cdot \otimes_j g_j := \otimes_j f_j \cdot g_j$$

It is elementary to check that this product is associative. Let $\otimes_j : \prod_j \mathcal{C}_j \to \otimes_j \mathcal{C}_j$ be given by $(C_j)_{j \in J} \mapsto \otimes_j C_j$ on objects (which is just a change in notation) and by $(f_j)_{j \in J} \mapsto \otimes_j f_j$ on morphisms. It is easy to check that $(\otimes_j \mathcal{C}_j, \otimes_j)$ has the required universal property. \qed

The tensor product is associative up to an isomorphism of categories.

Lemma 16.7. Let $J$ be a finite index set and for $j \in J$ let $\{R_{i,j}\}_{i \in I_j}$ be a finite family of commutative unital rings. For $j \in J$, let $\mathcal{C}_j$ be split over $\{R_{i,j}\}_{i \in I_j}$. Set $I := \prod_j I_j$.

Then $\otimes_j \mathcal{C}_j$ is split over $\{\otimes_j R_{i,j}\}_{(i_j)_{j \in J} \in I}$.

Proof. For $A := \otimes_j A_j, B := \otimes_j B_j \in \otimes_j \mathcal{C}_j$, define

$$I(A, B) := \prod_j I(A_j, B_j).$$

Define $\gamma_A^R$ by commutativity of the following diagram

$$\begin{array}{ccc}
\oplus_{(i_j)_{j \in J} \in I(A, B)} \otimes_j R_{i,j} & \xrightarrow{\gamma_A^R} & \mathcal{C}(A, B) \\
\cong \downarrow & & \downarrow \\
\otimes_j \bigoplus_{j \in I(A_j, B_j)} R_{i_j,j} & \xrightarrow{\otimes_j \gamma_{A_j}^B} & \otimes_j \mathcal{C}_j(A, B).
\end{array}$$
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This endows $\textcircled{i} J \textcircled{j} C J$ with the structure of a category, which is split over $\left\{ \textcircled{i} j R_{ij} \right\} \forall i, j \in I + J$.

### 16.2 A Special Case

Let us consider the case $G = C(p^n), n \in \mathbb{N}$ and $p$ prime. Our aim is to show that $C G [p−1]$ is split over a family of Dedekind domains. We will be using facts about cyclotomic polynomials and decompositions of certain rings into Dedekind domains. For better readability, we collected these purely algebraic statements in the appendix, Section 22.

To simplify notation, let $C$ denote the category with objects $\{0, 1, \ldots, n\}$ and morphisms $C (k, l) := K K (C (p^n) C (p^k)) [p−1]$.

C is obviously isomorphic to $C G [p−1], G = C(p^n)$.

**Definition 16.8.**

$I := \{(u, v) | \exists k, 0 \leq k \leq n \text{ such that } 0 \leq u \leq n - k, 0 \leq v \leq k\}$.

For $(u, v) \in I$, define

$R(u, v) := \left( \mathbb{Z}[p−1][t]/\langle \Phi_{p^u}(t) \rangle \right) \otimes \left( \mathbb{Z}[p−1][r]/\langle \Phi_{p^v}(r) \rangle \right)$,

where $\Phi_m$ denotes the $m$th cyclotomic polynomial

$\Phi_m(t) := \prod_{\omega \text{ mth primitive root of unity}} (t - \omega)$.

Having made these definitions, we can be more precise about what we want to prove in this subsection:

**Theorem 16.9.** $C$ is split over $\left\{ R(u, v) | (u, v) \in I \right\}$.

Note that this implies that all countable $\mathbb{Z}/2$-graded modules over $C$ have a projective resolution of length 1: $\mathbb{Z}[p−1][t]/\langle \Phi_{p^u}(t) \rangle$ is isomorphic to the Dedekind domain $\mathbb{Z}[p−1], \theta_{p^n}$] by Lemma 22.2, and Proposition 22.11 yields an isomorphism of rings

$R(u, v) \cong \mathbb{Z}[p−1], \theta_{p^x} \otimes \mathbb{Z}[p−1], \theta_{p^y} \cong \bigoplus_{0<k<p^{\min(u,v)}, \gcd(p,k)=1} \mathbb{Z}[p−1], \theta_{p^{\max(u,v)}}$.

Therefore, all objects in $\text{Mod}(C \mathbb{Z}/2)$ have projective dimension 1 by Corollary 16.3.

The verification of conditions (1)–(3) in the definition of a split category or equivalently, the proof of Theorem 16.9 will occupy the remainder of this section.

**Definition 16.10.** For $0 \leq k, l \leq n$, set

$I(k, l) := \{(u, v) | 0 \leq u \leq n - k \lor l, 0 \leq v \leq k \land l\}$.

Here $k \lor l := \max(k, l)$ and $k \land l := \min(k, l)$. 
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It is immediate that $I(k, l) = I(l, k)$, $I(k, l) \cap I(l, m) \subset I(k, m)$ and $I = \bigcup_{k=0, \ldots, n} I(k, k)$. Hence condition (1) in Definition 16.1 holds.

The next step is to define the isomorphisms of abelian groups, which are part of condition (2) in Definition 16.1:

$$\gamma^1_k: \bigoplus_{(u,v) \in I(k,l)} R_{(u,v)} \cong \mathcal{C}(k, l).$$

$\gamma^1_k$ will be constructed by using the basic building blocks for generators in $\mathcal{C}$ (see Definitions 15.9 and 15.14). To further simplify notation, let us make the following definitions.

**Definition 16.11.** Let $e$ denote the class of 1 in $\mathcal{C}(p^n)$. For $0 \leq k, l \leq n$, define

$$kt_k := t^C_e(p^k) \in \mathcal{C}(k, k), \quad kr_k := r^C_e(p^k) \in \mathcal{C}(k, k), \quad k\mu_l := \mu^C_e(p^l) \in \mathcal{C}(k, l).$$

Define polynomials $\psi_{n,m} \in \mathbb{Z}[n^{-1}][t]$ by

$$\psi_{n,m}(t) := \frac{1}{n} \cdot t \cdot \frac{d}{dt} \Phi_m(t) \cdot \prod_{m' \neq m} \Phi_{m'}(t) \in \mathbb{Z}[n^{-1}][t].$$

The relevance of the $\psi_{n,m}$s is that they allow for a decomposition of $\mathbb{Z}[n^{-1}]/(t^n - 1)$ into a direct sum of Dedekind domains (Proposition 22.8 in the appendix). Let us abbreviate $\psi_{p^k, p^u}$ by $\Psi_{k,u}$.

**Lemma 16.12.** Let $k \leq l$, $u \in \mathbb{N}$ and $x \in \mathcal{C}(k, l)$. For $0 \leq u \leq n - k$, we have

$$\Psi_{n-k,u}(kt_k) \cdot x = \begin{cases} x \cdot \Psi_{n-l,u}(t_l) & \text{if } u \leq n - l, \\ 0 & \text{otherwise.} \end{cases}$$

For $0 \leq v \leq l$, we have

$$x \cdot \Psi_{l,v}(r_l) = \begin{cases} \Psi_{k,v}(kr_k) \cdot x & \text{if } v \leq k \\ 0 & \text{otherwise.} \end{cases}$$

**Proof.** Note first that $kt_k \cdot x = x \cdot t_l$. Hence $\Psi_{n-k,u}(kt_k) \cdot x = x \cdot \Psi_{n-k,u}(t_l)$. Since $(kt_k)^{p^{n-k}} = 1$, the first statement follows by Lemma 22.7. The second statement is proven analogously. \(\square\)

Let us set

$$c_{k,l} := \begin{cases} p^{k-l} & \text{if } k \geq l \\ 1 & \text{otherwise.} \end{cases}$$

**Proposition 16.13.** Let $0 \leq k, l \leq n$, then there is an isomorphism of abelian groups

$$\gamma^1_k: \bigoplus_{(u,v) \in I(k,l)} R_{(u,v)} \cong \mathcal{C}(k, l),$$

which is given by

$$\gamma^1_k(p \otimes q_{1(u,v)}) \mapsto c_{k,l} \cdot p(kt_k) \cdot \Psi_{n-k,u}(kt_k) \cdot k\mu_l \cdot q(r_l) \cdot \Psi_{l,v}(r_l).$$
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Here, $p$ and $q$ are polynomials representing elements in $\mathbb{Z}[p^{-1}][t]/\langle \Phi_{p^u}(t) \rangle$ and $\mathbb{Z}[p^{-1}][r]/\langle \Phi_{p^v}(r) \rangle$.

**Proof.** Let $0 \leq k, l \leq n$, then

$$\{ (kt_k)^a \cdot k\mu_l \cdot (rt_l)^b \mid 0 \leq a < p^{n-k}, 0 \leq b < p^{k+l} \}$$

is a basis of $\mathcal{C}(k,l)$ as a free $\mathbb{Z}[p^{-1}]$-module by Proposition 15.15. In other words, there is an isomorphism of abelian groups

$$\mathbb{Z}[p^{-1}][t]/(t^{p^{n-k}} - 1) \otimes \mathbb{Z}[p^{-1}][r]/(r^{p^{k+l}} - 1) \cong \mathcal{C}(k,l), \quad p \otimes q \mapsto p(kt_k) \cdot k\mu_l \cdot q(rt_l).$$

By Proposition 22.11, for $0 \leq k, l \leq n$, there is an isomorphism

$$\bigoplus_{(u,v) \in I(k,l)} R_{(u,v)} \cong \mathbb{Z}[p^{-1}][t]/(t^{p^{n-k}} - 1) \otimes \mathbb{Z}[p^{-1}][r]/(r^{p^{k+l}} - 1),$$

which is given by $p \otimes q \mapsto p \cdot \Psi_{n-k \mu_l, a} \otimes q \cdot \Psi_{k \mu_l, v}$ for $p \otimes q \in R_{(u,v)}$. We obtain an isomorphism of abelian groups

$$\tilde{\gamma} : \bigoplus_{(u,v) \in I(k,l)} R_{(u,v)} \cong \mathcal{C}(k,l)$$

given by

$$\tilde{\gamma}(p \otimes q) = p(kt_k) \cdot \Psi_{n-k \mu_l, a}(kt_k) \cdot k\mu_l \cdot q(rt_l) \cdot \Psi_{k \mu_l, v}(rt_l)$$

for $p \otimes q \in R_{(u,v)} = \mathbb{Z}[p^{-1}][t]/\langle \Phi_{p^u}(t) \rangle \otimes \mathbb{Z}[p^{-1}][r]/\langle \Phi_{p^v}(r) \rangle$. Set $\gamma_k := c_{k,l} \tilde{\gamma}$. \hfill \qed

The last step is to show condition (3) in Definition 16.1, i.e., to show the following statement: If $(u,v) \in I(k,l)$, $(u',v') \in I(l,m)$, $r \in R_{(u,v)}$, $s \in R_{(u',v')}$, then composition in $\mathcal{C}$ is given by

$$\gamma_k(1_{(u,v)}) \cdot \gamma_l(s1_{(u',v')}) = \delta_{u,u'} \delta_{v,v'} \gamma_{k+l}(rs1_{(u,v)}).$$

For $p \in \mathbb{Z}[p^{-1}][t]$ and $x \in \mathcal{C}(k,l)$, Lemma 15.10 implies

$$p(kt_k) \cdot x = x \cdot p(t_l) \quad \text{and} \quad p(krt_k) \cdot x = x \cdot p(r_l).$$

Therefore, it is sufficient to show the following slightly weaker statement:

**Proposition 16.14.** Let $(u,v) \in I(k,l)$, $(u',v') \in I(l,m)$, then composition in $\mathcal{C}$ is given by

$$\gamma_k(1_{(u,v)}) \cdot \gamma_l^m(1_{(u',v')}) = \delta_{u,u'} \delta_{v,v'} \gamma_{k+l}^m(1_{(u,v)}).$$

We will prove this proposition by a series of lemmas.

**Lemma 16.15.** Let $0 \leq k \leq n$ and $(u,v), (u',v') \in I(k,k)$, then

$$\gamma_k^k(1_{(u,v)}) \cdot \gamma_{k}^k(1_{(u',v')}) = \delta_{u,u'} \delta_{v,v'} \gamma_k^k(1_{(u,v)}).$$
Proof. In the special case \( k = l \), the isomorphism of abelian groups

\[
\mathbb{Z}[p^{-1}][t]/(tp^{n-k}-1) \otimes \mathbb{Z}[p^{-1}][r]/(r^p-1) \cong \mathfrak{C}(k,k), \quad p \otimes q \mapsto p(kt_k) \cdot q(kr_k)
\]

from Proposition 15.15 as well as the isomorphism

\[
\bigoplus_{(u,v) \in I(k,l)} R_{(u,v)} \cong \mathbb{Z}[p^{-1}][t]/(tp^{n-k}-1) \otimes \mathbb{Z}[p^{-1}][r]/(r^p-1)
\]

from Proposition 22.11 are isomorphisms of rings. Since \( \gamma^k_k \) is defined as the composition of both, \( \gamma^k_k \) is an isomorphism of rings as well. This shows the claim. \( \square \)

**Lemma 16.16.** Let \( 0 \leq k \leq l \leq m \leq n \), \((u,v) \in I(k,l), \ (u',v') \in I(l,m), \) then

\[
\gamma^l_k(1_{(u,v)}) \cdot \gamma^m_l(1_{(u',v')}) = \delta_{u,u'}\delta_{v,v'}\gamma^m_m(1_{(u,v)}).
\]

If \((u,v) \in I(m,l), \ (u',v') \in I(l,k), \) then

\[
\gamma^l_m(1_{(u,v)}) \cdot \gamma^k_l(1_{(u',v')}) = \delta_{u,u'}\delta_{v,v'}\gamma^k_k(1_{(u,v)}).
\]

**Proof.** Lemma 15.18 implies that \( \mu^l_k \cdot \mu^m_l = \mu^m_k \). Note also that \( c_{k,l}c_{l,m} = c_{k,m} \) since \( k \leq l \leq m \). Now compute

\[
\begin{align*}
\gamma^l_k(1_{(u,v)}) & \cdot \gamma^m_l(1_{(u',v')}) \\
& = c_{k,m} \cdot \Psi_{n-k,u}(kt_k) \cdot \mu^l_k \cdot \Psi_{l,v}(t_l) \cdot \Psi_{n-l,u'}(t_{l'}) \cdot \mu^m_l \cdot \Psi_{m,v}(m'_{r_m}) \\
& = c_{k,m} \cdot \mu^l_k \cdot \Psi_{n-k,u}(t_l) \cdot \Psi_{n-l,u'}(t_{l'}) \cdot \mu^m_l \cdot \Psi_{m,v}(m'_{r_m}) \\
& = \delta_{u,u'} \cdot \delta_{v,v'} \cdot c_{k,m} \cdot \mu^l_k \cdot \Psi_{n-l,u}(t_l) \cdot \Psi_{l,v}(t_{l'}) \cdot \mu^m_l.
\end{align*}
\]

where the last equality uses Lemma 22.7 and Lemma 22.6. By Corollary 16.12, the last expression is equal to

\[
\begin{align*}
\delta_{u,u'} \cdot \delta_{v,v'} \cdot c_{k,m} \cdot \Psi_{n-k,u}(kt_k) \cdot \mu^l_k \cdot \mu^m_l \cdot \Psi_{m,v}(m'_{r_m}) \\
& = \delta_{u,u'} \cdot \delta_{v,v'} \cdot c_{k,m} \cdot \mu^m_k \cdot \Psi_{n-k,u}(kt_k) \cdot \mu^m_l \cdot \Psi_{m,v}(m'_{r_m}) \\
& = \delta_{u,u'} \cdot \delta_{v,v'} \gamma^k_k(1_{(u,v)}).
\end{align*}
\]

**Lemma 16.17.** Let \( 0 \leq k \leq l \leq n \), then

\[
\mu^l_k \cdot \mu^k_l = \prod_{i=n-l+1}^{n-k} \Phi_{p^i}(kt_k) \text{ and } \mu^l_k \cdot \mu^k_l = \prod_{i=k+1}^{l} \Phi_{p^i}(t_l).
\]

**Proof.** By Corollary 15.22, we have

\[
\mu^l_k \cdot \mu^k_l = p^{-k} \sum_{i=0}^{l-1} (kt_k)^{ip-1}.
\]
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First note that by definition of \( \Phi_{p^k}(t) \), we have
\[
\Phi_{p^k}(t) = \sum_{i=0}^{p^k-1} t^{p^k-1} = \prod_{i=1}^{l-k} \Phi_{p^l}(1) = \prod_{i=n-l+1}^{n-k} \Phi_{p^l}(1).
\]
where the last two equalities used the explicit description \( \Phi_{p^k}(t) \) from Lemma 22.2 and the fact that \( \prod_{i=1}^{n} \sum_{j=0}^{p^k-1} t^{p^k-1} = \sum_{j=0}^{p^k-1} t^j \). Similarly, one computes with the help of Proposition 15.21 and the relation \( (\rho_l)^p = 1 \)
\[
\mu_k \cdot \mu_k = p^{l-n} \sum_{i=0}^{p^k-1} (\rho_l)^{p^k_i} = \prod_{i=n-l+1}^{l-k} \Phi_{p^l}(1).
\]

**Lemma 16.18.** Let \( 0 \leq k \leq l \leq n \) and \( (u, v) \in I(k, l), (u', v') \in I(l, k) \), then
\[
\gamma_k^l(1_{(u,v)}) \cdot \gamma_k^l(1_{(u',v')}) = \delta_{u,u'} \delta_{v,v'} \gamma_k^l(1_{(u,v)})
\]
and
\[
\gamma_k^l(1_{(u',v')}) \cdot \gamma_k^l(1_{(u,v)}) = \delta_{u,u'} \delta_{v,v'} \gamma_k^l(1_{(u,v)}).
\]

**Proof.** First note that by definition of \( \Psi_{n-k,u} \), for \( 0 \leq u' \leq n-l \), we have
\[
p^{l-k} \Psi_{n-l,u'}(kt_k) \cdot \prod_{i=n-l+1}^{n-k} \Phi_{p^l}(kt_k) = \Psi_{n-k,u'}(kt_k)
\]
in \( C(k, l) \). Now compute
\[
\gamma_k^l(1_{(u,v)}) \cdot \gamma_k^l(1_{(u',v')})
\]
\[
= p^{l-k} \cdot \Psi_{n-k,u}(kt_k) \cdot \mu_k^l \cdot \Psi_{l,v}(\rho_l) \cdot \Psi_{n-l,u'}(kt_k) \cdot \mu_k \cdot \Psi_{k,v'}(kr_k)
\]
\[
= p^{l-k} \cdot \Psi_{n-k,u}(kt_k) \cdot \Psi_{n-l,u'}(kt_k) \cdot \mu_k^l \cdot \Psi_{l,v}(kr_k) \cdot \mu_k \cdot \Psi_{k,v'}(kr_k)
\]
\[
= \delta_{u,v'} p^{l-k} \cdot \Psi_{n-k,u}(kt_k) \cdot \Psi_{n-l,u'}(kt_k) \cdot \mu_k^l \cdot \mu_k \cdot \Psi_{k,v'}(kr_k)
\]
\[
= \delta_{u,v'} p^{l-k} \cdot \Psi_{n-k,u}(kt_k) \cdot \Psi_{n-l,u'}(kt_k) \cdot \prod_{i=n-l+1}^{n-k} \Phi_{p^l}(kt_k) \cdot \Psi_{k,v'}(kr_k)
\]
\[
= \delta_{u,v'} \Psi_{n-k,u}(kt_k) \cdot \Psi_{n-k,u'}(kt_k) \cdot \Psi_{k,v'}(kr_k)
\]
\[
= \delta_{u,u'} \delta_{v,v'} \gamma_k^l(1_{(u,v)}),
\]
where we used Lemma 22.7 and Lemma 22.6 in the third equality. Similarly, using $p^{l-k} \prod_{i=k+1}^{l} \Phi^i_p(r_i) \cdot \Psi_{k,v'}(r_l) = \Psi_{l,v}(r_l)$, one computes
\[
\gamma^k_l(1_{(u',v')}) = \gamma^m_l(1_{(u',v')}) = \gamma^k_l(1_{(u,v)}) \cdot \gamma^m_l(1_{(u,v)}) = \gamma^k(l_{(u,v)}) \cdot \gamma^m(l_{(u,v)}) = \delta_{u,v} \gamma^m_k(1_{(u,v)}).
\]

Proof. After ordering $I$ and (4) in Lemma 16.16. Consider case (2): Since $\gamma^k$ and case (6) can be dealt with in a completely analogous manner.

Now we are able to prove Proposition 16.14. Let us first recall the statement:

Let $0 \leq k, l, m \leq n$ and $(u, v) \in I(k, l)$, $(u', v') \in I(l, m)$, then composition in $C$ is given by
\[
\gamma^k_l(1_{(u,v)}) \cdot \gamma^m_l(1_{(u',v')}) = \delta_{u,v} \gamma^m_k(1_{(u,v)}).
\]

Proof. After ordering $k, l$ and $m$, there are six cases to consider:

1. $k \leq l$, $l \leq m$;
2. $k \leq l$, $k \leq m \leq l$;
3. $k \leq l$, $m \leq k$;
4. $l \leq k$, $m \leq l$;
5. $l \leq k$, $l \leq m \leq k$;
6. $l \leq k$, $l \leq m$.

These cases are not mutually exclusive but still exhaustive. We already dealt with cases (1) and (4) in Lemma 16.16. Consider case (2): Since $k \leq m \leq l$, we know that $I(k, m) \cap I(m, l) = I(k, l)$. Using Lemma 16.16 and Lemma 16.18, one computes
\[
\gamma^k_l(1_{(u,v)}) \cdot \gamma^m_l(1_{(u',v')}) = \gamma^k_l(1_{(u,v)}) \cdot \gamma^m_l(1_{(u',v)}) = \delta_{u,v} \gamma^m_k(1_{(u,v)}).
\]

Similarly, we compute in case (3)
\[
\gamma^k_l(1_{(u,v)}) \cdot \gamma^m_l(1_{(u',v')}) = \gamma^k_l(1_{(u,v)}) \cdot \gamma^k_l(1_{(u',v)}) \cdot \gamma^m_k(1_{(u',v')}) = \delta_{u,v} \gamma^m_k(1_{(u,v)}).
\]

Case (5) and case (6) can be dealt with in a completely analogous manner.
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16.3 The General Case

In this subsection, we will show that for a finite cyclic group $G$ of order $o$, every graded countable module over $C^G,o^{-1}$ has projective dimension 1.

We will do so by showing that $C^G,o^{-1}$ is the tensor product of split categories over a family of Dedekind domains and thereby itself is split over a family Dedekind domains.

Let $G$ be a finite cyclic group, then

$$G = \oplus_{i=1,...,n} G_i$$

with $G_i$ cyclic of prime power order $p_i$ and $p_i \neq p_j$ for $i \neq j$. Every subgroup $H$ of $G$ decomposes as $H = \bigoplus H_i$, with $H_i \leq G_i$.

The next theorem shows that $C^G$ is isomorphic to $\bigotimes_{i=1}^n C^{G_i}$.

**Theorem 16.19.** Let $G_i, i = 1, \ldots, n$ be finite abelian groups and $G := \bigoplus_i G_i$. For each $i$, let $\mathcal{G}_i$ be a class of subgroups of $G_i$. Define $\mathcal{G}$ to be the class of subgroups of $G$ of the form $H = \bigoplus_i H_i$ for $H_i \in \mathcal{G}_i$. Let $\mathcal{C}$ be the full subcategory of $\mathbb{R}^G$ with objects $\mathcal{C}(G)^H$, $H \in \mathcal{G}$. Analogously let $\mathcal{C}_i$ be the full subcategory of $\mathbb{R}^{G_i}$ with objects $\mathcal{C}(G_i)^{H_i}$, $H_i \in \mathcal{G}_i$. Then there is an isomorphism

$$\bigotimes_{i=1}^n \mathcal{C}_i \cong \mathcal{C}.$$

**Proof.** Let us show the statement for the case $n = 2$, the general case follows by induction. We have to define

$$F: \mathcal{C}_1 \otimes \mathcal{C}_2 \to \mathcal{C}.$$ 

Note that pullback via the projections $\pi_i: G \to G_i$ induces additive functors $\pi_i^*: \mathbb{R}^{G_i} \to \mathbb{R}^G$. Restriction to $\mathcal{C}_i$ and taking the tensor product yields

$$\pi_1^* \otimes \pi_2^*: \mathcal{C}_1 \otimes \mathcal{C}_2 \to \mathbb{R}^G \otimes \mathbb{R}^G.$$ 

On the other hand, the exterior tensor product in $\mathbb{R}^G$ induces

$$T: \mathbb{R}^G \otimes \mathbb{R}^G \to \mathbb{R}^G.$$ 

We would like to define $F$ as the composition of the last two functors, but we cannot quite do so since the target objects only match up to a natural isomorphism: For $\mathcal{C}(G_1)^{H_1} \otimes \mathcal{C}(G_2)^{H_2} \in \mathcal{C}_1 \otimes \mathcal{C}_2$ and $H := H_1 \oplus H_2$, there is a natural isomorphism

$$\Psi_H: \mathcal{C}(G)^H \cong \pi_1^* \mathcal{C}(G_1)^{H_1} \otimes \mathcal{C}(G_2)^{H_2}.$$ 

where on the right-hand-side we have the exterior products in $\mathbb{R}^G$, which on the object level is just the spatial tensor product of $C^*$-algebras with the diagonal action.

Let us define $F$ on objects by

$$F(\mathcal{C}(G_1)^{H_1} \otimes \mathcal{C}(G_2)^{H_2}) := \mathcal{C}(G)^H, \quad H_i \in \mathcal{G}_i, \quad H = H_1 \oplus H_2.$$
For \( H_i, K_i \in \mathfrak{G}_i \), \( H = H_1 \oplus H_2 \) and \( K = K_1 \oplus K_2 \), define \( F \) on morphisms by

\[
F_{H,K}: \mathfrak{C}_1 \otimes \mathfrak{C}_2 \left( \mathcal{C}(G_1)^{H_1} \otimes \mathcal{C}(G_2)^{H_2}, \mathcal{C}(G_1)^{K_1} \otimes \mathcal{C}(G_2)^{K_2} \right) \rightarrow \mathfrak{C} \left( \mathcal{C}(G)^H, \mathcal{C}(G)^K \right)
\]

\[
F_{H,K}(x) = [\Psi_H] \cdot (T \circ (\pi_1^* \otimes \pi_2^*)(x)) \cdot [\Psi_K]^{-1}.
\]

\( F \) is a functor and clearly a bijection on the set of objects. Hence, to verify that \( F \) is an isomorphism, we only have to check that each \( F_{H,K} \) is an isomorphism. By Proposition 15.15, both domain and target of \( F_{H,K} \) are free abelian groups, hence it suffices to check that \( F_{H,K} \) maps generators to generators. By definition, the domain of \( F_{H,K} \) is equal to

\[
\text{KK}^G_1 \left( \mathcal{C}(G_1)^{H_1}, \mathcal{C}(G_1)^{K_1} \right) \otimes \text{KK}^G_2 \left( \mathcal{C}(G_2)^{H_2}, \mathcal{C}(G_2)^{K_2} \right)
\]

and the target is given by

\[
\text{KK}^G \left( \mathcal{C}(G)^H, \mathcal{C}(G)^K \right).
\]

The following three statements are easily verified using the definitions of 1, 2 and \( \mu \): Let \( g_i \in G_i \), then

1. \( F_{H,H}(t_{g_1}^H \otimes t_{g_2}^H) = [\Psi_H] \cdot (\pi_1^* t_{g_1}^H \otimes \mathcal{C} \pi_2^* t_{g_2}^H) \cdot [\Psi_H]^{-1} = t_{(g_1,g_2)}^{H_1 \oplus H_2} \)
2. \( F_{H,H}(r_{g_1}^H \otimes r_{g_2}^H) = [\Psi_H] \cdot (\pi_1^* r_{g_1}^H \otimes \mathcal{C} \pi_2^* r_{g_2}^H) \cdot [\Psi_H]^{-1} = r_{(g_1,g_2)}^{H_1 \oplus H_2} \)
3. \( F_{H,K}(\mu_{H_1}^{K_1} \otimes \mu_{H_2}^{K_2}) = [\Psi_H] \cdot (\pi_1^* \mu_{H_1}^{K_1} \otimes \mathcal{C} \pi_2^* \mu_{H_2}^{K_2}) \cdot [\Psi_K]^{-1} = \mu_{H_1 \oplus H_2}^{K_1 \oplus K_2} \).

This, together with the description of the generators of domain and target of \( F_{H,K} \) given by Proposition 15.15, tells us that \( F_{H,K} \) maps generators to generators and finishes the proof.

Finally, we will show that every countable graded \( \mathfrak{C}^G[\mathfrak{o}^{-1}] \)-module has a projective resolution of length 1. First we prove an auxiliary lemma:

**Lemma 16.20.** Let \( \mathfrak{C} \) and \( \mathfrak{D} \) be equivalent finite preadditive graded categories. If all objects in \( \text{Mod}(\mathfrak{C})^Z/2 \) have projective dimension 1, then the same holds for all objects in \( \text{Mod}(\mathfrak{D})^Z/2 \).

**Proof.** Let \( \alpha: \mathfrak{C} \rightarrow \mathfrak{D} \) and \( \beta: \mathfrak{D} \rightarrow \mathfrak{C} \) be grading preserving additive functors such that there are isomorphisms \( T: \alpha \circ \beta \cong \text{id}_\mathfrak{D} \) and \( S: \beta \circ \alpha \cong \text{id}_\mathfrak{D} \). Let \( M \) be a \( \mathfrak{D} \)-module, then \( \alpha^*(M) := M \circ \alpha \) is a \( \mathfrak{C} \)-module. We obtain preadditive functors

\[
\beta^*: \text{Mod}(\mathfrak{D})^Z/2 \rightarrow \text{Mod}(\mathfrak{C})^Z/2 \quad \text{and} \quad \alpha^*: \text{Mod}(\mathfrak{D})^Z/2 \rightarrow \text{Mod}(\mathfrak{C})^Z/2.
\]

\( T \) and \( S \) induce isomorphisms \( \alpha^* \circ \beta^* \cong \text{id} \) and \( \beta^* \circ \alpha^* \cong \text{id} \). \( \alpha^* \) and \( \beta^* \) are exact and preserve the property of being projective.

**Theorem 16.21.** Let \( G \) be finite cyclic group of order \( \mathfrak{o}^{-1} \). Then every countable graded \( \mathfrak{C}^G[\mathfrak{o}^{-1}] \)-module has a projective resolution of length 1.
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Proof. Note that we can ignore the grading: \( \mathcal{C}^G[\mathfrak{o}^{-1}] \) is ungraded, therefore, the category of (countable) graded \( \mathcal{C}^G[\mathfrak{o}^{-1}] \)-modules is the direct sum of two copies of the category of (countable) \( \mathcal{C}^G[\mathfrak{o}^{-1}] \)-modules. Let \( G = \bigoplus_{i=1,\ldots,n} G_i \) with \( G_i \) cyclic of prime power order \( p_i^\epsilon \) and \( p_i \neq p_j \) for \( i \neq j \). In Theorem 16.19, we showed that \( \mathcal{C}^G \) is isomorphic to \( \bigotimes_{i=1}^n \mathcal{C}^{G_i} \). Since \( \mathfrak{o} = \prod |G_i| = \prod p_i^\epsilon \), we have \( \mathbb{Z}[\mathfrak{o}^{-1}] = \bigotimes_{i=1}^n \mathbb{Z}[p_i^{-1}] \), this implies that \( \mathcal{C}^G[\mathfrak{o}^{-1}] \) is isomorphic to \( \bigotimes_{i=1}^n \mathcal{C}^{G_i}[p_i^{-1}] \). Hence it suffices to show that countable \( \bigotimes_{i=1}^n \mathcal{C}^{G_i}[p_i^{-1}] \)-modules have a projective resolution of length 1. By Theorem 16.9, \( \mathcal{C}^{G_i}[p_i^{-1}] \) is split over

\[
\left\{ \mathbb{Z} \left[ p_i^{-1}, \theta_{p_i^u} \right] \otimes \mathbb{Z} \left[ p_i^{-1}, \theta_{p_i^v} \right] \right\} \{(u,v) \in \mathbb{N}_0 \times \mathbb{N}_0 \exists k \in \mathbb{N}_0 : k \leq u, u \leq k \leq v \}.
\]

Therefore, Lemma 16.7 shows that \( \bigotimes_{i=1}^n \mathcal{C}^{G_i}[p_i^{-1}] \) is split over

\[
\left\{ \bigotimes_{i=1}^n \mathbb{Z} \left[ p_i^{-1}, \theta_{p_i^u} \right] \otimes \mathbb{Z} \left[ p_i^{-1}, \theta_{p_i^v} \right] \right\} \{(u_i,v_i)_{i=1,\ldots,n} \in (\mathbb{N}_0 \times \mathbb{N}_0)^n \forall \exists k_i \in \mathbb{N}_0 : k_i \leq u_i, u_i \leq k_i \leq v_i \}.
\]

In the appendix, we prove the following two facts:

1. Lemma 22.9: Let \( m, n \in \mathbb{Z} \) be coprime. Then there is an isomorphism of rings

\[
\mathbb{Z}[\theta_m] \otimes \mathbb{Z}[\theta_n] \cong \mathbb{Z}[\theta_{mn}].
\]

2. Proposition 22.11: Let \( m, n \in \mathbb{N}, n \leq m \) and \( p \) a prime number. Then there is an isomorphism of rings

\[
\mathbb{Z}[p^{-1}, \theta_{p^n}] \otimes \mathbb{Z}[p^{-1}, \theta_{p^m}] \cong \bigoplus_{0<k<p, \gcd(p,k)=1} \mathbb{Z}[p^{-1}, \theta_{p^m}].
\]

Both statements together imply that \( \bigotimes_{i=1}^n \mathbb{Z}[p_i^{-1}, \theta_{p_i^u}] \otimes \mathbb{Z}[p_i^{-1}, \theta_{p_i^v}] \) is isomorphic to a finite direct sum of countable Dedekind domains. Hence Corollary 16.3 shows that every object in \( \mathbf{Mod}(\bigotimes_{i=1}^n \mathcal{C}^{G_i}[p_i^{-1}]) \) has a projective resolution of length 1. \( \square \)
Universal Coefficient Theorems for $C^*$-algebras over Topological Spaces

The aim of this chapter is to describe explicitly the class of finite topological spaces for which there is a UCT short exact sequence, which computes $KK(X; A, B)$ in terms of the filtrated K-theory of $A$ and $B$.

We will first review the notion of a $C^*$-algebra over a (possibly non-Hausdorff) finite topological space $X$ and give an alternative description of $X$ by a finite directed graph in Section 17. In Section 18 we will explain how KK-theory for $C^*$-algebras over $X$ can be interpreted as a triangulated category with countable coproducts, introduce filtrated K-theory and show that this invariant arises as a special case of our general construction. We will then review alternative characterizations of the bootstrap class and state the UCT criterion in Section 19. Then, in Section 20, we will define spaces of type $A$ and review some spaces, for which there is no UCT in terms of filtrated K-theory available. Finally, in Section 21, we will show that spaces of type $A$ are indeed the most general type of finite topological spaces, for which there is a short exact UCT sequence, which computes $KK(X,_,_)$ in terms of filtrated K-theory.

17 $C^*$-algebras over Finite Topological Spaces

17.1 Basic Notions

Throughout this chapter, let $X$ be a finite topological $T_0$ space. A $C^*$-algebra over $X$ is a pair $(A, \psi)$ consisting of a $C^*$-algebra $A$ and a continuous map $\psi: \text{Prim}(A) \to X$.

Let $\mathcal{O}(X)$ denote the set of open subsets of $X$, partially ordered by $\subseteq$ and let $\mathcal{I}(A)$ be the set of closed $^*$-ideals in $A$, partially ordered by $\subseteq$. $(\mathcal{O}(X), \subseteq)$ and $(\mathcal{I}(A), \subseteq)$ are complete lattices, that is, any subset $S$ has both an infimum $\bigwedge S$ and a supremum $\bigvee S$. $\psi$ induces a map $\psi^*: \mathcal{O}(X) \to \mathcal{I}(A)$, which commutes with infima and suprema. By [30], Lemma 2.25, $\psi$ can be recovered from $\psi^*$. Hence we obtain an equivalent description of a $C^*$-algebra over $X$ as a pair $(A, \psi^*)$ where

$$\psi^*: \mathcal{O}(X) \to \mathcal{I}(A), \quad U \mapsto A(U),$$

commutes with infima and suprema.

A $^*$-homomorphism $f: A \to B$ between two $C^*$-algebras over $X$ is $X$-equivariant if $f(A(U)) \subseteq B(U)$ for all $U \in \mathcal{O}(X)$. A subset $Y \subseteq X$ is locally closed if and only if $Y = U \setminus V$ for open subsets $V, U \in \mathcal{O}(X)$ with $V \subseteq U$. We define $A(Y) := A(U)/A(V)$ for a $C^*$-algebra $A$ over $X$; this does not depend on the choice of $U$ and $V$ by [30] Lemma 2.16.
We adopt the following notations from [30].

\( \mathcal{O}(X) \) set of open subsets of \( X \), partially ordered by \( \subseteq \);
\( \mathcal{LC}(X) \) set of locally closed subsets of \( X \);
\( \mathcal{LC}(X)_c \) set of connected, non-empty locally closed subsets of \( X \);
\((A, \psi)\) \( C^* \)-algebra over \( X \);
\( A(Y) \) the subquotient of \((A, \psi)\) associated with \( Y \in \mathcal{LC}(X) \);
\( \text{Prim}(A) \) primitive ideal space of \( A \) with hull-kernel topology;
\( \mathcal{I}(A) \) set of closed *-ideals in \( A \), partially ordered by \( \subseteq \);
\( C^*_{\text{alg}}(X) \) category of \( C^* \)-algebras over \( X \) with \( X \)-equivariant *-homomorphisms
\( C^*_{\text{sep}}(X) \) full subcategory of separable \( C^* \)-algebras over \( X \).

17.2 Functoriality

A continuous map \( f : X \to Y \) induces a functor

\[ f_* : C^*_{\text{alg}}(X) \to C^*_{\text{alg}}(Y) . \]

\( f_* \) is given by \((A, \psi) \mapsto (A, f \circ \psi)\). We have \( g_* f_* = (gf)_* \) whenever it makes sense. If \( f : X \to Y \) is the embedding of a subset with the subspace topology, we also write \( i^Y_X \) instead of \( f_* \) and call it induction. \( Y \in \mathcal{LC}(X) \) induces a restriction functor

\[ r^Y_X : C^*_{\text{alg}}(X) \to C^*_{\text{alg}}(Y), \]

which is given by \( r^Y_X B(Z) := B(Z) \) for all \( Z \in \mathcal{LC}(Y) \subseteq \mathcal{LC}(X) \). We have \( r^Z_Y \circ r^Y_X = r^Z_X \) if \( Z \subseteq Y \subseteq X \) and \( r^X_X = \text{id} \).

Induction and restriction are related by \( r^Y_X \circ i^Y_X = \text{id} \) and various adjointness properties (see [30] Definition 2.19 and Lemma 2.20 for a discussion of induction and restriction).

17.3 Specialization Order

There is the specialization preorder on \( X \), defined by \( x \preceq y \iff \{x\} \subseteq \{y\} \). A subset \( Y \subseteq X \) is locally closed if and only if it is convex w.r.t. \( \preceq \), i.e., if and only if

\[ x \preceq y \preceq z, x, z \in Y \implies y \in Y \]

holds.

Let \( X \) be a space and \( Y \subseteq X \), there is a locally closed hull, defined as

\[ LC(Y) := \{x \in X \mid \exists y_1, y_2 \in Y : y_1 \preceq x \preceq y_2\} . \]
Lemma 17.1. \( LC(LC(Y)) = LC(Y) \). \( LC(Y) \) is the smallest locally closed set containing \( Y \).

Proof. Obviously \( Y \subseteq LC(Y) \), let \( y \in LC(LC(Y)) \), then there are \( y_1,y_2 \in LC(Y) \) such that \( y_1 \leq y \leq y_2 \). By definition, there are \( z_1,z_2,z_3,z_4 \in Y \) such that \( z_1 \leq y_1 \leq z_2, z_3 \leq y_2 \leq z_4 \), hence \( z_1 \leq y \leq y_2 \leq z_4 \), therefore, \( y \in Y \). Using the characterization of locally closed sets as convex sets, the second statement is obvious. \( \square \)

A map \( f : X_1 \to X_2 \) between two finite topological spaces is continuous if and only if it is monotone with respect to \( \leq \), i.e. if

\[
  x \leq y \Rightarrow f(x) \leq f(y)
\]

holds. Note that \( \leq \) is a partial order if and only if \( X \) is \( T_0 \). By [30] 2.33, this yields a bijection of partial orders and \( T_0 \)-topologies on a given finite set. Let us denote the topology associated with \( \prec \) by \( \tau_\prec \).

### 17.4 Representation of Finite Topological Spaces as Directed Graphs

A useful way to represent finite partially ordered sets and hence finite \( T_0 \) spaces is via finite directed acyclic graphs.

To establish notation, we have collected a few elementary notions of graph theory: A directed graph is a pair \( \Gamma = (V,E) \), where \( V \) is a set and \( E \subseteq V \times V \setminus \Delta(V) \). Elements of \( V \) are called vertices and elements of \( E \) are called edges. We will also write \( E(\Gamma) \) and \( V(\Gamma) \) to denote the edges and vertices associated with \( \Gamma \). Hence we are neither allowing loops nor multiple edges to exist. A graph \( (V',E') \) is a subgraph of \( (V,E) \) if and only if \( V' \subseteq V \) and \( E' = \{(a,b) \in E \mid a,b \in V'\} \). A directed path \( \rho \) is a a sequence \( \rho = (v_i)_{i=0,...,n} \) such that \( (v_i,v_{i+1}) \in E \) for \( i = 1,\ldots,n \) with all \( (v_i)_{i=1,...,n} \) being pairwise distinct, the length of \( \rho = (v_i)_{i=0,...,n} \) is \( n \). A directed circle is a directed path of length larger than \( 0 \) such that \( v_0 = v_n \). For two paths \( \rho_1 = (v_i)_{i=0,...,n} \) and \( \rho_2 = (w_i)_{i=0,...,m} \), we define sets

\[
  \rho_1 \cap \rho_2 := \{v_i \mid i = 0,\ldots,n\} \cap \{w_i \mid i = 0,\ldots,m\}
\]

and

\[
  \rho_1 \cup \rho_2 := \{v_i \mid i = 0,\ldots,n\} \cup \{w_i \mid i = 0,\ldots,m\}.
\]

An edge \( (v_0,v_1) \) is called an outgoing edge of \( v_0 \) and an incoming edge of \( v_1 \). The oriented degree \( d_o(v) \) of \( v \in V \) is defined via

\[
  d_o(v) := \#\{e \in E \mid e \text{ outgoing edges of } v\} - \#\{e \in E \mid e \text{ incoming edges of } v\}
\]

A directed graph is called acyclic if it has no circles. A path is a sequence \( (v_i)_{i=0,...,n} \) such that for \( i = 1,\ldots,n \) \( (v_i,v_{i+1}) \in E \) or \( (v_{i+1},v_i) \in E \) with all \( (v_i)_{i=1,...,n} \) being pairwise distinct. We say that \( \rho \) is a path from \( a \) to \( b \) if \( v_0 = a \) and \( v_n = b \). A circle is a path \( \rho = (v_i)_{i=0,...,n} \) of length greater than \( 0 \) such that \( v_0 = v_n \). The degree \( d(v) \) of \( v \in V \) is defined as

\[
  d(v) := \#\{e \in E \mid e \text{ outgoing edge of } v\} + \#\{e \in E \mid e \text{ incoming edge of } v\}
\]

With a partial order \( \leq \) on \( X \), we associate a finite directed acyclic graph \( \Gamma(X) \).
Definition 17.2. Let $X$ be a finite $T_0$ space. Let $\Gamma(X)$ be the directed graph with vertex set $X$ and with an edge $x \leftarrow y$ if and only if $x \prec y$ and there is no $z \in X$ with $x \prec z \prec y$.

We can recover the partial order from this graph by letting $x \preceq y$ if and only if the graph contains a directed path from $y$ to $x$. Note that we cannot obtain every finite directed graph in this way. Although the statements are elementary, we will list the restrictions on $\Gamma(X)$ for later reference.

Lemma 17.3. Let $X$ be a finite $T_0$ space. $\Gamma(X)$ is acyclic as a directed graph. Let $x, y$ be vertices in $\Gamma(X)$. If $\rho_1$ and $\rho_2$ are two distinct directed paths from $x$ to $y$, then $\rho_1$ and $\rho_2$ have length $\geq 2$.

Proof. Follows straight from the definition. $\square$

Let $S$ be a finite set. If $\Gamma$ is a directed graph with vertex set $S$, then we can define a preorder on $S$ by setting $s_1 \preceq s_2$ if and only if there is a directed path from $s_2$ to $s_1$. Note that $\preceq_{\Gamma}$ is a partial order if and only if $\Gamma$ is acyclic. Let $E(S)$ be the set of acyclic directed graphs with vertex set $S$ such that all $\Gamma \in E(S)$ have the following property: If $\rho_1$ and $\rho_2$ are two distinct directed paths in $\Gamma$ from $x$ to $y$, then $\rho_1$ and $\rho_2$ have length $\geq 2$. It is easy to check that $(S, \prec) \mapsto \Gamma(S, \tau_{\prec})$ and $\Gamma \mapsto \preceq_{\Gamma}$ yields a bijection between the set of partial orders on $S$ and $E(S)$.

Lemma 17.4. $X$ is connected if and only if $\Gamma(X)$ is connected as an undirected graph.

Proof. Assume first that $X$ is connected. Let $x_0 \in X$ and set

$$X_1 := \{x \in X \mid \exists \text{ path from } x_0 \text{ to } x \text{ in } \Gamma(X)\}.$$ 

Note that if $y \in \{x\}$, then there is an undirected path from $x$ to $y$. Hence, if $x \in X_1$, then $\{x\} \subseteq X_1$. Therefore, $\bigcup_{x \in X_1} \{x\} = X_1$ and $X_1$ is closed. On the other hand, if $x \notin X_1$, then $\{x\} \subseteq X \setminus X_1$, hence $X_1 = \bigcap_{x \notin X_1} X \setminus \{x\}$ is open. Since $X$ is connected and $X_1$ is non-empty, we have $X = X_1$.

Now assume that $\Gamma(X)$ is connected as an undirected graph and that $X = X_1 \sqcup X_2$ can be written as a disjoint union of non-empty clopen sets $X_1$ and $X_2$. Let $x_i \in X_i$, $i = 1, 2$ and $\rho$ an undirected path from $x_1$ to $x_2$. We find neighbouring vertices $y_1$ and $y_2$ on the path $\rho$ such that $y_i \in X_i$, $i = 1, 2$. Wlog we may assume that $y_2 \in \{y_1\}$. Since $X_1$ is closed, we have $y_2 \in \{y_1\} \subseteq X_1$, which is a contradiction. $\square$

18 $\mathfrak{K}\mathfrak{k}(X)$ and Filtrated K-theory

18.1 $X$-equivariant KK-theory

As explained in [30] 3.1, there is a version of bivariant K-theory for $C^*$-algebras over $X$. Let $A, B \in \mathcal{C}^{*\text{sep}}(X)$, a cycle in $\text{KK}(X; A, B)$ is given by $(E, T)$, where $(E, T)$ is a cycle
for $\text{KK}(A, B)$, which is $X$-equivariant, that is, $A(U) \cdot E \subseteq E \cdot B(U)$ for all $U \in \mathcal{O}(X)$. There is also a Kasparov product

$$\text{KK}(X; A, B) \otimes \text{KK}(X; B, C) \to \text{KK}(X; A, C).$$

Thus we may define the category $\mathcal{R}(X)$ whose objects are separable $C^*$-algebras over $X$ and morphisms from $A$ to $B$ are given by $\text{KK}(X; A, B)$. As shown in [30] 3.2, $\mathcal{R}(X)$ carries all basic structures we would expect from a bivariant $K$-theory. In particular, it is additive, has countable coproducts, exterior products, satisfies Bott periodicity and has six term exact sequences for semi-split extensions of $C^*$-algebras over $X$. Here, $I \to A \to Q$ is an extension of $C^*$-algebras over $X$ if $I, A$ and $Q$ are $C^*$-algebras over $X$ and $I(U) \to A(U) \to Q(U)$ is an extension for all $U \in \mathcal{O}(X)$. It is called semi-split if and only if there is a c.c.p. split section $s$, which is $X$-equivariant in the sense that $s(Q(U)) \subseteq A(U)$ for all $U \in \mathcal{O}(X)$.

\[ \mathcal{R}(X) \] carries the structure of a triangulated category ([30] 3.3). The suspension functor is given by the exterior product with $C_0(\mathbb{R})$ and a sequence $SB \to C \to A \to B$ is an exact triangle if and only if it is isomorphic to a mapping cone triangle $SB' \to C_\phi \to A' \to B'$ for some $X$-equivariant *-homomorphism $\phi: A' \to B'$. (Note that the mapping cone has a canonical structure of a $C^*$-algebra over $X$ given by $C_\phi(U) := C_\phi|_{_X(U)}$.) Equivalently, one could define the exact triangles to be those triangles which are isomorphic to the extension triangle of a semi-split extension of $C^*$-algebras over $X$ (again, see ([30] 3.3). $\mathcal{R}(X)$ is a triangulated category with countable coproducts. Following Definition 5.1, we may form $\mathcal{R}(X)_*$. As in the case of $\mathcal{R}^G$ (8.1), it suffices to work with the simpler $\mathbb{Z}/2$-graded variant, which we will also denote by $\mathcal{R}(X)_*$.

### 18.2 Filtrated $K$-theory

For a locally closed subset $Y \subseteq X$, one defines a functor

$$\text{FK}^X_Y : \mathcal{R}(X) \to \mathfrak{Ab}_{\mathbb{Z}/2}, \quad \text{FK}^X_Y(A) := K_0(A(Y)).$$

For each $Y \in \mathcal{L}(X)$, the functor $\text{FK}^X_Y$ is stable and homological, that is, it intertwines the suspension on $\mathcal{R}(X)$ with the translation functor on $\mathfrak{Ab}_{\mathbb{Z}/2}$.

Let $\mathcal{N}^T_X$ be the $\mathbb{Z}/2$-graded category whose object set is $\mathcal{L}(X)$ and whose morphism space $Y \to Z$ is $\mathcal{N}^T_X(Y, Z)$—the $\mathbb{Z}/2$-graded Abelian group of all natural transformations $\text{FK}^X_Y \Rightarrow \text{FK}^X_Z$. A module over $\mathcal{N}^T_X$ is a grading preserving, additive functor $G : \mathcal{N}^T_X \to \mathfrak{Ab}_{\mathbb{Z}/2}$. Let $\mathfrak{Mod}(\mathcal{N}^T_X)$ be the category of $\mathcal{N}^T_X$-modules. The morphisms in $\mathfrak{Mod}(\mathcal{N}^T_X)$ are the natural transformations of functors or, equivalently, families of grading preserving group homomorphisms $G_Y \to G'_Y$ that commute with the actions of $\mathcal{N}^T_X$. Let $\mathfrak{Mod}(\mathcal{N}^T_X)_c$ be the full subcategory of countable modules.

**Filtrated $K$-theory** is the functor

$$\text{FK}^X = (\text{FK}^X_Y)_{Y \in \mathcal{L}(X)} : \mathcal{R}(X) \to \mathfrak{Mod}(\mathcal{N}^T_X)_c, \quad A \mapsto \left( K_0(A(Y)) \right)_{Y \in \mathcal{L}(X)}. $$

We will drop the superscript $X$ in $\text{FK}^X$ if there is no danger of confusion.
If $Y \in \mathcal{L}C(X)$ is not connected, that is, $Y = Y_1 \sqcup Y_2$ with two disjoint relatively open subsets $Y_1, Y_2 \in \mathcal{O}(Y) \subseteq \mathcal{L}C(X)$, then any $\mathcal{N}T$-module has $G_Y \cong G_{Y_1} \oplus G_{Y_2}$. Since $X$ is finite, any locally closed subset is a disjoint union of its connected components. This corresponds to a direct sum decomposition $Y \cong \bigoplus_{j \in \pi_0(Y)} Y_j$ in $\mathcal{N}T$. Therefore, we lose no information if we replace $\mathcal{L}C(X)$ by the subset $\mathcal{L}C(X)_c$ of non-empty, connected, locally closed subsets.

18.3 The Representability Theorem

We want to show that filtrated K-theory is a special case of the Hom-like invariants constructed in 5. Recall the representability theorem from [28]:

**Theorem 18.1.** Let $X$ be a finite topological space. The covariant functors $FK_Y$ for $Y \in \mathcal{L}C(X)$ are representable, that is, there are objects $R_Y \in \mathcal{R}(X)$ and natural isomorphisms

$$\text{KK}_*(X; R_Y, A) \cong FK_X^Y(A) = K_*(A(Y))$$

for all $A \in \text{KK}(X)$, $Y \in \mathcal{L}C(X)$.

For a description of the objects $R_Y$, see [28], 2.1. Let $R(X)$ be the family $(R_Y)_{Y \in \mathcal{L}C(X)}$ in $\mathcal{R}(X)$. The Yoneda lemma yields a natural isomorphism $\mathcal{N}T^X_*(Y, Z) \cong \text{KK}_*(X; R_Z, R_Y)$ and an isomorphism of categories

$$\mathcal{N}T^X \cong \left( \mathcal{R}(X)^{R(X)} \right)^{op}.$$

Note that we defined $\mathcal{N}T^X$-modules to be covariant functors, whereas $\mathcal{R}(X)^{R(X)}$-modules are contravariant functors. Thus the representability theorem shows that filtrated K-theory is isomorphic to $F_{R(X)}$, where

$$F_{R(X)}: \mathcal{R}(X) \to \text{Mod}(\mathcal{R}(X)^{R(X)})^Z_{c}$$

denotes the Hom-like invariant associated with the family $R(X)$.

18.4 Functoriality

The canonical functor $\mathcal{C}^*\text{sep}(X) \to \mathcal{R}(X)$ is the universal split exact $C^*$-stable functor ([30], Theorem 3.7). Using this universal property, we may extend the functoriality results for $\mathcal{C}^*\text{alg}(X)$ in the space variable to $\mathcal{R}(X)$: A continuous map $f: X \to Y$ induces a functor $f_*: \mathcal{R}(X) \to \mathcal{R}(Y)$. In particular, this yields an extension functor $i^X_Y: \mathcal{R}(X) \to \mathcal{R}(Y)$.

Our next aim is to construct an algebraic variant of $f_*$, i.e. a functor $f_*: \text{Mod}(\mathcal{N}T^X)_c \to \text{Mod}(\mathcal{N}T^Y)_c$ such that

$$\begin{array}{ccc}
\mathcal{R}(X) & \xrightarrow{FK^X} & \text{Mod}(\mathcal{N}T^X)_c \\
\downarrow f_* & & \downarrow f_* \\
\mathcal{R}(Y) & \xrightarrow{FK^Y} & \text{Mod}(\mathcal{N}T^Y)_c
\end{array}$$
This gives rise to an additive, grading preserving functor $H$. Hence we have constructed an additive grading preserving functor

$$
\tau \in \mathbb{Z}
$$

which is natural with respect to morphisms in $\mathcal{C}^\text{alg}(Y)$. Since for $B \in \mathfrak{K}(X)$ and $Z \in \mathcal{L}(Y)$, we have

$$
\text{FK}_Z^X(f_*B) = K_*(B(f^{-1}(Z))) = \text{FK}_{f^{-1}(Z)}^X(B),
$$

$\tau_{f_*B}$ is also a morphism from $\text{FK}_{f^{-1}(Z)}^X(B)$ to $\text{FK}_{f^{-1}(Z)}^X(B)$ and it makes sense to define

$$
f^*(\tau) := \{\tau_{f_*B}\}_{B \in \mathfrak{K}(X)}.
$$

Hence we have constructed an additive grading preserving functor

$$
f^*: \mathcal{N}^Y \to \mathcal{N}^X
$$

This gives rise to an additive, grading preserving functor

$$
f_*: \text{Mod}(\mathcal{N}^X)_c \to \text{Mod}(\mathcal{N}^Y)_c, \ f_*(M) := M \circ f^*.
$$

**Lemma 18.2.** Let $X, Y, f$ and $f_*$ be as above, then the diagram

$$
\begin{array}{ccc}
\mathfrak{K}(X) & \xrightarrow{\text{FK}^X} & \text{Mod}(\mathcal{N}^X)_c \\
\downarrow f_* & & \downarrow f_* \\
\mathfrak{K}(Y) & \xrightarrow{\text{FK}^Y} & \text{Mod}(\mathcal{N}^Y)_c
\end{array}
$$

commutes.

**Proof.** Recall that there is a canonical functor $\text{KK}(X): \mathcal{C}^\text{alg}(X) \to \mathfrak{K}(X)$. By the universal property of $\text{KK}(X)$ ([30], Theorem 3.7.), we see that it suffices to check that

$$
f_* \circ \text{FK}^X \circ \text{KK}(X) = \text{FK}^Y \circ f_* \circ \text{KK}(X).
$$

On objects, there is no difference anyway: Let $A \in \mathfrak{K}(X)$ and $Z \in \mathcal{L}(Y)$, then

$$
f_* \circ \text{FK}^X(A)(Z) = K_*(A(f^{-1}(Z))) = \text{FK}^Y \circ f_*(A)(Z).
$$

Let $\phi: A \to B$ be a morphism of $C^*$-algebras over $X$ and $Z \in \mathcal{L}(Y)$. Passing to subquotients, $\phi$ induces $*$-homomorphisms $\phi(Z): A(Z') \to B(Z')$ for all $Z' \in \mathcal{L}(X)$. $f_*(\phi): f_*(A) \to f_*(B)$ is a morphism of $C^*$-algebras over $Y$, which is given by $\phi$ as a $*$-homomorphism from $A$ to $B$ if we forget the structure over $X$ (or $Y$). Note that $f_* (\phi)(Z) = \phi(f^{-1}(Z))$ as a $*$-homomorphism. Now the equalities

$$
f_* \circ \text{FK}^X \circ \text{KK}(X)(\phi)(Z) = f_* \circ \text{FK}^X([\phi])(Z) = \text{FK}^X([\phi])(f^{-1}(Z)) = K_*(\phi(f^{-1}(Z)))
$$

and

$$
\text{FK}^Y \circ f_* \circ \text{KK}(X)(\phi)(Z) = \text{FK}^Y([f_*(\phi)])(Z) = K_*(f_*(\phi)(Z)) = K_*(\phi(f^{-1}(Z)))
$$

yield the desired result. 
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19 The Bootstrap Class and the UCT Criterion

19.1 Comparing Bootstrap Classes

In [30], R. Meyer and R. Nest define the bootstrap class $B(X)$ to be the localizing subcategory of $\mathfrak{R}(X)$ generated by the objects $i_x \mathcal{C}$ for all $x \in X$. That is, it is the smallest class of objects containing these generators that is closed under suspensions, $\text{KK}(X)$-equivalence, semi-split extensions, and countable direct sums.

Our general framework would tell us to define the bootstrap class as the localizing subcategory generated by the objects $i_x \mathcal{C}$ for all $x \in X$. That is, it is the smallest class of objects containing these generators that is closed under suspensions, $\text{KK}(X)$-equivalence, semi-split extensions, and countable direct sums.

Let $\mathfrak{R}(X, X)$ denote the morphism and extension groups $\text{Ext}^1_{\mathfrak{R}(X)}(\mathfrak{R}(X, A), \mathfrak{R}(X, A)) \to \text{Hom}_{\mathfrak{R}(X)}(\mathfrak{R}(X, A), \mathfrak{R}(X, A))$ for $j \in \mathbb{Z}/2$, where $\text{Hom}_{\mathfrak{R}(X)}$ and $\text{Ext}^1_{\mathfrak{R}(X)}$ denote the morphism and extension groups in the Abelian category $\mathfrak{R}(X, X)$ and $[j]$ and $[j+1]$ denote degree shifts.

Lemma 19.1. $B(X)$ is equal to the localizing subcategory generated by $\mathcal{R}_Y$, $Y \in \mathcal{L}\mathcal{C}(X)$. 

Proof. Let $B(Y)$ denote the localizing subcategory generated by $\mathcal{R}_Y$, $Y \in \mathcal{L}\mathcal{C}(X)$. $X$ is finite, therefore, every $x \in X$ has a minimal open neighbourhood $U_x$. In [28], proof of Theorem 2.5, it is shown that $i_x \mathcal{C}$ is isomorphic to $\mathcal{R}_{U_x}$ in $\mathfrak{R}(X)$ for all $x \in X$. This shows that $B(X)$ is contained in $B(Y)$.

For the other direction, let Good be the set of locally closed subsets $Y$ such that $\mathcal{R}_Y \in B(X)$. Let $Y \in \mathcal{L}\mathcal{C}(X)$, $U \in \mathcal{G}(Y)$. The existence of the exact triangle $S\mathcal{R}_U \to \mathcal{R}_{Y \setminus U} \to \mathcal{R}_Y \to \mathcal{R}_U$ shows that $Y, U$ and $Y \setminus U$ are in Good if two of them are. Since $(U \cup V) \setminus U = V \setminus (U \cap V)$ we have $U, V \in \mathcal{G}(X)$, $U, V, U \cap V \in \text{Good} \Rightarrow U \cup V \in \text{Good}$.

Induction over the cardinality of $U \in \mathcal{G}(X)$ shows that $\mathcal{G}(X) \subseteq \text{Good}$. Since every locally closed set is the difference of two open sets, this implies the claim.

Corollary 19.2. Let $\mathcal{F} : X \to Y$ be continuous and $A \in B(X)$, then $f_*(A) \in B(Y)$.

Proof. $f_*(i_x \mathcal{C}) = i_{\mathcal{F}(x)} \mathcal{C}$, therefore, generators of $B(X)$ are sent to generators of $B(Y)$. Since $f_* : \mathfrak{R}(X) \to \mathfrak{R}(Y)$ is triangulated, this shows the claim.

19.2 The UCT Criterion and Embedding Results

Our general UCT criterion (Theorem 7.1) and the representability theorem (Theorem 18.1) show what is actually needed to obtain a UCT short exact sequence, which computes $\text{KK}(X, A)$ in terms of filtrated K-theory:

Theorem 19.3. Let $A, B \in \mathfrak{R}(X)$. Suppose that $\mathfrak{R}(X)(A) \in \mathfrak{M}\mathfrak{O}(\mathfrak{N}\mathfrak{T}(X)^\mathfrak{c})$ has a projective resolution of length 1 and that $A \in B(X)$. Then there are natural short exact sequences

$$\text{Ext}^1_{\mathfrak{N}\mathfrak{T}(X)}(\mathfrak{R}(X)(A)[j+1], \mathfrak{R}(B)) \to \text{KK}_j(X; A, B) \to \text{Hom}_{\mathfrak{N}\mathfrak{T}(X)}(\mathfrak{R}(X)(A)[j], \mathfrak{R}(X)(B))$$

for $j \in \mathbb{Z}/2$, where $\text{Hom}_{\mathfrak{N}\mathfrak{T}(X)}$ and $\text{Ext}^1_{\mathfrak{N}\mathfrak{T}(X)}$ denote the morphism and extension groups in the Abelian category $\mathfrak{M}\mathfrak{O}(\mathfrak{N}\mathfrak{T}(X)^\mathfrak{c})$ and $[j]$ and $[j+1]$ denote degree shifts.
Since we are asking which spaces have the property of having a UCT s.e.s. for filtrated K-theory, it makes sense to view the crucial assumption in the Theorem above as a property of the space \( X \).

**Definition 19.4.** Let \( X \) be a finite \( T_0 \) space. We say that \( UCT(X) \) holds if for all \( A \in \mathfrak{R}(X) \), \( FK^X(A) \in \mathfrak{T}(\mathcal{N}^X)_c \) has a projective resolution of length 1.

As stated above we may restrict attention to connected spaces:

**Lemma 19.5.** Let \( X \) be a finite \( T_0 \) space, which is a disjoint union of spaces \( X_1, \ldots, X_n \), then \( UCT(X) \) holds if and only if \( UCT(X_i) \) holds for \( i = 1, \ldots, n \).

Let us also mention an important conclusion, which can be drawn from the existence of a UCT short exact sequence (this is Corollary 4.9 of [28]):

**Corollary 19.6.** Let \( A, B \in B(X) \) and suppose that both \( FK(A) \) and \( FK(B) \) have projective resolutions of length 1 in \( \mathfrak{T} \). Then any morphism \( FK(A) \to FK(B) \) in \( \mathfrak{T} \) lifts to an element in \( KK_0(X; A, B) \), and an isomorphism \( FK(A) \cong FK(B) \) lifts to an isomorphism in \( B(X) \).

The possibility of lifting isomorphisms in filtrated K-theory to isomorphisms in \( \mathfrak{R}(X) \) is one of the main reasons why one is interested in a UCT short exact sequence. On the other hand, the impossibility of lifting isomorphisms in \( FK^X \) is an obstruction to the existence of a UCT short exact sequence.

**Definition 19.7.** Let \( X \) be a finite \( T_0 \) space. We say that \( \neg UCT(X) \) holds if there are \( A, B \in B(X) \) such that \( A \not\cong B \) in \( \mathfrak{R}(X) \) and \( FK^X(A) \cong FK^X(B) \) in \( \mathfrak{T} \).

It is clear that there is no finite \( T_0 \) space such that both \( UCT(X) \) and \( \neg UCT(X) \) hold. Moreover, as suggested by notation, we will show that for every such \( X \) either \( UCT(X) \) or \( \neg UCT(X) \) holds.

The next proposition tells us, roughly, that if \( X \) has a subspace for which there is no UCT, then there cannot exist a UCT for \( X \) as well.

**Proposition 19.8.** Let \( X \) be a space, \( Y \in \mathcal{L}(X) \) such that \( \neg UCT(Y) \) holds, then \( \neg UCT(X) \) holds as well.

Let \( X \) and \( Y \) be topological spaces, \( f : X \to Y \) and \( g : Y \to X \) continuous with \( f \circ g = \text{id}_Y \). Assume that \( \neg UCT(Y) \) holds, then \( \neg UCT(X) \) holds as well.

**Proof.** By assumption, there are \( A, B \in \mathfrak{R}(Y) \) such that \( A \not\cong B \) in \( \mathfrak{R}(Y) \) and \( FK^Y(A) \cong FK^Y(B) \). As already noted above, we have \( r^X \circ i^X = \text{id}_Y \) (see also [30] Lemma 2.20 (c)), therefore, \( i^X(A) \not\cong i^X(B) \) in \( \mathfrak{R}_X \), furthermore \( i^X(A) \sim i^X(B) \in B(X) \) by Corollary 19.2. Recall that \( i^X \) is just \( \iota_* \) for the embedding \( \iota : Y \to X \). Hence

\[
FK^X(i^X(A)) = \iota_*(FK^Y(A)) \cong \iota_*(FK^Y(B)) = FK^X(i^X(B))
\]

by Lemma 18.2. This shows the first statement.

By assumption, there are \( A, B \in \mathfrak{R}(Y) \) such that \( A \not\cong B \) in \( \mathfrak{R}(Y) \) and \( FK^Y(A) \cong FK^Y(B) \). Since \( f \circ g_* = \text{id}_{\mathfrak{R}(Y)} \) we have that \( g_*(A) \not\cong g_*(B) \), furthermore \( g_*(A), g_*(B) \in B(X) \) by Corollary 19.2. \( g_* \circ FK^Y = FK^X \circ g_* \) implies \( FK^X(g_*(A)) \cong FK^X(g_*(B)) \) (again by Lemma 18.2). This shows the second statement.

\( \square \)
20 Positive Results and Counterexamples

In this section we introduce spaces of type $A$ and some spaces, which will serve as generic counterexamples for a classification of $C^*$-algebras over finite spaces via filtrated $K$-theory.

**Definition 20.1.** Let $X$ be a finite $T_0$ space. We say that $X$ is of type $A$ (for accordion) if exactly two vertices in $\Gamma(X)$ have degree 1 and all other vertices have degree 2.

The following picture shows the graph associated with a space of type $A$:

```
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```

**Theorem 20.2.** Let $X$ be a finite $T_0$ space of type $A$, then $UCT(X)$ holds.

**Proof.** This is shown in [4].

Following R. Bentmann, we will now introduce some spaces, for which there is no UCT short exact sequence for filtrated $K$-theory. If $X$ is a space, let $X^\text{op}$ denote its dual space, i.e. $X^\text{op} = X$ as a set and the open sets in $X^\text{op}$ are exactly the closed sets in $X$.

**Definition 20.3.** Let us define the following spaces:

1. $X_1 = \{1, 2, 3, 4\}$, $\tau_{X_1} = \{\emptyset, X_1, \{1\}, \{2\}, \{3\}\}$;
2. $X_2 = X_1^\text{op}$;
3. $X_3 = \{1, 2, 3, 4\}$, $\tau_{X_3} = \{\emptyset, X_3, \{1\}, \{2\}, \{1, 2, 3\}\}$;
4. $X_4 = X_3^\text{op}$;
5. $S = \{1, 2, 3, 4\}$, $\tau_S = \{\emptyset, S, \{1\}, \{2\}, \{1, 3\}, \{1, 2, 3\}\}$;
6. $C_n = C(n) \times \{a, b\}$, a basis of $\tau_{C_n}$ is given by $\{(k, a), (k, b), (k + [1], a)\}_{k \in C(n)}$ for $n \geq 2$.

The associated directed graphs look as follows:
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Theorem 20.4. Let X be a space of the form \(X_1, X_2, X_3, X_4, S\) or \(C_n\) for \(n \geq 2\). Then \(\neg \text{UCT}(X)\) holds.

Proof. This is shown in [5] for \(X_1\) and \(X_3\) and in [4] for the rest. \(\square\)

21 The Complete Description

We already know that if \(X\) is of type \(A\), then \(\text{UCT}(X)\) holds. The aim of this section is to prove the converse. We want to show that if \(X\) is not of type \(A\), then we can “embed” one of the counterexamples from Section 20 in \(X\). Knowing that \(\neg \text{UCT}\) holds for the counterexample, we will use the embedding result from Section 19 to conclude that \(\neg \text{UCT}(X)\) holds.

Definition 21.1. A topological subspace \(X'\) of a finite \(T_0\) space \(X\) is tight if 

\[y \rightarrow x\] in \(X'\) \(\iff y \rightarrow x\] in \(X\).

If \(X'\) is a topological subspace of \(X\) then \(X'\) is tight in \(X\) if and only if every arrow in \(\Gamma(X')\) is also an arrow in \(\Gamma(X)\). If \(Y\) is another finite \(T_0\) space such that there exists an embedding \(\Gamma(Y) \hookrightarrow \Gamma(X)\) as directed graphs, then \(Y\) may be viewed as a tight subspace of \(X\).

Lemma 21.2. Let \(X\) be a finite \(T_0\) space such that \(\Gamma(X)\) contains either \(\Gamma(X_1)\) or \(\Gamma(X_2)\) as a subgraph, then \(\neg \text{UCT}(X)\) holds.

Proof. \(\Gamma(X_1) \subseteq \Gamma(X)\) allows us to view \(X_1\) as a tight subspace of \(X\). Let \(y \in \text{LC}(X_1)\), then there are \(x_1, x_2 \in X_1\) such that \(x_1 \leq y \leq x_2\). Without loss of generality, we may assume that \(x_1 = 1\) and \(x_2 = 4\). Since \(1 \rightarrow 4\) we have \(y = 1\) or \(y = 4\) by Lemma 17.3. Therefore, \(X_1\) is locally closed in \(X\). Similarly, we see that \(X_2\) is locally closed in \(X\) if \(\Gamma(X_2) \subseteq \Gamma(X)\). Therefore, \(\neg \text{UCT}(X)\) holds by Theorem 20.4 and Proposition 19.8 (b). \(\square\)

Proposition 21.3. Let \(X\) be a space such that \(\Gamma(X)\) contains \(\Gamma(X_3)\) as a subgraph. Set 

\[\pi_3: \text{LC}(X_3) \rightarrow X_3, \quad \pi_3(x) = \begin{cases} x & \text{if } x \in X_3 \\ 3 & \text{otherwise}. \end{cases}\]

Then \(\pi_3\) is continuous.
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Proof. Let us first show the following claim:

Claim #1: If $x \in LC(X_3) \setminus X_3$, then $x \not\preceq 4, x \not\succeq 3, x \not\succeq 1, x \not\succeq 2$.

Let $x \in LC(X_3) \setminus X_3$, then there are $x_1, x_2 \in X_3$ such that $x_1 \prec x \prec x_2$. Since $1 \to 3, 2 \to 3, 3 \to 4$, Lemma 17.3 shows that $x_1 = 4$ and $x_2 \in \{1, 2\}$, w.l.o.g. we may assume that $x_2 = 1$. This implies that $x \not\succeq 1$ and $x \not\succeq 4$. Assume $x \geq 2$, then $1 \prec x \prec 2 \prec 3$ and since $x \notin X_3$, by Lemma 17.3, this is a contradiction to $1 \to 3$. By the same argument, $x \geq 3$ leads to a contradiction. Assume $x \leq 3$, then $4 \prec x \prec 3$ this is a contradiction to $3 \to 4$. This shows the claim.

To show that $\pi_3$ is continuous we have to check that it is monotone. Let $x, y \in LC(X_3)$, if $x, y \in X_3$ then $x \preceq y$ clearly implies $\pi_3(x) \preceq \pi_3(y)$. If $x, y \in LC(X_3) \setminus X_3$ then $\pi_3(x) = 3 = \pi_3(y)$. If $x \in LC(X_3) \setminus X_3, y \in X_3$ and $y \prec x$, then $y = 4$ by Claim #1. Therefore, $\pi_3(4) = 3 = \pi_3(x)$. If $y \in X_3, x \in LC(X_3) \setminus X_3$ and $y \succ x$, then either $y = 1$ or $y = 2$ by Claim #1 and in both cases $\pi_3(y) = y \succ 3 = \pi_3(x)$. This shows that $\pi_3$ is continuous.

Proposition 21.4. Let $X$ be a space such that $\Gamma(X)$ contains $\Gamma(X_4)$ as a subgraph. Set

$$\pi_4 : LC(X_4) \to X_4, \quad \pi_4(x) = \begin{cases} x & \text{if } x \in X_4 \\ 3 & \text{otherwise.} \end{cases}$$

Then $\pi_4$ is continuous.

Proof. This is proven completely analogously to Proposition 21.3, just switch $\prec$ and $\succ$ in the proof. \hfill \Box

Corollary 21.5. Let $X$ be a space such that $\Gamma(X)$ contains either $\Gamma(X_3)$ or $\Gamma(X_4)$ as a subgraph, then $\neg UCT(X)$ holds.

Proof. Assume $\Gamma(X_3) \subseteq \Gamma(X)$ and let $Y = LC(X_3)$. There is an inclusion $\iota_3 : X_3 \hookrightarrow LC(X_3)$ and $\pi_3 : LC(X_3) \to X_3$ from Proposition 21.3. By construction, $\pi_3 \circ \iota_3 = id_{X_3}$. This shows that $\neg UCT(LC(X_3))$ holds by Proposition 19.8 (2), hence $\neg UCT(X)$ holds by Proposition 19.8 (1). The same arguments using $\iota_4 : X_4 \hookrightarrow LC(X_4)$ and $\pi_4$ from Proposition 21.4 show the corresponding statement for $X_4$. \hfill \Box

Corollary 21.6. Let $X$ be a finite $T_0$ space such that $\Gamma(X)$ has a vertex of degree $\geq 3$, then $\neg UCT(X)$ holds.

Proof. $\Gamma(X)$ must contain either $\Gamma(X_1), \Gamma(X_2), \Gamma(X_3)$ or $\Gamma(X_4)$ as a subgraph. \hfill \Box

Proposition 21.7. Let $X$ be such that every vertex of $\Gamma(X)$ has degree 2. Then $\neg UCT(X)$ holds.

Proof. The assumption means that $\Gamma(X)$ as an undirected graph consists of a circle. Recall the definition of the oriented degree $d_o$ from Section 17.4. By assumption, we have

$$d_o(x) \in \{-2, 0, 2\} \forall x \in X \text{ and } \sum_{x \in X} d_o(x) = 0,$$
This means that there are as many vertices with oriented degree 2 as vertices with oriented degree \(-2\). Let \(n\) be the number of vertices with oriented degree 2. Since \(\Gamma(X)\) cannot be a directed circle, \(n\) is at least 1.

Case (a): \(n = 1\). There is exactly one vertex \(a\) with oriented degree 2, one vertex \(b\) with oriented degree \(-2\) and two directed paths \(\rho = (v_i)_{i=0,\ldots,n}\) and \(\sigma = (w_i)_{i=0,\ldots,m}\) from \(a\) to \(b\) such that
\[
\rho \cap \sigma = \{a, b\}, \quad \rho \cup \sigma = X.
\]
Define maps \(f: X \to S\) and \(g: S \to X\) via
\[
f(x) = \begin{cases} 
1 & \text{if } x = a \\
2 & \text{if } x = v_i \text{ for } i = 1, \ldots, n-1 \\
3 & \text{if } x = w_i \text{ for } i = 1, \ldots, m-1 \\
4 & \text{if } x = b
\end{cases}
\quad \text{and } g(s) = \begin{cases} 
a & \text{if } s = 1 \\
v_1 & \text{if } s = 2 \\
w_1 & \text{if } s = 3 \\
b & \text{if } s = 4
\end{cases}
\]
f and \(g\) are continuous since they are monotone. It is clear that \(f \circ g = \text{id}_S\), therefore, \(\neg UCT(X)\) holds by Theorem 20.4 and Proposition 19.8 (b).

Case (b): \(n > 1\). We will basically proceed as in case (a), only notation becomes slightly more complicated. Let \(C(n)\) denote the cyclic group of order \(n\). Ordering the vertices of oriented degree 2 and \(-2\) clockwise, we obtain sequences \((a_k)_{k \in C(n)}\) and \((b_k)_{k \in C(n)}\) in \(X\) such that \(d_\circ(a_k) = 2\) and \(d_\circ(b_k) = -2\) for all \(k \in C(n)\). Analogously to case (a), there is a sequence of directed paths \(\left(\rho^k = (v_i^k)_{i=1,\ldots,n_k}\right)_{k \in C(n)}\), where \(\rho^k\) is a path from \(a_k\) to \(b_k\) and a sequence of directed paths \(\left(\sigma^k = (w_i^k)_{i=1,\ldots,m_k}\right)_{k \in C(n)}\), where \(\sigma^k\) is a path from \(a_k\) to \(b_{k-[1]}\) such that
\[
\rho^k \cap \rho^l = \sigma^k \cap \sigma^l = \emptyset \text{ if } k \neq l, \quad \rho^k \cap \sigma^l = \begin{cases} 
a_k & \text{if } k = l \\
b_k & \text{if } k = l - [1] \\
\emptyset & \text{otherwise}
\end{cases}
\]
and
\[
\bigcup_{k \in C(n)} \rho^k \cup \bigcup_{k \in C(n)} \sigma^k = X.
\]
Define maps \(f: X \to C_n\) and \(g: C_n \to X\) via
\[
f(x) = \begin{cases} 
(k, a) & \text{if } x = a_k, \\
(k, b) & \text{if } x = v_i^k \text{ for } i = 1, \ldots, n_k, \quad \text{and } g((k, y)) = \begin{cases} 
a_k & \text{if } y = a, \\
b_k & \text{if } y = b.
\end{cases}
\end{cases}
\]
f and \(g\) are continuous since they are monotone. It is clear that \(f \circ g = \text{id}_{C_n}\), therefore, \(\neg UCT(X)\) holds by Theorem 20.4 and Proposition 19.8 (b).

\textbf{Theorem 21.8.} Let \(X\) be a finite \(T_0\) space. Then \(UCT(X)\) holds if and only if \(X\) is a disjoint union of spaces of type \(A\).
Proof. That \( UCT(X) \) holds if \( X \) is a disjoint union of spaces of type \( A \) follows from Theorem 20.2 and Lemma 19.5. Now let \( X \) be a space such that \( UCT(X) \) holds, by Lemma 19.5, it suffices to show that \( X \) is of type \( A \) under the assumption that \( X \) is connected (and hence, by Lemma 17.4, that \( \Gamma(X) \) is connected as an undirected graph). By Corollary 21.6, all vertices \( x \) of \( \Gamma(X) \) have degree less than 3. By the last remark and Proposition 21.7, there is at least one vertex of degree less than 2. Since \( \Gamma(X) \) is connected as an undirected graph and finite, there are exactly two vertices of degree 1 and all other vertices have degree 2, therefore, \( X \) is of type \( A \) as claimed. \( \Box \)
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22 Facts about Cyclotomic Polynomials

Definition 22.1. For \( n \in \mathbb{N} \), let \( \Phi_n \) denote the \( n \)th cyclotomic polynomial, i.e. the monic polynomial which is given by
\[
\Phi_n(t) = \prod_{\omega \text{ nth primitive root of unity}} (t - \omega).
\]

Theorem 22.2. Let \( n \) be an integer, then

1. \( t^n - 1 = \prod_{m|n} \Phi_m(t); \)
2. \( \Phi_n(t) \in \mathbb{Z}[t]; \)
3. We have \( \deg \Phi_n = \dim_{\mathbb{Z}}(\mathbb{Z}[\theta_n]) = \phi(n), \) where \( \phi \) denotes Euler’s totient function.
4. Let \( p \) be a prime number and \( n \in \mathbb{N} \), then
\[
\Phi_{pn}(t) = \sum_{i=0}^{p-1} t^{p^{n-1}i}.
\]

Proof. See [36], Section 3.3.

Lemma 22.3. Let \( \theta_n \) denote a primitive \( n \)th root of unity, then there is an isomorphism of rings
\[
\mathbb{Z}[\theta_n] \cong \mathbb{Z}[t]/\langle \Phi_n \rangle.
\]


The relevance of cyclotomic polynomials in our context is that they allow for a decomposition of the of \( \mathbb{Z}[n^{-1}] \mathbb{C}(n) \) into a direct sum of Dedekind domains. Before proving this, let us collect a few basic definitions and facts, which we state separately since they will be of use later on.
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**Definition 22.4.** Let $n \in \mathbb{N}$. For $m|n$, define
\[
\psi_{n,m}(t) := \frac{1}{n} \cdot t \cdot \frac{d}{dt} \Phi_m(t) \cdot \prod_{m' \mid n, \ m' \neq m} \Phi_{m'}(t) \in \mathbb{Z}[n^{-1}][t].
\]

We will sometimes state polynomial identities in quotient rings of $\mathbb{Z}[n^{-1}][t]$ such as $\mathbb{Z}[n^{-1}][t]/(t^n - 1)$. If $q(t), p(t) \in \mathbb{Z}[n^{-1}][t]$ such that their residual classes are equal in a quotient ring $R$, we will say $p(t) = q(t)$ in $R$ instead of talking about the residual classes.

**Lemma 22.5.** Let $n \in \mathbb{N}$. Then $\sum_{m|n} \psi_{n,m}(t) = 1$ in $\mathbb{Z}[n^{-1}][t]/(t^n - 1)$.

*Proof.* Differentiate $t^n - 1 = \prod_{m|n} \Phi_m(t)$ and multiply by $\frac{1}{n} \cdot t$.

**Lemma 22.6.** Let $n \in \mathbb{N}$ and $m|n$. Then
\[
\psi_{n,m} \cdot \psi_{n,k} = \delta_{k,m} \psi_{n,m} \text{ in } \mathbb{Z}[n^{-1}][t]/(t^n - 1)
\]

*Proof.* Let $k \neq m$. By Theorem 22.2 (1), $t^n - 1$ divides $\psi_{n,m}(t) \cdot \psi_{n,k}(t)$ if $k \neq m$. Hence $\psi_{n,m}(t) \cdot \psi_{n,k}(t) = 0$ in $\mathbb{Z}[t]/(t^n - 1)$ in this case. If $k = m$, multiply $\sum_{m|n} \psi_{n,m}(t) = 1$ with $\psi_{n,k}(t)$ to get $\psi_{n,m}^2 = \psi_{n,m}$.

For a prime $p$, let us abbreviate $\psi_{p^k,p^l}$ by $\Psi_{l,u}$.

**Lemma 22.7.** Let $0 \leq k, u \leq l$, then
\[
\Psi_{l,u} = \begin{cases} 
\Psi_{k,u} & \text{if } u \leq k \\
0 & \text{otherwise}
\end{cases} \text{ in } \mathbb{Z}[p^{-1}][t]/(t^{p^k} - 1).
\]

*Proof.* The explicit description of $\phi_{p^m}$ in Theorem 22.2 (4) shows that $\Phi_{p^m}(t) = p$ in $\mathbb{Z}[p^{-1}][t]/(t^{p^k} - 1)$ if $u > k$. Now calculate
\[
\Psi_{l,u}(t) = p^{-l} \cdot t \cdot \frac{d}{dt} \Phi_{p^u}(t) \cdot \prod_{0 \leq u' \leq l, u' \neq u} \Phi_{p^{u'}}(t)
\]
\[
= \begin{cases} 
p^{-l} \cdot t \cdot \frac{d}{dt} \Phi_{p^u}(t) \prod_{0 \leq u' \leq k, u' \neq u} \Phi_{p^{u'}}(t) \prod_{k+1 \leq u' \leq l} \Phi_{p^{u'}}(t) & \text{if } u \leq k \\
p^{-l} \cdot t \cdot \frac{d}{dt} \Phi_{p^u}(t) \prod_{0 \leq u' \leq k} \prod_{k+1 \leq u' \leq l, u' \neq u} \Phi_{p^{u'}}(t) & \text{if } u > k
\end{cases}
\]
\[
= \begin{cases} 
p^{-l} \cdot t \cdot \frac{d}{dt} \Phi_{p^u}(t) \prod_{0 \leq u' \leq k, u' \neq u} \Phi_{p^{u'}}(t)^{p^{l-k}} & \text{if } u \leq k \\
p^{-l} \cdot t \cdot \frac{d}{dt} \Phi_{p^u}(t) (t^{p^k} - 1) \prod_{k+1 \leq u' \leq l, u' \neq u} \Phi_{p^{u'}}(t) & \text{if } u > k
\end{cases}
\]
\[
= \begin{cases} 
p^{-k} \cdot t \cdot \frac{d}{dt} \Phi_{p^u}(t) \prod_{0 \leq u' \leq k} \Phi_{p^{u'}}(t) & \text{if } u \leq k \\
0 & \text{if } u > k
\end{cases}
\]

This shows the lemma.
Proposition 22.8. Let \( n \) be an integer. Then there is an isomorphism of rings
\[
\mathbb{Z}[n^{-1}][t]/(t^n - 1) \cong \bigoplus_{m|n} \mathbb{Z}[n^{-1}, \theta_m].
\]
In particular, \( \mathbb{Z}[n^{-1}][t]/(t^n - 1) \) is direct sum of Dedekind domains.

Proof. Define a ring homomorphism
\[
t_m: \mathbb{Z}[n^{-1}][t]/(\Phi_m) \rightarrow \mathbb{Z}[n^{-1}][t]/(t^n - 1), \quad [p(t)] \mapsto [p(t) \cdot \psi_{n,m}(t)].
\]
This is well-defined since \( \Phi_m(t) \cdot \psi_{n,m}(t) = 0 \) in \( \mathbb{Z}[n^{-1}][t]/(t^n - 1) \). Let \( \pi_m: \mathbb{Z}[n^{-1}][t]/(t^n - 1) \rightarrow \mathbb{Z}[n^{-1}][t]/(\Phi_m) \) be the quotient map. Since \( \sum_{m|n} \psi_{n,m}(t) = 1 \) and \( \pi_m(\psi_{n,m'}(t)) = 0 \) for \( m \neq m' \), we have \( \pi_m(\psi_{n,m}(t)) = 1 \). Therefore, \( \pi_m \circ t_m = \text{id} \). \( \Phi_m \mid \psi_{n,k} \) for \( k \neq m \) implies \( \pi_k \circ t_m = \delta_{k,m} \text{id} \). \( \sum_{m|n} \psi_{n,m}(t) = 1 \) also implies \( \sum_{m|n} t_m \circ \pi_m = \text{id} \). This shows
\[
\mathbb{Z}[n^{-1}][t]/(t^n - 1) \cong \bigoplus_{m|n} \mathbb{Z}[n^{-1}][t]/(\Phi_m).
\]
By Lemma 22.3, there is an isomorphism \( \mathbb{Z}[\theta_m] \cong \mathbb{Z}[t]/(\Phi_m) \), which shows the first claim.

By [11] Theorem 21.13, \( \mathbb{Z}[\theta_m] \) is equal to the algebraic integers of the algebraic number field \( \mathbb{Q}[\theta_m] \) and hence a Dedekind domain. By [20], Theorem 29.6, an integral domain is Dedekind if and only if every non-zero ideal is invertible. Now let \( S \subseteq D \) be multiplicative subset of a Dedekind domain \( D \) and \( I \) an ideal in \( S^{-1}D \). Then \( I \cap D \) is a non-zero ideal of \( D \) and hence there is a fractional ideal \( J \) of \( D \) such that \( I \cdot J = D \). Let \( S^{-1}J \) be the fractional ideal of \( S^{-1}D \), which is generated by \( J \). It is easy to show that \( S^{-1}J \) is an inverse of \( I \). This shows that localizations of Dedekind domains are again Dedekind. In particular, \( \mathbb{Z}[n^{-1}][\theta_m] \) is a Dedekind domain.

Lemma 22.9. Let \( m, n \in \mathbb{Z} \) be coprime. Then there is an isomorphism of rings
\[
\mathbb{Z}[\theta_n] \otimes_{\mathbb{Z}} \mathbb{Z}[\theta_m] \cong \mathbb{Z}[\theta_{mn}].
\]

Proof. Claim: Let \( m, n \in \mathbb{Z} \) be coprime, then \( \Phi_m(t^n) = \prod_{d|n} \Phi_{md}(t) \). We will prove the statement by induction over \( m \). The case \( m = 1 \) follows since \( \Phi_1(t) = t - 1 \) and \( t^n - 1 = \prod_{d|n} \Phi_d(t) \) by Theorem 22.2. For the induction step, let us assume that the statement is true for all \( m' < m \). Then
\[
\Phi_m(t^n) = \prod_{m'|m, m' < m} \Phi_{m'}(t^n) = \prod_{d|mn} \Phi_d(t) = \prod_{m'|m} \prod_{n'|n} \Phi_{mn'}(t) = \prod_{m'|m} \prod_{n'|n} \Phi_{mn'}(t),
\]
where the last equality uses the induction hypothesis. Now the claim follows since \( \mathbb{Z}[t] \) is a unique factorization domain.

The isomorphism \( \mathbb{Z}[\theta_n] \cong \mathbb{Z}[t]/(\Phi_n) \) and the fact that \( \Phi_{mn}(t) \) divides \( \Phi_m(t^n) \) shows that \( f_{m,n}: \mathbb{Z}[\theta_m] \rightarrow \mathbb{Z}[\theta_{mn}], \theta_m \mapsto \theta_{mn}^n \) is a well-defined ring homomorphism. Let
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$\mu_n : \mathbb{Z}[\theta_n] \otimes_{\mathbb{Z}} \mathbb{Z}[\theta_n] \to \mathbb{Z}[\theta_n]$ be the ring homomorphism which is given by multiplication. Define $F_{m,n} : \mathbb{Z}[\theta_n] \otimes_{\mathbb{Z}} \mathbb{Z}[\theta_m] \to \mathbb{Z}[\theta_{mn}]$ as the composition $F_{m,n} := \mu_{mn} \circ (f_{n,m} \otimes Z f_{m,n})$. Since $m$ and $n$ are coprime, there are $a, b \in \mathbb{Z}$ such that $an + bm = 1$. Therefore, $F_{m,n}(\theta_n^a \otimes \theta_m^b) = \theta_{mn}$, which shows that $F_{m,n}$ is surjective. Recall from Lemma 22.2 that $\phi$ denotes Euler’s totient function. Since

$$\dim_{\mathbb{Z}} \mathbb{Z}[\theta_{mn}] = \phi(mn) = \phi(n) \phi(m) = \dim_{\mathbb{Z}} \mathbb{Z}[\theta_n] \otimes_{\mathbb{Z}} \mathbb{Z}[\theta_m],$$

$F_{m,n}$ is an isomorphism.

Lemma 22.10. Let $n, j \in \mathbb{N}$ and $p$ a prime number. Then

$$\sum_{i=0}^{p^n-1} \theta_i^{pj} = \begin{cases} p^n & \text{if } p^n \mid j \\ 0 & \text{otherwise} \end{cases} \text{ in } \mathbb{Z}[\theta_p^n]$$

Proof. If $p^n \mid j$, then the statement is clear. Hence let us assume that $p^n$ does not divide $j$. Since $\theta_i^{pj} = \theta_{p^n}^{ij}$, we may assume that $0 < j < p^n$. There are $s, m \in \mathbb{N}$ with $0 \leq m < n$, $s \neq 0$ and $p \nmid s$ such that $j = pm \cdot s$. Then

$$\sum_{i=0}^{p^n-1} \theta_i^{pj} = \sum_{i=0}^{p^n-1} \theta_i^{ps} = p_m \sum_{i=0}^{p^n-m-1} \left( \theta_{p^n-m}^s \right)^i = 0$$

since $\theta_{p^n-m}^s$ is a $p^{n-m}$th primitive root of unity.

Proposition 22.11. Let $m, n \in \mathbb{N}, n \leq m$ and $p$ a prime number. Then there is an isomorphism of rings

$$\mathbb{Z}[p^{-1}, \theta_p^n] \otimes_{\mathbb{Z}} \mathbb{Z}[p^{-1}, \theta_p^m] \cong \bigoplus_{0 < k < p^n, \text{gcd}(p,k)=1} \mathbb{Z}[p^{-1}, \theta_p^m].$$

Proof. For $0 < k < p^n$, $p \nmid k$, define

$$q_k := \frac{1}{p^n} \sum_{j=0}^{p^n-1} \theta_k^{pj} \otimes \theta_{p^n-k}^{pj}.$$

Note that by Lemma 22.10, we have

$$\sum_{0 < k < p^n, \text{gcd}(p,k)=1} \theta_k^{pq} = - \sum_{i=0}^{p^n-1} \left( \theta_p^i \right)^{ji}$$
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for $0 < j < p^n$. Hence we may compute

$$
\sum_{0 < k < p^n, \gcd(p, k) = 1} q_k = \frac{1}{p^n} \sum_{j=0}^{p^n-1} \left( \sum_{0 < k < p^n, \gcd(p, k) = 1} \theta_p^j \right) \otimes \theta_{p^n}^{p^n-nj} \\
= \frac{1}{p^n} \left( p^n - p^{n-1} - \sum_{j=1}^{p^n-1} \left( \sum_{i=0}^{p^n-1} \left( \theta_p^i \right)^j \right) \otimes \theta_{p^n}^{p^n-nj} \right) \\
= \frac{1}{p^n} \left( p^n - p^{n-1} - p^{n-1} \sum_{j=1}^{p^n-1} \theta_{p^n}^{p^n-1j} \right) \\
= \frac{1}{p^n} (p^n - p^{n-1} + p^{n-1}) = 1.
$$

Again by lemma 22.10, we have the following identity in $\mathbb{Z}[\theta_{p^n}]$ for $0 \leq k, l < p^n$ and $j \in \mathbb{N}$:

$$
\sum_{i=0}^{p^n-1} \theta_p^{ki+l(j-i)} = \theta_p^{lj} \sum_{i=0}^{p^n-1} \theta_p^{(k-l)i} = p^n \theta_p^{lj} \delta_{k,l}.
$$

Therefore

$$
q_k \cdot q_l = \frac{1}{p^{2n}} \sum_{j=0}^{p^n-1} \left( \sum_{i=0}^{p^n-1} \theta_p^{ki+l(j-i)} \right) \otimes \theta_{p^n}^{p^n-mj} = \delta_{k,l} q_k.
$$

This shows that the $q_k$ for $0 < k < p^n, \gcd(p, k) = 1$ are orthogonal idempotents in $\mathbb{Z}[p^{-1}, \theta_{p^n}] \otimes_{\mathbb{Z}} \mathbb{Z}[p^{-1}, \theta_{p^n}]$ that sum up to 1.

For $0 < k < p^n, \gcd(p, k) = 1$, define

$$
\iota_k : \mathbb{Z}[p^{-1}, \theta_{p^n}] \rightarrow \mathbb{Z}[p^{-1}, \theta_{p^n}] \otimes \mathbb{Z}[p^{-1}, \theta_{p^n}], \quad \theta_{p^n} \mapsto 1 \otimes \theta_{p^n} \cdot q_k.
$$

Furthermore, for every $0 < k < p^n, \gcd(p, k) = 1$, let $a(k) \in \mathbb{N}$ such that $[a(k)]$ is the multiplicative inverse of $k$ in $\mathbb{Z}/p^n$. Define

$$
e_{a(k)} : \mathbb{Z}[p^{-1}, \theta_{p^n}] \rightarrow \mathbb{Z}[p^{-1}, \theta_{p^n}], \quad \theta_{p^n} \mapsto \theta_{p^n}^{-a(k)}
$$

and

$$
f_{p^n, p^n} : \mathbb{Z}[p^{-1}, \theta_{p^n}] \rightarrow \mathbb{Z}[p^{-1}, \theta_{p^n}], \quad \theta_{p^n} \mapsto \theta_{p^n}^{p^n-n}.
$$

Finally, let $\mu_{p^n} : \mathbb{Z}[p^{-1}, \theta_{p^n}] \otimes \mathbb{Z}[p^{-1}, \theta_{p^n}] \rightarrow \mathbb{Z}[p^{-1}, \theta_{p^n}]$ be the ring homomorphism which is induced by multiplication and set

$$
\pi_k := \mu_{p^n} \circ \left( (f_{p^n, p^n} \circ e_{a(k)}) \otimes \text{id}_{\mathbb{Z}[p^{-1}, \theta_{p^n}]} \right) : \mathbb{Z}[p^{-1}, \theta_{p^n}] \otimes_{\mathbb{Z}} \mathbb{Z}[p^{-1}, \theta_{p^n}] \rightarrow \mathbb{Z}[p^{-1}, \theta_{p^n}].
$$

For $0 < k, l < p^n$, $p \nmid k$, we have

$$
\pi_k(q_l) = \frac{1}{p^n} \sum_{j=0}^{p^n-1} \left( \theta_{p^n}^{p^n-n} \right)^{(1-a(k))j} = \delta_{k,l}.
$$
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Therefore, \( \pi_l \circ \iota_k = \delta_k, \text{id}_{\mathbb{Z}[p^{-1}, \theta_{pm}]} \). This shows that

\[
\bigoplus_{0 < k < p^n, \text{gct}(p, k) = 1} \pi_k : \mathbb{Z}[p^{-1}, \theta_{pm}] \otimes \mathbb{Z}[p^{-1}, \theta_{pm}] \to \bigoplus_{0 < k < p^n, \text{gct}(p, k) = 1} \mathbb{Z}[p^{-1}, \theta_{pm}]
\]
is surjective. Since \( \mathbb{Z}[p^{-1}] \) is a principal ideal domain and \( \mathbb{Z}[p^{-1}, \theta_{pm}] \) is a free \( \mathbb{Z}[p^{-1}] \)-module, the equality

\[
\dim_{\mathbb{Z}[p^{-1}]} \left( \bigoplus_{0 < k < p^n, \text{gct}(p, k) = 1} \mathbb{Z}[p^{-1}, \theta_{pm}] \right) = p^{n-1}(p - 1) \dim_{\mathbb{Z}[p^{-1}]} \left( \mathbb{Z}[p^{-1}, \theta_{pm}] \right)
\]

shows that \( \bigoplus_{0 < k < p^n, \text{gct}(p, k) = 1} \pi_k \) is an isomorphism. \( \square \)

23 Miscellaneous Results

**Proposition 23.1.** \( G \times [X^H] : [X^H] = T_{\mathcal{C}(G)H} \in \text{KK}^G(G \rtimes G \rtimes \mathcal{C}(G)^H, \mathcal{C}(G)^H) \)

**Proof.** Let us first describe \( X^H \). We are using the description of a imprimitivity bimodule implementing the Morita–Rieffel equivalence between \( G \rtimes \mathcal{C}(G)^H = G \rtimes \text{Ind}_{H}^{G} \mathbb{C} \) and \( *H \) given in [48], Theorem 4.22 composed with the isomorphism \( F_{H^\perp}^{-1} : C^*H \cong \mathcal{C}(G)^{H^\perp} \) from the right. As a vector space, \( X^H \) is given by \( \mathcal{C}(G) \), the left and right Hilbert module structure is given by the following formulas: Let \( x, y \in X^H =_{vs} \mathcal{C}(G), e \in G \rtimes \mathcal{C}(G)^H =_{vs} \mathcal{C}(G \times G)^{\{0\} \times H} \) and \( b \in \mathcal{C}(G)^{H^\perp} \), then

\[
e \cdot x(r) = \int_{G} e(t, r) x(r - t) \, dt; \tag{23.2}
\]

\[
x \cdot b(r) = \frac{1}{|G|} \int_{G} \int_{G} x(r - t) \chi(t, s) b(s) \, ds \, dt; \tag{23.3}
\]

\[
\langle x, y \rangle_{\mathcal{C}(G)^{H^\perp}}(r) = \int_{H} \chi(r, s)^{-1} x^{-1}(s - t) y(s - t) \, dt \, ds. \tag{23.4}
\]

The action of \( G \) on \( X^H \) is given by \( \gamma_l x(s) = \chi(s, l)x(s) \). Recall that by definition \( T_{A} = [\Phi_{A}] : E_{A} \). The inverse of \( E_{A} \) as a KK-element is given by the class of the equivariant *-homomorphism

\[
\mu_{A} : A \to \mathbb{K}(L^2(G, A)), \quad \mu_{A}(a)(f)(s) = a \frac{1}{|G|} \int_{G} f(t) \, dt.
\]

Hence it is sufficient to show that \( \left( \Phi_{\mathcal{C}(G)H}^{-1} \circ \mu_{\mathcal{C}(G)H} \right)^{*} G \rtimes X^H \) is the dual Morita–Rieffel imprimitivity bimodule of \( X^{H^\perp} \). First let us check that

\[
\Phi_{\mathcal{C}(G)H}^{-1} \circ \mu_{\mathcal{C}(G)H} : \mathcal{C}(G)^{H} \to G \rtimes \mathcal{C}(G)^{H}
\]
is equal to
\[
\iota: \mathcal{C}(G)^H \to G \rtimes G \ltimes \mathcal{C}(G)^H, \quad \iota(F)(t, s) = \chi(t, s) \frac{1}{|G|^2} \int_G \lambda_w(F)\overline{\chi(t, w)} \, dw :
\]
\[
\Phi_{\mathcal{C}(G)^H} \left( \iota(F) \right)(r) = \int_G \int_G \lambda_{-r} \left( \iota(F)(t, s) \right) \chi(t, r - s) f(r - s) \, dt \, ds
\]
\[
= \frac{1}{|G|^2} \int_G \int_G \int_G \lambda_{w - r} (F) \chi(t, r - w) f(r - s) \, dw \, dt \, ds
\]
\[
= \frac{1}{|G|} \int_G \int_G \lambda_{w - r}(F) \delta_0 (r - w) f(r - s) \, dw \, ds
\]
\[
= F \frac{1}{|G|} \int_G f(r - s) \, ds
\]
\[
= \mu_{\mathcal{C}(G)^H}(F)(r).
\]
This shows \( \Phi_{\mathcal{C}(G)^H} \circ \iota = \mu_{\mathcal{C}(G)^H} \). Therefore, \( \Phi_{\mathcal{C}(G)^H}^{-1} \circ \mu_{\mathcal{C}(G)^H} = \iota \).

\( \iota^* \left( G \ltimes X^H \right) \) as a KK-element is equal to the Kasparov \( \mathcal{C}(G)^H \cdot G \ltimes \mathcal{C}(G)^H \)-module \( \iota(1_{\mathcal{C}(G)^H}) \cdot G \ltimes X^H \) with the zero operator. \( G \ltimes X^H \) as a vector space is given by \( \mathcal{C}(G \rtimes G) \).

Let \( \xi \in G \ltimes X^H \) and \( F \in \mathcal{C}(G)^H \) then
\[
(\iota(F) \cdot \xi)(v, u) = \int_G \left( \iota(F)(t) \cdot \gamma_1(\xi(v - t)) \right)(u) \, dt
\]
\[
= \int_G \int_G \iota(F)(t, s, u) \gamma_1(\xi(v - t))(u - s) \, ds \, dt
\]
\[
= \frac{1}{|G|^2} \int_G \int_G \chi(t, s) F(u - w) \overline{\chi(t, w)} \chi(t, u - s) \xi(v - t, s - u) \, dw \, ds \, dt
\]
\[
= \frac{1}{|G|^2} \int_G \int_G \int_G F(u - w) \chi(t, u - w) \xi(v - t, s - u) \, dw \, ds \, dt
\]
\[
= \frac{1}{|G|^2} \int_G \int_G \int_G F(u) \chi(v - t, w) \xi(t, s) \, dw \, ds \, dt
\]
\[
= \int_G F(F)(v - t) \left( \int_G \frac{1}{|G|} \xi(t, s) \, ds \right) \, dt.
\]
In particular
\[
(\iota(1_{\mathcal{C}(G)^H}) \cdot \xi)(v, u) = \frac{1}{|G|} \int_G \xi(v, s) \, ds.
\]
This shows that as a vector space, \( \iota(1_{\mathcal{C}(G)^H}) \cdot G \ltimes X^H \) is isomorphic to \( \mathcal{C}(G) \) via
\[
j: \mathcal{C}(G) \to \iota(1_{\mathcal{C}(G)^H}) \cdot G \ltimes X^H, \quad j(f)(t, s) = f(t).
\]
Recall from [37] the definition of the dual Morita–Rieffel imprimitivity bimodule: Let \( Y^H \) denote the dual of \( X^{H^\perp} \). Then there is an antilinear bijection \( \beta: \mathcal{C}(G) \to Y^H \). Left
and right multiplication and the $G \ltimes \mathcal{C}(G)^{H^\perp}$-valued inner product are given by the formulas

$$\beta^{-1}(b \cdot \beta(x))(r) = x \cdot b^*(r) = \frac{1}{|G|} \int_G \int_G x(r-t)\chi(t,s)b(s)dsdt;$$

$$\beta^{-1}(\beta(x) \cdot e)(r) = e^* \cdot x(r) = \int_G e(-t,r-t)x(r-t)dt;$$

$$\langle \beta(x), \beta(y) \rangle_{G \ltimes \mathcal{C}(G)^{H^\perp}}(t,r) = \langle x,y \rangle = \int_H x(r+s)y(r+s-t)ds,$$

for $b \in \mathcal{C}(G)^H$, $e \in G \ltimes \mathcal{C}(G)^{H^\perp}$, $x,y \in X^H = \mathcal{C}(G)$.

Claim:

$$\eta_H : Y^H \to \iota(1_{\mathcal{C}(G)^H}) \cdot G \ltimes X^H, \quad \eta(\beta(f))(t,s) = \frac{\int(-t)}{\sqrt{|G||H^\perp|}}$$

gives an isomorphism of Kasparov $\mathcal{C}(G)^H$-$G \ltimes \mathcal{C}(G)^{H^\perp}$-modules. It is clear that $\eta$ is a bijection, hence we only have to show that it intertwines left and right multiplication and the inner product. Let us abbreviate $\frac{1}{\sqrt{|G||H^\perp|}}$ by $c_H$.

$$\eta(b \cdot \beta(x))(r,u) = \eta(\beta(x) \cdot b^*)(r,u) = c_H \int_G \frac{x(r-t)}{\sqrt{|G||H^\perp|}} \chi(t,s)b(s)dsdt = c_H \int_G \mathcal{F}(b)(r-t)x(-t)dt = \iota(b) \cdot \eta(\beta(x))(r,u)$$

$$\eta(\beta(x) \cdot e)(r,u) = c_H \int_G e(-t,r-t)x(-r-t)dt$$

$$= c_H \int_G x(-t)e(r-l,-l)dl$$

$$= \frac{c_H}{|G|} \int_G \int_G \frac{x(-l)}{\sqrt{|G||H^\perp|}} \chi(t,s)e(r-l,s-l)dldsdt$$

$$= \frac{1}{|G|} \int_G \int_G \int_G \eta(\beta(x))(l,u-t)\chi(t,s)e(r-l,s-l)dldsdt$$

$$= \int_G (\eta(\beta(x))(l) \cdot \lambda_l(e(r-l))) (u) dl$$

$$= \eta(\beta(x)) \cdot e(r,u).$$
$(\eta(\beta(x)), \eta(\beta(y))) (t, r) = \int_G (\langle \eta(\beta(x))(t), \eta(\beta(y))(t + l) \rangle) (r + l) \, dl$

$$= \int_G \int_G \int_H x(r + l, v)^{-1} \overline{\eta(\beta(x))(l, u)} \eta(\beta(y))(t + l, v - u) \, dl \, du \, dv$$

$$= c_H^2 \int_G \int_G \int_H x(r + l, -v)x(-l)y(-t - l) \, dl \, du \, dv$$

$$= c_H^2 |G| \int_G \int_H 1_H(l)(r + l)x(-l)y(-t - l) \, dl$$

$$= \int_{H \perp} x(r + s)y(r - t - l) \, dl$$

$$= \int_{H \perp} x(r + s)y(r + s - t) \, ds$$

$$= \langle \beta(x), \beta(y) \rangle (t, r).$$

This shows that $\iota^* (G \ltimes X^H)$ is isomorphic to $Y^H$—the dual of $X^{H^\perp}$—as a Kasparov $C(G)^{H \times G} \ltimes C(G)^{H^\perp}$-module. 

\[ \square \]

**Lemma 23.6.** Let $R = \mathbb{Z}[t, s]/((t - 1)(s - 1), N(t) + N(s) - p)$, $c \in \mathbb{N}$ and define $N_c$ to be the free abelian group on generators $\{ q_0, \ldots, q_{p-2}, r_0, \ldots, r_{p-2} \}$. Define $s$ and $t$ on the $\mathbb{Z}$-basis $\{ q_0, \ldots, q_{p-2}, r_0, \ldots, r_{p-2} \}$ via

1. $t \cdot q_i := q_i + cr_0$,
2. $t \cdot r_i := r_{i+1}$ for $i < p - 2$ and $t \cdot r_{p-2} := -\sum_{k=0}^{p-2} r_k$,
3. $s \cdot q_i := q_{i+1}$ for $i < p - 2$ and $s \cdot q_{p-2} := -c \sum_{k=0}^{p-2} (p - 1 - k)r_k - \sum_{k=0}^{p-2} q_k$,
4. $s \cdot r_k = r_k$.

Then $N_c$ is a well-defined $R$-module.

**Proof.** Let us first check that $ts = st$ on $N_c$: We have

$$tsq_{p-2} = t(-c \sum_{k=0}^{p-2} (p - 1 - k)r_k - \sum_{k=0}^{p-2} q_k)$$

$$= -c \sum_{k=1}^{p-2} (p - k)r_k + c \sum_{k=0}^{p-2} r_k - \sum_{k=0}^{p-2} q_k - (p - 1)cr_0$$

$$= -c \sum_{k=0}^{p-2} (p - 1 - k)r_k - \sum_{k=0}^{p-2} q_k + cr_0$$

$$= s(q_{p-2} + cr_0) = stq_{p-2}.$$
Appendix

Furthermore, we have $str_i = sr_{i+1} = r_{i+1} = tsr_{i+1}$ for $0 \leq i < p - 2$ and $str_{p-2} = s(- \sum_{k=0}^{p-2} r_k) = -\sum_{k=0}^{p-2} r_k = tsr_{p-2}$. This shows that $N_c$ is a $\mathbb{Z}[t,s]$-module. The next step is to verify that the relations $(t-1)(s-1) = 0$ and $N(t) + N(s) = p$ hold. We have $(st + 1)q_i = q_{i+1} + cr_0 + q_i = (s+t)q_i$ for $0 \leq i < p - 2$ and

$$(st + 1)q_{p-2} = -c \sum_{k=0}^{p-2} (p-1-k)r_k - \sum_{k=0}^{p-2} q_k + cr_0 + q_{p-2} = (s+t)q_{p-2}.$$ 

Similarly, we compute $(st + 1)r_i = r_{i+1} + r_i = (s+t)r_i$ and $(st + 1)r_{p-2} = -\sum_{k=0}^{p-2} r_k + r_{p-2} = (s+t)r_{p-2}$. Therefore, we are left with the verification of $N(t) + N(s) = p$. First compute

$$s^2 q_{p-2} = s(-c \sum_{k=0}^{p-2} (p-1-k)r_k - \sum_{k=0}^{p-2} q_k) = -c \sum_{k=0}^{p-2} (p-1-k)r_k - \sum_{k=0}^{p-2} sq_k = -\sum_{k=1}^{p-2} q_k + \sum_{k=0}^{p-2} q_k = q_0.$$ 

This shows that

$$N(s)q_i = N(s)q_0 = \sum_{k=0}^{p-2} q_k - c \sum_{k=0}^{p-2} (p-1-k)r_k - \sum_{k=0}^{p-2} sq_k = -c \sum_{k=0}^{p-2} (p-1-k)r_k$$

for all $i = 0, \ldots, p - 2$. Furthermore we have

$$t^k q_i = t^{k-1}q_i + ct^{k-1}r_0 = t^{k-1}q_i + cr_{k-1} = \ldots = q_i + c \sum_{j=0}^{k-1} r_j.$$ 

Therefore, $N(t)q_i = pq_i + c \sum_{k=0}^{p-2} (p-1-k)r_k$. This shows that $(N(t) + N(s))q_i = pq_i$ for all $i = 0, \ldots, p - 2$.

Since $t^2 r_{p-2} = r_0$, we have $N(t)r_i = N(t)r_0 = \sum_{k=0}^{p-2} r_k - \sum_{k=0}^{p-2} r_k = 0$. On the other hand, $N(s)r_i = pr_i$. This shows that $(N(t) + N(s))r_i = pr_i$ and finishes the proof. \qed
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