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Chapter 1

Introduction

The Burnside problems are among the most influential problems in combinatorial group theory. The general Burnside problem asks whether a finitely generated group in which every element has finite order is finite \([10]\). This question was answered negatively by Golod \([51]\). The first explicit counter-examples to the general Burnside problem were constructed by Alešin \([3]\), Grigorchuk \([53]\), and Gupta & Sidki \([62]\). These counter-examples can be realized as subgroups of the automorphism group of a rooted regular tree. They are the first examples of so-called ‘self-similar groups’.

Self-similar groups have appeared across a wide range of mathematics, answering classical questions in infinite group theory. For instance, beside being a counter-example to the general Burnside problem, the group considered by Grigorchuk in \([53]\) is the first example of a group with an intermediate word growth \([54]\), answering a classical question by Milnor \([100]\). Moreover, this group was used in the construction of a finitely presented amenable group which is not elementary amenable \([54]\), answering a classical question by Day \([51]\).

The groups considered by Grigorchuk \([53]\) and Gupta & Sidki \([62]\) are not finitely presented \([56, 96, 128]\). However, they admit recursive presentations which are nowadays known as finite \(L\)-presentations \([56]\) or endomorphic presentations \([6]\). A finite \(L\)-presentation for Grigorchuk’s group was computed by Lysënok \([96]\). As a homage to this work, it was suggested in \([56]\) that a recursive presentation similar to the one computed by Lysënok \([96]\) be called a finite \(L\)-presentation. This notion of a finite \(L\)-presentation was generalized in \([6]\) as follows: a finite \(L\)-presentation is a group presentation of the form

\[
\langle \mathcal{X} \mid Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle,
\]

where \(\mathcal{X}\) is a finite alphabet, \(Q\) and \(R\) are finite subsets of the free group \(F\) over the alphabet \(\mathcal{X}\), and \(\Phi^*\) denotes the monoid of endomorphisms of \(F\) that is generated by the finite set \(\Phi \subseteq \text{End}(F)\). On the one hand, this notion allows one to prove that various finitely generated self-similar groups are finitely \(L\)-presented but do not admit a finite presentation \([6]\). On the other hand, this notion is sufficiently general so that other
indefinitely presented groups are finitely $L$-presented; e.g., the groups in $[18, 20, 55]$ admit finite $L$-presentations. Even though a finite $L$-presentation is possibly an infinite group presentation, it can be described in finite terms. Thus a finite $L$-presentation provides a finite data structure that allows one to define indefinitely presented groups in a computer algebra system.

Group presentations play an important role in computational group theory. In particular finite group presentations have been the subject of intensive research during the last decades — dating back to the early days of computer algebra systems [102]. Finite $L$-presentations were recently shown to be applicable to computer algorithms as well: A first algorithm for finitely $L$-presented groups is the nilpotent quotient algorithm in [9, 64]. A major motivation for introducing this algorithm was the desire to understand better the striking patterns along the lower central series of various self-similar groups [7, 10, 123].

Beside using a finite $L$-presentation to study the structure of a self-similar group, its recursive action on the tree often allows one to use finite approximations of this action and thus to deal with finite quotients of the group. For various self-similar groups, including Grigorchuk's group from [53], it suffices to consider finite approximations [8] because they have the congruence property: every finite index subgroup contains the fixator of a level of the tree. However, there exist self-similar groups which do not have the congruence property and thus may not be understood via finite approximations [13]. For these groups, a finite $L$-presentation is essential in studying the structure of the group.

In this thesis, we concentrate on finite $L$-presentations. More precisely, analogously to the standard reference for computing with finitely presented groups [129], it is the aim of this thesis to develop methods for studying the structure of a group for which a finite $L$-presentation is known. Because every finite presentation can be considered as a finite $L$-presentation, most algorithmic problems for finitely $L$-presented groups are not decidable — in the sense that there exists no algorithm which terminates and which returns a correct answer to a given question (e.g., whether or not a group defined by a finite $L$-presentation is finite). In special cases, though, we are able to derive algorithms for finitely $L$-presented groups. For instance, we develop a coset enumerator for finite index subgroups of a finitely $L$-presented groups in [67] or Appendix C

The algorithms developed in this thesis can be applied by hand to obtain a solution to a given problem and they also provide explicit solutions to some decision problems. Moreover, our algorithms have been implemented in the computer algebra system GAP [55]. In Appendix A or [48], we demonstrate how detailed information on some self-similar groups could be obtained with the help of our implementations.

Parts of this thesis have appeared in [66, 67, 70]. These papers are attached in the Appendices C, E. Moreover, few parts of Appendix A were intended to be published in [32].
An Overview of this Thesis

In the following, we give an overview of this thesis and its appendices. In Chapter 2, we summarize the well-known results for finitely presented groups and we formally introduce the notion of a finite \( L \)-presentation. Moreover, Chapter 2 contains first results for finitely \( L \)-presented groups as, for instance, obtained in \([6, 9, 64]\).

We then address, in Chapter 3 a first algorithmic problem for finite \( L \)-presentations, the so-called group homomorphism problem: In general, a group presentation is useful to decide whether or not a map from the generators of the group into another group extends to a group homomorphism; namely, if and only if all relations are mapped trivially. The group homomorphism problem for a class \( \mathcal{H} \) of groups asks for an algorithm that decides whether or not such a map extends to a group homomorphism. For finite presentations, the group homomorphism problem is (semi-)decidable whenever the groups in the class \( \mathcal{H} \) have a (semi-)decidable word problem. For finitely \( L \)-presented groups, though, there are possibly infinitely many relations which need to be considered. In Chapter 3 we give an explicit solution to the group homomorphism problem for the class of finite groups. Our solution allows us to develop various algorithms for finitely \( L \)-presented groups. For instance, the coset enumerator in \([67]\) or Appendix C is a consequence of our solution to the group homomorphism problem for the class of finite groups.

In Chapter 4 we generalize Tietze’s theorem for finite presentations \([132]\) to finite \( L \)-presentations. This theorem and the transformations introduced in its proof allow one to modify a finite \( L \)-presentation without changing the isomorphism type of the group.

Finally, in Chapter 5 we generalize the Knuth-Bendix completion for finite rewriting systems to possibly infinite rewriting systems, the so-called finitely based infinite rewriting systems. These rewriting systems are derived from a finite \( L \)-presentation of a group. An implementation of our Knuth-Bendix completion for finitely based infinite rewriting systems does not terminate within a reasonable amount of time for Grigorchuk’s group \([53]\), for the Basilica group \([61]\), or even for the wreath products \( \mathbb{Z} \wr \mathbb{Z} \) and \( \mathbb{Z}_2 \wr \mathbb{Z} \). Therefore, our generalized Knuth-Bendix completion does not allow us to solve the word problem of the groups using their finite \( L \)-presentations.

The appendices to this thesis could be summarized as follows:

Investigating the Schur Multiplier of a Finitely \( L \)-Presented Group

It was shown in \([56]\) that the group \( \mathcal{G} \) considered by Grigorchuk in \([53]\) is not finitely presented. The strategy in this proof is to consider the Schur multiplier of the group. It is well-known that the Schur multiplier is a finitely generated abelian group whenever the group admits a finite presentation. The group \( \mathcal{G} \) is infinitely presented because its Schur multiplier is infinitely generated, 2-elementary abelian \([50]\). The explicit calculations in \([56]\) use the finite \( L \)-presentation from \([90]\). Moreover, it was shown in \([56]\) that the set of relations in \([90]\) is minimal in the sense that no proper subset of relations is sufficient to define the group.

The Schur multiplier of a finitely presented group is not computable in general \([52]\).
Since every finitely presented group admits a finite L-presentation, the Schur multiplier of a finitely L-presented group is not computable either. Even though most algorithmic problems are not decidable in general, there exist various algorithms that allow one to gain insight into the structure of a finitely presented group. Among the most important algorithms are quotient methods that compute factor groups of a finitely presented group and thus allows one to gain insight into the structure of the group. Our generalization of the nilpotent quotient algorithm [61] in [60] or Appendix F follows the general idea of a quotient method: Since it cannot compute the Schur multiplier of a finitely L-presented group in general, it attempts to gain insight into its structure by computing successive Dwyer quotients. These quotients of the Schur multiplier often exhibit a periodic growth in their ranks. This could be considered as computational evidence that the self-similar groups considered in [6] have an infinitely generated Schur multiplier and thus, are infinitely presented. However, there are other successful attempts to compute the Schur multiplier of a self-similar group [4]. These calculations possibly generalize to an algorithm for other self-similar groups.

A Reidemeister-Schreier Theorem for Finite L-Presentations

For finitely presented groups, it is a well-known result by Reidemeister and Schreier [119] [121] that every finite index subgroup of a finitely presented group is finitely presented. The Reidemeister-Schreier process is an algorithm that allows one to compute a finite presentation for finite index subgroups of a finitely presented group. In [10] or Appendix D we have generalized the Reidemeister-Schreier theorem and the Reidemeister-Schreier process for finitely presented groups to finitely L-presented groups. More precisely, we have proved that every finite index subgroup of a finitely L-presented group is finitely L-presented. Moreover, we studied conditions on a finite-index subgroup of an invariantly finitely L-presented group to be invariantly finitely L-presented.

Computing with Finite Index Subgroups

Another direction of this thesis is the coset enumerator for finitely L-presented groups in [67] or Appendix C. This generalized coset enumerator has various interesting applications: For instance, it shows that the generalized word problem for finite index subgroups of a finitely L-presented group is decidable. Moreover, our coset enumerator allows one to compute all subgroups of a finitely L-presented group up to a given (moderate) index. This is of particular interest since the lattice of finite index subgroups of most self-similar groups is widely unknown [58]; e.g., even though Grigorchuk’s group has been investigated for decades, little is known on the lattice of finite-index subgroups. There are seven subgroups of index two [58] which are the only maximal subgroups [116]. Moreover, there exists a method to compute all normal subgroups of Grigorchuk’s group [7][11][33]. However, its general subgroup growth is still unknown [58]. Our coset enumerator allows us to compute the number of low-index subgroups of Grigorchuk’s group. There were already attempts in [11][12] which tried to compute the number of low-index subgroups. Our coset enumeration is a first, automatic computer algorithm that allows us to compute
the correct subgroup counts in [67] or Appendix [C]

A Note on Invariant Finite \( L \)-Presentations

In Appendix [3] or [69], we introduce Tietze transformations for (possibly infinite) \( L \)-presentations. These transformations allow us to generalize Tietze’s theorem for finite presentations [132] to invariant finite \( L \)-presentations. More precisely, we show that two invariant finite \( L \)-presentations define isomorphic groups if and only if it is possible to pass from one invariant \( L \)-presentation to the other by a finite sequence of Tietze transformations. The intermediate \( L \)-presentations in our proof are always invariant \( L \)-presentations.

Moreover, in Appendix [3] or [69], we use Tietze transformations for finite \( L \)-presentations to prove that ‘being invariantly finitely \( L \)-presented’ is an abstract property of a group that does not depend on the generating set. This latter result generalizes a well-known result for finitely presented groups: if a group admits a finite presentation with respect to one generating set, then it does with respect to any other finite generating set [38, Chapter V].

Finally, we consider finitely generated normal subgroups of finitely presented groups. We show that every finitely generated normal subgroup \( H \) of a finitely presented group \( G \) is invariantly finitely \( L \)-presented whenever \( G \) splits over \( H \). This generalizes a recent result by Benli on indicable groups [22]. In fact, Benli proved that every finitely generated subgroup \( H \leq G \) is invariantly finitely \( L \)-presented whenever \( G/H \cong \mathbb{Z} \) holds. We also extend this latter result to the case where \( G/H \) is a finitely generated abelian group with torsion-free rank at most two. Our results address a question in [22] on finitely generated subgroups which embed as normal subgroups into finitely presented groups. More precisely, analogously to Higman’s embedding theorem [51], Benli asked whether or not a finitely generated group embeds as a normal subgroup into a finitely presented group if and only if the group admits an invariant finite \( L \)-presentation all of whose endomorphisms induce automorphisms of the group; see Appendix [3] or [69] for definitions. It is imminent that every such finitely \( L \)-presented group embeds as a normal subgroup into a finitely presented groups. However, the converse still remains open.

A Note on our Implementations

Most of our algorithms for finitely \( L \)-presented groups have been implemented in the computer algebra system GAP [50]. In Appendix [A] or [68], we demonstrate how these implementations yield detailed information on the structure of some self-similar groups, the so-called Fabrykowski-Gupta groups. In particular, we obtain new information on their lower central series, on their Schur multiplier, on their low-index subgroups, as well as new information on their derived series.

Minor parts of Appendix [A] were intended to be published in [12]. This latter manuscript also contains a method for gaining insight into the structure of the outer automorphism group of a finitely \( L \)-presented group. Since the lower central series subgroups
are characteristic, this approach considers the outer automorphisms of the nilpotent quotients of the \( L \)-presented group. It is a straightforward application of the nilpotent quotient algorithm in \( \text{[9]4} \).

**An Overview of our Algorithms**

The algorithms for finitely \( L \)-presented groups that were developed in this thesis could be found in the following parts: A finite \( L \)-presentation of a group allows one to

- decide whether or not a map from the generators of a finitely \( L \)-presented group into a finite permutation group (or into a finitely generated nilpotent group) extends to a group homomorphism; see Chapter 5
- compute a permutation representation for the action of a finitely \( L \)-presented group on the cosets of a finite index subgroup (coset enumeration); see \( \text{[6]}7 \) or Appendix 6
- compute the index of a subgroup, which is given by its finitely many generators, of a finitely \( L \)-presented group provided that this index is finite; see \( \text{[6]}7 \) or Appendix 6
- solve the generalized word problem for finite index subgroups of a finitely \( L \)-presented group; see \( \text{[6]}7 \) or Appendix 6
- compute the intersection of two finite index subgroups of a finitely \( L \)-presented group or to compute the normal core of a finite index subgroup of a finitely \( L \)-presented group; see Chapter 5
- compute all subgroups of a finitely \( L \)-presented group up to a given (moderate) index (low-index subgroup algorithm); see \( \text{[6]}7 \) or Appendix 6
- compute a finite \( L \)-presentation for a finite index subgroup of a finitely \( L \)-presented group; see \( \text{[7]}0 \) or Appendix 6
- compute the sections \( G^{(i)}/G^{(i+1)} \) of the derived series of a finitely \( L \)-presented group \( G \) provided that \( G/G^{(i)} \) is finite; see Chapter 5 or \( \text{[6]}8 \)
- modify a finite \( L \)-presentation of a group using Tietze transformations for finitely \( L \)-presented groups; see Chapter 4 Appendix 5 or \( \text{[6]}9 \)
- compute the Dwyer quotients of the Schur multiplier of an invariantly finitely \( L \)-presented group; see \( \text{[6]}6 \) or Appendix 6

For investigating self-similar groups with the help of our algorithms, it would be interesting if the methods in \( \text{[9]} \) could be transformed into a procedure that, given a self-similar group by its recursive action on a regular rooted tree, computes a finite \( L \)-presentation for the group. We are not aware of an automatic procedure which could solve this problem.
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Chapter 2

Groups and Presentations

The notion of a group presentation dates back to Walter von Dyck who has introduced the modern notion of free groups and group presentations in 1882. Group presentations play an important role in computational group theory. They define a group by its generators and relations. A finite presentation is group presentation with finitely many generators and finitely many relations. Therefore, finite presentations provide an effective definition of a group up to isomorphism. They can be used to define a group in computer algebra systems such as GAP [50] or Magma [28]. Recently it was shown that even a class of infinite presentations (so-called finite $L$-presentations) provide an effective way to define infinitely presented groups.

Even though finite presentations provide an effective description of a group, various algorithmic problems are unsolvable in general. Therefore, solving algorithmic problems for infinite presentations seems even more infeasible. However, in this thesis we show that most algorithms for finitely presented groups generalize to finite $L$-presentations.

In this chapter, we recall the notion of a group presentation and we formally introduce the notion of a finite $L$-presentation from [6]. Moreover, we give an overview of the algorithms known for finitely presented and finitely $L$-presented groups.

2.1 Finite Presentations

In the following, we recall the notion of a (finite) group presentation. For further details on finitely presented groups, we refer to [95][97].

A group $F$ is a free group over the alphabet $X \subseteq F$ if each map $f: X \rightarrow G$ into a group $G$ extends to a (unique) homomorphism $\pi: F \rightarrow G$. If $G$ is generated by $X \subseteq G$, the existence of a free group $F$ over the alphabet $X$ shows that $G$ is a homomorphic image of $F$. In particular, if $\pi: F \rightarrow G$ denotes the natural homomorphism, $G \cong F/\ker(\pi)$ holds.

A group presentation defines the group $G$ in terms of the free presentation $\pi: F \rightarrow G$. Let $R \subseteq F$ be a set of normal generators of the kernel $\ker(\pi)$; i.e., the normal subgroup $\ker(\pi)$ is generated by $\{r^g \mid r \in R, g \in F\}$. Then the pair $\langle X \mid R \rangle$ is a group presentation.
for $G$ and the group $G$ is **presented by** $\langle X \mid R \rangle$. On the other hand, a group presentation $\langle X \mid R \rangle$ is an abstract object that defines a group up to isomorphism: Denote by $F$ the free group over the alphabet $X$ and let $K = \langle R \rangle^F$ be the **normal closure** in $F$ of the relations $R$; i.e., $K = \langle R \rangle^F$ is the smallest normal subgroup of $F$ that contains $R$. Then the presentation $\langle X \mid R \rangle$ defines the group $G = F/K$. We will also write $G = \langle X \mid R \rangle$ in this case.

A group presentation $\langle X \mid R \rangle$ is **finitely generated** if the set of generators $X$ is finite. It is **finitely related** if the set of relations $R$ is finite. If $\langle X \mid R \rangle$ is both, finitely generated and finitely related, it is a **finite presentation** and the group $G = \langle X \mid R \rangle$ it defines is **finitely presented**. A group that admits a finite presentation is **finitely presentable** (or **finitely presented**). If either $X$ or $R$ is infinite, the presentation $\langle X \mid R \rangle$ is an **infinite presentation** and the group it defines is **infinitely presented** by $\langle X \mid R \rangle$.

Being finitely presentable does not depend on a chosen generating set of the group $G$. Chapter V] in the following sense: If $\langle X \mid S \rangle$ is an arbitrary (possibly infinite) presentation of a finitely presentable group $G$, there exists a finite subset $X' \subseteq X$ and a finite set $S'$ of reduced words over $X'$ so that $G \cong \langle X' \mid S' \rangle$ holds. This can be seen as a consequence of a fundamental theorem by Tietze [132] which relates possibly different group presentations of the same group by the following **Tietze transformations**: Suppose that $G$ is presented by $\langle X \mid R \rangle$. Denote by $F$ the free group over $X$ and let $K = \langle R \rangle^F$ be given. Then $G = F/K$. Each element $r \in K$ is a **consequence** of the relations in $R$. The following well-known transformations allow one to modify the group presentation $\langle X \mid R \rangle$:

(i) If $r \in K$ is a consequence, the group $G$ is presented by $\langle X \mid R \cup \{r\} \rangle$.
(ii) If $z \notin X$ and $w \in F$, the group presented by $\langle X \cup \{z\} \mid R \cup \{z^{-1}w\} \rangle$ is isomorphic to $G$.

These transformations are reversible with the following inverse transformations:

(iii) If $K = \langle R \setminus \{r\} \rangle^F$ holds, the group $G$ is presented by $\langle X \mid R \setminus \{r\} \rangle$.
(iv) If $z^{-1}w \in R$, with $z \in X$, and $z$ does not appear in the reduced word $w$, $G$ is isomorphic to the group presented by $\langle X \setminus \{z\} \mid S \rangle$ where $S$ is obtained from $R \setminus \{z^{-1}w\}$ by replacing each occurrence of $z$ and $z^{-1}$ by $w$ and $w^{-1}$, respectively.

For finite presentations, these transformations are sufficient to obtain Tietze’s theorem for finitely presented groups:

**Theorem 2.1** (Tietze [132]) Two finite presentations define isomorphic groups if and only if it is possibly to pass for one presentation to the other by a finite sequence of Tietze transformations.

By the Nielsen-Schreier theorem [121] 6.1.1, a finite index subgroup of a finitely generated free group is finitely generated. Therefore, if $G = F/K$ is a finite group, the kernel $K$ of the free presentation $F \to G$ for a finitely generated free group $F$ is finitely generated. Thus every finite group is finitely presentable. Further examples of finitely
presented groups are the infinite dihedral group $\langle \{a, b\} \mid \{a^2, b^2\} \rangle$, Baumslag-Solitar groups $B(m, n) = \langle \{a, b\} \mid \{b^{-1}a^mb^{-1}a^{-n}\} \rangle$, with $n, m \in \mathbb{N}$, from [21], polycyclic groups, etc. More examples naturally arise with the following

Theorem 2.2 (Reidemeister-Schreier Theorem [119,124]) Each finite index subgroup of a finitely presented group is finitely presented.

Even though there are numerous finitely presented groups, most finitely generated groups are not finitely presented:

Proposition 2.3 (B. H. Neumann [103]) There are uncountably many non-isomorphic groups generated by two elements.

As there are countably many finite presentations but uncountably many non-isomorphic 2-generated groups, Proposition 2.3 yields

Corollary 2.4 There are finitely generated groups that are not finitely presentable.

2.2 Decision Problems for Finitely Presented Groups

A finitely presented group is uniquely described by its finitely many generators and defining relations. Therefore, a finite presentation could be useful to apply computer algorithms in the investigation of the structure of the group. However, there are various problems for which it is known that there exists no algorithm that, given a finite presentation of a group, terminates and returns a correct answer to a given question (e.g. whether or not a group given by a finite presentation is finite). More precisely, we call an abstract property (i.e., a property is an abstract property of a group if it does not depend on the presentation) of a finitely presented group recursively recognizable or decidable if there exists an algorithm which takes as input a finite presentation of the group and decides whether or not the group satisfies this property.

Many abstract properties of finitely presented groups are not decidable in general. For instance, Dehn [39] stated the following decision problems: the word problem, the conjugacy problem, and the isomorphism problem. These problems are not decidable in general [127][112][113]. However, if the class of groups under consideration is restricted, decision problems that are not decidable in general may become decidable; e.g., polycyclic groups have a solvable word- and conjugacy problem [125] and even their isomorphism problem is solvable [120].

Besides Dehn’s decision problems there are various other abstract properties that are not decidable. In this section, we give a brief survey on decision problems for finitely presented groups. These unsolvable problems demonstrate the limitations of computer algorithms in the study of finitely presented groups. For further details on decision problems, we refer to the survey [99] or to [93] Chapter IV.
2.2.1 The Word Problem

A first decision problem is Dehn's word problem for a finitely presented group. It asks for
an algorithm that, given a finite presentation of a group \( G = \langle X \mid R \rangle \) and a word \( w \)
over the alphabet \( X \cup X^- \), decides whether or not the element \( w \) is trivial in the group
\( G \). More precisely, if \( F \) denotes the free group over \( X \) and \( K \leq F \) is a normal subgroup
so that \( G = F/K \) holds, the word problem asks for an algorithm that decides whether or not
\( w \in K \) holds (in this case, we will also write \( w =_G 1 \)). An element \( w \in F \) is contained in the normal closure \( K \) if and only if it has the form

\[
    w = u_1^{-1}r_1^{\varepsilon_1}u_1 \cdots u_m^{-1}r_m^{\varepsilon_m}u_m, \quad \text{with } u_i \in F, r_i \in \mathcal{R} \text{ and } \varepsilon_i = \pm 1,
\]

for each \( 1 \leq i \leq m \). Clearly, if the word problem of a finitely presented group is decidable,
so it is for each of its subgroups. If a group has a solvable word problem with respect to
one finite presentation, then so it has for any other finite presentation \[99\] Lemma 2.2].

The word problem of a finitely presented group is not decidable in general:

**Theorem 2.5 (Novikov-Boone Theorem \[27\[13\])** There exists a finitely presented
group whose word problem is not decidable.

The word problem could be stated equivalently as follows: it asks for an algorithm that
decides whether or not two words \( w \) and \( v \) over the alphabet \( X \cup X^- \) define the same
element of the finitely presented group; i.e. if \( w =_G v \) holds. Even though the word
problem is not decidable in general, restricting the class of finitely presented groups may
result in a class of groups with a solvable word problem. For instance each finite, free,
or polycyclic group is finitely presented and has a decidable word problem.

2.2.2 The Conjugacy Problem

The *conjugacy problem* asks for an algorithm that, given a finite presentation \( \langle X \mid R \rangle \)
of a group \( G \) and elements \( u, v \in F \) of the free group \( F \) over \( X \), decides whether or not
the elements are conjugate in the group; i.e., if there exists \( x \in F \) so that the elements
\( u^x = x^{-1}ux \) and \( v \) define the same element of the group \( G \); i.e. if \( x^{-1}ux =_G v \) holds.
Since a conjugate \( x^{-1}ux \) is trivial in the group \( G = \langle X \mid R \rangle \) if and only if the
element \( u \) itself is trivial, a solution to the conjugacy problem implies a solution to the
word problem. Therefore, Theorem 2.3 also shows that the conjugacy problem is not
decidable \[112\]. Again, restricting to the class of finite groups, free groups or polycyclic
groups \[123\], yields that the conjugacy problem becomes decidable.

2.2.3 The Generalized Word Problem

It is easy to see that a finitely presented group has decidable word problem if there exists
a finite index subgroup that has a decidable word problem. Conversely, each subgroup of
a finitely presented group with a decidable word problem has a decidable word problem.
Therefore, finite index subgroups play an important role in the investigation of a finitely
presented group. For instance, by the Reidemeister-Schreier Theorem 2.2, each finite
index subgroup of a finitely presented group is itself finitely presented. An explicit proof of Theorem 2.2 yields a Reidemeister-Schreier process that computes a finite presentation for the subgroup given a finite presentation of the group and a finite generating set of the subgroup 93.

A decision problem that is related to finitely generated subgroups of a finitely presented group is the generalized word problem or subgroup membership problem. It asks for an algorithm that, given a finite presentation \( \langle X \mid R \rangle \) of a group and a finite set \( \{w_1, \ldots, w_n, w\} \) of words over the alphabet \( X \cup X^- \) decides whether or not the subgroup generated by \( \{w_1, \ldots, w_n\} \) contains the element \( w \). Since an element \( w \in F \) is trivial in the finitely presented group \( G = \langle X \mid R \rangle \) if and only if it is contained in the trivial subgroup \( \{1\} \leq G \), a solution to the generalized word problem implies a solution to the word problem. Hence, Theorem 2.3 also shows that the generalized word problem is not decidable in general. However, if the subgroup has finite index, coset enumeration (as outlined in Section 2.3.1 below) solves the generalized word problem.

2.2.4 The Isomorphism Problem

Dehn’s third decision problem is the isomorphism problem. It asks for an algorithm that decides whether or not two finite presentations define isomorphic groups. The isomorphism problem is not decidable in general 11.

Recall that Tietze’s Theorem 2.1 relates two finite presentations of a group; it shows that two finite presentations define isomorphic groups if and only if there exists a finite sequence of Tietze transformations that allows one to transform one presentation into the other. However, it should be emphasized that Tietze’s theorem does not provide a solution to the isomorphism problem in general, as there is no effective procedure for choosing the sequence of Tietze transformations. In particular, it does not allow to decide if two finite presentations define non-isomorphic groups; even though an enumeration of Tietze transformations may allow to eventually prove that two finite presentations define isomorphic groups 93.

2.2.5 Markov Properties

Besides Dehn’s decision problems many other abstract properties are not decidable. A large class of decision problems are the so-called Markov properties; see, for instance, the survey 99. An abstract property of a finitely presented group is a Markov property if there exist finitely presented groups \( G \) and \( H \) so that \( G \) has the given property and, if \( H \) embeds into a finitely presented group, this group cannot have this property. For instance, being finite is a Markov property because the infinite dihedral group is finitely presented by \( \langle \{a, b \mid \{a^2, b^2\} \rangle \) and infinite while the 2-elementary abelian group \( \mathbb{Z}_2 \times \mathbb{Z}_2 = \langle \{a, b \mid \{a^2, b^2, [a, b]\} \rangle \) is finite. Further examples of Markov properties are being trivial, abelian, nilpotent, solvable, free, and torsion-free 99. An example of an abstract property that is not a Markov property is being perfect as there exists a finitely presented perfect group in which every finitely presented group embeds 99. Moreover, there exists an algorithm that decides whether or not a finitely presented group is perfect; see
Section 2.3.6. A fundamental theorem for Markov properties is the following theorem:

**Theorem 2.6 (Adian-Rabin Theorem [23,118])** A Markov property of a finitely presented group is not decidable.

In particular, there exists no algorithm that will compute the order of a finitely presented group.

### 2.2.6 Further Decision Problems

Beside Dehn’s decision problems and Markov properties, there are other group theoretic properties that are not decidable in general.

Recall that the deficiency of a finite presentation $\langle X \mid R \rangle$ is $d(\langle X \mid R \rangle) = |X| - |R|$. For a finitely presented group $G$, the deficiency of the group $G$ is the maximal deficiency of all its finite presentations. The deficiency of a finitely presented groups is not computable:

**Theorem 2.7 (Gordon [52])** There is no algorithm for computing the deficiency of a group from a finite presentation.

The Schur multiplier of a group $G$ can be defined as the second homology group $H_2(G, \mathbb{Z})$ with integer coefficients. It is related to a group presentation $G = F/R$ by Hopf’s formula:

$$H_2(G, \mathbb{Z}) \cong (R \cap F^2)/[R, F].$$

It is not hard to see that Hopf’s formula shows that each finitely presented group with deficiency zero has a trivial Schur multiplier. However, even a group with a trivial Schur multiplier might not be finitely presentable [18]. The Schur multiplier of a finitely presented groups is not computable:

**Theorem 2.8 (Gordon [52])** There is no algorithm for deciding, given a finite presentation of a group $G$, whether or not $H_2(G, \mathbb{Z}) = \{0\}$ holds.

The properties in Theorems 2.7 and Theorem 2.8 are not Markov properties [99]. In particular, these results are not just consequences of the Adian-Rabin theorem in Theorem 2.3. Further decision problems for finitely presented groups are given by the following proposition; see also [99]:

**Proposition 2.9 (Baumslag et al. [20])** There is a finitely presented group such that there is no algorithm to determine whether or not the subgroup generated by an arbitrary finite set of words is

(i) trivial, finite, free, locally free, cyclic, abelian, nilpotent, soluble, simple, directly decomposable, freely indecomposable, or whether it is a group with a decidable word problem.

(ii) a finitely related subgroup, a subgroup with finite index, a normal subgroup, a subgroup with finitely many conjugates.

Again, restricting the class of subgroups in Proposition 2.9 to subgroups with finite index yields the existence of various algorithms that explicitly solve the problems in Proposition 2.9 (ii).
2.2.7 Semi-Decidability

We call an abstract property of a finitely presented group \( G \) semi-decidable if there exists an algorithm that allows one to verify that the group satisfies the given property; e.g. if there exists an algorithm that, given a finite presentation of a group, eventually terminates and proves the group to be finite. Clearly, an abstract property that is decidable is also semi-decidable. Various decision problems that are not decidable in general are semi-decidable though. For instance, the word problem of a finitely presented groups is semi-decidable: For a finitely presented group \( G = \langle X \mid R \rangle \) and an element \( w \in F \) of the free group \( F \) over \( X \), there exists an algorithm that enumerates the elements \( u_1^{-1}r_1^\varepsilon u_1 \cdots u_m^{-1}r_m^\varepsilon u_m \) with \( r_i \in R \), \( u_i \in F \), and \( \varepsilon = \pm 1 \). Therefore, the elements of the normal closure \( K = \langle R \rangle^F \) could be listed algorithmically one after another. If an element \( w \in F \) is trivial in the group \( G \), this algorithm would eventually list the element \( w \) and therefore it would prove that \( w =_G 1 \) holds. Hence, the word problem of a finitely presented group is semi-decidable but not decidable.

Further examples of semi-decidable problems are the conjugacy problem and the isomorphism problem (an enumeration of Tietze transformations allows one to eventually prove that two finite presentations define isomorphic groups). Further applications of Tietze's theorem provide algorithms that allow one to prove that a finite presentation defines a trivial, abelian, nilpotent, or polycyclic group.

2.3 Algorithms for Finitely Presented Groups

Even though most group theoretic properties are not recursively recognizable, there are various algorithms for finitely presented groups whose termination is often not guaranteed. If the underlying decision problem is semi-decidable, though, the algorithm terminates and gives a correct answer to the problem; e.g. it is semi-decidable if a finite presentation defines a finite group and coset enumeration would allow to verify this; see Section 2.3.1. In this section, we give an overview of the algorithms for finitely presented groups. Even though termination of these algorithms is often not guaranteed, they have become a useful tool to investigate the structure of a finitely presented group. Most of these algorithms are available in computer algebra systems such as GAP or MAGMA or even as stand-alone C-packages such as the QUOTPIC-package or the ACE-package. For further details on algorithms for finitely presented groups, we refer to the standard reference.

2.3.1 Coset Enumeration

A first algorithm for finitely presented groups is the coset enumeration process introduced by Todd and Coxeter. This process attempts to enumerate the cosets of a finitely generated subgroup in a finitely presented group. If the index of the subgroup is finite, coset enumeration terminates and it computes the index of the subgroup together with a permutation representation for the group's action on the cosets. In particular, coset enumeration allows one to prove that a given finite presentation defines a finite group —
even though being finite is a Markov property! On the other hand, though, if the index of the subgroup happens to be infinite, coset enumeration will not terminate. Moreover, by Proposition 2.30 there exists no algorithm that allows one to decide whether or not a finitely generated subgroup has finite index in a finitely presented groups. In fact, there is no upper bound on the complexity of coset enumeration. Therefore, even proving a finitely presented group being trivial is computationally a challenging problem [76][104]. Nevertheless, coset enumeration is often used for proving finiteness of certain finitely presented groups [78][80].

Because coset enumeration, if it terminates, additionally computes a permutation representation for group’s action on the cosets, it also solves the generalized word problem for a finite index subgroup of a finitely presented group. Therefore, coset enumeration has become a fundamental tool for computing with finite index subgroups; e.g., it allows one to compute the intersection of two finite index subgroups as well as the normalizer and the normal core of a finite index subgroup.

Coset enumeration is usually a first step in the investigation of finitely presented groups. For instance, the Schur multiplier of a finite permutation group is computable with the methods in [82]. If a finite group is given by a finite presentation, coset enumeration will compute a permutation representation for the group and thus it could be a first step for computing the Schur multiplier of a finite, finitely presented group.

Coset enumeration is among the first algorithms in group theory that have been implemented as a computer algorithm [32][58][102][129]. It has been developed, improved, and investigated since, see [32][48], so that numerous coset enumeration techniques are currently available. For further historical details on coset enumeration, we refer to the historical notes in [129] or to the survey [102].

2.3.2 The Low-Index Subgroup Algorithm

A variation of coset enumeration is the low-index subgroup algorithm [40] which attempts to compute a representative for each conjugacy class of subgroups of a finitely presented group up to a given index $n \in \mathbb{N}$. The central idea uses a backtrack-search for finding all permutation representations of a finitely presented group that acts transitively on at most $n$ points. In practice, the low-index subgroup algorithm allows one to compute representatives of conjugacy classes of subgroups with index up to a few hundred. For further details on the low-index subgroup algorithm, we refer to [129] Section 5.6.

A variation of the low-index subgroup algorithm was developed in [33]. This modified algorithm computes the normal subgroups of a finitely presented groups up to a given index. In practice, it allows one to compute possibly larger indices than the standard low-index subgroup algorithm. An implementation of both algorithms is available in the stand-alone C-package Lowx [41].

The low-index subgroup algorithm yields insight into the lattice of finite index subgroups of a finitely presented group top-down and therefore, it is a useful tool in the investigation of finitely presented groups. For instance, since ‘being trivial’ is a Markov property, there is no algorithm for deciding whether or not a finite presentation defines
a trivial group. However, if a finite presentation does define the trivial group, coset enumeration is guaranteed to terminate and it will compute the order of group. On the other hand, there cannot exist an algorithm which proves that a given finite presentation defines a non-trivial group (otherwise we would obtain a contradiction to the Adian-Rabin Theorem [20]). The low-index subgroup algorithm could be employed to this problem because it may help to find a subgroup with non-trivial index. If the low-index subgroup algorithm succeeds with this search, it would prove that the given finite presentation defines a non-trivial group. An alternative approach for proving that a finite presentation defines a non-trivial group is to search for non-trivial homomorphic images of the finitely presented group; see Section 2.3.3 below.

2.3.3 The Reidemeister-Schreier Process

The Reidemeister-Schreier Theorem [22] shows that each finite index subgroup of a finitely presented group is finitely presented. A constructive proof of Theorem 2.2 is given by the Reidemeister-Schreier process: it takes as input a finite presentation of a group and a finite generating set of a subgroup and it computes a finite presentation for the subgroup provided that it has a finite index in the group. By Proposition 2.9, there cannot exist such an algorithm in general (in particular if the subgroup has infinite index). Suppose that the finitely generated subgroup $U$ has finite index in the finitely presented group $G = \langle \mathcal{X} \mid \mathcal{R} \rangle$. Then the following steps yield a Reidemeister-Schreier process:

(i) Compute a permutation representation $\tau: F \to \text{Sym}(U\backslash G)$ for $G$’s action on the cosets $U\backslash G$ using a coset enumerator.

(ii) The permutation representation $\tau$ allows one to compute finitely many Schreier generators of the subgroup [24] with the Nielsen-Schreier theorem [21], 6.1.1; i.e., a Schreier generating set is a free generating set of the full preimage of the subgroup $U \leq G$ in the free group $F$ over $\mathcal{X}$.

(iii) The permutation representation $\tau$ yields a Reidemeister rewriting that rewrites $G$’s relations in $\mathcal{R}$ to finitely many relations of the subgroup $U$.

For further details on the Reidemeister-Schreier process, we refer to [25] Section II.4] or Section 2.3.3 below.

The Reidemeister-Schreier process gives an explicit method to apply the algorithms for finitely presented groups to finite index subgroups of finitely presented groups. In particular, in combination with the low-index subgroup algorithm, the Reidemeister-Schreier process yields a method to gain insight into the structure of a finitely presented group [17]. For instance, it allows one to compute the quotients of the derived series provided that these quotients are finite; see, for instance, Section 4.3 below. An early implementation of the Reidemeister-Schreier process can be found in [22].

2.3.4 Tietze Transformations

The finite presentations that were computed with the Reidemeister-Schreier process often contain redundant generators and redundant relations. Indeed, given a finitely presented
group $G = \langle X \mid R \rangle$ with $n = |X|$ generators and a finite index subgroup $H \leq G$ with $m = [G : H]$, the Reidemeister-Schreier process in Section 2.3.3 computes a finite presentation with $mn - m + 1$ generators [121, 6.1.1]. Numerous generators and relations are often redundant. Therefore, one wishes to remove redundant generators and relations from a presentation. Here, the Tietze transformations from Section 2.4 apply.

Since the isomorphism problem is not decidable in general, applications of Tietze transformations are limited in practice. However, an implementation of a Tietze transformation program was described in [73,120]. This procedure is part of the Reidemeister-Schreier program [122] where it simplifies the obtained finite presentation.

2.3.5 Quotient Methods

Most algorithmic problems for finitely presented groups are not decidable [1]. Therefore, it surprises that computer algorithms help in the investigation of the structure of a finitely presented group. However, there is a wide range of algorithms for computing factor groups of a finitely presented group. For instance, the abelianization of a finitely presented group (i.e., the abelianization is the isomorphism type of the largest abelian quotient $G/[G,G]$ of a group $G$) can be effectively computed from a finite presentation [120, Section 11.2]. In particular, there exists an algorithm that decides whether or not a finitely presented group is perfect (i.e. a group $G$ is perfect if the abelianization $G/[G,G]$ is trivial). Moreover, there exists an algorithm that solves the membership problem for the derived subgroup $G' = [G,G]$ in a finitely presented group.

Beside the numerous variations of coset enumeration, the main tools for investigating finitely presented groups are quotient methods. In general, they compute successive quotients of a finitely presented group or, equivalently, they compute homomorphisms into computationally ‘nice’ groups (e.g. finite groups, finite $p$-groups, or polycyclic groups which could be handled well in computer algebra systems). These methods also allow one to decide whether or not a map from the generating set $X$ of a finitely presented group $G = \langle X \mid R \rangle$ into a ‘nice’ group $H$ extends to a homomorphism $G \to H$; see Chapter 3.

In the following, we give a survey of the quotient methods for finitely presented groups:

The Abelianization Algorithm

A first quotient method is the abelianization algorithm for computing the isomorphism type of the largest abelian quotient of a finitely presented group; see [120, Chapter 11.2]. This algorithm relies on linear algebra only. More precisely, it computes the Smith normal form of an integer matrix that can be read off directly from the relations of the finite presentation. These computations are usually fast. Therefore, the abelianization algorithm is often a first tool in the investigation of a finitely presented group. For instance, the abelianization algorithm and the low-index subgroup algorithm can be used to search for finite index subgroups with infinite abelianization. This could help proving a finitely presented group being infinite. Moreover, the derived subgroup of a finitely generated group $G = \langle X \mid R \rangle$ has a decidable membership problem: An element $w \in F$ of the free group $F$ over $X$ defines an element of the derived subgroup $G' = [G,G]$.
if and only if its exponent vector vanishes (i.e. the exponent vector is the image of the element $w \in F$ in the free abelian group $F/F'$).

The $p$-Quotient Algorithm

For a prime $p$, the lower exponent-$p$ series (or Frattini series) is defined recursively by $\lambda_1 G = G$ and $\lambda_{n+1} G = [G, \lambda_n G] (\lambda_n G)^p$. The sections $\lambda_n G / \lambda_{n+1} G$ are $p$-elementary abelian so that $G / \lambda_n G$ are finite $p$-groups. Finite $p$-groups can be described effectively by nilpotent presentations. A nilpotent presentation is a finite presentation which admits an effective solution to the word problem of the group [29].

The $p$-quotient algorithm computes a nilpotent presentation for the factor group $G / \lambda_n G$ together with a homomorphism $G \to G / \lambda_n G$. It uses an induction on $n$ and it computes the quotient $G / \lambda_n G$ as a finite central extension of a $p$-elementary abelian group by a finite $p$-group. The $p$-quotient algorithm was originally designed for the construction of finite Burnside groups in [74],[105].

The Nilpotent Quotient Algorithm

The $p$-quotient algorithm was generalized in [102] to the nilpotent quotient algorithm for finitely presented groups; see also [29] Section 11. For a finitely presented group $G$ and a positive integer $c$, the nilpotent quotient algorithm computes a nilpotent presentation for the lower central series quotient $G / \gamma_{c+1} G$ together with a homomorphism $G \to G / \gamma_{c+1} G$. The lower central series is defined recursively by $\gamma_1 G = G$ and $\gamma_{c+1} G = [G, \gamma_c G]$. Similar to the $p$-quotient algorithm, the nilpotent quotient algorithm uses an induction on $n$. The induction starts with the largest abelian quotient $G / G'$ of a finitely presented group $G$ and thus it starts with the abelianization algorithm for finitely presented groups. Then the quotients $G / \gamma_{c+1} G$ are constructed as central extension of a finitely generated abelian group by a finitely generated nilpotent group.

Soluble Quotient Algorithms

For a group $G$, the derived series is defined recursively by $G^{(1)} = G' = [G, G]$ and $G^{(i+1)} = [G^{(i)}, G^{(i)}]$. If, for each $1 \leq i \leq j$, the sections $G^{(i)} / G^{(i+1)}$ are finitely generated, the quotient $G / G^{(j)}$ is polycyclic. A polycyclic group can be described by a polycyclic presentation that (like a nilpotent presentation) yields an effective solution to the word problem.

A soluble quotient algorithm computes a polycyclic presentation of the quotient $G / G^{(i)}$ together with a homomorphism $G \to G^{(i)}$ provided that $G / G^{(i)}$ is polycyclic. A first straightforward approach towards a soluble quotient algorithm combines the abelianization algorithm and the Reidemeister-Schreier process; see Section A.6 below. This approach computes a permutation representation for $G / G^{(i)}$ provided that this quotient is finite. Alternative approaches which compute polycyclic presentations for finite soluble quotients were described by Wamsley [132], Leedham-Green [89], Plesken [112], and Niemeyer [108],[110]. These methods possibly use a different series of normal subgroups.
A more general soluble quotient algorithm is the \textit{polycyclic quotient algorithm} in [92, 93]. This algorithm computes a polycyclic presentation for $G/G(i)$. Similar to the nilpotent and the $p$-quotient algorithm, it uses an induction on $i$ and it therefore computes a polycyclic presentation for $G/G(i+1)$ from a polycyclic presentation of $G/G(i)$. For this purpose, it uses a Gröbner bases approach which is guaranteed to terminate. Even if $G$ and $G/G(i)$ are finitely generated, the section $G(i)/G(i+1)$ is possibly not finitely generated. In this case, $G/G(i+1)$ is not polycyclic. The algorithm in [92, 93] either computes a polycyclic presentation for $G/G(i+1)$ or it returns \texttt{fail} if the section $G(i)/G(i+1)$ is not finitely generated. If a finite presentation defines a polycyclic group, the algorithm in [92, 93] would compute a polycyclic presentation for it.

### 2.3.6 Knuth-Bendix Completion

A practical method for solving the word problem is given by a \textit{confluent rewriting system}. The Knuth-Bendix completion attempts to construct a confluent rewriting system from a monoid presentation of a finitely presented group [130]. Since the word problem of a finitely presented group is not decidable in general, termination of the Knuth-Bendix completion is not guaranteed. If the Knuth-Bendix completion terminates, though, the confluent rewriting system solves the word problem as it allows one to compute normal forms for each element of the group. For further details on rewriting systems, we refer to [129, Chapter 2] or Chapter 5 below.

A finitely presented group $G = \langle \mathcal{X} \mid R \rangle$ can be considered as a finitely presented monoid

$$\langle \mathcal{X} \cup \mathcal{X}^{-} \mid \{r = \varepsilon \mid r \in R\} \cup \{x^{-1}x = xx^{-1} = \varepsilon \mid x \in \mathcal{X}\} \rangle,$$

where $\varepsilon$ denotes the empty string. A rewriting system for a finitely presented monoid can be seen as a binary relation on the words over the alphabet $\mathcal{X} \cup \mathcal{X}^{-}$ together with a reduction ordering $\prec$; i.e., a \textit{reduction ordering} is a translation invariant well-ordering. From a finite presentation of a monoid one can obtain a rewriting system by defining, for each relation $A = B$ of the presentation, either the \textit{rewriting rule} $A \rightarrow B$, if $B \prec A$ holds, or $B \rightarrow A$, otherwise. A \textit{rewriting} of a word $W \in (\mathcal{X} \cup \mathcal{X}^{-})^*$ replaces a subword $A$ of $W$ by $B$ whenever $A \rightarrow B$ is a rewriting rule. As $W = UAV$ holds and $\prec$ is translation invariant, the reduction $W = UAV \rightarrow UBV$ yields that $W = UAV \succ UBV$ as $A \succ B$ holds. Thus, as the reduction ordering $\prec$ is a well-ordering, a reduction of $W$ yields a finite sequence $W = W_1 \succ W_2 \succ \ldots \succ W_n$ with $W_i \rightarrow W_{i+1}$.

There are possibly different choices of the next rewriting rule to apply within a reduction of a given word $W$. These choices may result into different least elements $W_n$. A rewriting system is called \textit{confluent}, though, if, for each word $W$, the least element $W_n$ does not depend on the choice of the intermediate reductions. A confluent rewriting system provides a method for transforming any word over $\mathcal{X} \cup \mathcal{X}^{-}$ into its unique \textit{normal form}. In fact, it solves the word problem of the group. For instance, finitely generated nilpotent groups or polycyclic groups are examples of groups which admit a finite confluent rewriting system [129], so-called confluent polycyclic presentations.
2.4 Recursive Presentations

In this section, we introduce the notion of a recursive presentation and the notion of a recursively presented group. For further details on recursively presented groups, we refer to Chapter II of [95].

Let \( F \) be a finitely generated free group. We call a subset \( S \subseteq F \) recursively enumerable if there exists an algorithm that lists the elements of \( S \) in some (arbitrary) order. In this case, we can write \( S = \{s_1, s_2, s_3, \ldots\} \) where \( s_n \) denotes the result of the algorithm that is returned after the \( n \)-th step. For instance, a finite set and a finitely generated free monoid are recursively enumerable.

A subset \( S \subseteq F \) is recursive if there exists an algorithm that decides whether or not a given element \( w \in F \) belongs to the set \( S \). A recursive set \( S \subseteq F \) is clearly recursively enumerable because if an algorithm that lists the elements of the finitely generated free group \( F \) can be combined with the algorithm that decides whether or not an element belongs to the recursive set \( S \). A set \( S \) is recursive if and only if \( S \) and its complement \( F \setminus S \) are recursively enumerable. On the other hand, it is a fundamental result in logic that there exists a recursively enumerable set that is not recursive. This is the reason for most problems in group theory not being decidable [95].

A recursive presentation is a group presentation \( \langle \mathcal{X} \mid R \rangle \) with a finite alphabet \( \mathcal{X} \) and a recursively enumerable set of relations \( R \subseteq F \) where \( F \) denotes the free group over the alphabet \( \mathcal{X} \). The group \( G = \langle \mathcal{X} \mid R \rangle \) defined by a recursive presentation is recursively presented. As finite sets are recursively enumerable, every finite presentation is a recursive presentation. Recursively presented groups have been classified by Higman’s embedding theorem:

**Theorem 2.10 (Higman’s Embedding Theorem [81])** A finitely generated group embeds into a finitely presented group if and only if it is recursively presented.

This is a fundamental result in combinatorial group theory. For instance, the existence of a recursively enumerable set of integers that is not recursive is used in [95] Section IV.7 for the construction of a recursively presented group whose word problem is not decidable. As this recursively presented group embeds into a finitely presented group by Theorem 2.10 there exists a finitely presented group whose word problem is not decidable [95] Theorem IV 7.2. This would prove the Novikov-Boone Theorem 2.5.

If a group \( G \) is finitely generated by \( \mathcal{X} \), it has a solvable word problem if and only if the set \( S = \{w \in F(\mathcal{X}) \mid w =_G 1\} \) is recursive. In particular, the word problem is decidable if and only if \( S \) and its complement \( F \setminus S \) are recursively enumerable. In this case, a recursive presentation for the group \( G \) is given by \( \langle \mathcal{X} \mid \{w \in F(\mathcal{X}) \mid w =_G 1\} \rangle \).
Therefore, every finitely generated group with a solvable word problem is recursively presented. Hence, it embeds into a finitely presented group with Higman’s Embedding Theorem \cite{22}. More specifically, one can prove the following

**Proposition 2.11** (Clapham \cite{34,99}) A finitely generated group with a decidable word problem embeds into a finitely presented group whose word problem is decidable.

### 2.5 Finite L-presentations

In this section, we finally introduce the notion of a finite L-presentation and the notion of a finitely L-presented group. The study of finite L-presentations was initiated by Lysënok’s result in \cite{96} for the group \( \mathfrak{G} \) constructed by Grigorchuk \cite{53}; he proved that \( \mathfrak{G} \) is infinitely presented by

\[
\mathfrak{G} \cong \left\langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2, bcd\} \cup \bigcup_{i \in \mathbb{N}_0} \{(ad)^4, (adacac)^4\}^{\sigma^i}\right\rangle,
\]  

where \( \sigma \) is an endomorphism of the free group over \( \{a, b, c, d\} \) that is induced by the map \( a \mapsto aca, b \mapsto d, c \mapsto b \), and \( d \mapsto c \). As a homage to this work and as a reference to the L-systems from \cite{91}, it was suggested in \cite{56} that a group is called finitely L-presented if it admits a group presentation of the form

\[
\left\langle \mathcal{X} \mid \mathcal{Q} \cup \bigcup_{i \in \mathbb{N}_0} \mathcal{R}^{\sigma^i}\right\rangle
\]

with a finite alphabet \( \mathcal{X} \), finite subsets \( \mathcal{Q} \) and \( \mathcal{R} \) of the free group over \( \mathcal{X} \), and a single endomorphism \( \sigma \) of the free group over \( \mathcal{X} \). This notion was generalized in \cite{6} as follows:

**Definition 2.12** (Bartholdi \cite{6}) An L-presentation is a group presentation of the form

\[
\left\langle \mathcal{X} \mid \mathcal{Q} \cup \bigcup_{\sigma \in \Phi^*} \mathcal{R}^\sigma\right\rangle
\]

where \( \Phi^* \) denotes the free monoid of endomorphisms of the free group \( \mathcal{F} \) over \( \mathcal{X} \) that is generated by \( \Phi \); i.e., the closure of \( \{\text{id}\} \cup \Phi \) under taking composition of group homomorphisms.

The group presentation in Eq. (2.3) is denoted by \( \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \). The group \( G \) it defines is L-presented by \( \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \). We also write \( G = \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \) in this case. An L-presentation \( \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \) is a finite L-presentation if \( \mathcal{X}, \mathcal{Q}, \Phi, \) and \( \mathcal{R} \) are finite. A group presented by a finite L-presentation is finitely L-presented by \( \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \). The relations in \( \mathcal{Q} \) and \( \mathcal{R} \) are the fixed relations and iterated relations, respectively. The endomorphisms in \( \Phi \) are the substitutions of the L-presentations.
2.5. Finite \( L \)-Presentations

Remark 2.13 In the following, we always assume that the substitutions in \( \Phi \) of a finite \( L \)-presentation generate a free monoid. This is not necessary for the algorithms constructed below and, in particular, it does not change the isomorphism type of the group. More precisely, given a finite set of endomorphisms \( \{ \sigma_1, \ldots, \sigma_n \} \subseteq \text{End}(F) \) and a finite set of symbols \( \Phi = \{ \phi_1, \ldots, \phi_n \} \), we consider the free monoid \( \Phi^* \) which naturally maps onto the monoid \( M = \langle \sigma_1, \ldots, \sigma_n \rangle \) generated by the endomorphism \( \{ \sigma_1, \ldots, \sigma_n \} \) of the free group. In the following, we always identify the free monoid \( \Phi^* \) with its image in \( \text{End}(F) \). This identification does not change the isomorphism type of the \( L \)-presented group. However, the free monoid \( \Phi^* \) is well-ordered [67,122] which we often use for the algorithms constructed below.

With the notion of a finite \( L \)-presentation, Lysènok's result in Eq. (2.2) could be restated as follows:

Theorem 2.14 (Lysènok [96]) The Grigorchuk group \( \mathfrak{G} \) is finitely \( L \)-presented by \( \langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^3, bcd\} \mid \{\sigma\} \mid \{(ad)^4, (adacac)^4\} \rangle \), where \( \sigma \) denotes the endomorphism of the free group over \( \{a, b, c, d\} \) that is induced by the map \( a \mapsto aca \), \( b \mapsto d \), \( c \mapsto b \), and \( d \mapsto c \).

An \( L \)-presentation of the form \( \langle X \mid \emptyset \mid \Phi \mid R \rangle \) is an ascending \( L \)-presentation. Ascending \( L \)-presentations generalize the concept of a finite presentation:

Remark 2.15 A finitely presented group \( \langle X \mid \emptyset \mid \Phi \mid R \rangle \) is finitely \( L \)-presented by \( \langle X \mid \emptyset \mid \emptyset \mid R \rangle \).

The substitutions \( \sigma \in \Phi \) of an ascending \( L \)-presentation \( \langle X \mid \emptyset \mid \Phi \mid R \rangle \) stabilize the normal subgroup \( K = \langle \bigcup_{\sigma \in \Phi} R \sigma \rangle^F \). Therefore, each substitution of an ascending \( L \)-presentation induces an endomorphism of the \( L \)-presented group \( G = F/K \). An \( L \)-presentation where every substitution induces an endomorphism of the \( L \)-presented group is called an invariant \( L \)-presentation. The group presented by an invariant \( L \)-presentation is invariantly \( L \)-presented. Some algorithms developed in this thesis will work for invariant \( L \)-presentations only; e.g. the algorithm in Appendix E for computing Dwyer quotients of the Schur multiplier of an invariantly finitely \( L \)-presented group. Additionally, the nilpotent quotient algorithm in [96] is more effective on invariant finite \( L \)-presentations. Note that invariant and ascending \( L \)-presentations are related by the following

Remark 2.16 Every ascending \( L \)-presentation is invariant. For each invariant \( L \)-presentation \( \langle X \mid Q \mid \Phi \mid R \rangle \) there exists an ascending \( L \)-presentation \( \langle X \mid \emptyset \mid \Phi \mid Q \cup R \rangle \) which defines the same group.

The finite \( L \)-presentation in Theorem 2.14 for the group \( \mathfrak{G} \) constructed by Grigorchuk is an invariant \( L \)-presentation as the fixed relations \( Q = \{a^2, b^2, c^2, d^3, bcd\} \) are mapped by the substitution \( \sigma \) to

\[(a^2)\sigma = (aca)^2, \quad(b^2)\sigma = d^2, \quad(c^2)\sigma = b^2, \quad(d^3)\sigma = c^2, \text{ and } (bcd)\sigma = dbc = (bcd)^{d-1}.\]
These images are obviously relations in the group \( \emptyset \). Therefore, the substitution \( \sigma \) factors through to an endomorphism of \( \emptyset \); see also \([53]\). In particular, \( \emptyset \) is finitely \( L \)-presented by the ascending finite \( L \)-presentations

\[
\langle \{a, b, c, d\} \mid \emptyset \mid \{\sigma\} \mid \{a^2, b^2, c^2, d^2, bcd, (ad)^4, (adac)^4\} \rangle = \langle \{a, b, c, d\} \mid \emptyset \mid \{\sigma\} \mid \{a^2, bcd, (ad)^4, (adac)^4\} \rangle.
\]

Finite \( L \)-presentations are recursive:

**Lemma 2.17** A finite \( L \)-presentation is a recursive presentation.

**Proof.** Let \( \langle X \mid Q \mid \Phi \mid R \rangle \) be a finite \( L \)-presentation. Since the finitely generated free monoid \( \Phi^* \) is recursively enumerable, the set of relations \( Q \cup \bigcup_{\sigma \in \Phi} R^\sigma \) of a finitely \( L \)-presented group is recursively enumerable. \( \square \)

Higman’s embedding theorem \([2.10]\) and Lemma 2.17 have the following immediate

**Corollary 2.18** Each finitely \( L \)-presented group embeds into a finitely presented group. Each finitely generated subgroup of a finitely \( L \)-presented group is recursively presented.

**Proof.** Since a finitely \( L \)-presented group is recursively presented, a finitely \( L \)-presented group embeds into a finitely presented group by Higman’s embedding theorem \([2.10]\). Thus a finitely generated subgroup of a finitely \( L \)-presented group embeds into a finitely presented group and hence, it is recursively presented. \( \square \)

In Appendix \([1]\) we generalize the Reidemeister-Schreier theorem for finitely presented groups as we prove that each finite index subgroup of finitely \( L \)-presented group is finitely \( L \)-presented itself.

**Proposition 2.19** The class of finitely presented groups is properly contained in the class of finitely \( L \)-presented groups. The class of finitely \( L \)-presented groups is contained in the class of recursively presented groups. There are finitely generated groups that are not finitely \( L \)-presented.

**Proof.** By Remark \([2.13]\) each finitely presented group is finitely \( L \)-presented. Grigorchuk’s group is finitely \( L \)-presented by Theorem \([2.14]\) but it is not finitely presented \([53]\). Therefore, the class of finitely presented groups is properly contained in the class of finitely \( L \)-presented groups. By Lemma 2.17 every finitely \( L \)-presented group is recursively presented. Because there are only countably many finite \( L \)-presentations but, by Proposition \([2.3]\) uncountably many non-isomorphic groups generated by two elements, there are finitely generated groups that are not finitely \( L \)-presented. \( \square \)

Since we are not aware of a method to prove or disprove that a finitely generated group is finitely \( L \)-presented (or even invariantly finitely \( L \)-presented), we have no answer to the following problem.

**Question 2.20** Is there an explicit example of a recursively presented group that is not finitely \( L \)-presented? Is there a finitely \( L \)-presented group that is not invariantly finitely \( L \)-presented?
2.6 Examples of Finitely $L$-Presented Groups

Note that, in Appendix [41] we prove that ‘being invariantly finitely $L$-presented’ is an abstract property of a group which does not depend on the generating set. Therefore, it suffices to construct a finitely $L$-presented group which does not admit an invariant $L$-presentation with respect to the same generating set.

2.6 Examples of Finitely $L$-Presented Groups

Because finite $L$-presentations generalize the concept of a finite presentation, there are various examples of finitely $L$-presented groups. More interesting examples of finitely $L$-presented groups are those which are not finitely presented. In this section, we show that the concept of a finite $L$-presentation is quite general so that various examples of finitely generated groups exist which are finitely $L$-presented. The algorithms developed in this thesis apply to these groups.

2.6.1 Self-Similar Groups

A major motivation for introducing the notion of a finite $L$-presentation in [650] was the desire to understand better some examples of self-similar groups. Self-similar groups have appeared across a wide range of mathematics, answering classical questions in infinite group theory as well as establishing new links to complex dynamics [69].

A self-similar group is defined by its recursive action on a rooted regular tree. We consider the $d$-regular rooted tree as the free monoid over the alphabet $T = \{0, \ldots, d-1\}$. Then a group $G$ that acts faithfully on the free monoid $T^*$ is a self-similar group if for each $g \in G$ and $x \in T$ there exist $h \in G$ and $y \in T$ with

$$(xw)^g = yw^h \text{ for each } w \in T^*.$$ 

In order to define a self-similar group, it suffices to specify the action of its generators on the regular rooted tree. For instance, we have the following well-known examples of self-similar groups:

**Example 2.21 (Grigorchuk [53])** The Grigorchuk group $G = \langle a, b, c, d \rangle$ is defined by the following action on the rooted binary tree $T^* = \{0, 1\}$:

\[
\begin{align*}
(0w)^a &= 1w & (1w)^a &= 0w \\
(0w)^b &= 0w^a & (1w)^b &= w^c \\
(0w)^c &= 0w^a & (1w)^c &= w^d \\
(0w)^d &= 0w & (1w)^d &= w^b.
\end{align*}
\]

**Example 2.22 (Gupta & Sidki [62])** The Gupta-Sidki group $G = \langle a, r \rangle$ is defined by the following action on the rooted 3-regular tree $T^* = \{0, 1, 2\}$:

\[
\begin{align*}
(0w)^a &= 1w & (0w)^r &= 0w^a \\
(1w)^a &= 2w & (1w)^r &= 1w^{a-1} \\
(2w)^a &= 0w & (2w)^r &= 2w^r.
\end{align*}
\]


Example 2.23 (Fabrykowski & Gupta [15, 41], Grigorchuk [57]) For \( d \geq 3 \), the
generalized Fabrykowski-Gupta group \( \Gamma_d = \langle a, r \rangle \) is defined by the following action on
the rooted \( d \)-regular tree \( T^* = \{0, \ldots, d - 1\} \):

\[
(x \omega)^a = x + 1 \pmod{d}, \quad \text{for } 0 \leq x \leq d - 1
\]

\[
(0 \omega)^r = 0 \omega^a,
\]

\[
(x \omega)^r = x \omega,
\]

\[
(d - 1 \omega)^r = d - 1 \omega^r.
\]

Various self-similar groups are finitely \( L \)-presented but not finitely presented:

Theorem 2.24 (Bartholdi [6]) Each finitely generated, contracting, semi-fractal, regular
branch group is finitely \( L \)-presented but not finitely presented.

The constructive proof of Theorem 2.24 provides a method for computing finite \( L \)
presentations for self-similar groups; see [6,12,128]. For further details on self-similar
branch groups, we refer to [6,12,124]. Throughout this thesis, we often use the testbeds
groups from [6] to provide computational evidence for the effectiveness of our algorithms
in practice.

2.6.2 Groups Satisfying Finitely Many Identities

In the style of [6 Section 2.2], we define an identity to be an element \( w \) of a free group \( E \)
over some alphabet \( Y \). A group \( G \) satisfies the identity \( w \in E \), if for each homomorphism
\( \pi: E \to G \) we have that \( w^\pi =_G 1 \). For instance, all abelian groups satisfy the identity
\( w = [x, y] \). The free group over \( X \) in the variety of groups satisfying the identities
\( \{w_1, \ldots, w_n\} \subseteq E \) is

\[
\mathcal{F} = F / \langle w_1^\pi, \ldots, w_n^\pi \mid \pi \in \text{Hom}(E, F) \rangle^F
\]

where \( F \) denotes the free group over \( X \). The group \( \mathcal{F} \) is universal in the sense that every
group generated by \( X \) and satisfying the identities \( w_1, \ldots, w_n \) is a homomorphic image
of \( \mathcal{F} \). A finitely generated group \( G \) is finitely presented in the variety of groups satisfying
the identities \( w_1, \ldots, w_n \) if the kernel \( \mathcal{F} \to G \) is finitely generated as normal subgroup.
The following proposition is easily derived from [6, Proposition 2.13]:

**Proposition 2.25** Each group that is finitely presented in the variety of groups satisfying
finitely many identities is finitely \( L \)-presented.

The proof of [6, Proposition 2.13] uses a variation of Nielsen transformations. It
generalizes to further examples of finitely \( L \)-presented groups; see Section 2.6.3 below. For
instance, the free Burnside group \( B(m, n) \) on \( m \) generators that satisfies the identity \( x^n \)
is finitely \( L \)-presented; see the AMS review of [13]. Another example is given explicitly
by the following \( L \)-presentation from [6]:

\[
\ldots
\]
Example 2.26 An $n$-Engel group is a group $G$ that satisfies the $n$-th Engel identity 
$[t, u] = G 1$, for all $t, u \in G$, where $[t, u]$ is defined recursively by $[t, u] = [t, u]$ and 
$[t, m+1 u] = [t, n u]$,.

The free group $E(m, n)$ in the variety of $m$-generated $n$-Engel groups is finitely $L$-presented 
by $\langle \{x_1, \ldots, x_m\} \cup \{t, u\} \mid \Phi \mid \{[t, n u]\} \rangle$ where the substitutions $\Phi = 
\{\sigma_i^+, \sigma_i^-, \tau_i^+, \tau_i^- \mid 1 \leq i \leq m\}$ are induced by the maps

\[
\begin{align*}
\sigma_i^+: & \quad \begin{cases}
  x_k &\mapsto x_k, \text{ for } 1 \leq k \leq m, \\
  t &\mapsto x_i t, \\
  u &\mapsto u,
\end{cases} \\
\sigma_i^-: & \quad \begin{cases}
  x_k &\mapsto x_k, \text{ for } 1 \leq k \leq m, \\
  t &\mapsto x_i^{-1} t, \\
  u &\mapsto u,
\end{cases}
\end{align*}
\]

and

\[
\begin{align*}
\tau_i^+: & \quad \begin{cases}
  x_k &\mapsto x_k, \text{ for } 1 \leq k \leq m, \\
  t &\mapsto t, \\
  u &\mapsto x_i u,
\end{cases} \\
\tau_i^-: & \quad \begin{cases}
  x_k &\mapsto x_k, \text{ for } 1 \leq k \leq m, \\
  t &\mapsto t, \\
  u &\mapsto x_i^{-1} u,
\end{cases}
\end{align*}
\]

respectively.

2.6.3 Further Examples of Finitely $L$-Presented Groups

The notion of a finite $L$-presentation is quite natural. It was used intrinsically in many 
instances for the construction of groups with interesting properties. The constructive 
proof of Theorem 2.25 (as indicated in the Example 2.26), allows one to prove that 
many infinitely presented groups in literature are finitely $L$-presented. For instance, the 
$\text{lamplighter group } \mathbb{Z}_2 \wr \mathbb{Z}$ admits a finite $L$-presentation:

**Proposition 2.27** If $H$ is a finitely presented group, the wreath product $H \wr \mathbb{Z}$ is finitely $L$-presented.

**Proof.** Let $\langle \mathcal{X} \mid \mathcal{R} \rangle$ be a finite presentation for the group $H$. Then the wreath product 
$H \wr \mathbb{Z}$ admits the presentation

\[
\left\langle \mathcal{X} \cup \{t\} \mid \mathcal{R} \cup \{[x^i, y^j] \mid x, y \in \mathcal{X}, i, j \in \mathbb{Z}, i \neq j\} \right\rangle.
\]

It is easy to see that we can replace the relations $[x^i, y^j] = [x, y^{i=1}]^i$, with $i, j \in \mathbb{Z}$, 
by the relations $[x, y^i]$ with $i \in \mathbb{N} \setminus \{0\}$ without changing the isomorphism type of the 
group. In particular, we have that

\[
H \wr \mathbb{Z} \cong \left\langle \mathcal{X} \cup \{t\} \mid \mathcal{R} \cup \{[x, y^i] \mid x, y \in \mathcal{X}, i \in \mathbb{N} \setminus \{0\}\} \right\rangle. \quad (2.4)
\]

For each $x \in \mathcal{X}$, we introduce a stable letter $u_x \not\in \mathcal{X}$ and we write $\mathcal{U} = \{ u_x \mid x \in \mathcal{X}\}$ so 
that $\mathcal{X} \cap \mathcal{U} = \emptyset$ holds. Consider the finite $L$-presentation

\[
\left\langle \mathcal{X} \cup \mathcal{U} \cup \{t\} \mid \{ x^{-1} u_x \}_{x \in \mathcal{X}} \cup \{ \sigma_x \}_{x \in \mathcal{X}} \mid \mathcal{R} \cup \{[x, u_y^i] \}_{x, y \in \mathcal{X}} \right\rangle, \quad (2.5)
\]
where \( \sigma_y \) denotes the endomorphism of the free group over \( \mathcal{X} \cup \mathcal{U} \cup \{ t \} \) that is induced by the map

\[
\sigma_y : \begin{cases} 
  x & \mapsto x, \quad \text{for each } x \in \mathcal{X} \\
  t & \mapsto t \\
  u_x & \mapsto u_x, \quad \text{for each } x \in \mathcal{X} \setminus \{ y \} \\
  u_y & \mapsto (u_y)^t.
\end{cases}
\]

The map \( x \mapsto x, t \mapsto t, \) and \( u_x \mapsto x \) induces a surjective homomorphism from the group defined by the finite \( L \)-presentation in Eq. (2.3) onto the wreath product in Eq. (2.4). The map that identifies the generators \( \mathcal{X} \cup \{ t \} \) of the wreath product in Eq. (2.4) with the corresponding generators of the finite \( L \)-presentation in Eq. (2.5) defines a surjective homomorphism. These homomorphisms are clearly inverses of each other. Thus the finite \( L \)-presentation in Eq. (2.5) defines \( H \wr \mathbb{Z} \).

The finite \( L \)-presentation for the wreath product in Eq. (2.5) is not ascending. In general, we are not aware of an ascending \( L \)-presentation for the wreath products \( H \wr \mathbb{Z} \). However, in contrast to [6], Bartholdi noticed that the lamplighter group \( \mathbb{Z}_2 \wr \mathbb{Z} \) is finitely \( L \)-presented by

\[
\mathbb{Z}_2 \wr \mathbb{Z} \cong \langle \{ a, t \} \mid \emptyset \mid \{ \sigma \} \mid \{ a^2, [a^t] \} \rangle,
\]

where \( \sigma \) denotes the endomorphism of the free group over \( \{ a, t \} \) that is induced by the map \( a \mapsto a^t a \) and \( t \mapsto t \). We generalize this construction in the following proposition:

**Proposition 2.28** If \( H \) is a finitely generated abelian group, the wreath product \( H \wr \mathbb{Z} \) is invariantly finitely \( L \)-presented.

**Proof.** For a proof, we refer to Proposition 2.3 in Appendix B.

Another group that is finitely \( L \)-presented was constructed in [55]: Consider the subgroup \( H = \langle a_1, \ldots, a_r \rangle \) of the group \( G = \langle \{ a_1, \ldots, a_r, t \} \mid \{ w_1, \ldots, w_r, a_1^i v_1^{-1}, \ldots, a_r^i v_r^{-1} \} \rangle \) where \( w_j \) are freely and cyclically reduced words in \( \mathcal{X}^\pm = \{ a_1, \ldots, a_r \}^\pm \). If \( G \) satisfies some small-cancellation condition, \( H \) is not finitely presented [55]. However, by Theorem 3.1 of [54], \( H \) is finitely \( L \)-presented by \( \langle \{ a_1, \ldots, a_r \} \mid \emptyset \mid \{ \phi \} \mid \{ w_1, \ldots, w_r \} \rangle \) where \( \phi \) denotes the endomorphism of the free group \( F \) over \( \{ a_1, \ldots, a_r \} \) that is induced by the map

\[
\phi : F \to F, \begin{cases} 
  a_1 & \mapsto v_1, \\
  \vdots \\
  a_r & \mapsto v_r.
\end{cases}
\]

Similarly, the finitely generated group with trivial Schur multiplier in [18] is finitely \( L \)-presented but not finitely presented. We are not aware of an invariant finite \( L \)-presentation for this group [61]. Another example of a finite \( L \)-presentation is given by the recursive presentation for Mihailova’s subgroup in [26].

### 2.7 Decision Problems for Finitely \( L \)-Presented Groups

In this section, we consider decision problems for finitely \( L \)-presented groups. Since each finite presentation can be considered as a finite \( L \)-presentation, we have the following
2.7. Decision Problems for Finitely L-Presented Groups

Remark 2.29 If an abstract property is not recursively recognizable for finitely presented groups, it is not recursively recognizable for finitely L-presented groups.

Since a finitely L-presented group is recursively presented, the following lemma applies to finitely L-presented groups:

Lemma 2.30 The word problem of a recursively presented group is semi-decidable.

Proof. Let \( \langle X | R \rangle \) be a recursive presentation of a group. Suppose that \( r_1, r_2, \ldots \) is a recursive enumeration of the group’s relations; i.e., \( r_n \in \mathcal{R} \) denotes the element that is returned as the \( n \)-th step of the algorithm that list the elements of \( \mathcal{R} \) one after another. The word problem is semi-decidable if the set of elements \( g \in \langle \mathcal{R} \rangle^F \) is recursively enumerable where \( F \) denotes the free group over \( X \). For \( g \in \langle \mathcal{R} \rangle^F \), we have \( g = u_1^{-1}r_1^{\varepsilon_1}u_1 \cdots u_m^{-1}r_m^{\varepsilon_m}u_m \) with \( r_i \in \mathcal{R} \), \( u_i \in F \), and \( \varepsilon = \pm 1 \). Since the free group \( F \) is finitely generated by \( X \), elements of this form are recursively enumerable and thus \( g \in \langle \mathcal{R} \rangle^F \) can be listed one after another. \( \square \)

However, there are recursively presented groups whose word problem is not decidable [95, Section IV.7]. In the following, we consider two decision problems which could be faced with our algorithms in special cases. Decision problems for recursively presented groups were also studied in [94].

2.7.1 Finite Presentability Problem

Because ‘being finitely presented’ does not depend on the generating set of the group, it is an abstract property [95]. Since the class of finitely presented groups is contained in the class of finitely \( L \)-presented groups, a natural decision problem for a finitely \( L \)-presented group is to ask for an algorithm that decides whether or not a given finite \( L \)-presentation defines a finitely presented group. In general, this finite presentability problem for finitely \( L \)-presented groups is not decidable. In order to prove that the finite presentability problem is not decidable, we consider

Theorem 2.31 (Baumslag [17]) For finitely presented groups \( G \) and \( H \), the wreath product \( H \wr G \) is finitely presented if and only if either \( H \) is trivial or \( G \) is finite.

An immediate consequence of Proposition 2.27 and Theorem 2.31 is the following

Proposition 2.32 There exists no algorithm that decides whether or not a finite \( L \)-presentation defines a finitely presented group.

Proof. Let \( H = \langle X | \mathcal{R} \rangle \) be a finitely presented group. By Proposition 2.27 the wreath product \( H \wr \mathbb{Z} \) is finitely \( L \)-presented. By Theorem 2.31, though, \( H \wr \mathbb{Z} \) is finitely presented if and only if \( H \) is trivial. If an algorithm existed for deciding whether or not \( H \) is trivial. If an algorithm existed for deciding whether or not \( H \) is trivial, there would exist an algorithm for deciding whether or not \( H \) is trivial. However, ‘being trivial’ is a Markov property. By the Adian-Rabin Theorem 2.6 it is therefore impossible to decide whether or not a finite \( L \)-presentation defines a finitely presented group. \( \square \)

As every finitely \( L \)-presented group is recursively presented, Proposition 2.32 yields
Corollary 2.33 The finite presentability problem for a recursively presented group is not decidable.

Even though it is not decidable whether or not a finite $L$-presentation defines a finitely presented group, the algorithm in [66] or Appendix D addresses this decision problem practically. It attempts to gain computational evidence for an invariantly finitely $L$-presented group to be infinitely related. Our approach follows the ideas from [56]. It computes successive (still finitely generated) factor groups of the Schur multiplier of an invariantly finitely $L$-presented group.

The Schur multiplier $M(G)$ of a group $G$ is an invariant which is related to a group presentation by Hopf's formula: If $F$ is a free group and $R \trianglelefteq F$ is a normal subgroup so that $G = F/R$ holds, the Schur multiplier $M(G)$ satisfies

$$M(G) \cong (R \cap F')/[R, F].$$

The Schur multiplier $M(G)$ is related to the finite presentability problem:

Lemma 2.34 The Schur multiplier of a finitely presented group is a finitely generated abelian group.

Proof. If $G$ is finitely presented, there exists a finite presentation $\langle X \mid R \rangle$ for $G$. Let $F$ be the free group over $X$ and denote by $R$ the normal closure in $F$ of the finitely many relations in $R$. Then $G = F/R$ holds. By Hopf's formula, the Schur multiplier satisfies $M(G) \cong (R \cap F')/[R, F]$. The subgroup $(R \cap F')/[R, F]$ is contained in the central subgroup $R/[R, F] \leq F/[R, F]$. Since $R$ is finitely generated as normal subgroup, $R/[R, F]$ is a finitely generated abelian group. Thus, all subgroups of $R/[R, F]$ are finitely generated. In particular, the Schur multiplier $M(G) \cong (R \cap F')/[R, F] \leq R/[R, F]$ is a finitely generated abelian group.

Lemma 2.34 was used in [66] to prove that the group $\mathcal{G}$ constructed by Grigorchuk [56] is not finitely presented. These explicit calculations were generalized to an algorithm for computing Dwyer quotients of the Schur multiplier in [66] or Appendix D.

Notice that the converse of Lemma 2.34 is not true: A counter-example, namely a group with finitely generated (even trivial) Schur multiplier which is not finitely presented, was constructed in [18]:

Theorem 2.35 (Baumslag [18]) The group

$$B = \langle \{a, b, t\} \mid \{a^i a^{-i}, b^{t^{-1}} b^{-2}, [a, b^i] \mid i \in \mathbb{Z}\} \rangle$$

is a met-abelian, infinitely related group with trivial Schur multiplier.

The constructions in the proof of Proposition 2.27 also show that Baumslag’s group in Theorem 2.35 is finitely $L$-presented; see [64].

Even though the Schur multiplier of a finitely $L$-presented group is not computable in general [52], our approach in [66] or Appendix D computes successive quotients, so-called Dwyer quotients, of the Schur multiplier of an invariantly finitely $L$-presented group.
Various self-similar groups admit striking patterns along the successive Dwyer quotients which suggest that their Schur multiplier is infinitely generated. The algorithm in Appendix C can be seen as a quotient method for the Schur multiplier of an invariantly finitely L-presented group.

2.7.2 The Group Homomorphism Problem

In this section, we consider a computational problem which is fundamental for any quotient method for finitely L-presented groups. Even though an answer to this problem may depend on the L-presentation, a solution to this problem allows us to develop interesting algorithms for finitely L-presented groups; e.g. the coset enumerator in [67] is a consequence of our solution for the class of finite groups.

Let \( \mathcal{H} \) denote a class of groups (e.g. an important case is that \( \mathcal{H} \) is the class of finite groups). Suppose that \( G \) is finitely L-presented by \( \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle \) and assume that \( f: \mathcal{X} \to H \) is a map into a group \( H \in \mathcal{H} \). We say that the **group homomorphism problem for the class \( \mathcal{H} \) is decidable** if there exists an algorithm that decides whether or not the map \( f \) extends to a homomorphism \( G \to H \).

By the universal property of free groups, the map \( f: \mathcal{X} \to H \) extends to a unique group homomorphism \( \varphi: F \to H \) from the free group \( F \) over the alphabet \( \mathcal{X} \). The homomorphism \( \varphi \) induces a group homomorphism \( G \to H \) if and only if \( G \)'s relations are mapped trivially; i.e., \( Q \cup \bigcup_{x \in \Phi} R^x \subseteq \ker(\varphi) \) holds. A solution to the group homomorphism problem may depend on the class of groups.

If \( H \in \mathcal{H} \) has a decidable word problem, there exists an algorithm that decides whether or not an element \( r \in F \) satisfies \( r^r =_H 1 \). Therefore, for a finitely presented group, the group homomorphism problem for a class \( \mathcal{H} \) of groups with a (semi-)decidable word problem is (semi-)decidable because it suffices to check finitely many relations. If the group is finitely L-presented, though, there are possibly infinitely many relations that need to be considered for solving the group homomorphism problem. In Chapter 3, we obtain a solution to the group homomorphism problem for the class of finite groups:

**Theorem 2.36** For a finitely L-presented group, the group homomorphism problem for the class of finite groups is decidable.

We also solve the group homomorphism problem for the class of finitely generated nilpotent groups (and even the class of polycyclic groups is likely to admit a solution to the group homomorphism problem). In general, though, we have no solution to the group homomorphism problem.

2.8 First Results for Finitely L-Presented Groups

In this section, we summarize some well-known results on the structure of a finitely L-presented group. The following group theoretic constructions preserve the property of being finitely L-presented:
Theorem 2.37 (Bartholdi [8]) For finitely L-presented groups $G$ and $H$, the following groups are finitely L-presented:

- every factor group $G/N$ for a normal subgroup $N \trianglelefteq G$ which is finitely generated as a normal subgroup of $G$,
- every split-extension $H \rtimes G$,
- every group extension of $G$ by a finitely presented group,
- the free product $G \ast H$, and
- every HNN-extension of $G$ relative to an isomorphism $\phi: K \to L$ where $K$ and $L$ are finitely generated subgroups of $G$.

An immediate consequence of Theorem 2.37 is

Corollary 2.38 Let $G$ and $H$ be finitely L-presented groups. If $F$ is a finitely generated group with embeddings $\psi: F \to G$ and $\phi: F \to H$, the amalgamated free product $G \ast_F H$ is finitely L-presented.

Furthermore, it was already suggested in [6] that each finite index subgroup of a finitely L-presented group is finitely L-presented. The proof in [6] Proposition 2.9] contains a gap which we addressed in [10] or Appendix D. However, finitely L-presented groups satisfy

Theorem 2.39 (Reidemeister-Schreier Theorem) Each finite index subgroup of a finitely L-presented group is finitely L-presented.

In [7] or Appendix D we also study conditions on a finite index subgroup of an invariantly finitely L-presented group to be invariantly finitely L-presented.

2.9 Algorithms for Finely L-Presented Groups

It was shown in [9, 61] that finite L-presentations allow computer algorithms to be applied in the investigation of finitely L-presented groups. So far, the only algorithm for finitely L-presented groups is the nilpotent quotient algorithm in [6, 64].

2.9.1 The Nilpotent Quotient Algorithm

Most results on the structure of a self-similar group were obtained using their realization as automorphism groups of a regular rooted tree. For instance, the faithful action on the binary tree of group $\mathcal{G}$ constructed by Grigorchuk [23] was used in [123] to compute its lower central series sections $\gamma_c \mathcal{G}/\gamma_{c+1} \mathcal{G}$; see also [10]. The lower central series of $\mathcal{G}$ admits striking patterns so that the sections $\gamma_c \mathcal{G}/\gamma_{c+1} \mathcal{G}$ have a nice description (see Section A.3.1 below). In fact, $\mathcal{G}$ is a group of finite width. Similar results were obtained in [7] for other self-similar groups including the Fabrykowski-Gupta group from [13, 14].

The striking patterns along the lower central series $\gamma_c G/\gamma_{c+1} G$ were a major motivation for generalizing the nilpotent quotient algorithm for finitely presented groups [107].
to finitely $L$-presented groups in \cite{21}. Similar to the original algorithm, this generalization computes a polycyclic presentation for the lower central series quotients $G/\gamma_c(G)$ of a finitely $L$-presented group $G$ together with a group homomorphism $G \to G/\gamma_cG$. The successful application of our nilpotent quotient algorithm to various self-similar groups yields detailed conjectures on the structure of their lower central series in general. Moreover, it provides a first algorithm for computing within the lower central series quotients $G/\gamma_cG$ of a finitely $L$-presented group (the groups $G/\gamma_cG$ have a decidable word problem). For further details on the nilpotent quotient algorithm for finitely $L$-presented groups, we refer to \cite{961} or Section \ref{sec:3} below.

Our generalization of the nilpotent quotient algorithm for finitely presented groups in \cite{107} to finite $L$-presentations suggested that the $p$-quotient algorithm \cite{24,105} and the polycyclic quotient algorithm from \cite{92,93} generalize to finite $L$-presentations \cite{63}; see also \cite{13}.
Chapter 3

The Group Homomorphism Problem

A group presentation is a useful tool to decide if a map from a generating set of a group into another group induces a group homomorphism. More precisely, given a group presentation $\langle \mathcal{X} \mid \mathcal{R} \rangle$ of $G$ and a map $f: \mathcal{X} \rightarrow H$ from the generating set $\mathcal{X}$ of $G$ into a group $H$, the presentation is useful to decide whether or not $f$ induces a (unique) group homomorphism $G \rightarrow H$: By the universal property of free groups, the map $f$ extends to a unique homomorphism $\varphi: F \rightarrow H$ from the free group $F$ over the alphabet $\mathcal{X}$ into the group $H$. The homomorphism $\varphi$ induces a group homomorphism $G \rightarrow H$ if and only if all relations in $\mathcal{R}$ of $G$'s group presentation are mapped trivially. If $\langle \mathcal{X} \mid \mathcal{R} \rangle$ is a finite presentation, there are finitely many relations that need to be considered. The group homomorphism problem is decidable if both $G$ and $H$ are finite and, even more general, if $G$ is finitely presented and $H$ has a decidable word problem. For finitely $L$-presented groups, though, there are possibly infinitely many relations that need to be checked in order to verify that $\varphi$ induces a group homomorphism $G \rightarrow H$.

In this chapter, we show that the group homomorphism problem is solvable if $H$ is finite and nilpotent. Our solution for the class of finite groups is the basis for our coset enumerator for finitely $L$-presented groups in $\texttt{DG}$ or Appendix $\texttt{C}$.

3.1 The Class of Finite Groups

In this section, we consider the group homomorphism problem for the class $\mathcal{H}$ of finite groups. Let $G = \langle \mathcal{X} \mid Q \mid \Phi \mid \mathcal{R} \rangle$ be a finitely $L$-presented group. We explicitly describe an algorithm that decides whether or not a map $f: \mathcal{X} \rightarrow H$ into a finite group $H \in \mathcal{H}$ induces a group homomorphism $G \rightarrow H$. Denote by $F$ the free group over the alphabet $\mathcal{X}$. By the universal property of free groups, $f$ extends (uniquely) to a homomorphism $\varphi: F \rightarrow H$. Then $\varphi$ induces a group homomorphism $\pi: G \rightarrow H$ if and only if all relations of $G$'s finite $L$-presentation are mapped trivially by $\varphi$; i.e., we have $r^\varphi =_H 1$ for all $r \in Q \cup \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma$.

Since $G$ is finitely $L$-presented there are only finitely many fixed relations in $Q$ that can be checked one after another. Therefore, it remains to consider the (possibly infinitely...
many) relations $\bigcup_{\sigma \in \Phi} R^\sigma$. We show that finitely many relations of the form $r^\sigma$, with $r \in R$ and $\sigma \in \Phi$, are sufficient in order to decide whether or not $f : \mathcal{X} \to H$ induces to a group homomorphism $G \to H$. First, we consider the following

**Lemma 3.1** For a finitely generated free group $F$ and a positive integer $n \in \mathbb{N}$, there are only finitely many subgroups in $F$ with index at most $n$.

**Proof.** Let $F$ be a finitely generated free group and let $n \in \mathbb{N}$ be given. Suppose that $U \leq F$ has finite index $m = [F : U] \leq n$. Then $F$ acts transitively on the right-cosets $U \setminus F$. Therefore, there exists a group homomorphism $\pi_U : F \to \text{Sym}(U \setminus F) \cong S_m$. On the other hand, each group homomorphism $\pi : F \to S_m$ whose image $F^\pi$ acts transitively on the points $\{1, \ldots, m\}$ corresponds to a subgroup $U = \text{Stab}_F(1)$ of $F$ with index $m$. In fact, there is a one-to-one correspondence between the subgroups with index $m$ and the group homomorphisms $\pi : F \to S_m$ whose image acts transitively on $\{1, \ldots, m\}$.

By the universal property of a free group, a group homomorphism $\pi : F \to S_m$ is uniquely defined by the images of the basis $\mathcal{X}$ of $F$. Since $F$ is finitely generated and $S_m$ is finite, there are only finitely many homomorphisms in $\text{Hom}(F, S_m)$. Thus, there are only finitely many subgroups $U \leq F$ with index $m \leq n$. \hfill \Box

Since every finitely generated group is a homomorphic image of a finitely generated free group, this yields the following

**Corollary 3.2** For a finitely generated group $G$ and a positive integer $n \in \mathbb{N}$, there are only finitely many subgroups $H \leq G$ with $[G : H] \leq n$.

In the following, we consider endomorphisms $\sigma \in \text{End}(F)$ of the free group $F$ over $\mathcal{X}$ and the kernels $\ker(\sigma \varphi)$ where $\varphi : F \to H$ denotes the (unique) extension of the map $f : \mathcal{X} \to H$ to the free group $F$.

**Lemma 3.3** For endomorphisms $\sigma, \delta \in \text{End}(F)$ of the free group $F$ and a homomorphism $\varphi : F \to H$ into a finite group, there exists an algorithm that decides whether or not $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ holds.

**Proof.** Since $H$ is finite and $\sigma$ is an endomorphism of the free group $F$, the image $\text{im} (\sigma \varphi) \cong F / \ker(\sigma \varphi)$ is finite. Therefore, $\ker(\sigma \varphi)$ has finite index in $F$. The group $F$ acts transitively on $F / \ker(\sigma \varphi)$ and there exists an isomorphism $\iota : F / \ker(\sigma \varphi) \to \text{im} (\sigma \varphi)$. This isomorphism allows us to compute a Schreier transversal $T$ for $\ker(\sigma \varphi)$ in $F$. Then Schreier’s theorem (as, for instance, in [23, Proposition I.3.7]) allows us to compute a finite basis $\mathcal{Y}$ for the free subgroup $\ker(\sigma \varphi)$. The Schreier generators $\mathcal{Y}$ give a method to decide whether or not $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ holds: it suffices to evaluate the images $y^\delta \varphi$ for finitely many Schreier generators $y \in \mathcal{Y}$. Clearly, we have $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ if and only if $y^\delta \varphi = H = 1$ holds for each $y \in \mathcal{Y}$. Since $H$ is finite, it has a solvable word problem and thus $y^\delta \varphi = H = 1$ is decidable. \hfill \Box

The condition $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ in Lemma 3.3 yields the following

**Lemma 3.4** There exists a homomorphism $\pi : \text{im} (\sigma \varphi) \rightarrow \text{im} (\delta \varphi)$ with $\delta \varphi = \sigma \varphi \pi$ if and only if $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ holds.
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Proof. Suppose that there exists a homomorphism $\pi : \text{im}(\sigma \varphi) \to \text{im}(\delta \varphi)$ with $\delta \varphi = \sigma \varphi \pi$. If $g \in \ker(\sigma \varphi)$, then $1 = 1^n = (g^\sigma \varphi)^n = g^{\sigma \varphi n} = g^{\delta \varphi}$. Thus $g \in \ker(\delta \varphi)$. If, on the other hand, $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ holds, there are isomorphisms $F/\ker(\sigma \varphi) \to \text{im}(\sigma \varphi)$, $g \ker(\sigma \varphi) \to g^{\sigma \varphi}$ and $F/\ker(\delta \varphi) \to \text{im}(\delta \varphi)$, $g \ker(\delta \varphi) \to g^{\delta \varphi}$. Since $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ holds, there is a natural homomorphism $F/\ker(\sigma \varphi) \to F/\ker(\delta \varphi)$, $g \ker(\sigma \varphi) \to g \ker(\delta \varphi)$. A combination of these homomorphisms yields a homomorphism $\pi : \text{im}(\sigma \varphi) \to \text{im}(\delta \varphi)$, $g^{\sigma \varphi} \mapsto g^{\delta \varphi}$ that satisfies $\sigma \varphi \pi = \delta \varphi$. \qed

An alternative proof of Lemma 3.3 is given by the algorithm in [90]. This algorithm allows one to decide whether or not a map from a generating set of a finite group induces a group homomorphism. By Lemma 3.4 we have $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ if and only if there exists a homomorphism $\pi : \text{im}(\sigma \varphi) \to \text{im}(\delta \varphi)$ with $\delta \varphi = \sigma \varphi \pi$. For the latter problem, the algorithm in [90] applies.

Our algorithm for deciding whether or not $f : X \to H$ induces a homomorphism $G \to H$ is shown in Algorithm 3.1. It takes as input a finite $L$-presentation $\langle X | Q | \Phi | R \rangle$ of $G$ and the homomorphism $\varphi : F \to H$. It decides whether or not $\varphi$ induces a group homomorphism $G \to H$. The procedure IsGroupHomomorphism in Algorithm 3.1 is

\begin{verbatim}
IsGroupHomomorphism(X, Q, Phi, R, varphi)
    if (exists q in Q: q \not\in ker(varphi)) return false
    if (exists r in R: r \not\in ker(varphi)) return false
    Choose an ordering on Phi = \{\phi_1, \ldots, \phi_n\} with \phi_i < \phi_{i+1}.
    Initialize the lists V := [id: F \to F] and S := [\phi_1, \ldots, \phi_n].
    while S \neq [] do
        Remove the first entry \delta from the list S.
        if (exists r in R: r \delta \not\in ker(varphi)) return false
        if (forall \sigma in V: ker(\sigma \varphi) \not\subset ker(\delta \varphi)) then
            Append \phi_1 \delta, \ldots, \phi_n \delta to the list S.
            Add \delta to the list V.
        return true
\end{verbatim}

Algorithm 3.1: An algorithm to decide whether or not $\varphi : F \to H$ induces a group homomorphism $G \to H$.

An algorithm:

\begin{lemma}
The algorithm IsGroupHomomorphism in Algorithm 3.1 terminates and it either returns true or false.
\end{lemma}

Proof. Suppose that the procedure IsGroupHomomorphism does not terminate and hence, the while-loop will not terminate. Since the list $S = [\phi_1, \ldots, \phi_n]$ is finite and at each iteration of the while-loop an element is removed from $S$, non-termination of the procedure implies that it adds infinitely many elements $\delta$ to the list $V$. At each step, the elements $\delta, \sigma \in V$ satisfy $\ker(\sigma \varphi) \neq \ker(\delta \varphi)$. Because $\varphi : F \to H$ is a homomorphism into a finite group $H$ and $\text{im}(\sigma \varphi) \leq \text{im}(\varphi) \leq H$ holds, the images $\text{im}(\sigma \varphi)$ and $\text{im}(\delta \varphi)$...
are finite groups. Since $F/\ker(\sigma\varphi) \cong \text{im}(\sigma\varphi)$ holds, $\ker(\sigma\varphi)$ and $\ker(\delta\varphi)$ have finite index in $F$. As $F$ is finitely generated and $\ker(\sigma\varphi)$ has index at most $n = |\text{im}(\varphi)|$, there are only finitely many subgroups $\ker(\sigma\varphi)$ by Lemma 3.1. This contradicts our assumption that the procedure adds infinitely many elements $\sigma$ to $V$ with $\ker(\sigma\varphi) \neq \ker(\delta\varphi)$ for each pair $\delta, \sigma \in V$. Therefore, the while-loop eventually terminates and thus the procedure IsGroupHomomorphism is an algorithm. Clearly, it either returns true or false. □

In order to prove that the algorithm IsGroupHomomorphism solves the group homomorphism problem for the class $\mathcal{H}$ of finite groups, we need the following observation:

**Lemma 3.6** Suppose that the algorithm IsGroupHomomorphism returned true. For each $\delta \in \Phi^*$, there exists $\sigma \in V$ with $\ker(\sigma\varphi) \leq \ker(\delta\varphi)$.

**Proof.** The free monoid $\Phi^*$ is well-ordered with respect to the length-plus-lexicographic ordering which extends the ordering $\prec$ on the generating set $\Phi$. More precisely, the ordering $\prec$ of the finite generating set $\Phi = \{\phi_1, \ldots, \phi_n\}$ extends to the free monoid $\Phi^*$ as follows: define $\sigma \prec \delta$ if and only if either $||\sigma|| < ||\delta||$ holds or, otherwise, if $\sigma = \sigma_1 \cdots \sigma_n$ and $\delta = \delta_1 \cdots \delta_n$ with $\delta_i, \sigma_i \in \Phi$, and there exists $1 \leq k \leq n$ so that $\sigma_k = \delta_k$ for $k < i \leq n$ and $\sigma_k \prec \delta_k$. The obtained ordering $\prec$ on $\Phi^*$ is total and a well-ordering. By construction, $S$ and $V$ in Algorithm 3.1 are always ordered with respect to this ordering. Moreover, at each step of the algorithm, the elements in $V$ precede those in $S$.

Suppose that $\delta \in \Phi^*$ is a $\prec$-minimal counter-example to this lemma. Then we have $\ker(\sigma\varphi) \not\subset \ker(\delta\varphi)$ for each $\sigma \in V$. At each step of the algorithm we neither have $\delta \in V$ nor $\delta \in S$ (if $\delta \in S$ at an intermediate step, the algorithm would either have found $\sigma \in V$ with $\ker(\sigma\varphi) \leq \ker(\delta\varphi)$ or it would have added $\delta$ to $V$ — in both cases we obtain a contradiction to our assumption because no elements were removed from $V$). Since the stack $S$ was initialized as $S := \Phi$, we have that $||\delta|| \geq 2$. Therefore, we can write $\delta = \delta_1\delta_2 \cdots \delta_n$ with each $\delta_i \in \Phi$. The algorithm yields the existence of a minimal positive integer $1 \leq k \leq n$ so that, at some step of the algorithm, we have $\delta_k\delta_{k+1} \cdots \delta_n \in S$ but never $\delta_{k-1}\delta_k \cdots \delta_n \in S$. Hence, there exists $\tau \in V$ so that $\ker(\tau\varphi) \leq \ker(\delta_k \cdots \delta_n\varphi)$ holds. Because the elements in $V$ precede those in $S$, the element $\tau \in V$ satisfies that $\tau \prec \delta_k \cdots \delta_n$. By Lemma 3.1, $\ker(\tau\varphi) \leq \ker(\delta_k \cdots \delta_n\varphi)$ implies the existence of a homomorphism $\pi : \text{im}(\tau\varphi) \to \text{im}(\delta_k \cdots \delta_n\varphi)$ with $\tau\varphi\pi = \delta_k \cdots \delta_n\varphi$. We obtain that

$$\delta\varphi = \delta_1 \cdots \delta_n\varphi = \delta_1 \cdots \delta_{k-1}\delta_k \cdots \delta_n\varphi = \delta_1 \cdots \delta_{k-1}\tau\varphi\pi.$$

By Lemma 3.1 this yields that $\ker(\delta_1 \cdots \delta_{k-1}\tau\varphi) \leq \ker(\delta\varphi)$. As $\tau \prec \delta_k \cdots \delta_n$ holds, we have that $\delta_1 \cdots \delta_{k-1}\tau \prec \delta_1 \cdots \delta_{k-1}\delta_k \cdots \delta_n = \delta$. If there existed $\sigma' \in V$ with $\ker(\sigma'\varphi) \leq \ker(\delta_1 \cdots \delta_{k-1}\tau\varphi)$, we would have that $\ker(\sigma'\varphi) \leq \ker(\delta_1 \cdots \delta_{k-1}\tau\varphi) \leq \ker(\delta\varphi)$. Hence, $\delta_1 \cdots \delta_{k-1}\tau$ is a also counter-example to our lemma which precedes the counter-example $\delta$. This however contradicts the minimality of $\delta$. □

We are now in a position to prove the following theorem:

**Theorem 3.7** For a finitely L-presented group and the class of finite group $\mathcal{H}$, the group homomorphism problem for $\mathcal{H}$ is solved by the algorithm IsGroupHomomorphism.
Proof. Let \( \varphi: F \to H \) be the unique homomorphism from the free group over the alphabet \( \mathcal{X} \) into the finite group \( H \in \mathcal{H} \) that lifts the map \( f: \mathcal{X} \to H \). By Lemma 3.3, the algorithm \textsc{IsGroupHomomorphism} terminates and it either returns \text{true} or \text{false}.

If the algorithm returned \text{false}, it found either a fixed relation \( q \in Q \) with \( q^r \neq 1 \) or it found an iterated relation \( r \in R \) and a substitution \( \sigma \in \Phi^* \) with \( (r^\sigma)^\tau \neq 1 \). In this case, the homomorphism \( \varphi: F \to H \) does not factor through to a group homomorphism \( G \to H \).

Suppose that the algorithm \textsc{IsGroupHomomorphism} returned \text{true}. As the finitely many fixed relations in \( Q \) were verified by the algorithm, it suffices to check the (possibly infinitely many) iterated relations \( r^\delta \) with \( r \in R \) and \( \delta \in \Phi^* \): By Lemma 3.6, there exists \( \sigma \in V \) so that \( \ker(\sigma \varphi) \leq \ker(\delta \varphi) \) holds. Thus, by Lemma 3.4, there exists a homomorphism \( \pi: \text{im}(\sigma \varphi) \to \text{im}(\delta \varphi) \) with \( \sigma \varphi \pi = \delta \varphi \). Since the algorithm did not return \text{false} and \( \sigma \in V \) holds, the algorithm has verified that \( r^\sigma \in \ker(\varphi) \) holds. We obtain \( (r^\delta)^\tau = r^\delta \varphi = r^\sigma \varphi \pi = (r^\sigma \varphi)^\pi = 1^\pi = 1 \). Hence, all relations of the form \( r^\delta \) with \( r \in R \) and \( \delta \in \Phi^* \) are mapped trivially by \( \varphi \). Therefore, \( \varphi \) induces to a group homomorphism \( G \to H \).

The algorithm \textsc{IsGroupHomomorphism} has various interesting applications. For instance, it allows us to develop a coset enumerator for finitely \( L \)-presented groups in \cite{[67]} or Appendix C. This is an algorithm which, given a finitely generated subgroup of a finitely \( L \)-presented group, computes the index of the subgroup in the finitely \( L \)-presented group provided that this index is finite. Analogously to coset enumeration for finitely presented groups, our method has various useful further applications including a solution to the generalized word problem for finite index subgroups and a method for computing low-index subgroups of a finitely \( L \)-presented group.

### 3.1.1 Applications of the algorithm \textsc{IsGroupHomomorphism}

In this section, we summarize the applications of the algorithm \textsc{IsGroupHomomorphism} in Algorithm 3.1. In particular, it allows us to develop algorithms for subgroups of finitely \( L \)-presented groups:

- to compute the index of a finitely generated subgroup in a finitely \( L \)-presented groups provided that this index is finite,
- to compute a permutation representation for the group’s action on the cosets of a finite index subgroup,
- to solve the generalized word problem for finite index subgroups,
- to compute the lattice of finite index subgroups of a finitely \( L \)-presented group,
- to compute a finite generating set of the kernel of a homomorphism from a finitely \( L \)-presented group into a finite group,
- to compute the intersection of two finite index subgroups, and
- to compute the normal core of a finite index subgroup.
These methods have been implemented in the computer algebra system GAP. Applications of these techniques to a class of self-similar groups are shown in Appendix A.

A fundamental application of algorithm ISGROUPHOMOMORPHISM is the coset enumerator for finitely L-presented groups in [67] or Appendix C.

**Proposition 3.8** If \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is a finitely L-presented group and \( U = \langle Y \rangle \) is a finitely generated subgroup of \( G \) which has finite index in \( G \), there exists an algorithm that computes the index \( [G : U] \) together with a permutation representation \( \varphi : G \to \text{Sym}(U \backslash G) \) for the group’s action on the cosets.

**Proof.** Let \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) be a finitely L-presented group and let \( U = \langle Y \rangle \) be a finitely generated subgroup with finite index in \( G \). Denote by \( F \) the free group over \( X \) and write \( K = \langle Q \cup \bigcup_{\sigma \in \Phi} R^\sigma \rangle^F \). The usual word-length of an element \( \sigma \in \Phi^* \) from the free monoid \( \Phi^* \) is denote by \( ||\sigma|| \). The finitely presented groups \( H_i = \langle X \mid Q \cup \bigcup_{\sigma \in \Phi_i} R^\sigma \rangle \) with \( \Phi_i = \{ \sigma \in \Phi^* \mid ||\sigma|| \leq i \} \) naturally map onto \( G \). We consider the finitely many generators \( Y \) of the subgroup \( U \) as elements of the free group \( F \). Then \( E = \langle Y \rangle \) is a subgroup of \( F \) with \( U \cong EK / K \). In particular, \( EK \) has finite index in \( F \). Since \( F \) is finitely generated and \( EK \) has finite index, \( EK \) is finitely generated by \( g_1, \ldots, g_n \), say.

Write \( K_i = \langle Q \cup \bigcup_{\sigma \in \Phi_i} R^\sigma \rangle^F \). Then \( EK_0 \leq EK_1 \leq EK_2 \leq \ldots \leq EK \leq F \) and \( EK = \bigcup_{i \geq 0} EK_i \). Since \( EK = \langle g_1, \ldots, g_n \rangle \) is finitely generated and \( EK = \bigcup_{i \geq 0} EK_i \) holds, there exists \( \ell \in \mathbb{N} \) so that \( EK_\ell = EK \). In fact, the subgroup \( U \) can be considered as a finite index subgroup of the finitely presented group \( H_\ell = \langle X \mid Q \cup \bigcup_{\sigma \in \Phi_\ell} R^\sigma \rangle \). We are to compute the index \( [G : U] = [F : EK_\ell] = [H_\ell : U] \) together with the permutation representation \( \varphi : F \to \text{Sym}(EK_\ell \backslash F) \) which induces \( G \to \text{Sym}(U \backslash G) \).

Coset enumeration for finitely presented groups computes a permutation representation \( \varphi_j : F \to \text{Sym}(EK_j \backslash F) \) provided that \( [F : EK_j] \) is finite. In this case, the index \( [F : EK_j] \) divides \( [F : EK_\ell] \). It remains to prove that \( \varphi_j : F \to \text{Sym}(EK_j \backslash F) \) induces a homomorphism \( G \to \text{Sym}(EK_j \backslash F) \). Here, our algorithm ISGROUPHOMOMORPHISM applies. In particular, it allows us to decide whether or not \( \varphi_j \) induces a group homomorphism \( G \to \text{Sym}(EK_i \backslash F) \). If this is the case, the index \( [G : U] = [F : EK_\ell] \) and \([F : EK_j] \) coincide. Otherwise, we have to increase the index \( j \). Termination of this process is guaranteed by the existence of \( \ell \in \mathbb{N} \) so that \( EK_\ell = EK \). For further details, we refer to [67] or Appendix C.

An ‘inverse’ of the coset enumerator in Proposition 3.8 is given by Schreier’s theorem (as, for instance, in [93, Proposition 1.3.7]). It allows us to compute finitely many Schreier generators for a finite index subgroup of a finitely generated free group.

---

1Although the index \( j \), so that \([F : EK_{j}] \) is finite, could not be given a priori, the following approach yields an algorithm whose termination could be guaranteed: For an arbitrary index \( j \), the coset enumerator for finitely presented groups could be run with an upper bound \( N \) on the number of intermediate cosets. If this process does not terminate successfully, we both increase the index \( j \) and the upper bound \( N \) on the intermediate cosets. We then run both algorithms in parallel. We continue increasing these numbers and to run these algorithms in parallel until eventually one of them terminates. Since the subgroup has finite index, termination of this process is guaranteed.
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**Proposition 3.9** There exists an algorithm that computes a finite generating set for a finite index subgroup \( U \) of a finitely \( L \)-presented group \( G \) from a permutation representation \( \varphi: G \to \text{Sym}(U \setminus G) \).

*Proof.* The subgroup \( U \) coincides with the stabilizer of the trivial coset \( U1 \) under the action of \( G \). The permutation representation \( \varphi \) allows us to compute a finite generating set for the stabilizer \( \text{Stab}_G(U1) \) using an orbit-stabilizer algorithm. \( \Box \)

Another application of coset enumeration is given by

**Proposition 3.10** If \( G = \langle \mathcal{X} \mid Q \mid \Phi \mid \mathcal{R} \rangle \) is a finitely \( L \)-presented group, there exists an algorithm that proves that \( G \) is finite and that computes the order \(|G|\) provided that \( G \) is finite.

*Proof.* If \( G \) is finite, the trivial subgroup \( U = \langle \emptyset \rangle \) has finite index in \( G \). Therefore, our coset enumerator terminates and it computes the index \(|G : U| = |G : \{1\}| = |G|\). \( \Box \)

Similarly, coset enumeration yields the following

**Proposition 3.11** If \( G = \langle \mathcal{X} \mid Q \mid \Phi \mid \mathcal{R} \rangle \) is a finitely \( L \)-presented group and \( U = \langle \mathcal{Y} \rangle \) is a finitely generated subgroup with finite index in \( G \), the generalized word problem for \( U \) is decidable.

*Proof.* If \( U \) has finite index in \( G \), coset enumeration computes a permutation representation \( \varphi: F \to \text{Sym}(E^k\setminus F) \). Let \( g \in G \) be given. We consider the element \( g \) as an element of the free group \( F \) over \( \mathcal{X} \). Then \( g \in E^k \) if and only if \( g \in \text{Stab}_{\text{Sym}(E^k\setminus F)}(E^k1) \). Using the permutation representation \( \varphi \), it is clearly decidable whether or not \( g \in \text{Stab}_{\text{Sym}(E^k\setminus F)}(E^k1) \) holds. \( \Box \)

This solution to the generalized word problem for finite index subgroups yields the following

**Corollary 3.12** If \( G = \langle \mathcal{X} \mid Q \mid \Phi \mid \mathcal{R} \rangle \) is a finitely \( L \)-presented group and \( U = \langle \mathcal{Y} \rangle \) and \( V = \langle \mathcal{Z} \rangle \) are a finitely generated subgroups with finite index in \( G \), there exists an algorithm that decides whether or not \( U \leq V \) holds. If \( U \leq V \) holds, there exists an algorithm that computes \(|V : U|\). There exists an algorithm that decides whether or not \( U \leq G \) is normal in \( G \) and in this case computes a permutation representation for the finite group \( G/U \).

The low-index subgroup algorithms for finitely presented groups in [129] Section 5.6] and [35][41] yield the following

**Proposition 3.13** If \( G = \langle \mathcal{X} \mid Q \mid \Phi \mid \mathcal{R} \rangle \) is a finitely \( L \)-presented group, there exists an algorithm that computes the lattice of finite index subgroups of \( G \).

*Proof.* For a positive integer \( n > 0 \), the low-index subgroup algorithms in [35][41] and [129] Section 5.6] enumerate the subgroups of a finitely presented group with index at most \( n \) (in practice, the index \( n \) is rather limited so that these algorithms are
known as low-index subgroup algorithms). These algorithms enumerate those homomorphisms $F \to S_n$ from the free group $F$ over $X$ into the symmetric group $S_n$. They could be used to compute all subgroups with finite index in a finitely $L$-presented group $G = \langle X \mid Q \mid \Phi \mid R \rangle$ as follows: Consider the notion introduced in the proof of Proposition 3.12. For an arbitrary $i \in \mathbb{N}$, consider the finitely presented group $H_i = \langle X \mid Q \cup \bigcup_{\sigma \in \Phi_i} R^\sigma \rangle$. Each subgroup $E K_i \leq F$ of the finitely presented group $H_i$ can be computed with the low-index subgroup algorithms for finitely presented groups. The subgroup $E K_i/K_i$ of the finitely presented group $H_i$ naturally maps onto the subgroup $E K/K$ of the finitely $L$-presented group $G$. Therefore, every finite index subgroup $E K_i/K_i$ of the finitely presented group $H_i$ yields a finite index subgroup $E K/K$ of the finitely $L$-presented group $G$. Clearly, the index $[F : E K]$ divides the index $[F : E K_i]$. On the other hand, every finite index subgroup $E K/K$ of the finitely $L$-presented group $G$ yields a finite index subgroup $E K/K_i$ of the finitely presented group $H_i$. In particular, every finite index subgroup of $G$ shows up in the list of finite index subgroups of $H_i$.

The list of finite index subgroups of the finitely presented group $H_i$ possibly contains duplicate subgroups of $G$. It therefore remains to remove duplicates from a list of subgroups. But this is an application of Corollary 3.12. Therefore, the list of subgroups of a finitely $L$-presented group with index at most $n$ can be computed from a list of subgroups with index at most $n$ of the finitely presented group $H_i$. □

A low-index subgroup algorithm may help to prove that a finitely $L$-presented group is non-trivial if we can find a subgroup with non-trivial index in $G$; see [129, p.251]. Similar to finitely presented groups, we also have the following application:

**Proposition 3.14** There exists an algorithm that computes a permutation representation for the group’s action on the cosets of the intersection of two finite index subgroups of a finitely $L$-presented group.

**Proof.** Let $\varphi: F \to \text{Sym}(\{1, \ldots, n\})$ and $\psi: F \to \text{Sym}(\{1, \ldots, m\})$ be permutation representations for the group’s action on the right-cosets $E K/F$ and $V K/F$ of two finite index subgroups of a finitely $L$-presented group. Then $F$ acts on the Cartesian product $\{1, \ldots, n\} \times \{1, \ldots, m\}$ diagonally via $(a,b)^g = (a^{\varphi_g}, b^{\psi_g})$. The stabilizer of the point $(1,1)$ coincides with the intersection $E K \cap V K$. Since $\{1, \ldots, n\} \times \{1, \ldots, m\}$ is finite, an orbit-stabilizer algorithm computes a generating set for the stabilizer of the point $(1,1)$ and thus a generating set for the intersection $E K \cap V K$. A permutation representation for $E K \cap V K$ is then obtained from coset enumeration. □

An immediate consequence of Proposition 3.14 is the following

**Corollary 3.15** There exists an algorithm that computes a permutation representation for the group’s action on the cosets of the normal core of a finite index subgroup of a finitely $L$-presented group.

**Proof.** The normal core $N \mathcal{U}$ of a subgroup $\mathcal{U} \leq G$ is the largest normal subgroup that is contained in $\mathcal{U}$ and satisfies $N \mathcal{U} = \bigcap_{g \in G} g \mathcal{U}$. Since $[G : \mathcal{U}]$ is finite, there exists a finite
transversal $T \subseteq G$ for $U$ in $G$. Therefore, the normal core $N_U$ satisfies $N_U = \bigcap_{U \in T} U'$ and thus it is the intersection of finitely many finite index subgroups. By Proposition 3.13, a permutation representation for this intersection can be computed.

For a finitely $L$-presented group $G = \langle X \mid Q \mid \Phi \mid R \rangle$ and a homomorphism $\varphi: G \to H$ into a finite group $H$, a finite generating set for the kernel $\ker(\varphi)$ is computable:

**Proposition 3.16** If $G = \langle X \mid Q \mid \Phi \mid R \rangle$ is a finitely $L$-presented group and if $\varphi: G \to H$ is a homomorphism into a finite group, there exists an algorithm that computes a finite generating set for the kernel of $\varphi$.

**Proof.** Since $H$ is finite, we can consider $H$ as a finite permutation group $H \leq S_n = \text{Sym}(\{1, \ldots, n\})$. Moreover, we have $F/\ker(\varphi) \cong \text{im}(\varphi) \leq S_n$. By [93] Proposition 4.1, it suffices to compute a Schreier transversal for $\ker(\varphi)$ in $F$. Because there is a one-to-one correspondence between the cosets $F/\ker(\varphi)$ and the elements of $\text{im}(\varphi)$, this Schreier transversal can be computed in the finite permutation group $S_n$. □

An application of the latter proposition allows us to compute a generating set for the derived subgroup $G' = [G, G]$ provided that the abelianization $G/G'$ is finite. Note that the abelianization is computable with the nilpotent quotient algorithm in [94]. Combining this method with the Reidemeister-Schreier theorem for finitely $L$-presented groups in [70] or Appendix [1] we obtain a solvable quotient algorithm for finitely $L$-presented groups:

**Corollary 3.17** If $G = \langle X \mid Q \mid \Phi \mid R \rangle$ is a finitely $L$-presented group, there exists an algorithm that computes the isomorphism type of the abelianization $G/G'$. If $G/G^{(i)}$ is finite for some $i \in \mathbb{N}$, there exists an algorithm that computes the isomorphism type of the sections $G^{(i)}/G^{(i+1)}$.

**Proof.** The nilpotent quotient algorithm in [94] computes a polycyclic presentation for $G/G'$ together with a homomorphism $G \to G/G'$. The polycyclic presentation for $G/G'$ allows us to compute the isomorphism type of $G/G'$. In particular, it allows us to decide whether or not $G/G'$ is finite. Suppose that, for $i \geq 2$, the quotient $G/G^{(i)}$ is finite. Then Proposition 3.16 allows us to compute a finite generating set for the kernel $G^{(i)} = \ker(G \to G/G^{(i)})$. Then the constructive proof of the Reidemeister-Schreier Theorem 2.39 in [70] allows us to compute a finite $L$-presentation for the finite index subgroup $G^{(i)} \leq G$. This finite $L$-presentation enables us to use the nilpotent quotient algorithm for computing the abelianization $G^{(i)}/[G^{(i)}, G^{(i)}] = G^{(i)}/G^{(i+1)}$ together with a homomorphism $G^{(i)} \to G^{(i)}/G^{(i+1)}$. If $G^{(i)}/G^{(i+1)}$ is finite, then so is $G/G^{(i+1)}$. The process continues until $G^{(i)}/G^{(i+1)}$ is either trivial or infinite. □

The algorithms above have been implemented in the computer algebra system GAP [50]. Their implementations have been applied successfully to a class of self-similar group in Appendix [4].
3.2 The Class of Finitely Generated Nilpotent Groups

In this section, we consider the group homomorphism problem for finitely generated nilpotent groups. This problem can be faced with the quotient method in [9,64]. More precisely, for a finitely $L$-presented group $G$ and a positive integer $c$, the nilpotent quotient algorithm in [9,64] computes a weighted nilpotent presentation for the lower central series quotient $G/\gamma_c G$ together with a homomorphism $\pi: F \to G/\gamma_c G$ which induces a homomorphism $G \to G/\gamma_c G$. A weighted nilpotent presentation is a finite presentation that admits an effective solution to the word problem in $G/\gamma_c G$ as it provides a confluent rewriting system.

The nilpotent quotient algorithm allows us to solve the group homomorphism problem for the class $\mathcal{H}$ of finitely generated nilpotent groups: Let $H \in \mathcal{H}$ be given. We assume that $H$ is given by a weighted nilpotent presentation (if $H$ is given by a finite presentation, a weighted nilpotent presentation can be computed with the algorithms in [9,64,107]). Suppose that $G = \langle X \mid Q, \Phi \mid R \rangle$ is a finitely $L$-presented group and that $f: X \to H$ is a map. We first compute the nilpotency class $c$ of the subgroup $L = \langle \{f(x) \mid x \in X\} \rangle \leq H$. This can be done by first computing an induced polycyclic presentation for the subgroup. Then the nilpotent quotient algorithm for finitely presented groups applies. If $G$ has a maximal nilpotent quotient with nilpotency class less than $c$, $f$ cannot extend to a group homomorphism $G \to H$. We can therefore assume that the nilpotent quotient algorithm in [9,64] computes a weighted nilpotent presentation for $G/\gamma_{c+1} G$ together with a homomorphism $\pi: F \to G/\gamma_{c+1} G$ which induces a homomorphism $G \to G/\gamma_{c+1} G$.

There exists a homomorphism $G \to H$ if and only if there exists a homomorphism $\iota: G/\gamma_{c+1} G \to H$ so that the diagram

\[
\begin{array}{ccc}
G/\gamma_{c+1} G & \xrightarrow{\iota} & H \\
\pi \downarrow & & \phi \\
F & & \\
\end{array}
\]

commutes. Since $G/\gamma_{c+1} G$ is finitely presented and $H$ has a decidable word problem, it is decidable whether or not such a homomorphism $\iota: G/\gamma_{c+1} G \to H$ exists.

The same ideas as above show that, since the polycyclic quotient algorithm for finitely presented groups in [9,93] also generalizes to finitely $L$-presented groups [63], the group homomorphism problem for the class of polycyclic groups is decidable.

3.3 Finitely Presented Images

In this section, we consider the group homomorphism problem for the class of finitely presented groups with a solvable word problem. In a special case, we are also able to give a solution to this problem:

**Proposition 3.18** Let $G = \langle X \mid Q, \Phi \mid R \rangle$ be a finitely $L$-presented group and let $H = \langle Y \mid S \rangle$ be a finitely presented group whose word problem is decidable. Suppose that
3.3. Finitely Presented Images

$f : \mathcal{X} \to H$ is a map so that $\langle f(\mathcal{X}) \rangle$ has finite index in $H$. Let $\varphi : F \to H$ be the unique extension of $f$ to the free group $F$ over the alphabet $\mathcal{X}$. Then there exists an algorithm which decides whether or not $\ker(\varphi)$ is $\Phi$-invariant. In this case, there exists an algorithm which solves the group homomorphism problem for $H$.

**Proof.** By the Reidemeister-Schreier Theorem [22], every finite index subgroup of a finitely presented group is itself finitely presented. Moreover, as every subgroup of a finitely presented group with a solvable word problem has a solvable word problem, we can assume that $\varphi : F \to H$ is onto. Thus, for each $y \in \mathcal{Y}$, there exists a word $w_y(x_1, \ldots, x_n)$ in the generators $\mathcal{X} = \{x_1, \ldots, x_n\}$ so that $y = H w_y(x_1, \ldots, x_n) \in H$ holds. Since $H$ has a decidable word problem, an enumeration of the elements of $F$ allow us to compute the representatives $w_y$. Moreover, every image $x^r$, $x \in \mathcal{X}$, has the form $v_x(y_1, \ldots, y_m)$ where $\mathcal{Y} = \{y_1, \ldots, y_m\}$. Suppose that $\mathcal{X} \cap \mathcal{Y} = \emptyset$ holds. In the following, we use Tietze transformations to compute a finite presentation for the finitely presented group $H$ with generators $\mathcal{X}$. In particular, Tietze transformations yield that

$$H \cong \langle \mathcal{X} \cup \mathcal{Y} \mid \{x^{-1}v_x(y_1, \ldots, y_n) \mid x \in \mathcal{X} \cup \{y^{-1}w_y(x_1, \ldots, x_n) \mid y \in \mathcal{Y} \cup \mathcal{S} \} \rangle .$$

The relations $y^{-1}w_y(x_1, \ldots, x_m)$ allow us to remove the generators $y \in \mathcal{Y}$ from the presentation. We obtain a finite presentation $\langle \mathcal{X} \mid \mathcal{S} \rangle$ for the group $H$. The finitely many relations $r \in \mathcal{S}$ are normal generators of the kernel $\varphi$. The kernel $\ker(\varphi)$ is $\Phi$-invariant if and only if $r^\sigma = H 1$ holds for all $\sigma \in \Phi$. Since $H$ has a decidable word problem and $\Phi$ is finite, the latter problem is recursively recognizable.

Suppose that $\ker(\varphi)$ is $\Phi$-invariant. Then, for each $\sigma \in \Phi \subseteq \text{End}(F)$ there exists an endomorphism $\tilde{\delta}$ of the free group over $\mathcal{Y}$ so that $\sigma \varphi = \varphi \tilde{\delta}$ holds; see Appendix [3]. The map $f : \mathcal{X} \to H$ induces a group homomorphisms if and only if $\mathcal{Q} \cup \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma \subseteq \ker(\varphi)$ holds. Since $\mathcal{Q}$ is finite and $H$ has a decidable word problem, the images $q^\sigma$, with $q \in \mathcal{Q}$, can be checked one after another. It therefore remains to consider the relations of the form $r^\sigma = H 1$. However, it remains to prove that $r^\sigma = H 1$ holds, as $r^\sigma \tilde{\delta} = r^\sigma \tilde{\delta} \tilde{\delta}$ holds for an endomorphism $\tilde{\delta} \in \{\tilde{\delta} \mid \delta \in \Phi\}$. Since $\mathcal{R}$ is finite, the images $r^\sigma$ can be checked one after another. This yields an algorithm that decides whether or not $f : \mathcal{X} \to H$ induces a homomorphism $G \to H$ in the case where $\ker(\varphi)$ is $\Phi$-invariant. \hfill \Box

In general, though, we have no solution to the group homomorphism problem for the class of finitely presented group with a decidable word problem. A generalization of the ideas in [20] or Appendix [4] needs to construct a finite subset $\mathcal{V} \subseteq \Phi^*$ for the substitutions of $G$’s $L$-presentation $\langle \mathcal{X} \mid \mathcal{Q} \cup \mathcal{F} \mid \mathcal{R} \rangle$ so that, for each $\delta \in \Phi^*$, there exists $\sigma \in \mathcal{V}$ with $\ker(\sigma \varphi) \leq \ker(\delta \varphi)$ or, equivalently, if there exists a homomorphism $\pi : \text{im}(\sigma \varphi) \to \text{im}(\delta \varphi)$ with $\delta \varphi = \sigma \varphi \pi$. In this case, it would be sufficient to verify the finitely many relations $r \in \mathcal{Q} \cup \bigcup_{\sigma \in \mathcal{V}} \mathcal{R}^\sigma$.

**Question 3.19** Is the group homomorphism problem decidable for the class of finitely presented groups with a solvable word problem?
Tietze Transformations for
$L$-presentations

Tietze transformations relate two presentations of the same group. If \( \langle \mathcal{X} \mid \mathcal{R} \rangle \) is a presentation for \( G \), \( F \) denotes the free group over the alphabet \( \mathcal{X} \), \( K \) denotes the normal closure \( \langle \mathcal{R} \rangle^F \), and \( r \in K \) holds, then \( \langle \mathcal{X} \mid \mathcal{R} \cup \{ r \} \rangle \) is a presentation for \( G \). If \( \langle \mathcal{X} \mid \mathcal{R} \rangle \) is a presentation for \( G \), \( z \notin \mathcal{X} \) is a symbol which is not contained in the alphabet \( \mathcal{X} \), and \( w_z \in F \) is an arbitrary element, then \( \langle \mathcal{X} \cup \{ z \} \mid \mathcal{R} \cup \{ z^{-1}w_z \} \rangle \) is a presentation for \( G \). Both transformations are reversible and are known as Tietze transformations; see, for instance, [95, Chapter II]. Tietze’s theorem shows that these transformations (and their inverses) are sufficient to relate two finite presentations of a group by a finite sequence of these Tietze transformations.

For finite \( L \)-presentations, though, there are further transformations needed because a finite \( L \)-presentation \( \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \) consists of fixed relations \( \mathcal{Q} \), iterated relations \( \mathcal{R} \), and substitutions \( \Phi \). For example, a relation \( r \in K \) could be added either as a fixed relation or as an iterated relation. In this chapter, we introduce Tietze transformations for finite \( L \)-presentations including transformations which allow one to modify the substitutions \( \Phi \) of an \( L \)-presentation. These transformations allow us to prove a version of Tietze’s theorem for finitely \( L \)-presented groups. This theorem shows that two finite \( L \)-presentations define isomorphic groups if and only if one \( L \)-presentation can be transformed into the other by a finite number of these transformations. Most of the results in this chapter were generalized in Appendix [H] in order to consider finitely generated normal subgroups of finitely presented groups.

In practice, Tietze transformations are used to simplify a group presentation. For instance, the group presentations computed with the Reidemeister-Schreier process often contain redundant generators and redundant relations which could be removed from the presentation using Tietze transformations.
4.1 Tietze Transformations for finite \( L \)-presentations

In this section, we introduce Tietze transformations for finite \( L \)-presentations; for arbitrary \( L \)-presentations, we refer to Appendix [B] below. These transformations generalize the usual Tietze transformations as, for instance, outlined in [B], Chapter II.

Let \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) be a finitely \( L \)-presented group. Denote by \( F = F(X) \) the free group over the alphabet \( X \) and let \( K = \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F \) be the kernel of the free presentation \( \pi : F \to G \). The kernel \( K = \ker \pi \) decomposes into the normal subgroups \( Q = \langle Q \rangle F \) and \( R = \langle \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F \) so that \( K = RQ = QR \) holds. The group \( F/R \) is invariantly finitely \( L \)-presented by \( \langle X \mid \emptyset \mid \Phi \mid R \rangle \). If \( r \in K \) is a relation, we obtain the following Tietze transformation:

**Proposition 4.1** If \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is a finitely \( L \)-presented group and \( r \in \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(X) \) holds, then \( \langle X \mid Q \cup \{ r \} \mid \Phi \mid R \rangle \) is a finite \( L \)-presentation for \( G \).

**Proof.** The proof follows immediately with the Tietze transformation that adds a relation \( r \) to a group presentation \( \langle X \mid Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle \).

The transformation in Proposition 4.1 is reversible in the sense that we can remove the relation \( r \) from the finite \( L \)-presentation \( \langle X \mid Q \mid \Phi \mid R \rangle \) if and only if \( \langle Q \cup \{ r \} \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(X) = \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(X) \) holds. The following transformations are reversible in a similar sense.

If a finite \( L \)-presentation is not invariant, there exist elements of the kernel \( K = QR \) that cannot be added as iterated relations without changing the isomorphism type of the group. However, we have the following Tietze transformation:

**Proposition 4.2** If \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is a finitely \( L \)-presented group and \( r \in \langle \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(X) \) holds, then \( \langle X \mid Q \mid \Phi \mid R \cup \{ r \} \rangle \) is a finite \( L \)-presentation for \( G \). If \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is a finitely \( L \)-presented group and \( r^\delta \in \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(X) \) holds for each \( \delta \in \Phi^* \), then \( \langle X \mid Q \mid \Phi \mid R \cup \{ r \} \rangle \) is a finite \( L \)-presentation for \( G \).

**Proof.** The normal subgroup \( R = \langle \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(X) \) is invariant under each substitution \( \sigma \in \Phi^* \). More precisely, for each \( r \in R \) and \( \sigma \in \Phi^* \), it holds that \( r^\sigma \in R \). Therefore, adding the (possibly infinitely many) relations \( \{ r^\sigma \mid \sigma \in \Phi^* \} \) to the group presentation \( \langle X \mid Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle \) does not change the isomorphism type of the group \( G \). The second assertion is obvious.

Iterated and fixed relations of a finite \( L \)-presentation are related by the transformation:

**Proposition 4.3** If \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is a finitely \( L \)-presented group and \( r \in R \) holds, then \( \langle X \mid Q \cup \{ r \} \mid \Phi \mid \langle R \setminus \{ r \} \cup \{ r^\psi \mid \psi \in \Phi \} \rangle \) is a finite \( L \)-presentation for \( G \).

**Proof.** The proof follows immediately from

\[
Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma = Q \cup \{ r \} \cup \bigcup_{\sigma \in \Phi^*} (\langle R \setminus \{ r \} \rangle \cup \{ r^\psi \mid \psi \in \Phi \})^\sigma \]
4.1. Tietze Transformations for finite $L$-presentations

these are the relations of $G$’s group presentation.

The following proposition is a consequence of the definition of an invariant $L$-presentation:

**Proposition 4.4** If $G = \langle X \mid Q \mid \Phi \mid R \rangle$ is an invariantly finitely $L$-presented group and $q \in Q$ holds, then $\langle X \mid Q \setminus \{q\} \mid \Phi \mid R \cup \{q\} \rangle$ is a finite $L$-presentation for $G$.

**Proof.** Since $G$ is invariantly $L$-presented by $\langle X \mid Q \mid \Phi \mid R \rangle$, each $\sigma \in \Phi$ induces an endomorphism of the group $G$. Therefore, the images $\{q^\psi \mid \psi \in \Phi^*\}$ are relations of the group and thus $\langle X \mid (Q \setminus \{q\}) \cup \bigcup_{\sigma \in \Phi}(R \cup \{q\})\sigma \rangle$ is a group presentation for $G$. \hfill $\square$

The following Tietze transformation adds a generator together with a fixed relation to a finite $L$-presentation:

**Proposition 4.5** Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group, $z \notin X$, and let $w_z \in F(X)$ be given. For each $\sigma \in \Phi$, define an endomorphism of the free group $E$ over the alphabet $X \cup \{z\}$ that is induced by the map

$$\tilde{\sigma}: \begin{cases} x & \mapsto x^\sigma, \\ z & \mapsto g, \end{cases} \quad \text{for each } x \in X$$

for an arbitrary $g \in E$. Then $\langle X \cup \{z\} \mid Q \cup \{z^{-1}w_z\} \mid \{\tilde{\sigma} \mid \sigma \in \Phi\} \mid R \rangle$ is a finite $L$-presentation for $G$.

**Proof.** Similar to the proof of Proposition 4.4, the proof follows immediately with the Tietze transformation that adds a generator $z \notin X$ together with a relation $z^{-1}w_z$ to the group presentation $\langle X \mid Q \cup \bigcup_{\sigma \in \Phi} R\sigma \rangle$. The extended substitution $\tilde{\sigma}$ in Eq. (4.1) can be defined arbitrarily on $z$ because the iterated relations $R$ do not contain the generator $z$ or its inverse $z^{-1}$ as a subword. \hfill $\square$

Adding the relation $z^{-1}w_z$ as an iterated relation needs the following definition of the extensions $\sigma$ of $\sigma \in \Phi$:

**Proposition 4.6** Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group, $z \notin X$, and let $w_z \in F(X)$ be given. For each $\sigma \in \Phi$, we define an endomorphism of the free group $E$ over the alphabet $X \cup \{z\}$ that is induced by the map

$$\tilde{\sigma}: \begin{cases} x & \mapsto x^\sigma, \\ z & \mapsto w_z^\sigma, \end{cases} \quad \text{for each } x \in X$$

Then $\langle X \cup \{z\} \mid Q \mid \{\tilde{\sigma} \mid \sigma \in \Phi\} \mid R \cup \{z^{-1}w_z\} \rangle$ is a finite $L$-presentation for $G$.

**Proof.** The substitution $\tilde{\sigma}$ in Eq. (4.2) is well-defined as $w_z \in F(X)$ and $\sigma \in \text{End}(F(X))$ hold. Proposition 4.4 yields that

$$\langle X \cup \{z\} \mid Q \mid \{\tilde{\sigma} \mid \sigma \in \Phi\} \mid R \cup \{z^{-1}w_z\} \rangle = \langle X \cup \{z\} \mid Q \cup \{z^{-1}w_z\} \mid \{\tilde{\sigma} \mid \sigma \in \Phi\} \mid R \cup \{(z^{-1}w_z)^\sigma \mid \sigma \in \Phi\} \rangle.$$
The definition of $\tilde{\sigma}$ in Eq. (4.12) yields that $(z^{-1})^{\tilde{\sigma}} = (w_z^\sigma)^{-1}$ and $w_z^\tilde{\sigma} = w_z^\sigma$. Thus $(z^{-1}w_z)^\tilde{\sigma} = 1$ holds. In particular, adding the relations $\{(z^{-1}w_z)^\tilde{\sigma} \mid \sigma \in \Phi\}$ to a group presentation does not change the isomorphism type of the group. Finally, Proposition 4.6 yields that

$$
\langle \mathcal{X} \cup \{z\} \mid Q \cup \{\tilde{\sigma} \mid \sigma \in \Phi\} \mid R \cup \{z^{-1}w_z\}\rangle = \langle \mathcal{X} \cup \{z\} \mid Q \cup \{z^{-1}w_z\} \mid \{\tilde{\sigma} \mid \sigma \in \Phi\} \mid R\cup \{\tilde{\sigma} \mid \sigma \in \Phi\}\rangle \\
\cong \langle \mathcal{X} \mid Q \mid \Phi \mid R\rangle;
$$

which proves the assertion of Proposition 4.6.

The following version of Proposition 4.3 is a first transformation which modifies the substitutions $\Phi$ of an $L$-presentation:

**Proposition 4.7** If $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ is a finitely $L$-presented group and $\psi \in \Phi$ holds, then $\langle \mathcal{X} \mid Q \mid (\Phi \setminus \{\psi\}) \cup \{\sigma\psi \mid \sigma \in \Phi\} \mid R \cup R^\psi \rangle$ is a finite $L$-presentation for $G$.

**Proof.** The proof follows immediately from

$$
Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma = Q \cup \bigcup_{\sigma \in \Psi^*} (R \cup R^\psi)^\sigma
$$

where $\Psi = (\Phi \setminus \{\psi\}) \cup \{\sigma\psi \mid \sigma \in \Phi\}$; these are the relations of $G$’s group presentation. □

We also have the following transformation:

**Proposition 4.8** Let $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group and let $s \in F(\mathcal{X})$ be given. Denote by $\delta_s$ the inner automorphism of the free group $F(\mathcal{X})$ that is induced by conjugation with $s$. Then $\langle \mathcal{X} \mid Q \mid (\Phi \cup \{\delta_s\} \mid R\rangle$, $\langle \mathcal{X} \mid Q \mid (\Phi \setminus \{\delta_s\} \mid R\rangle$, and $\langle \mathcal{X} \mid Q \mid \Phi \setminus \{\sigma\} \cup \{\sigma\delta_s\} \mid R\rangle$ are finite $L$-presentations for $G$.

**Proof.** Since each relation of a group presentation can be replaced by a conjugate and $\delta_s \sigma = \sigma \delta_s \sigma$ holds, for each $\sigma \in \Phi^*$, the proof is straightforward. □

Recall that the kernel $K = \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(\mathcal{X})$ decomposes into the normal subgroups $Q = \langle Q \rangle F(\mathcal{X})$ and $R = \langle \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle F(\mathcal{X})$ so that $K = QR$ holds. This decomposition yields the following transformation:

**Proposition 4.9** Let $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group. If $\psi \in \text{End}(F(\mathcal{X}))$ induces an endomorphism of $F(\mathcal{X})/R$, then $\langle \mathcal{X} \mid Q \mid \Phi \cup \{\psi\} \mid R\rangle$ is a finite $L$-presentation for $G$.

**Proof.** Suppose that $\psi \in \text{End}(F(\mathcal{X}))$ induces an endomorphism of $F(\mathcal{X})/R$. Then $R$ is $\psi$-invariant. Thus, each relation $r^\sigma$ with $\sigma \in (\Phi \cup \{\psi\})^* \setminus \Phi^*$ and $r \in R$ is a relation of the group. Therefore, adding these (possibly infinitely many) relations to the group presentation does not change the isomorphism type of the group. □

For an ascending (or invariant) $L$-presentation, we have the following transformation:
Proposition 4.10 Let $G = \langle X \mid \emptyset \mid \Phi \mid R \rangle$ be a finitely $L$-presented group. Then $\langle X \mid \emptyset \mid \Phi \cup \{v\} \mid R \rangle$ is a finite $L$-presentation for $G$ if and only if $\psi \in \text{End}(F(X))$ induces an endomorphism of $G = F(X)/K$.

Proof. If $\psi \in \text{End}(F(X))$ induces an endomorphism of $F(X)/K$, Proposition 4.9 shows the first assertion. If, on the other hand, $\langle X \mid \emptyset \mid \Phi \mid R \rangle$ and $\langle X \mid \emptyset \mid \Phi \cup \{v\} \mid R \rangle$ are finite $L$-presentations for $G$, $\psi$ induces an endomorphism of $G = F(X)/K$. □

For an invariantly finitely $L$-presented group $G = \langle X \mid Q \mid \Phi \mid R \rangle$, every substitution $\sigma \in \Phi$ induces an endomorphism of $G$. However, there are possibly other endomorphisms $\psi \in \text{End}(F(X))$ that induce the same endomorphism of $G$. The following proposition allows us to replace a substitution $\sigma \in \Phi$ by an endomorphism $\psi \in \text{End}(F(X))$.

Proposition 4.11 Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group, $r \in (\bigcup_{\varphi \in \Phi^*} R^\varphi)^F(X)$, $z \in X$, and let $\sigma \in \Phi$ be given. Define an endomorphism $\bar{\sigma}$ of the free group $F(X)$ over the alphabet $X$ that is induced by the map

$$\bar{\sigma}: \begin{cases} 
  z & \mapsto z^{\sigma}, \\
  x & \mapsto x^\sigma, \text{ for each } x \in X \setminus \{z\}.
\end{cases}$$

Then $\langle X \mid Q \mid (\Phi \setminus \{\sigma\}) \cup \{\bar{\sigma}\} \mid R \cup \{r\} \rangle$ is a finite $L$-presentation for $G$.

Proof. We decompose the kernel $K = \langle Q \cup_{\varphi \in \Phi} (R^\varphi)^F(X) \rangle$ of the free presentation $\pi: F(X) \to G$ into the normal subgroups $Q = \langle Q \rangle^F(X)$ and $R = \langle \bigcup_{\varphi \in \Phi^*} R^\varphi \rangle^F(X)$ so that $K = QR = QR$ holds. Since $r \in (\bigcup_{\varphi \in \Phi^*} R^\varphi)^F(X)$ holds, Proposition 4.2 yields that

$$G = \langle X \mid Q \mid \Phi \mid R \rangle = \langle X \mid Q \mid \Phi \mid R \cup \{r\} \rangle$$

and $R = \langle \bigcup_{\varphi \in \Phi^*} (R \cup \{r\})^\varphi \rangle^F(X)$. Write $\Psi = (\Phi \cup \{\bar{\sigma}\}) \setminus \{\sigma\}$. We prove that the normal subgroups $R = \langle \bigcup_{\varphi \in \Psi^*} (R \cup \{r\})^\varphi \rangle^F(X)$ and $\bar{R} = \langle \bigcup_{\varphi \in \Psi^*} (R \cup \{r\})^\varphi \rangle^F(X)$ coincide. For this purpose, we prove that, for each $\tilde{\delta} \in \Psi^*$ and $g \in F(X)$, there exist $\delta \in \Phi^*$ and $h \in L = \langle r^\varphi \mid \varphi \in \Phi^* \rangle^F(X)$ so that $g^\delta \tilde{\delta} = g^\delta \cdot h$ holds. By construction, we have that $L \subseteq \bar{R}$. By symmetry, as we have both $z^\delta = z^\sigma r$ and $z^\delta r^{-1} = z^\sigma$, the same arguments will show that, for each $\tilde{\delta} \in \Psi^*$ and $g \in F(X)$, there exist $\delta \in \Psi^*$ and $h \in \tilde{L} = \langle r^\varphi \mid \varphi \in \Psi^* \rangle^F(X)$ so that $g^\delta \tilde{\delta} = g^\delta \cdot h$. If we have proved this, each normal generator $s^\tilde{\delta} \in \bar{R}$, with $s \in R \cup \{r\}$ and $\varphi \in \Phi^*$, can be written as $s^\tilde{\delta} = s^\varphi \cdot h$ with $\varphi \in \Phi^*$ and $h \in L \subseteq \bar{R}$. Thus $s^\tilde{\delta} = s^\varphi \cdot h \in \bar{R}$ and $\bar{R} \subseteq \bar{R}$. By symmetry, we would also obtain $R \subseteq \bar{R}$.

Write $X = \{x_1, \ldots, x_m, z\}$. Each $g \in F(X)$ is represented by a word $w_g(x_1, \ldots, x_m, z)$ over the generators $X$. Let $\delta \in \Psi^*$ and $g \in F(X)$ be given. We prove the assertion by induction on $n = ||\delta||$. If $n = 1$, then $\delta \in \Psi$ holds. If $\delta \neq \bar{\delta}$ holds, then $\delta \in \Phi$. Thus $g^\delta = g^\bar{\delta}$ for some $\delta \in \Phi$. Otherwise, if $\delta = \bar{\delta}$, we obtain that

$$g^\delta = g^\bar{\delta} = w_g(x_1, \ldots, x_m, z)^\delta = w_g(x_1^\delta, \ldots, x_m^\delta, z^\delta) = w_g(x_1^\delta, \ldots, x_m^\delta, z^\sigma r).$$
Conjugation in the free group $F(X)$ yields that the word $w_g(x_1^\sigma, \ldots, x_m^\sigma, z^\sigma r)$ can be written as $w_g(x_1^\sigma, \ldots, x_m^\sigma, z^\sigma) \cdot h$ for some $h \in \langle r \rangle F(X) \subseteq L$. Thus $g^\delta = g^\sigma \cdot h$ holds for $\sigma \in \Phi$ and some $h \in L$.

For a positive integer $n > 1$, we assume that every image $g^\delta$, with $g \in F(X)$, $\delta \in \Psi^*$, and $||\delta|| = n$, can be written as $g^\delta \cdot h$ for $\delta \in \Phi^*$ and $h \in L$. Let $g \in F(X)$ and $\gamma \in \Psi^*$, with $||\gamma|| = n + 1$, be given. Then there exist $\omega \in \Psi$ and $\delta \in \Phi^*$, with $||\delta|| = n$, so that $\gamma = \delta \omega$ holds. By our assumption we have that $g^\gamma = g^\delta \omega = (g^\delta \cdot h)^\omega$ for some $\delta \in \Phi^*$ and $h \in L$. If $\omega \neq \tilde{\omega}$, then $\omega \in \Phi$ and thus $\delta \omega \in \Phi^*$. Moreover, by construction, the normal subgroups $L = \langle r^\omega \ | \ \varphi \in \Phi^* \rangle F(X)$ and $\tilde{L} = \langle r^\delta \ | \ \tilde{\varphi} \in \Psi^* \rangle F(X)$ are $\Phi^*$- and $\Psi^*$-invariant, respectively. Thus $h^\omega \in L$ if $\omega \neq \tilde{\omega}$. Therefore, the image $g^\gamma$ can be written as $g^\gamma = (g^\delta \cdot h)\omega = g^\delta \omega \cdot h^\omega$ with $\delta \omega \in \Phi^*$ and $h^\omega \in L$. It therefore suffices to consider the case $\omega = \tilde{\omega}$. The elements $g^\delta, h \in F(X)$ are represented by words $w_g(x_1, \ldots, x_m, z)$ and $w_h(x_1, \ldots, x_m, z)$, respectively. Again, conjugation in the free group $F(X)$ yields that $g^\gamma = (g^\delta \cdot h)\omega = (g^\delta \cdot a) \cdot (h^\sigma \cdot b)$ for some $a, b \in \langle r \rangle F(X) \subseteq L$. Hence, the image $g^\gamma$ can be written as $g^{\delta \sigma} \cdot h'$ for $\delta \sigma \in \Phi^*$ and $h' = ah^\sigma b \in L$. By induction on $n$, it follows that each image $g^\gamma$, with $g \in F(X)$ and $\delta \in \Phi^*$, has the form $g^\gamma = g^\delta \cdot h$ for some $\delta \in \Phi^*$ and $h \in L$.

By symmetry, the same arguments above show that each image $g^\delta$, with $g \in F(X)$ and $\delta \in \Phi^*$, can be written as $g^\delta = g^\delta \cdot h$ for $\delta \in \Phi^*$ and $h \in \tilde{L}$. This finishes our proof of Proposition 4.11.

Note that Proposition 4.11 allows us to replace a substitution $\sigma \in \Phi$ of an $L$-presentation $\langle X \mid Q \mid \Phi \mid R \rangle$ by an endomorphism $\psi \in \text{End}(F(X))$ of the free group $F(X)$ that induces the same endomorphism on group. More precisely, we obtain the following

**Corollary 4.12** Let $G$ be finitely $L$-presented by $\langle X \mid Q \mid \Phi \mid R \rangle$. Then every substitution $\sigma \in \Phi$ induces a substitution $\sigma^\psi \in \Phi$ by an endomorphism $\psi$ of the invariantly finitely $L$-presented group $H = \langle X \mid \emptyset \mid \Phi \mid R \rangle$. If $\psi \in \text{End}(F(X))$ induces the same endomorphism on $H$, there exists a finite set $S \subseteq F(X)$ so that $G$ is finitely $L$-presented by $\langle X \mid Q \mid (\Phi \setminus \{\sigma\}) \cup \{\psi\} \mid R \cup S \rangle$.

**Proof.** If $\psi$ and $\sigma$ induce the same endomorphism of $H$ there exists, for each $z \in X$, $r_z \in \langle \bigcup_{\varphi \in \Phi^*} \varphi \cdot F(X) \rangle$ so that $z^\psi = z^\omega r_z$ holds. Write $S = \{r_z \mid z \in X\}$. By Proposition 4.11 a finite $L$-presentation for $G$ is given by $\langle X \mid Q \mid (\Phi \setminus \{\sigma\}) \cup \{\psi\} \mid R \cup S \rangle$.

For our proof of a version of Tietze’s theorem for finitely $L$-presented groups we consider the following transformations:

(i) adds or removes a fixed relation (Proposition 4.11),

(ii) adds or removes an iterated relation (Proposition 4.12),

(iii) adds or removes a substitution (Proposition 4.12),

(iv) adds or removes a generator together with a fixed relation (Proposition 4.15), or,

(v) adds or removes a generator together with an iterated relation (Proposition 4.16).
4.2 Tietze’s Theorem for Finite $L$-Presentations

We prove a version of Tietze’s theorem for finite $L$-presentations:

**Theorem 4.13** Two finite $L$-presentations define isomorphic groups if and only if it is possible to pass from one $L$-presentation to the other by a finite sequence of Tietze transformations.

**Proof.** We use similar ideas as in the proof of Tietze’s theorem in [9]. Chapter II].

As each Tietze transformation does not change the isomorphism type of the group, two finite $L$-presentations define isomorphic groups if they can be transformed into each other by a sequence of Tietze transformations. In order to prove Theorem 4.13 it therefore suffices to prove that two finite $L$-presentations which define isomorphic groups can be transformed into each other by a finite sequence of Tietze transformations. For this purpose, consider two finite $L$-presentations $\langle X_1 \mid Q_1 \mid \Phi_1 \mid R_1 \rangle$ and $\langle X_2 \mid Q_2 \mid \Phi_2 \mid R_2 \rangle$ of a group $G$. Suppose that $X_1 \cap X_2 = \emptyset$ holds. For $1 \leq i \leq 2$, denote by $F_i$ the free group over the alphabet $X_i$ and let $\pi_i: F_i \to G$ be the free presentation with kernel $\ker(\pi_i) = \langle Q_i \cup \bigcup_{\sigma \in \Phi_i} R_i^\sigma \rangle$. For each $x \in X_1$, we choose $w_x \in F_2$ with $x^{\pi_1} = w_x^{\pi_2}$; i.e., $w_x \in F_2$ is a $\pi_2$-preimage of $x^{\pi_1} \in G$. For each $z \in X_2$, choose $w_z \in F_1$ with $z^{\pi_2} = w_z^{\pi_1}$. Define the finite subsets $S_1$ and $S_2$ of the free group $F$ over $X_1 \cup X_2$ by

$$S_1 = \{x^{-1}w_x \mid x \in X_1\} \quad \text{and} \quad S_2 = \{z^{-1}w_z \mid z \in X_2\}. \quad (4.3)$$

By Proposition 4.1.3 we can add the generator $z \in X_2$ together with the fixed relation $z^{-1}w_z \in S_2$ if we extend each substitution $\sigma \in \Phi_1$ to the free group over $X_1 \cup \{z\}$ by defining $x \mapsto x^\sigma$, for $x \in X_1$, and $z \mapsto z$, otherwise. Therefore, Proposition 4.1.3 allows us to add the generators $z \in X_2$ together with a fixed relation $z^{-1}w_z \in S_2$ to the finite $L$-presentation $\langle X_1 \mid Q_1 \mid \Phi_1 \mid R_1 \rangle$. More precisely, if $F$ denotes the free group over $X_1 \cup X_2$ and, for each $\sigma \in \Phi_1$, $\tilde{\sigma}$ denotes the endomorphism of the free group $F$ that is induced by the map

$$\tilde{\sigma}: F \to F, \quad \left\{ \begin{array}{ll} x & \mapsto x^\sigma, \quad \text{if} \; x \in X_1, \\ z & \mapsto z, \quad \text{if} \; z \in X_2. \end{array} \right. \quad (4.4)$$

Proposition 4.1.3 yields that

$$G \cong \langle X_1 \cup X_2 \mid Q_1 \cup S_2 \mid \{\tilde{\sigma}\}_{\sigma \in \Phi_1} \mid R_1 \rangle. \quad (4.5)$$

The natural homomorphisms $\pi_1: F_1 \to G$ and $\pi_2: F_2 \to G$ extend to the natural homomorphism $\pi: F \to G$ that is induced by the map

$$\pi: \left\{ \begin{array}{ll} x & \mapsto x^{\pi_1}, \quad \text{if} \; x \in X_1, \\ z & \mapsto z^{\pi_2}, \quad \text{if} \; z \in X_2. \end{array} \right.$$

For $x \in X_1$ and $x^{-1}w_x \in S_1$, we have $x^\pi = x^{\pi_1} = w_x^{\pi_2} = w_x^\pi$ and thus $x^{-1}w_x \in \ker(\pi)$.

For each $r \in Q_2$, we have $r^\pi = r^{\pi_2} = 1$. Thus $r \in Q_2$. By Proposition 4.1.1 we can
therefore add \( Q_2 \cup S_1 \) as fixed relations to the \( L \)-presentation in Eq. (4.3). We obtain the finite \( L \)-presentation

\[
G \cong \langle X_1 \cup X_2 \mid Q_1 \cup Q_2 \cup S_1 \cup S_2 \mid \{ \tilde{\sigma} \}_{\sigma \in \Phi_2} \mid \mathcal{R}_1 \rangle. \tag{4.6}
\]

For each \( \sigma \in \Phi_2 \), define an endomorphism of the free group \( F \) that is induced by the map

\[
\tilde{\sigma} : F \to F, \quad \begin{cases} 
x \mapsto x, & \text{if } x \in X_1 \\
z \mapsto z^\sigma, & \text{if } x \in X_2.
\end{cases}
\]

Then \( \tilde{\sigma} \) acts trivially on the generators \( X_1 \) and therefore, it leaves the normal subgroup \( \langle \bigcup_{\delta \in \Phi_1} \mathcal{R}_1^\delta \rangle \) invariant. By Proposition 4.2, we can add the substitutions \( \{ \tilde{\sigma} \mid \sigma \in \Phi_2 \} \) to the \( L \)-presentation in Eq. (4.6) and we obtain the \( L \)-presentation

\[
G \cong \langle X_1 \cup X_2 \mid Q_1 \cup Q_2 \cup S_1 \cup S_2 \mid \{ \tilde{\sigma} \}_{\sigma \in \Phi_1 \cup \Phi_2} \mid \mathcal{R}_1 \rangle. \tag{4.8}
\]

It remains to consider the relations \( \mathcal{R}_2 \) from the finite \( L \)-presentation \( \langle X_2 \mid Q_2 \mid \Phi_2 \mid \mathcal{R}_2 \rangle \) and it suffices to show that we can add these relations \( r \in \mathcal{R}_2 \) as iterated relations to the \( L \)-presentation in Eq. (4.8). For this purpose, we need to prove that, for each \( \delta \in \{ \tilde{\sigma} \mid \sigma \in \Phi_1 \cup \Phi_2 \}^* \), the image \( r^\delta \) is a relation of the group; i.e., \( r^\delta \) is contained in the kernel \( \ker(\tilde{\sigma}) \). Let \( \delta \in \{ \tilde{\sigma} \mid \sigma \in \Phi_1 \cup \Phi_2 \}^* \) be given. We can write \( \delta = \tilde{\sigma}_{i_1} \tilde{\sigma}_{j_1} \cdots \tilde{\sigma}_{i_n} \tilde{\sigma}_{j_n} \) with each \( \sigma_{i_k} \in \{ \varepsilon \} \cup \Phi_1 \) and \( \sigma_{j_k} \in \{ \varepsilon \} \cup \Phi_2 \). Since each \( \tilde{\sigma}_{i_k} \), with \( \sigma_{i_k} \in \Phi_1 \), acts trivially on the generators \( X_2 \) and each \( \tilde{\sigma}_{j_k} \), with \( \sigma_{j_k} \in \Phi_2 \), leaves the subgroup which is generated by \( X_2 \) invariant, we obtain that \( r^\delta = r^{\sigma_{i_1} \sigma_{j_1} \cdots \sigma_{i_n} \sigma_{j_n}} = r^{\sigma_{i_1} \cdots \sigma_{j_n}} \). This yields that \( (r^\delta)^\pi = (r^{\sigma_{i_1} \cdots \sigma_{j_n}})^\pi = (r^{\sigma_{i_1} \cdots \sigma_{j_n}})^{r_2} = 1 \) holds. Thus, by Proposition 4.2, we can add the relations \( \mathcal{R}_2 \) as iterated relations to the \( L \)-presentation in Eq. (4.8) and we obtain the \( L \)-presentation

\[
G \cong \langle X_1 \cup X_2 \mid Q_1 \cup Q_2 \cup S_1 \cup S_2 \mid \{ \tilde{\sigma} \}_{\sigma \in \Phi_1 \cup \Phi_2} \mid \mathcal{R}_1 \cup \mathcal{R}_2 \rangle. \tag{4.9}
\]

Since the \( L \)-presentations \( \langle X_1 \mid Q_1 \mid \Phi_1 \mid \mathcal{R}_1 \rangle \) and \( \langle X_2 \mid Q_2 \mid \Phi_2 \mid \mathcal{R}_2 \rangle \) were finite, we have applied finitely many Tietze transformations to obtain the finite \( L \)-presentation in Eq. (4.9) from the finite \( L \)-presentation \( \langle X_1 \mid Q_1 \mid \Phi_1 \mid \mathcal{R}_1 \rangle \). By symmetry, though, we would also obtain the finite \( L \)-presentation in Eq. (4.9) from the \( L \)-presentation \( \langle X_2 \mid Q_2 \mid \Phi_2 \mid \mathcal{R}_2 \rangle \). As each Tietze transformation is reversible, we can therefore transform the finite \( L \)-presentation in Eq. (4.9) to the finite \( L \)-presentation \( \langle X_2 \mid Q_2 \mid \Phi_2 \mid \mathcal{R}_2 \rangle \). This shows that both finite \( L \)-presentations of \( G \) could be transformed into each other by a finite sequence of Tietze transformations.

\[ \square \]

Similar to finite presentations, Theorem 4.13 does not solve the isomorphism problem for finitely \( L \)-presented groups as there is no effective procedure for choosing the sets \( S_1 \) and \( S_2 \). In particular, there exists no algorithm which allows one to prove that two finite \( L \)-presentations define non-isomorphic groups. In Appendix B we use the Tietze transformations introduced above to prove

**Theorem 4.14 (Bartholdi [6])** Being invariantly finitely \( L \)-presented is an abstract property of a group which does not depend on the generating set.

This theorem was already posed in [6, Proposition 2.2]. However, its proof contains a gap which we could address with the help of our Tietze transformations above.
Finitely Based Infinite Rewriting Systems

The group $\mathcal{G}$ constructed by Grigorchuk in [53] can be realized as a subgroup of the automorphism group of the rooted binary tree. As it acts faithfully on the tree, the word problem of the group $\mathcal{G}$ is decidable. Alternatively, the group $\mathcal{G}$ can be defined by the invariant finite $L$-presentation

$$\mathcal{G} = \langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2\} \cup \bigcup_{i \geq 0} \{(ad)^4, (adac)^4\}\rangle,$$

where $\sigma$ is induced by the map $a \mapsto aca$, $b \mapsto d$, $c \mapsto b$, and $d \mapsto c$; see Theorem 2.13. The substitution $\sigma$ induces a monomorphism of the group $\mathcal{G}$ [55]. In this chapter, we develop a method for computing canonical forms for elements of an invariantly finitely $L$-presented group. For finite presentations, the Knuth-Bendix completion [59] computes a confluent rewriting system if it terminates. A confluent rewriting system allows to compute canonical forms of an element in the finitely presented groups and therefore, it allows one to solve the word problem. We generalize the Knuth-Bendix completion for finite presentations to invariant finite $L$-presentations. Since the group $\mathcal{G}$ is not finitely presentable [50], there will not exist a finite rewriting system. Therefore, our procedure attempts to compute an infinite rewriting system whose rewriting rules incorporate the substitution $\sigma$. More precisely, we attempt to construct a rewriting system whose (possibly infinitely many) rewriting rules are given by a finite set of rewriting rules and their images under the substitutions.

A rewriting system consists of a set of objects and a set of rewriting rules that describe the transformations of the objects. For an invariantly finitely $L$-presented group $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$, we establish a rewriting system with objects

$$\mathcal{S}(\mathcal{X}^\pm, \Phi) = \{(x_1, \sigma_1) \cdots (x_n, \sigma_n) \mid x_i \in \mathcal{X}^\pm, \sigma_i \in \Phi^*, 1 \leq i \leq n\}$$

where $\mathcal{X}^\pm$ are the monoid generators of the finitely $L$-presented group $G$ and $\Phi^*$ denotes the free monoid that is generated by the finite set $\Phi$. The objects $\mathcal{S}(\mathcal{X}^\pm, \Phi)$ are elements of the free monoid over the Cartesian product $\mathcal{X}^\pm \times \Phi^*$. For further details on rewriting systems, we refer to [23][29].
Computer experiments with our Knuth-Bendix completion do not terminate and thus do not allow to compute a confluent infinite rewriting system for the group $\mathcal{G}$ as well as for the Basilica group and the wreath products $\mathbb{Z}_2 \wr \mathbb{Z}$ or $\mathbb{Z} \wr \mathbb{Z}$. Therefore, it is not clear whether or not these groups admit a ‘finitely based infinite rewriting system’ as would have been constructed by our Knuth-Bendix completion.

In Section 5.1 we recall the notion of a rewriting system as, for instance, introduced in [129]. Then, in Section 5.2 we construct a monoid presentation for an invariantly finitely $L$-presented group with objects $S(\mathcal{X}^\pm, \Phi)$. For constructing a rewriting system as in [129] we further need a reduction ordering on the elements $S(\mathcal{X}^\pm, \Phi)$. This reduction ordering is constructed in Section 5.3 Then, in Section 5.4, we prove the fundamental Critical Pair Lemma for the new type of ‘finitely based infinite rewriting systems’. This lemma allows us to decide whether or not a given rewriting system is confluent. Moreover, it yields a Knuth-Bendix completion in Section 5.5 Finally, in Section 5.6 we demonstrate the application of our Knuth-Bendix algorithm to a fairly easy invariant finite $L$-presentation.

In the following, a finite $L$-presentation is always considered to be invariant if not otherwise stated. In particular, an invariant finite $L$-presentation $\langle \mathcal{X} | Q | \Phi | R \rangle$ can always be chosen so that $Q = \emptyset$ holds. Our generalization of the Knuth-Bendix completion algorithm follows [129], Chapter 2.

## 5.1 Preliminaries

In this section, we introduce the notion of a rewriting system as in [129]. For this purpose, let $\mathcal{X}$ be a (possibly infinite) alphabet and denote by $\mathcal{X}^*$ the free monoid over $\mathcal{X}$. From a set of binary relations $\mathcal{R} \subseteq \mathcal{X}^* \times \mathcal{X}^*$, we obtain a monoid congruence $\sim$ on $\mathcal{X}^*$ as follows: Denote by $\overline{\mathcal{R}}$ the symmetric closure of $\mathcal{R}$. For $U, V \in \mathcal{X}^*$, we define $U \sim V$ if there exists $A, B, P, Q \in \mathcal{X}^*$ so that $U = APB$, $V = AQB$, and $(P, Q) \in \overline{\mathcal{R}}$ hold. The reflexive and transitive closure of $\sim$ is the monoid congruence $\sim_\mathcal{R}$ generated by $\mathcal{R}$. The monoid presentation

$$\langle \mathcal{X} | \{ P = Q \mid (P, Q) \in \mathcal{R} \} \rangle$$

defines the monoid $\mathcal{X}^*/\sim_\mathcal{R}$ of equivalence classes of $\sim_\mathcal{R}$. In the following, we often will avoid the reference to $\mathcal{R}$ if it is clear from the context which generating set we choose.

We can endow the free monoid $\mathcal{X}^*$ with a reduction ordering $\prec$: A reduction ordering is a total and translation invariant well-ordering; i.e., an ordering $\prec$ is translation invariant if $P \prec Q$ implies $APB \succ AQB$ for each $A, B \in \mathcal{X}^*$. Since $\sim_\mathcal{R}$ is symmetric and $\prec$ is a total ordering, we can assume that $(P, Q) \in \mathcal{R}$ always implies $P \succ Q$ (otherwise we can replace $(P, Q) \in \mathcal{R}$ by $(Q, P)$ if $Q \succ P$ or we can omit $(P, Q) \in \mathcal{R}$ if $P = Q$ holds. Obviously this does not change the monoid congruence $\sim_\mathcal{R}$). The monoid presentation in Eq. 5.3 yields the rewriting system

$$\mathcal{T} = \{ P \rightarrow Q \mid P \succ Q, \ (P, Q) \in \mathcal{R} \text{ or } (Q, P) \in \mathcal{R} \}.$$  

For $U, V \in \mathcal{X}^*$, define, if possible, a one-step reduction $U \rightarrow_\mathcal{T} V$ with respect to $\mathcal{T}$ if there exist $A, B, P, Q \in \mathcal{X}^*$ so that $U = APB$, $V = AQB$, and $P \rightarrow Q$ is a rewriting rule in $\mathcal{T}$.
Denote by $\rightarrow^*_T$ the reflexive and transitive closure of $\rightarrow_T$. Clearly, a one-step reduction $U \rightarrow_T V$ or, in general, a reduction $U \rightarrow^*_T V$ always implies $U \sim V$. In the following, we do not distinguish between the rewriting rule $U \rightarrow_T V$ from $\mathcal{T}$ and the relation $(U, V)$ from the monoid presentation. In particular, the rewriting rules of the rewriting system $\mathcal{T}$ always generate a monoid congruence $\sim_T$.

A rewriting system $\mathcal{T}$ allows us to transform the elements of $X^*$ with respect to the reduction ordering $\prec$ and the monoid congruence $\sim_T$, see [129]: Let $\mathcal{N}$ be the ideal that is generated as an ideal by the left-sides $\{P \mid P \rightarrow_T Q \in \mathcal{T}\}$. If $U_0 \in \mathcal{N}$, there exist $A, B, P, Q \in X^*$ with $U_0 = APB$ and $P \rightarrow_T Q \in \mathcal{T}$. Then $U_1 = AQB$ satisfies $U_0 \succ U_1$, $U_0 \rightarrow_T U_1$, and $U_0 \sim_T U_1$. If $U_1 \in \mathcal{N}$ holds, we can repeat this process and obtain $U_2 \in X^*$ with $U_1 \succ U_2$, $U_1 \rightarrow_T U_2$, and $U_1 \sim_T U_2$. This yields a descending sequence $U_0 \succ U_1 \succ U_2 \succ \ldots$ in the well-ordered monoid $X^*$. Thus the sequence $U_0, U_1, U_2, \ldots$ eventually terminates with an element $U_n \in X^* \setminus \mathcal{N}$ that satisfies $U_0 \sim_T U_n$, $U_0 \rightarrow^*_T U_n$, and $U_0 \succ U_n$. The elements $U_n \in X^* \setminus \mathcal{N}$ cannot be transformed any further. Therefore, $U_n$ is irreducible with respect to $\mathcal{T}$. The above process of transforming the element $U_0 \in X^*$ with the rewriting system $\mathcal{T}$ is called rewriting. Each rewriting system allows us to rewrite each element to an irreducible one. The rewriting system depends on the reduction ordering $\prec$.

Rewriting is non-deterministic because there are possibly different choices of one-step reductions $U_i \rightarrow_T U_{i+1}$ within a rewriting process. Therefore, for a rewriting system $\mathcal{T}$, we have the following notations:

- An element $W \in X^*$ is locally confluent, if, for each $U, V \in X^*$ with $W \rightarrow_T U$ and $W \rightarrow_T V$, there exists $Z \in X^*$ with $U \rightarrow^*_T Z$ and $V \rightarrow^*_T Z$.

- An element $W \in X^*$ is confluent, if, for each $U, V \in X^*$ with $W \rightarrow^*_T U$ and $W \rightarrow^*_T V$, there exists $Z \in X^*$ with $U \rightarrow^*_T Z$ and $V \rightarrow^*_T Z$.

Clearly, an element $W \in X^*$ is locally confluent whenever it is confluent. In general, though, local confluence does not imply confluence [23, Section 1.2]. A rewriting system $\mathcal{T}$ is (locally) confluent if and only if all elements $W \in X^*$ are (locally) confluent. It is Noetherian if there is no infinite reduction sequence $a_1 \rightarrow_T a_2 \rightarrow_T \ldots$ with each $a_i \neq a_{i+1}$. If the rewriting rules $U \rightarrow_T V$ always satisfy $U \succ V$ for a well-ordering $\prec$, the rewriting system $\mathcal{T}$ is obviously Noetherian. Even though local confluence does not imply confluence, a Noetherian rewriting system satisfies Newman’s Lemma; see also [31].

**Theorem 5.1 (Newman’s Lemma [106])** A Noetherian rewriting system is confluent if and only if it is locally confluent.

In order to check a Noetherian rewriting system for confluence it therefore suffices to check it for local confluence only. In Section 5.3, we show that local confluence of our (possibly infinite) rewriting system can be checked algorithmically.

Since $X^*$ is well-ordered, each non-empty set contains a least element. In particular, each equivalence class in $X^*/\sim_T$ contains a (unique) least element. For $W \in X^*$, the least representative of the equivalence class which contains the element $W$ is the canonical
form of \( W \) with respect to \( \prec \) and \( \sim_T \). The canonical form of an element \( W \in X^* \) and irreducibility are related by the following well-known

**Lemma 5.2** Let \( T \) be a rewriting system that generates the monoid congruence \( \sim_T \). Each canonical form with respect to \( \prec \) and \( \sim_T \) is irreducible. If \( T \) is confluent, each irreducible element is a canonical form.

**Proof.** Suppose that \( W \in X^* \) is a canonical form that is not irreducible. Then there exist \( A, B, P, Q \in X^* \) with \( W = APB \) and a rewriting rule \( P \rightarrow_T Q \). The element \( V = AQB \) satisfies \( V \sim_T W \) and \( W \succ V \); this, however, contradicts our assumption that \( W \) is a canonical form and thus a least representative of the equivalence class containing \( W \).

Suppose that \( W \) is irreducible with respect to the confluent rewriting system \( T \). Let \( V \) be the canonical form of \( W \) with respect to \( \prec \) and \( \sim_T \). Then \( W \succeq V \) and \( W \sim_T V \). By definition of monoid congruence \( \sim_T \), there exists a sequence \( W = W_0, W_1, \ldots, W_n = V \) so that \( W_i = A_iP_iB_i, W_{i+1} = A_iQ_iB_i \), and either \( P_i \rightarrow_T Q_i \) or \( Q_i \rightarrow_T P_i \). Since \( W = W_0 \) is irreducible, we have the rewriting rule \( Q_0 \rightarrow_T P_0 \in T \). Thus \( W_1 \rightarrow_T W \). For a positive integer \( i \), assume that \( W_i \rightarrow_T^* W \) holds. Since \( W_i = A_iP_iB_i, W_{i+1} = A_iQ_iB_i \), and either \( P_i \rightarrow_T Q_i \) or \( Q_i \rightarrow_T P_i \), we either have \( W_{i+1} \rightarrow_T W_i \) or \( W_i \rightarrow_T W_{i+1} \). If \( W_{i+1} \rightarrow_T W_i \) then \( W_i \rightarrow_T^* W \). If, on the other hand, \( W_i \rightarrow_T W_{i+1} \) holds, then we have both \( W_i \rightarrow_T W_{i+1} \) and \( W_i \rightarrow_T^* W \). Because the rewriting system \( T \) is confluent, there exists \( U \in X^* \) so that \( W \rightarrow_T^* U \) and \( W_{i+1} \rightarrow_T^* U \). Since \( W \) is irreducible, though, we have \( W = U \). Thus \( W_i \rightarrow_T^* W \). By induction on \( i \), we obtain that \( V = W_n \rightarrow_T^* W \) which implies that \( V \succeq W \). Since \( V \) is the least representative of the equivalence class that contains \( W \), we have that \( W = V \).

Since a rewriting system \( T \) allows us to rewrite each element to an irreducible element that represents the same element of the monoid, we immediately obtain

**Corollary 5.3** A confluent rewriting system \( T \) allows one to compute the canonical form with respect to \( \prec \) and \( \sim_T \) for each element in the monoid.

In the following, we consider the free monoid \( S(\mathcal{X}, \Phi) \) that is generated by the Cartesian product \( \mathcal{X} \times \Phi^* = \{(x, \sigma) \mid x \in \mathcal{X}, \sigma \in \Phi^*\} \) where \( \mathcal{X} \) is a finite alphabet and \( \Phi^* \) denotes the free monoid which is generated by the finite alphabet \( \Phi \).

The monoid \( S(\mathcal{X}, \Phi) \) carries an action of the free monoid \( \Phi^* \): For each \( \sigma \in \Phi \), the map

\[
\hat{\sigma} : \mathcal{X} \times \Phi^* \to S(\mathcal{X}, \Phi), \quad (x, \psi) \mapsto (x, \psi \sigma),
\]

extends to a monoid homomorphism \( \hat{\sigma} : S(\mathcal{X}, \Phi) \to S(\mathcal{X}, \Phi) \). This homomorphism maps \( w = (x_1, \psi_1) \cdots (x_n, \psi_n) \in S(\mathcal{X}, \Phi) \) to \( w^\sigma = (x_1, \psi_1 \sigma) \cdots (x_n, \psi_n \sigma) \). The map \( \hat{\sigma} \) is injective but not surjective; as \((x, \varepsilon)\) has no preimage under \( \hat{\sigma} \).

In the following, we consider a rewriting system \( T \) on the monoid \( S(\mathcal{X}, \Phi) \). Even though the rewriting system \( T \) might be infinite, we use the regularities that are induced by the monoid \( \Phi^* \). For this purpose, we introduce the following notation:
Definition 5.4 Suppose that $\prec$ is a $\Phi$-invariant reduction ordering (i.e., the ordering $\prec$ is $\Phi$-invariant if $U \prec V$ always implies $U^\sigma \prec V^\sigma$ for each $\sigma \in \Phi^*$). For a rewriting system $\mathcal{T}$ on the free monoid $\mathcal{S}(X, \Phi)$, a $\Phi$-generating set is a subset $\mathcal{R} \subseteq \mathcal{T}$ so that

$$\mathcal{T} = \left\{ U^\sigma \rightarrow V^\sigma \Bigg| U \rightarrow V \in \mathcal{R} \text{ and } \sigma \in \Phi^* \right\}.$$ 

A rewriting system $\mathcal{T}$ is $\Phi$-finite, if there exists a finite $\Phi$-generating set $\mathcal{R}$.

In Section 5.2 we show that each invariant finite $L$-presentation gives rise to a $\Phi$-finite rewriting system $\mathcal{T}$. Moreover, in Section 5.3 we develop an algorithm that decides whether or not a $\Phi$-finite rewriting system is locally confluent. This algorithm only performs checks within the finite $\Phi$-generating set $\mathcal{R}$.

5.2 Monoid $L$-Presentations

In this section, we introduce the notion of a finite monoid $L$-presentation. Furthermore, we derive a monoid $L$-presentation for each invariantly finitely $L$-presented group. From this monoid $L$-presentation, we then obtain a $\Phi$-finite rewriting system for the $L$-presented group. A monoid presentation of the form

$$M = \left\langle X \bigg| \{ U^\sigma = V^\sigma \mid (U, V) \in R \text{ and } \sigma \in \Phi^* \} \right\rangle$$

with a finite alphabet $X$, a finite set $\mathcal{R} \subseteq X^* \times X^*$ of binary relations, and a finite set $\Phi$ of monoid homomorphisms $X^* \rightarrow X^*$ is a finite ascending monoid $L$-presentation. This definition generalizes the well-known definition for finitely $L$-presented groups:

Proposition 5.5 Each invariantly finitely $L$-presented group can be defined by an ascending finite monoid $L$-presentation.

Proof. Let $\langle X \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle$ be an invariant finite $L$-presentation for a group $G$. Invariance of the $L$-presentation yields that we can assume that $\mathcal{Q} = \emptyset$ holds; otherwise, we replace $\mathcal{R}$ by $\mathcal{R} \cup \mathcal{Q}$ and $\mathcal{Q}$ by $\emptyset$. In order to construct a monoid presentation for $G$, we consider the formal inverses $X^- = \{ x^{-1} \mid x \in X \}$ with $X \cap X^- = \emptyset$. Each substitution $\sigma \in \Phi$ translates in an obvious way to a monoid homomorphism $\tilde{\sigma}$ of the free monoid $X^\pm$ over $X^\pm = X^* \cup X^-$. An ascending finite monoid $L$-presentation that defines the group $G$ is given by

$$\left\langle X^\pm \bigg| \{ U \tilde{\psi} = (x^{-1}) \tilde{\psi} x \tilde{\psi} = x \tilde{\psi} (x^{-1}) \tilde{\psi} = \varepsilon \mid U \in \mathcal{R}, \ x \in X, \ \tilde{\psi} \in \Phi^* \} \right\rangle,$$

see [129, Proposition 4.7].

Similar to group presentations, ascending monoid $L$-presentations satisfy the following

Lemma 5.6 Each substitution $\sigma \in \Phi^*$ of an ascending monoid $L$-presentation induces a monoid homomorphism; that is, the monoid congruence $\sim$ given by the monoid presentation is $\sigma$-invariant so that $U \sim V$ implies $U^\sigma \sim V^\sigma$. 


Proof. It suffices to prove that, for each $\psi \in \Phi$, the monoid congruence $\sim$ is $\psi$-invariant. For this purpose, suppose that $U, V \in \mathcal{X}^*$ satisfy $U \sim V$. Let $\psi \in \Phi$ be given. Denote by $\mathcal{T} = \{(U^\sigma, V^\sigma) \mid (U, V) \in \mathcal{R} \text{ and } \sigma \in \Phi^*\}$ the relations of the monoid presentation in Proposition 5.3. By definition of the monoid congruence $\sim$, there exists a sequence $U = U_0, U_1, \ldots, U_n = V$ so that $U_i = A_i P_i B_i, U_{i+1} = A_i Q_i B_i$ for $A_i, B_i, P_i, Q_i \in \mathcal{X}^*$ and either $(P_i, Q_i) \in \mathcal{T}$ or $(Q_i, P_i) \in \mathcal{T}$. If $(P_i, Q_i) \in \mathcal{T}$ holds, then $(P_i^\sigma, Q_i^\sigma) \in \mathcal{T}$ for $\sigma \in \Phi^*$. Thus, for $0 \leq i \leq n$, we have that $U_i^\psi = (A_i P_i B_i)^\psi = A_i^\psi P_i^\psi B_i^\psi$ and similarly, $U_{i+1}^\psi = A_i^\psi Q_i^\psi B_i^\psi$ for $A_i^\psi, B_i^\psi, P_i^\psi, Q_i^\psi \in \mathcal{X}^*$ with $(P_i^\psi, Q_i^\psi) \in \mathcal{T}$ or $(Q_i^\psi, P_i^\psi) \in \mathcal{T}$. Thus $U^\psi \sim V^\psi$. □

From the finite monoid $L$-presentation in Eq. (5.4), we obtain a monoid $L$-presentation over the Cartesian product $\mathcal{X} \times \Phi^*$:

**Theorem 5.7** Let $M$ denote the monoid that is defined by the ascending finite monoid $L$-presentation $(\mathcal{X} \mid \{U^\psi = V^\psi \mid (U, V) \in \mathcal{R}, \psi \in \Phi^*\})$. For each $x \in \mathcal{X}$ and $\sigma \in \Phi$, we write $x^\sigma = \xi_1 \cdots \xi_\ell \in \mathcal{X}$. For each relation $(U, V) \in \mathcal{R}$, we write $U = u_1 \cdots u_n$ and $V = v_1 \cdots v_m$ with each $u_i, v_j \in \mathcal{X}$. The monoid $M$ is isomorphic to the monoid defined by the monoid presentation

$$N = \left\langle \mathcal{X} \times \Phi^* \left| \begin{array}{c} U^\psi = V^\psi \\ (U, V) \in \mathcal{R}, \psi \in \Phi^* \end{array} \right. \right\rangle \quad (5.6)$$

where, for each $\varphi \in \Phi^*$, $\hat{\varphi}$ denotes the monoid endomorphism of the free monoid $S(\mathcal{X}, \Phi)$ that is induced by the map $\hat{\varphi}: \mathcal{X} \times \Phi^* \to S(\mathcal{X}, \Phi)$, $(x, \psi) \mapsto (x, \psi \varphi)$ while the set $\mathcal{V}$ is given by

$$\mathcal{V} = \bigcup \left\{ ((u_1, \varepsilon) \cdots (u_n, \varepsilon), (v_1, \varepsilon) \cdots (v_m, \varepsilon)) \mid (u_1 \cdots u_n, v_1 \cdots v_m) \in \mathcal{R} \right\} \quad (5.7)$$

Proof. By Lemma 5.6, each substitution $\hat{\varphi}$ of the free monoid $S(\mathcal{X}, \Phi)$ induces a monoid endomorphism of $M$. In fact, relations are mapped to relations. Define a monoid homomorphism $\pi: S(\mathcal{X}, \Phi) \to \mathcal{X}^*$ by the map

$$\pi: (x, \psi) \mapsto x^\psi, \quad \text{for each } x \in \mathcal{X} \text{ and } \psi \in \Phi^*.$$

Since $\{(x, \varepsilon) \mid x \in \mathcal{X}\} \subseteq S(\mathcal{X}, \Phi)$ holds, the image of $\pi$ contains the basis $\mathcal{X}$. Thus, $\pi$ is onto and it induces a surjective homomorphism $S(\mathcal{X}, \Phi) \to M$. In order to prove that $\pi$ induces a surjective homomorphism $N \to M$, it suffices to prove that each relation of $N$ is mapped to a relation in $M$. For $\psi \in \Phi^*$ and $(u_1 \cdots u_n, v_1 \cdots v_m) \in \mathcal{R}$, the relation $((u_1, \varepsilon) \cdots (u_n, \varepsilon))^\hat{\varphi} = ((v_1, \varepsilon) \cdots (v_m, \varepsilon))^\hat{\varphi}$ of the monoid $N$ is mapped as follows:

$$((u_1, \varepsilon) \cdots (u_n, \varepsilon))^\hat{\varphi}_\pi = ((u_1, \psi) \cdots (u_n, \psi))^\pi = u_1^\psi \cdots u_n^\psi$$

$$((v_1, \varepsilon) \cdots (v_m, \varepsilon))^\hat{\varphi}_\pi = ((v_1, \psi) \cdots (v_m, \psi))^\pi = v_1^\psi \cdots v_m^\psi$$
and $u^\psi_1 \cdots u^\psi_n = v^\psi_1 \cdots v^\psi_m$ is a relation in $M$. The relation $(x, \sigma)^{\psi} = ((\xi_1, \varepsilon) \cdots (\xi_\ell, \varepsilon))^{\psi}$ is mapped to

$$(x, \sigma)^{\psi \pi} = (x, \sigma \psi)^{\pi} = x^{\sigma \psi}$$

$$(\xi_1, \varepsilon) \cdots (\xi_\ell, \varepsilon))^{\psi \pi} = ((\xi_1, \psi) \cdots (\xi_\ell, \psi))^{\pi} = \xi_1^{\psi} \cdots \xi_\ell^{\psi}$$

and $x^{\sigma \psi} = \xi_1^{\psi} \cdots \xi_\ell^{\psi}$ is a relation in $M$ since each substitution $\psi \in \Phi^*$ induces a homomorphism of $M$ and $x^{\sigma} = \xi_1 \cdots \xi_\ell$ is a relation in $M$. Thus, $\pi$ induces a surjective homomorphism $\pi: N \to M$.

Define a monoid homomorphism $\gamma: \mathcal{X}^* \to S(\mathcal{X}, \Phi)$ that is induced by the map

$$\gamma: x \mapsto (x, \varepsilon), \quad \text{for each } x \in \mathcal{X}.$$  

Then $\gamma$ defines a homomorphism $\mathcal{X}^* \to N$. We first show that the latter homomorphism is surjective by proving $x^{\psi \gamma} = (x, \psi)$ for each $x \in \mathcal{X}$ and $\psi \in \Phi^*$. We prove this by induction on $n = \|\psi\|$. If $n = 1$, there exists $\sigma \in \Phi$ with $\psi = \sigma$. Since $x^{\sigma} = \xi_1 \cdots \xi_\ell \in \mathcal{X}^*$, we obtain $(x^{\sigma})^{\gamma} = (\xi_1, \varepsilon)^{\gamma} = (\xi_1, \varepsilon) \cdots (\xi_\ell, \varepsilon)$. There is a relation $(x, \sigma) = (\xi_1, \varepsilon) \cdots (\xi_\ell, \varepsilon)$ in the monoid $N$. This relation yields $(x^{\sigma})^{\gamma} = (x, \sigma)$. Suppose that $n > 1$. Then $\psi = \sigma \delta$ with $\sigma \in \Phi, \delta \in \Phi^*$, and $||\delta|| = n - 1$. Then $(\xi_1 \cdots \xi_\ell)^{\delta \gamma} = (\xi_1^{\delta} \cdots \xi_\ell^{\delta})^{\gamma}$. By induction on $n$, it follows that $(\xi_1 \cdots \xi_\ell)^{\gamma} = (\xi_1, \delta) \cdots (\xi_\ell, \delta) = (\xi_1, \varepsilon) \cdots (\xi_\ell, \varepsilon)$.

The relation $(x, \sigma) = (\xi_1, \varepsilon) \cdots (\xi_\ell, \varepsilon)$ and its $\Phi$-iterates yield that $x^{\psi} = x^{\sigma \delta} = (\xi_1 \cdots \xi_\ell)^{\delta}$ is mapped by $\gamma$ to $(x^{\psi})^{\gamma} = ((\xi_1, \varepsilon) \cdots (\xi_\ell, \varepsilon))^{\delta} = (x, \sigma)^{\delta} = (x, \sigma \delta) = (x, \psi)$. This shows that the map $\gamma: \mathcal{X}^* \to S(\mathcal{X}, \Phi)$ induces a surjective homomorphism $\mathcal{X}^* \to N$. Obviously, each relation $u^\psi_1 \cdots u^\psi_n = v^\psi_1 \cdots v^\psi_m$ of $M$ is mapped to a relation in $N$. Therefore, $\gamma$ induces a homomorphism $M \to N$. Clearly, $\pi \gamma = \text{id}_N$ and $\gamma \pi = \text{id}_M$. Thus, the monoids $M$ and $N$ are isomorphic via $\gamma$ and $\pi$.

In the remainder, we write $x^{\psi}$ for the element $(x, \psi) \in \mathcal{X} \times \Phi^*$ so that the free monoid $S(\mathcal{X}, \Phi)$ becomes

$$S(\mathcal{X}, \Phi) = \{x_1^{\sigma_1} \cdots x_n^{\sigma_n} \mid x_i \in \mathcal{X}, \sigma_i \in \Phi^*\}.$$  

This notation indicates that the elements $\sigma_i \in \Phi^*$ correspond to substitutions of an ascending monoid $L$-presentation. We construct a $\Phi$-invariant reduction ordering on $S(\mathcal{X}, \Phi)$ in Section 5.3 below; that is, a reduction ordering $\prec$ is $\Phi$-invariant if $U \succ V$ implies $U^{\psi} \succ V^{\psi}$ for each $\psi \in \Phi^*$. A $\Phi$-invariant reduction ordering $\prec$ gives rise to a $\Phi$-finite rewriting system $T$ for the monoid $M$ from Theorem 5.7.

**Lemma 5.8** Suppose that the free monoid $S(\mathcal{X}, \Phi)$ admits a $\Phi$-invariant reduction ordering $\prec$. Each invariant finite $L$-presentation of a group gives rise to a $\Phi$-finite rewriting system $T$ with objects $S(\mathcal{X}, \Phi)$.

**Proof.** By Proposition 5.5, an invariantly finitely $L$-presented group can be defined by an ascending finite monoid $L$-presentation

$$\left\langle \mathcal{X} \mid \{U^{\psi} = V^{\psi} \mid (U, V) \in \mathcal{R}, \psi \in \Phi^*\} \right\rangle.$$  


By Theorem 5.7, we obtain an isomorphic monoid presentation with generators \( \mathcal{X} \times \Phi^* \). This monoid \( L \)-presentation is ascending and possibly infinite because \( \mathcal{X} \times \Phi^* \) might be infinite. However, the relations in the monoid presentation in Theorem 5.7 are \( \Phi \)-finite with \( \Phi \)-generating set
\[
\{ U = V \mid (U, V) \in R \} \cup \{ x^\sigma = \xi_1 \cdots \xi_\ell \mid x \in \mathcal{X}, \ \sigma \in \Phi \}.
\]
A \( \Phi \)-invariant reduction ordering \( \prec \) allows us to construct a \( \Phi \)-finite rewriting system for the monoid in Theorem 5.7.

\[ \square \]

5.3 A Reduction Ordering on \( \mathcal{S}(\mathcal{X}, \Phi) \)

In this section, we construct a \( \Phi \)-invariant reduction ordering on the free monoid \( \mathcal{S}(\mathcal{X}, \Phi) \). For this purpose, we recall some basic constructions first: an ordering \( x_1 \prec x_2 \prec \cdots \prec x_n \prec x_{n+1} \prec \cdots \) on the alphabet \( \mathcal{X} \) extends to the free monoid \( \mathcal{X}^* \) over the alphabet \( \mathcal{X} \) as follows: Define \( a_1 \cdots a_n \prec b_1 \cdots b_m \) if and only if
\[ \begin{align*}
(\text{i}) & \ n = \| a_1 \cdots a_n \| < \| b_1 \cdots b_m \| = m \text{ or, otherwise,} \\
(\text{ii}) & \text{if there exists } 1 \leq i \leq m = n \text{ with } a_j = b_j, \text{ for each } 1 \leq j < i, \text{ and } a_i \prec b_i.
\end{align*} \]
The ordering \( \prec \) is the length-plus-lexicographic ordering on the free monoid \( \mathcal{X}^* \). We use the left-to-right version here. However, a right-to-left version could be defined analogously and it also applies to the constructions below.

The length-plus-lexicographic ordering is a total and translation-invariant ordering on the free monoid \( \mathcal{X}^* \) [129]. It is a well-ordering provided that \( \prec \) is a well-ordering on the alphabet \( \mathcal{X} \) [129]. For instance, if \( \mathcal{X}^* \) is finitely generated by \( \mathcal{X} = \{ x_1, \ldots, x_n \} \), the length-plus-lexicographic ordering is a total and translation-invariant well-ordering or, for short, a reduction ordering.

Let \( \Phi \) be another finite alphabet and denote by \( \Phi^* \) the free monoid that is generated by \( \Phi \). Then an ordering \( \prec \) of the finite set \( \Phi \) extends to the length-plus-lexicographic ordering \( \prec \) on the free monoid \( \Phi^* \). The ordering \( \prec \) further extends to a total well-ordering \( \ll \) on the \( m \)-folded Cartesian product \( \Phi^* \times \cdots \times \Phi^* \) as follows:

**Definition 5.9** Let \( \prec \) denote the length-plus-lexicographic ordering on the free monoid \( \Phi^* \). Define \( (\sigma_1, \ldots, \sigma_m) \ll (\delta_1, \ldots, \delta_m) \) if and only if there exists \( 1 \leq i \leq m \) so that \( \sigma_j = \delta_j \), for each \( 1 \leq j < i \), and \( \sigma_i < \delta_i \).

This definition yields the following

**Lemma 5.10** The ordering \( \ll \) in Definition 5.9 is a total well-ordering on the \( m \)-folded Cartesian product \( \Phi^* \times \cdots \times \Phi^* \).

**Proof.** Let \( (\sigma_1, \ldots, \sigma_m), (\delta_1, \ldots, \delta_m) \in \Phi^* \times \cdots \times \Phi^* \) be given. Since \( \prec \) is a total ordering on \( \Phi^* \), for each \( 1 \leq j \leq m \), we either have \( \sigma_j < \delta_j \), \( \delta_j < \sigma_j \), or \( \sigma_j = \delta_j \). For the \( m \)-folded Cartesian product \( \Phi^* \times \cdots \times \Phi^* \) we either have \( (\sigma_1, \ldots, \sigma_m) = (\delta_1, \ldots, \delta_m) \) or there exists
1 ≤ i < m so that σ_j = δ_j, for each 1 ≤ j < i, and either σ_i < δ_i or σ_i > δ_i. Hence, \( \ll \) is a total ordering on \( \Phi^* \times \cdots \times \Phi^* \) as soon as \( \ll \) is a total ordering on \( \Phi^* \).

Consider the \( m \)-folded Cartesian product \( \Phi^* \times \cdots \times \Phi^* \). If \( m = 1 \), the ordering \( \ll \) in Definition 5.9 coincides with the well-ordering \( < \) on \( \Phi^* \). Obviously, the ordering \( \ll \) is a well-ordering in this case. Suppose that \( m > 1 \) holds. Let \( (σ_1^{(1)}, \ldots, σ_m^{(1)}) \succ (σ_1^{(2)}, \ldots, σ_m^{(2)}) \succ \cdots \) be descending series in \( \Phi^* \times \cdots \times \Phi^* \). Then \( (σ_1^{(1)}, \ldots, σ_m^{(1)}) \succ (σ_1^{(2)}, \ldots, σ_m^{(2)}) \succ \cdots \) is a descending series in the \( (m - 1) \)-folded Cartesian product. By induction on \( m \), there exists \( ℓ \in \mathbb{N}_0 \) so that \( (σ_1^{(j)}, \ldots, σ_{m-1}^{(j)}) = (σ_1^{(j+1)}, \ldots, σ_{m-1}^{(j+1)}) \) for each \( j ≥ ℓ \). For \( j ≥ ℓ \), this yields that \( σ_m^{(j)} ≥ σ_m^{(j+1)} \geq \cdots \) is a descending sequence in the well-ordered monoid \( \Phi^* \). Thus, there exists \( k ≥ ℓ \) so that \( σ_m^{(j)} = σ_m^{(j+1)} \) for each \( j ≥ k \), and hence, \( \ll \) is a well-ordering. □

The following definition gives a reduction ordering on the free monoid

\[
S(\mathcal{X}, \Phi) = \{ x_1^{σ_1} \cdots x_n^{σ_n} \mid x_i \in \mathcal{X}, σ_i \in \Phi^*, 1 ≤ i ≤ n \}
\]

This ordering will be central to our construction of a \( Φ \)-finite rewriting system below.

Definition 5.11 Denote the length-plus-lexicographic ordering on \( \mathcal{X}^* \) by \( < \) and let \( \ll \) denote the ordering on \( \Phi^* \times \cdots \times \Phi^* \) from Definition 5.9. Then an ordering \( \ll \) on the free monoid \( S(\mathcal{X}, \Phi) \) is given as follows: For \( x_1^{σ_1} \cdots x_n^{σ_n}, y_1^{δ_1} \cdots y_m^{δ_m} \in S(\mathcal{X}, \Phi) \), we define \( x_1^{σ_1} \cdots x_n^{σ_n} \ll y_1^{δ_1} \cdots y_m^{δ_m} \) if and only if

(i) either \( x_1 \cdots x_n < y_1 \cdots y_m \) holds or, otherwise,

(ii) if \( (σ_1, \ldots, σ_n) \ll (δ_1, \ldots, δ_n) \).

This definition yields the following

Proposition 5.12 The ordering \( \ll \) in Definition 5.11 is a reduction ordering on the free monoid \( S(\mathcal{X}, \Phi) \).

Proof. The ordering in Definition 5.11 is total as both, the length-plus-lexicographic ordering \( < \) and the ordering \( \ll \) from Definition 5.9 are total orderings.

Suppose that \( U_1 \succ U_2 \succ \cdots \succ U_ℓ \succ U_{ℓ+1} \succ \cdots \) is descending series in \( S(\mathcal{X}, \Phi) \). Since \( < \) is a well-ordering on \( \mathcal{X}^* \), there exists \( ℓ \in \mathbb{N}_0 \) so that \( U_i = x_1^{σ_1^{(i)}} \cdots x_n^{σ_n^{(i)}} \) and \( U_{ℓ+1} = x_1^{σ_1^{(ℓ+1)}} \cdots x_n^{σ_n^{(ℓ+1)}} \) for each \( i ≥ ℓ \). It therefore suffices to consider the descending series \( (σ_1^{(ℓ)}, \ldots, σ_n^{(ℓ)}) \succ (σ_1^{(ℓ+1)}, \ldots, σ_n^{(ℓ+1)}) \succ \cdots \) within the \( n \)-folded Cartesian product \( \Phi^* \times \cdots \times \Phi^* \). Since \( < \) is a well-ordering, though, the latter sequence terminates and thus, there exists \( k ≥ ℓ \) so that \( (σ_1^{(m)}, \ldots, σ_n^{(m)}) = (σ_1^{(m+1)}, \ldots, σ_n^{(m+1)}) \) for each \( m ≥ k \). In particular, for each \( i ≥ k \), we have \( U_i = x_1^{σ_1^{(i)}} \cdots x_n^{σ_n^{(i)}} = x_1^{σ_1^{(i+1)}} \cdots x_n^{σ_n^{(i+1)}} = U_{ℓ+1} \) and hence, the ordering \( < \) is a well-ordering.

For proving translation invariance of the ordering \( \ll \), it suffices to prove that, for each \( x ∈ \mathcal{X} \) and \( σ ∈ \Phi^* \), we both have \( x^σ U < x^σ V \) and \( U x^σ V < x^σ V \) whenever \( U < V \).
holds. However, this follows immediately from the construction of the ordering $\prec$ in Definition 5.11 and the fact that the length-plus-lexicographic ordering on $X^*$ is translation invariant; see [129] Proposition 1.5].

The ordering $\prec$ in Definition 5.11 is $\Phi$-invariant:

Lemma 5.13 For $U, V \in S(\mathcal{X}, \Phi)$ and $\psi \in \Phi^*$, $U \prec V$ implies $U^\psi \prec V^\psi$.

Proof. Write $U = x_1^{\sigma_1} \cdots x_n^{\sigma_n}$ and $V = y_1^{\delta_1} \cdots y_m^{\delta_m}$ with each $x_i, y_j \in \mathcal{X}$ and $\sigma_i, \delta_j \in \Phi^*$. For $\psi \in \Phi$, we have

$$U^\psi = x_1^{\sigma_1\psi} \cdots x_n^{\sigma_n\psi} \quad \text{and} \quad V^\psi = y_1^{\delta_1\psi} \cdots y_m^{\delta_m\psi}.$$  

(5.9)

Since $U \prec V$ holds, we either have $x_1 \cdots x_n < y_1 \cdots y_m$ in the length-plus-lexicographic ordering $\prec$ on $X^*$ or $(\sigma_1, \ldots, \sigma_n) \ll (\delta_1, \ldots, \delta_n)$ in the ordering from Definition 5.11. In the first case, the images $U^\psi$ and $V^\psi$ satisfy $x_1 \cdots x_n < y_1 \cdots y_m$. Thus $U^\psi \prec V^\psi$. In the second case, we would have $x_1 \cdots x_n = y_1 \cdots y_m$ and $(\sigma_1, \ldots, \sigma_n) \ll (\delta_1, \ldots, \delta_n)$. Since the length-plus-lexicographic ordering on $\Phi^*$ is translation invariant, the latter implies $(\sigma_1\psi, \ldots, \sigma_n\psi) \ll (\delta_1\psi, \ldots, \delta_n\psi)$. Thus $U^\psi \prec V^\psi$. \hfill $\square$

We finally note the following

Remark 5.14 Similar to the Knuth-Bendix completion for finitely presented groups, the reduction ordering is flexible; for instance, we need to specify the orderings on the generating sets $\mathcal{X}$ and $\Phi$ of the free monoids $X^*$ and $\Phi^*$. Furthermore, we can also use the right-to-left version of the length-plus-lexicographic ordering. This provides a selection of reduction orderings that can be applied in the Knuth-Bendix completion algorithm.

5.4 The Critical Pair Lemma

In the following, we establish a Critical Pair Lemma for a $\Phi$-finite rewriting system. This lemma enables us to decide whether or not a $\Phi$-finite rewriting system is locally confluent. The Critical Pair Lemma below generalizes [129] Proposition 3.1] for finite presentations.

Suppose that $T$ is a $\Phi$-finite rewriting system with $\Phi$-generating set $\mathcal{R}$. Then an element $W \in S(\mathcal{X}, \Phi)$ reduces with respect to $T$ if there exist $A, B, P, Q \in S(\mathcal{X}, \Phi)$ and $\sigma \in \Phi^*$ so that $W = AP^\sigma B$ and $P \rightarrow Q$ is a rewriting rule in the $\Phi$-generating set $\mathcal{R}$. In order to find the minimal words $W \in S(\mathcal{X}, \Phi)$ on which local confluence fails we therefore need to recognize the left-side $P$ of the rewriting rule $P \rightarrow Q$ as a ‘subword’ of $W = AP^\sigma B$ even if $\sigma$ is non-trivial. More precisely, we use the following definition of a $\Phi$-subword:

Definition 5.15 For an element $W = x_1^{\sigma_1} \cdots x_n^{\sigma_n} \in S(\mathcal{X}, \Phi)$, a $\Phi$-subword has the form $x_i^{\delta_i} \cdots x_j^{\delta_j}$ with $1 \leq i \leq j \leq n$ and there exists $\omega \in \Phi^*$ so that $\sigma_\ell = \delta_\ell \omega$ for each $1 \leq \ell \leq j$. An element $V \in S(\mathcal{X}, \Phi)$ is a proper $\Phi$-subword of $W$ if it is a $\Phi$-subword of $W$ with $W \neq V$. 
The notion of a $\Phi$-subword is more general than the notion of a subword within the free monoid $S(\mathcal{X}, \Phi)$ as it also incorporates the action of the monoid $\Phi^*$. In particular, a $\Phi$-subword $V$ of $W$ is an $\omega$-preimage of subword in the free monoid $S(\mathcal{X}, \Phi)$. Note that $\sigma_\ell = \delta_\ell \omega$, for a common $\omega \in \Phi^*$, in Definition 5.15 implies that $\delta_\ell$ is a prefix of $\sigma_\ell$.

Moreover, we have the following observation:

**Lemma 5.16** Let $\prec$ denote the reduction ordering from Section 5.3. Every $W \in S(\mathcal{X}, \Phi)$ has only finitely many $\Phi$-subwords. Each proper $\Phi$-subword $U$ of $W$ satisfies $U \prec W$.

**Proof.** The proof follows immediately from the definitions above. \hfill $\square$

An element $W \in S(\mathcal{X}, \Phi)$ is locally confluent if for each $A, B \in S(\mathcal{X}, \Phi)$ with $W \rightarrow A$ and $W \rightarrow B$, there exists $D \in S(\mathcal{X}, \Phi)$ so that $A \rightarrow^* D$ and $B \rightarrow^* D$. A minimal condition for an element $W \in S(\mathcal{X}, \Phi)$ not to be locally confluent is given by the following proposition (in the style of [129]):

**Proposition 5.17 (The Critical Pair Lemma)** Let $\mathcal{T}$ be a rewriting system on $S(\mathcal{X}, \Phi)$ with (possibly infinite) $\Phi$-generating set $\mathcal{R} \subseteq \mathcal{T}$. Suppose that the element $W \in S(\mathcal{X}, \Phi)$ is not locally confluent but each of its proper $\Phi$-subwords is locally confluent. Then one of the following conditions holds: There exist rewriting rules $P_1 \rightarrow Q_1$ and $P_2 \rightarrow Q_2$ in the $\Phi$-generating set $\mathcal{R}$ so that

(i) $W = P_1$ and $W = AP_1^\sigma B$ for $\sigma \in \Phi^*$ and $A, B \in S(\mathcal{X}, \Phi)$.

(ii) $W = P_1^\sigma$ and $W = A^\sigma P_2^\sigma B^\sigma$ for $\sigma \in \Phi^*$ and non-empty words $A, B \in S(\mathcal{X}, \Phi)$.

(iii) $W$ can be written $(AB)^\sigma C$ or $(ABC)^\sigma$ for non-empty words $A, B, C \in S(\mathcal{X}, \Phi)$, $\sigma \in \Phi^*$, and either

- $P_1 = AB$ and $P_2 = B^\sigma C$, or
- $P_1 = AB^\sigma$ and $P_2 = BC$.

**Proof.** We generalize the proof of [129, Proposition 3.1]. If $W \in S(\mathcal{X}, \Phi)$ is not locally confluent, there exist $A_1, P_1, Q_1, B_1, A_2, P_2, Q_2, B_2 \in S(\mathcal{X}, \Phi)$ and $\sigma, \delta \in \Phi^*$ so that

(i) $W = A_1 P_1^\sigma B_1$ and $W = A_2 P_2^\sigma B_2$,

(ii) there are rewriting rules $P_1 \rightarrow Q_1$ and $P_2 \rightarrow Q_2$ in $\mathcal{R}$,

(iii) there does not exist $V \in S(\mathcal{X}, \Phi)$ with $A_1 Q_1^\sigma B_1 \rightarrow^* V$ and $A_2 Q_2^\sigma B_2 \rightarrow^* V$.

First, assume that $P_1$ and $P_2$ do not overlap; i.e., we have $W = A_1 P_1^\sigma C P_2^\delta B_2$ for some $C \in S(\mathcal{X}, \Phi)$. Using the rewriting rule $P_1 \rightarrow Q_1$, we obtain $U_1 = A_1 Q_1^\sigma C P_2^\delta B_2$ while the rule $P_2 \rightarrow Q_2$ gives us $U_2 = A_1 P_1^\sigma C Q_2^\delta B_2$. Both $U_1$ and $U_2$ reduce to the extended word $V = A_1 Q_1^\sigma C Q_2^\delta B_2$; this contradicts the third condition on $W$. Therefore, $P_1$ and $P_2$ do overlap. This yields either one of the following conditions holds:

- There exist positive integers $1 \leq i \leq j \leq n$ with $P_1^\sigma = x_1^{\sigma_1^\sigma} \cdots x_i^{\sigma_i^\sigma} \cdots x_j^{\sigma_j^\sigma} \cdots x_n^{\sigma_n^\sigma}$ and $P_2^\delta = x_1^{\sigma_1^\sigma} \cdots x_j^{\sigma_j^\sigma}$. Write $P_1^\sigma = A^\sigma P_2^\delta C^\sigma$ in this case.
• There exist positive integers $1 < i \leq j < m$ with $P_1^\sigma = x_1^\sigma \cdots x_i^\sigma \cdots x_j^\sigma$, $P_2^\delta = x_i^\delta \cdots x_j^\delta \cdots x_m^\delta$ and $\delta_\ell = \sigma_\ell^\delta$ for $i \leq \ell \leq j$. Write $P_1^\sigma = A^\sigma B^\sigma$ and $P_2^\delta = B^\delta C^\delta$ for non-empty words $A, B, C \in S(\mathcal{X}, \Phi)$ with $B^\sigma = B^\delta$.

Consider the first case above. Then $W = A_1 P_1^\sigma B_1 = A_1 A^\sigma P_2^\delta C^\sigma B_1$, $A_2 = A_1 A^\sigma$, and $B_2 = C^\sigma B_1$. Suppose that $A_1 \not= \varepsilon$ or $B_1 \not= \varepsilon$ holds. Then $P_1^\sigma = A^\sigma P_2^\delta C^\sigma$ is a proper $\Phi$-subword of $W = A_1 A^\sigma P_2^\delta C^\sigma B_1$. Since each proper $\Phi$-subword of $W$ is locally confluent, there exists $V \in S(\mathcal{X}, \Phi)$ so that $P_1^\sigma \to Q_1^\sigma \to^* V$ and $A^\sigma P_2^\delta C^\sigma \to A^\sigma Q_2^\delta C^\sigma \to^* V$. This yields that

$$A_1 P_1^\sigma B_1 \to A_1 Q_1^\sigma B_1 \to^* A_1 V B_1;$$

and

$$A_2 P_2^\delta B_2 \to A_2 Q_2^\delta B_2 = A_1 A^\sigma Q_2^\delta C^\sigma B_1 \to^* A_1 V B_1;$$

this contradicts the third condition on $W$. Thus $A_1 = \varepsilon = B_1$ and $W = A^\sigma P_2^\delta C^\sigma = P_1^\sigma$.

Suppose that $\omega \in \Phi^*$ is a common suffix of $\sigma$ and $\delta$ so that $\delta = \delta \omega$ and $\sigma = \delta \omega$ hold for $\delta, \sigma \in \Phi^*$. Consider $U = A^\sigma P_2^\delta C^\sigma = P_1^\sigma \in S(\mathcal{X}, \Phi)$. If the suffix $\omega \in \Phi^*$ is non-trivial, $U$ is a proper $\Phi$-subword of $W = A^\sigma P_2^\delta C^\sigma$. Since each proper $\Phi$-subword of $W$ is locally confluent, there exists $V \in S(\mathcal{X}, \Phi)$ so that $U = P_1^\sigma \to Q_1^\sigma \to^* V$ and $U = A^\sigma P_2^\delta C^\sigma \to A^\sigma Q_2^\delta C^\sigma \to^* V$. Hence $Q_1^\sigma \to^* V\omega$, $A^\sigma Q_2^\delta C^\sigma \to^* V\omega$ as well as

$$A_1 Q_1^\sigma B_1 = Q_1^\sigma \to^* V\omega$$

and

$$A_2 Q_2^\delta B_2 = A_1 A^\sigma Q_2^\delta C^\sigma B_1 = A^\sigma Q_2^\delta C^\sigma \to^* V\omega;$$

this contradicts the third assumption on $W$. Therefore, the common suffix $\omega$ is trivial. As $P_1$ and $P_2$ have the form $P_1^\sigma = x_1^\sigma \cdots x_i^\sigma \cdots x_j^\sigma \cdots x_m^\sigma$ and $P_2^\delta = x_i^\sigma \cdots x_j^\sigma$, $\delta$ is a common suffix of $\sigma \sigma$, for each $i \leq \ell \leq j$. We obtain either one of the following conditions:

• If $\sigma = \delta$ holds, both $\sigma$ and $\delta$ are trivial. Thus $W = A P_2 C = P_1$ for $A, C \in S(\mathcal{X}, \Phi)$.

• If $||\sigma|| < ||\delta||$ holds, $\sigma$ is a suffix of $\delta$ and hence $\sigma$ is trivial. Thus $W = A P_2^\psi C = P_1$ for $A, C \in S(\mathcal{X}, \Phi)$ and $\psi \in \Phi^*$.

• If $||\sigma|| > ||\delta||$ holds, $\delta$ is a suffix of $\sigma$ and hence $\delta$ is trivial. Thus $W = A^\psi P_2 C^\psi = P_1$ for $A, C \in S(\mathcal{X}, \Phi)$ and $\psi \in \Phi^*$.

The first two conditions correspond to (i) in Proposition 5.17 while the last condition correspond to either (i), if both $A$ and $B$ are empty, or it corresponds to (ii) of Proposition 5.17 otherwise.

Consider the second case where we have that $P_1^\sigma = A^\sigma B^\sigma$ and $P_2^\delta = B^\delta C^\delta$ for non-empty words $A, B, C \in S(\mathcal{X}, \Phi)$ with $B^\sigma = B^\delta$. Then $W = A_1 P_1^\sigma B_1 = A_1 A^\sigma B^\sigma B_1$ and $W = A_2 P_2^\delta B_2 = A_2 B^\delta C^\delta B_2$. Moreover, we have

$$W = A_1 A^\sigma B^\sigma C^\delta B_2 = A_1 A^\sigma B^\delta C^\delta B_2,$$
as well as $B_1 = C^\delta B_2$ and $A_2 = A_1 A^\sigma$. Suppose that $A_1 \neq \varepsilon$ or $B_2 \neq \varepsilon$ holds. Then $U = A^\sigma B^\sigma C^\delta = A^\sigma B^\delta C^\delta$ is a proper $\Phi$-subword of $W$. Since each proper $\Phi$-subword of $W$ is locally confluent, there exists $V \in S(\mathcal{X}, \Phi)$ so that

$$U = A^\sigma B^\sigma C^\delta \rightarrow Q^*_1 C^\delta \rightarrow^* V \quad \text{and} \quad U = A^\sigma B^\delta C^\delta \rightarrow A^\sigma Q^*_2 \rightarrow^* V.$$ 

This yields that

$$A_1 P_1^\sigma B_1 \rightarrow A_1 Q^*_1 C^\delta B_2 \rightarrow^* A_1 V B_2$$

and

$$A_2 P_2^\delta B_2 \rightarrow A_2 Q^*_2 \rightarrow A_1 A^\sigma Q^*_2 B_2 \rightarrow^* A_1 V B_2,$$

this contradicts the third condition on $W$. Thus $A_1 = \varepsilon = B_2$ and $W = A^\sigma B^\sigma C^\delta = A^\sigma B^\sigma C^\delta$ with $P_1^\sigma = A^\sigma B^\sigma$, $P_2^\delta = B^\delta C^\delta$, and $B^\sigma = B^\delta$.

Suppose that $\omega \in \Phi^*$ is a common suffix of $\delta$ and $\sigma$ so that $\delta = \delta \omega$ and $\sigma = \sigma \omega$ hold for $\sigma, \delta \in \Phi^*$. Then $B^\delta = B^\sigma$. Consider $U = A^\sigma B^\sigma C^\delta = A^\sigma B^\delta C^\delta$. If the suffix $\omega$ is non-trivial, $U$ is a proper $\Phi$-subword of $W$. Since each proper $\Phi$-subword of $W$ is locally confluent, there exists $V \in S(\mathcal{X}, \Phi)$ so that

$$U = A^\sigma B^\sigma C^\delta \rightarrow Q^*_1 C^\delta \rightarrow^* V \quad \text{and} \quad U = A^\sigma B^\delta C^\delta \rightarrow A^\sigma Q^*_2 \rightarrow^* V.$$

This yields that $Q^*_1 C^\delta \rightarrow^* V^\omega$ and $A^\sigma Q^*_2 \rightarrow^* V^\omega$ as well as

$$A_1 P_1^\sigma B_1 \rightarrow A_1 Q^*_1 C^\delta B_2 \rightarrow^* A_1 V^\omega B_2$$

and

$$A_2 P_2^\delta B_2 \rightarrow A_2 Q^*_2 \rightarrow A_1 A^\sigma Q^*_2 B_2 \rightarrow^* A_1 V^\omega B_2,$$

this contradicts the third condition on $W$. Thus the common suffix $\omega$ is trivial. Since $B^\delta = B^\sigma$, we either have that $\delta$ is a suffix of $\sigma$ or vice versa. In particular, this shows that either $\delta$ or $\sigma$ is trivial. We obtain the third condition of Proposition 5.17. \hfill \Box

There are only finitely many checks in Proposition 5.17 to be performed on a $\Phi$-finite rewriting system with a finite $\Phi$-generating set $\mathcal{R}$. Note that condition (i) in Proposition 5.17 yield that there exists a rewriting rule whose left-side is reducible. Similar to 129, rewriting systems where the left-side of a rule is reducible can be improved. A rewriting system $\mathcal{T}$ in which condition (i) of Proposition 5.17 does not occur is called a reduced rewriting system.

If local confluence fails at one of the conditions in Proposition 5.17 we obtain two irreducible elements $U, V \in S(\mathcal{X}, \Phi)$ which satisfy $W \rightarrow^\mathcal{T} U, W \rightarrow^\mathcal{T} V$, and $U \neq V$. In this case, the tuple $(U, V) \in S(\mathcal{X}, \Phi) \times S(\mathcal{X}, \Phi)$ is called a $\Phi$-overlap of the rewriting rules $P_1 \rightarrow Q_1$ and $P_2 \rightarrow Q_2$. Again, these overlaps generalize the notion in 129 for finitely presented groups. For our algorithm, we need the following

**Lemma 5.18** There are only finitely many $\Phi$-overlaps in a $\Phi$-finite rewriting system.

**Proof.** Since each element $W \in S(\mathcal{X}, \Phi)$ has only finitely many $\Phi$-subwords and each overlap in Proposition 5.17 contains the left-side of a rewriting rule from a finite $\Phi$-generating set $\mathcal{R}$, there are only finitely many overlaps of rewriting rules. \hfill \Box
5.5 A Generalized Knuth-Bendix Completion

So far, we have introduced the basics for a Knuth-Bendix completion as outlined in [129 Section 2]; see also [86]. The overall idea of a Knuth-Bendix completion is quite simple: Since, by Newman’s Lemma 5.1, local confluence of a Noetherian rewriting system already implies confluence, it suffices to check a $\Phi$-finite rewriting system for local confluence only. For this purpose, the Critical Pair Lemma 5.17 applies. If we apply Lemma 5.17 to a finite $\Phi$-generating set, we either prove local confluence of the rewriting system or we would have found an overlap $(U, V) \in \mathcal{S}(\mathcal{X}, \Phi) \times \mathcal{S}(\mathcal{X}, \Phi)$. In the latter case, the $\Phi$-overlap satisfies $U \sim V$ and either $U \succ V$ or $U \prec V$. Suppose that $U \succ V$ holds.

Adding the rewriting rule $U \rightarrow V$ to the $\Phi$-generating set $\mathcal{R}$ of the rewriting system $\mathcal{T}$ does not change the monoid congruence $\sim_{T}$. We can continue the process until we prove local confluence of the obtained rewriting system. Of course termination of this approach is central here. In the following, we describe a first-hand approach to a Knuth-Bendix completion for invariantly finitely $L$-presented groups. Moreover, we prove that it terminates if the monoid $L$-presentation with generators $\mathcal{X} \times \Phi^{*}$ admits a $\Phi$-finite confluent rewriting system with respect to $\prec$.

Let $G$ be an invariantly finitely $L$-presented group. Then, by Proposition 5.5 and Theorem 5.7, $G$ admits an ascending monoid $L$-presentation of the form

$$\langle \mathcal{X} \times \Phi^{*} \mid \{U^{\psi} = V^{\psi} \mid (U, V) \in \mathcal{S} \text{ and } \psi \in \Phi^{*}\} \rangle.$$

The monoid congruence $\sim$ is generated by the $\Phi$-finite rewriting system

$$\mathcal{T} = \left\{ P^{\psi} \rightarrow Q^{\psi} \mid P \succ Q, (P, Q) \in \mathcal{S} \text{ or } (Q, P) \in \mathcal{S}, \psi \in \Phi^{*} \right\}$$

with $\Phi$-generating set $\mathcal{R} = \{ P \rightarrow Q \mid P \succ Q, (P, Q) \in \mathcal{S} \text{ or } (Q, P) \in \mathcal{S}\}$. The algorithm LKnuthBendix in Algorithm 5.1 below takes as input the finite $\Phi$-generating set $\mathcal{R}$ and it attempts to compute a finite $\Phi$-generating set for a confluent $\Phi$-finite rewriting system $\mathcal{T}$ that also defines the monoid congruence $\sim_{T}$. The algorithm LKnuthBendix terminates whenever a confluent $\Phi$-finite rewriting system exists:

**Theorem 5.19** Let $\prec$ be a reduction ordering on $\mathcal{S}(\mathcal{X}, \Phi)$. If the monoid defined by the monoid presentation

$$\langle \mathcal{X} \times \Phi^{*} \mid \{U^{\psi} = V^{\psi} \mid (U, V) \in \mathcal{R}, \psi \in \Phi^{*}\} \rangle$$

admits a confluent $\Phi$-finite rewriting system $\mathcal{T}$ with respect to $\prec$, the algorithm LKnuthBendix terminates and it computes a finite $\Phi$-generating set $\mathcal{R}$ for $\mathcal{T}$.

**Proof.** We generalize the proof from [129 Proposition 5.1]. Suppose that the algorithm LKnuthBendix in Algorithm 5.1 does not terminate. Then it constructs an infinite sequence of rewriting rules $P_{i} \rightarrow Q_{i}$ where both $P_{i}$ and $Q_{i}$ are irreducible with respect to the $\Phi$-finite rewriting system $\mathcal{Z}_{i} = \{ P_{j}^{\psi} \rightarrow Q_{j}^{\psi} \mid 1 \leq j < i, \psi \in \Phi^{*}\}$. Denote by $\mathcal{Y}_{i} = \{ P_{j} \rightarrow Q_{j} \mid 1 \leq j < i\}$ a $\Phi$-generating set for $\mathcal{Z}_{i}$. Write $\mathcal{Z} = \bigcup_{i \in \mathbb{N}_{0}} \mathcal{Z}_{i}$ and
LKnuthBendix(\(\mathcal{X}, \Phi, \mathcal{R}, \prec\))
Initialize \(i \leftarrow 1\).
while \(i \leq n\) do
  for \(j \in \{1, \ldots, i\}\) do
    Compute the \(\Phi\)-overlaps \(\mathcal{O} \subseteq S(\mathcal{X}, \Phi) \times S(\mathcal{X}, \Phi)\) of
    the rules \(P_i \rightarrow Q_i\) and \(P_j \rightarrow Q_j\).
  for \((a, b) \in \mathcal{O}\) do
    Rewrite \(a\) and \(b\) to irreducible elements \(A\) and \(B\), respectively.
    if \(A \prec B\) then Set \(P_{n+1} := B, Q_{n+1} := A,\) and \(n := n + 1\).
    if \(A \succ B\) then Set \(P_{n+1} := A, Q_{n+1} := B,\) and \(n := n + 1\).
  return( \(\mathcal{R}\) ).

Algorithm 5.1: A Knuth-Bendix completion algorithm

\(\mathcal{Y} = \bigcup_{i \in \mathbb{N}_0} \mathcal{Y}_i\). We first prove that the rewriting system \(Z\) is confluent. Since \(Z\) is Noetherian, it suffices to prove that it is local confluent.

Suppose that the rewriting system \(Z\) is not locally confluent. Then there exist elements which are not locally confluent. Since \(\prec\) is a well-ordering, there exists a least element \(W \in S(\mathcal{X}, \Phi)\) which is not locally confluent. As each proper \(\Phi\)-subword \(U\) of \(W\) satisfies \(U \prec W\), each proper \(\Phi\)-subword of \(W\) is locally confluent. Therefore, the Critical Pair Lemma 5.17 applies to \(W\): There exist rewriting rules \(P_i \rightarrow Q_i\) and \(P_j \rightarrow Q_j\) in the \(\Phi\)-generating set \(\mathcal{Y}\) of the rewriting system \(Z\) so that either one of the following conditions hold:

(i) \(W = P_1\) and \(W = AP_2B\) for \(\sigma \in \Phi^*\) and \(A, B \in S(\mathcal{X}, \Phi)\).

(ii) \(W = P_1^\sigma\) and \(W = AP_2B^\sigma\) for \(\sigma \in \Phi^*\) and non-empty words \(A, B \in S(\mathcal{X}, \Phi)\).

(iii) \(W\) can be written \((AB)^\sigma C\) or \((A\sigma C)^\sigma\) for non-empty words \(A, B, C \in S(\mathcal{X}, \Phi), \sigma \in \Phi^*\), and either

  - \(P_1 = AB\) and \(P_2 = B^\sigma C\), or
  - \(P_1 = AB^\sigma\) and \(P_2 = BC\).

Suppose that either one of these conditions holds. Since the algorithm LKnuthBendix ensures that all overlaps are checked, the rules \(P_i \rightarrow Q_i\) and \(P_j \rightarrow Q_j\) would have been checked for an overlap of this type and it would have enforced local confluence of \(W\) by adding an appropriate rewriting rule. Therefore, the rewriting system \(Z\) with \(\Phi\)-generating set \(\mathcal{Y}\) is locally confluent and it generates the monoid congruence \(\sim\). As \(Z\) is Noetherian by construction, \(Z\) is confluent and, by Corollary 5.3 it allows to rewrite each \(W \in S(\mathcal{X}, \Phi)\) to its canonical form.

Suppose that there exists a confluent \(\Phi\)-finite rewriting system \(\mathcal{T}\) with finite \(\Phi\)-generating set \(\mathcal{R}\) for the monoid in Theorem 5.19 Then the rewriting systems \(\mathcal{T}\) and
\[ Z \text{ both induce the same monoid congruence } \sim \text{ which is generated by the monoid } L\text{-presentation in Theorem 5.19. The reduction ordering } \prec \text{ on } S(\mathcal{X}, \Phi) \text{ allows us to define the set of canonical forms} \]

\[ C = \{ P \in S(\mathcal{X}, \Phi) \mid \text{for each } U \in S(\mathcal{X}, \Phi) \text{ we have } U \sim P \Rightarrow U \succeq P \} . \]

This definition does not depend on the rewriting systems \( T \) and \( Z \). Let \( \mathcal{P} \) be the set of elements \( W \in S(\mathcal{X}, \Phi) \setminus C \) so that each proper \( \Phi \)-subword of \( W \) is a canonical form. Let \( W \in \mathcal{P} \) be given. Since each proper \( \Phi \)-subword of \( W \) is a canonical form, it is irreducible by Lemma 5.2. Because the confluent rewriting systems \( T \) and \( Z \) allow us to rewrite the element \( W \) to its canonical form, both rewriting systems contain a (unique) rewriting rule with left-side \( W \). Since \( \mathcal{R} \) is a \( \Phi \)-generating set for the rewriting system \( T \), there exists a (unique) rewriting rule \( P \to Q \in \mathcal{R} \) and \( \psi \in \Phi^* \) so that \( W = P^\psi \). If \( \psi \) is non-trivial, then \( P \) is a proper subword of \( W \) and thus \( P \in C \); this, however, contradicts the existence of a rewriting rule \( P \to Q \) which implies that \( P \succeq Q \) holds. Therefore, \( W = P \) is actually contained in the \( \Phi \)-generating set \( \mathcal{R} \). In particular, the set of rewriting rules \( \{ P \to Q \mid P \in \mathcal{P} \} \subseteq \mathcal{R} \) is finite and so is \( \mathcal{P} \).

Consider the \( \Phi \)-generating set \( \mathcal{Y} \) with the rewriting rules \( P_i \to Q_i \) that were generated by the algorithm LK\textsc{NuthBendix}. Since \( \mathcal{P} \) is finite, there exists a positive integer \( n \) that is maximal subject to \( P_n \in \mathcal{P} \). Let \( i > n \) be given. The elements \( P_i \) and \( Q_i \) are, by construction, irreducible with respect to \( Z_i = \{ P_j^\psi \to Q_j^{\psi'} \mid 1 \leq j < i, \psi, \psi' \in \Phi^* \} \). However, \( P_i \notin \mathcal{P} \) and \( P_i \notin C \). Therefore, \( P_i \) must contain a proper \( \Phi \)-subword \( U \) that is contained in \( \mathcal{P} \). But this is impossible as either \( Z \) does not allow to rewrite \( U \) to its canonical form (contradicting Corollary 5.3) or \( U \) must be the left-side of a rule in \( \{ P_j \to Q_j \mid 1 \leq j \leq n \} \) (contradicting irreducibility of \( P_i \) with respect to \( Z_i \)). Therefore, the algorithm LK\textsc{NuthBendix} cannot produce an infinite \( \Phi \)-generating set \( \mathcal{Y} \). It terminates and computes a finite \( \Phi \)-generating set for a confluent \( \Phi \)-finite rewriting system. \( \square \)

It should be emphasized here that Theorem 5.19 does not imply that there is a procedure that allows to decide whether or not a group admits a \( \Phi \)-finite rewriting system. The proof of Theorem 5.19 also yields the following

**Corollary 5.20** For a finite group \( G \), the algorithm LK\textsc{NuthBendix} terminates and it computes a finite \( \Phi \)-generating set for a confluent rewriting system for \( G \).

**Proof.** If \( G \) is finite, there are only finitely many canonical forms. In particular, for a rewriting system \( T \) with \( \Phi \)-generating set \( \mathcal{R} \) and a monoid congruence \( \sim \), the set of canonical forms \( C \) defined in the proof of Theorem 5.19 is finite. It suffices to prove finiteness of the set \( \mathcal{P} \) of elements \( W \in S(\mathcal{X}, \Phi) \setminus C \) so that each proper \( \Phi \)-subword of \( W \) is contained in \( C \). If this is the case, the proof of Theorem 5.19 applies and it would prove that the algorithm LK\textsc{NuthBendix} terminates.

Recall that the elements \( W \in S(\mathcal{X}, \Phi) \) have the form \( W = x_1^\sigma_1 \cdots x_n^\sigma_n \). Since \( C \) is finite, there exists a positive integer \( \ell \) that is maximal subject to \( x_1^\sigma_1 \cdots x_\ell^\sigma_\ell \in C \). Let \( V \in \mathcal{P} \) be given. Then each proper \( \Phi \)-subword of \( V \) is contained in \( C \). If \( V = x_1^\sigma_1 \cdots x_n^\sigma_n \),
for $n > \ell + 1$, the $\Phi$-subword $U = x_1^{\sigma_1} \cdots x_{\ell + 1}^{\sigma_{\ell + 1}}$ of $V$ is proper and it is not contained in $\mathcal{C}$. Therefore, $V \in \mathcal{P}$ has the form $V = x_1^{\sigma_1} \cdots x_n^{\sigma_n}$ with $n \leq \ell + 1$.

Similar, as $\mathcal{C}$ is finite, there exists a positive integer $m$ that is maximal subject to $x_1^{\sigma_1} \cdots x_n^{\sigma_n} \in \mathcal{C}$ with each $\|\sigma_i\| \leq m$. Let $V \in \mathcal{P}$ be given. Then $V = x_1^{\sigma_1} \cdots x_n^{\sigma_n}$ with $n \leq \ell + 1$. Suppose that for some $1 \leq i \leq n$ we have that $\|\sigma_i\| = k > m$. Then $\sigma = \delta_1 \cdots \delta_m \delta_{m+1} \cdots \delta_k$ with each $\delta_i \in \Phi$. Then $x_1^{\delta_1 \cdots \delta_{m+1}}$ is a proper $\Phi$-subword of $V$ but $x_1^{\delta_1 \cdots \delta_{m+1}} \notin \mathcal{C}$.

It follows that the elements $V \in \mathcal{P}$ are ‘bounded’ so that there are only finitely many such elements. Since $\mathcal{P}$ is finite, the ideas of the proof of Theorem 5.1.9 apply. These show that algorithm LKNUBHENDIX terminates and it computes a finite $\Phi$-generating set for the rewriting system for $G$. \hfill $\square$

### 5.6 An Application of the Knuth-Bendix Approach

In order to illustrate our Knuth-Bendix approach for invariantly finitely $L$-presented groups, we consider a fairly easy $L$-presentation so that (most) computations can be done by hand. Consider the following ascending finite $L$-presentation

$$\langle \{a_{12}, a_{13}, a_{14}, a_{23}, a_{24}, a_{34}\} \mid \emptyset \mid \{\sigma, \delta\} \mid \{a_{12}^2, a_{12}a_{23}a_{13}a_{23}\} \rangle \quad (5.10)$$

where the endomorphisms $\sigma$ and $\delta$ are induced by the maps

\[
\sigma: \begin{cases} 
  a_{12} &\mapsto a_{12}, \\
  a_{13} &\mapsto a_{23}, \\
  a_{14} &\mapsto a_{24}, \\
  a_{23} &\mapsto a_{13}, \\
  a_{24} &\mapsto a_{14}, \\
  a_{34} &\mapsto a_{34}, 
\end{cases} \quad \text{and} \quad \delta: \begin{cases} 
  a_{12} &\mapsto a_{23}, \\
  a_{13} &\mapsto a_{24}, \\
  a_{14} &\mapsto a_{12}, \\
  a_{23} &\mapsto a_{34}, \\
  a_{24} &\mapsto a_{13}, \\
  a_{34} &\mapsto a_{14}. 
\end{cases}
\]

The finite $L$-presentation in Eq. (5.10) is a finite $L$-presentation for the symmetric group $S_4$ over four letters $[6]$. Each generator $a_{ij}$ corresponds to the transposition $(i, j) \in S_4$ and the endomorphisms $\sigma$ and $\delta$ correspond to the inner automorphisms that are induced by conjugation with $(1, 2)$ and $(1, 2, 3, 4)$, respectively. From the finite $L$-presentation in Eq. (5.10) we obtain the following relators:

\[
a_{12}^2 = (a_{12}^2)^{\delta_1}, \quad a_{14}^2 = (a_{14}^2)^{\delta_1}, \quad a_{23}^2 = (a_{23}^2)^{\delta_1}, \quad a_{24}^2 = (a_{24}^2)^{\delta_1}, \quad a_{34}^2 = (a_{34}^2)^{\delta_1}.
\]

In particular, each generator $a_{ij}$ is either trivial or it has order 2. Thus these generators satisfy $a_{ij}^{-1} = a_{ij}$. Therefore, we can consider the group presentation in Eq. (5.10) as a monoid $L$-presentation for $S_4$. Otherwise, we would need to consider the formal inverses $X^- = \{a_{12}^{-1}, a_{13}^{-1}, a_{14}^{-1}, a_{23}^{-1}, a_{24}^{-1}, a_{34}^{-1}\}$ together with the relations

\[
\varepsilon = a_{12}^{-1}a_{12} = a_{12}a_{12}^{-1} = a_{13}^{-1}a_{13} = a_{13}a_{13}^{-1} = \cdots = a_{34}^{-1}a_{34} = a_{34}a_{34}^{-1}
\]

and extensions $\tilde{\sigma}$ and $\tilde{\delta}$ of the endomorphisms $\sigma$ and $\delta$ as in Proposition 5.5.
We choose the orderings $\sigma < \delta$ and $a_{12} < a_{13} < a_{14} < a_{23} < a_{24} < a_{34}$ on the monoid generators $\Phi$ and $\mathcal{X}$, respectively. These orderings extend to a reduction ordering $\prec$ on 

$$S(\mathcal{X}, \Phi) = \{x_1^{\sigma_1} \cdots x_n^{\sigma_n} \mid x_i \in \{a_{12}, a_{13}, a_{14}, a_{23}, a_{24}, a_{34}\}, \sigma_i \in \{\sigma, \delta\}^*, 1 \leq i \leq n\}$$

as described in Section 5.3. The reduction ordering $\prec$ yields the rewriting rules

$$a_{12}^{\sigma} \rightarrow a_{12}, \quad a_{23}^{\sigma} \rightarrow a_{13}, \quad a_{24}^{\sigma} \rightarrow a_{14}, \quad a_{23} \rightarrow a_{13}^{\delta}, \quad a_{24} \rightarrow a_{14}^{\delta}, \quad a_{34} \rightarrow a_{13}^{\delta}, \quad a_{34} \rightarrow a_{14}^{\delta} \tag{5.11}$$

as well as

$$a_{12} a_{12} \rightarrow \varepsilon \quad \text{and} \quad a_{12} a_{23} a_{13} a_{23} \rightarrow \varepsilon. \tag{5.12}$$

We first reduce the rewriting system. For this purpose, we consider the rewriting rules one after another and we reduce overlaps of the form (i) and (ii) in the Critical Pair Lemma 5.17, i.e., rewriting rules $P_1 \rightarrow Q_1$ and $P_2 \rightarrow Q_2$ so that $P_1^{\omega}$, for $\omega \in \Phi^*$, contains $P_2$ as a proper $\Phi$-subword. We always try to keep the rewriting system reduced. There are no overlaps of type (i) or (ii) among the rewriting rules

$$a_{12}^{\sigma} \rightarrow a_{12} \tag{5.13}$$

$$a_{23} \rightarrow a_{13}^{\sigma} \tag{5.14}$$

$$a_{24} \rightarrow a_{14}^{\sigma}. \tag{5.15}$$

Consider the rewriting rule $a_{23}^{\sigma} \rightarrow a_{13}$. The left-side of this rule contains $a_{23}$ as a proper $\Phi$-subword. Thus there is an overlap with the rewriting rule $a_{23} \rightarrow a_{13}$ from Eq. 5.14. This overlap yields both

$$a_{23}^{\sigma} \rightarrow a_{13} \quad \text{and} \quad a_{23}^{\sigma} = (a_{23})^{\sigma} \rightarrow (a_{13})^{\sigma} = a_{13}^{\sigma}.$$

This yields the rewriting rule

$$a_{23}^{\sigma} \rightarrow a_{13}. \tag{5.16}$$

We can omit the rewriting rule $a_{23}^{\sigma} \rightarrow a_{13}$ in the following. Similar, there is an overlap within the rewriting rules $a_{24}^{\sigma} \rightarrow a_{14}$ and $a_{24}^{\sigma} \rightarrow a_{14}^{\sigma}$ from Eq. 5.15. This overlap yields both $a_{24}^{\sigma} \rightarrow a_{14}$ and $a_{24}^{\sigma} \rightarrow a_{14}^{\sigma}$. Hence, we obtain the rewriting rule

$$a_{24}^{\sigma} \rightarrow a_{14}, \tag{5.17}$$

while we can omit the rule $a_{24}^{\sigma} \rightarrow a_{14}$. There are no overlaps with the rewriting rule

$$a_{34}^{\sigma} \rightarrow a_{34}. \tag{5.18}$$

Consider the rewriting rule $a_{23} \rightarrow a_{12}^{\sigma}$. Then there is an overlap with the rule $a_{23} \rightarrow a_{13}^{\sigma}$ from Eq. 5.14. This overlap yields $a_{23} \rightarrow a_{13}^{\sigma}$ and $a_{23} \rightarrow a_{12}^{\sigma}$. Since $a_{12}^{\sigma} < a_{13}^{\sigma}$ holds, we obtain the rewriting rule

$$a_{13}^{\sigma} \rightarrow a_{12}^{\sigma}. \tag{5.19}$$
Furthermore, we replace the rewriting rule \( a_{23} \rightarrow a_{13}^{\sigma} \) in Eq. (5.14) by
\[
a_{23} \rightarrow a_{12}^{\delta}.
\] (5.20)

At this stage, the rewriting system given by the rewriting rules above is not reduced anymore because the rule in Eq. (5.19) has an overlap with \( a_{13}^{\sigma} \rightarrow a_{13} \) from Eq. (5.16). This overlap, on the one hand, gives \( a_{13}^{\sigma} \rightarrow a_{13} \) while, on the other hand, it gives \( a_{13}^{\sigma} = (a_{13}^{\sigma})^{\rho} \rightarrow a_{12}^{\delta} \). This yields
\[
a_{13} \rightarrow a_{12}^{\delta}.
\] (5.21)

We therefore replace the rule \( a_{13}^{\sigma} \rightarrow a_{13} \) in Eq. (5.16) by
\[
a_{12}^{\delta \sigma \rho} \rightarrow a_{12}^{\delta}.
\] (5.22)

The rule \( a_{13} \rightarrow a_{12}^{\delta} \) from Eq. (5.21) has an overlap with \( a_{13}^{\sigma} \rightarrow a_{12}^{\delta} \) from Eq. (5.19). This overlap gives \( a_{13}^{\sigma} \rightarrow a_{12}^{\delta} \) and \( a_{13}^{\sigma} = (a_{13}^{\sigma})^{\rho} \rightarrow a_{12}^{\delta \sigma \rho} \). We therefore replace the rule \( a_{13}^{\sigma} \rightarrow a_{12}^{\delta} \) from Eq. (5.19) by
\[
a_{12}^{\delta \sigma \rho} \rightarrow a_{12}^{\delta}.
\] (5.23)

The latter rule yields that \( a_{12}^{\delta \sigma \rho} \rightarrow a_{12}^{\delta} \) from Eq. (5.22) is redundant. We have obtained a reduced rewriting system again. Consider the rewriting rule \( a_{24} \rightarrow a_{13}^{\sigma} \rightarrow a_{12}^{\delta} \). Then there is an overlap with the rule \( a_{24} \rightarrow a_{14}^{\sigma} \) from Eq. (5.15). This overlap gives
\[
a_{14}^{\sigma} \rightarrow a_{12}^{\delta}.
\] (5.24)

and we replace the rule \( a_{24} \rightarrow a_{14}^{\sigma} \) from Eq. (5.15) by
\[
a_{24} \rightarrow a_{12}^{\delta \delta}.
\] (5.25)

Again the above rewriting system is not reduced because the rule \( a_{14}^{\sigma} \rightarrow a_{12}^{\delta \delta} \) from Eq. (5.24) has an overlap with \( a_{14}^{\sigma} \rightarrow a_{14} \) from Eq. (5.17). This overlap gives \( a_{14}^{\sigma} = (a_{14}^{\rho})^{\sigma} \rightarrow a_{12}^{\delta \delta \sigma} \). We replace the rule \( a_{14}^{\sigma} \rightarrow a_{14} \) from Eq. (5.17) by
\[
a_{14} \rightarrow a_{12}^{\delta \delta \sigma}.
\] (5.26)

The latter rule has an overlap with \( a_{14}^{\sigma} \rightarrow a_{12}^{\delta \delta} \) from Eq. (5.24). This overlap allows us to replace \( a_{14}^{\sigma} \rightarrow a_{12}^{\delta \delta} \) in Eq. (5.24) by
\[
a_{12}^{\delta \delta \sigma} \rightarrow a_{12}^{\delta \delta}.
\] (5.27)

We have obtained a reduced rewriting system again. Consider the rule \( a_{14}^{\delta} \rightarrow a_{12} \). Then the overlap with \( a_{14} \rightarrow a_{12}^{\delta \delta \sigma} \) from Eq. (5.26) yields the rewriting rule
\[
a_{12}^{\delta \delta \sigma} \rightarrow a_{12}^{\delta \delta}.
\] (5.28)

The rule \( a_{34} \rightarrow a_{23}^{\delta} \rightarrow a_{12}^{\delta} \) gives us
\[
a_{34} \rightarrow a_{12}^{\delta}.
\] (5.29)
The latter rule has an overlap with $a_{34}^\delta \rightarrow a_{34}$ from Eq. (5.18). This overlap allows us to replace the rule from Eq. (5.18) by
\[ a_{12}^{\delta \delta \sigma} \rightarrow a_{12}^{\delta \delta}. \] (5.30)

Next we consider the rule $a_{24}^\delta \rightarrow a_{13} \rightarrow a_{12}^\delta$. This rule has an overlap with $a_{24} \rightarrow a_{12}^\delta$ in Eq. (5.21). It gives us the rewriting rule
\[ a_{12}^{\delta \delta \delta} \rightarrow a_{12}^{\delta \sigma}. \] (5.31)

Finally, we need to consider the rule $a_{34}^\delta \rightarrow a_{14} \rightarrow a_{12}^{\delta \delta \sigma}$. This latter rule has an overlap with $a_{34} \rightarrow a_{12}^{\delta \delta}$ from Eq. (5.20). This overlap gives us
\[ a_{12}^{\delta \delta \sigma} \rightarrow a_{12}^{\delta \delta}. \] (5.32)

This rule has various overlaps with the other rewriting rules. First, we can replace the rule $a_{14} \rightarrow a_{12}^{\delta \delta}$ from Eq. (5.20) by
\[ a_{14} \rightarrow a_{12}^{\delta \delta}. \] (5.33)

Then the left-side of the rule $a_{12}^{\delta \delta \delta} \rightarrow a_{12}$ in Eq. (5.28) contains $a_{12}^{\delta \delta \delta}$ as a proper $\Phi$-subword and thus we can replace the rule in Eq. (5.28) by
\[ a_{12}^{\delta \delta \delta} \rightarrow a_{12}. \] (5.34)

Similar, the left-side of the rule $a_{12}^{\delta \delta \sigma \sigma} \rightarrow a_{12}^{\delta \sigma}$ in Eq. (5.21) contains $a_{12}^{\delta \delta \sigma \sigma}$ as a proper $\Phi$-subword. We therefore replace the rule in Eq. (5.21) by
\[ a_{12}^{\delta \delta \sigma} \rightarrow a_{12}^{\delta \sigma}. \] (5.35)

So far, we have obtained a reduced rewriting system whose rewriting rules stem from the substitutions $\sigma$ and $\delta$ in Eq. (5.11). It remains to consider the rewriting rules which stem from the iterated relations of the $L$-presentation in Eq. (5.11). The first rule indicates that the generator $a_{12}$ is an involution
\[ a_{12} a_{12} \rightarrow \varepsilon. \] (5.36)

This latter rule has several overlaps with the second rule $a_{12} a_{23} a_{13} a_{23} \rightarrow \varepsilon$ from Eq. (5.11). The rewriting rules above yield that
\[ a_{12} a_{23} a_{13} a_{23} \rightarrow a_{12} a_{12} a_{13} a_{12} a_{12} a_{12} \rightarrow \varepsilon. \] (5.37)

At this stage, we have obtained a reduced rewriting system for the finitely $L$-presented group in Eq. (5.10). We have proved
Proposition 5.21 For the symmetric group on four letters with its $L$-presentation from Eq. (5.10) and the orderings $\sigma < \delta$ and $a_{12} < a_{13} < a_{14} < a_{23} < a_{24} < a_{34}$, a reduced \( \Phi \)-finite rewriting system is given by the following rewriting rules:

\[
\begin{align*}
a_{12}^{\sigma} &\rightarrow a_{12}, & a_{13}^{\sigma} &\rightarrow a_{13}^{\delta}, & a_{14}^{\sigma} &\rightarrow a_{12}^{\delta}, \\
a_{23}^{\delta} &\rightarrow a_{12}^{\delta}, & a_{24}^{\delta} &\rightarrow a_{12}^{\delta}, & a_{34}^{\delta} &\rightarrow a_{12}^{\delta}, \\
a_{12}^{\delta \sigma} &\rightarrow a_{12}^{\sigma}, & a_{12}^{\delta \sigma} &\rightarrow a_{12}^{\delta}, & a_{12}^{\delta \sigma} &\rightarrow a_{12}^{\delta}, \\
a_{12}^{\delta \delta} &\rightarrow a_{12}^{\sigma}, & a_{12}^{\delta \delta} &\rightarrow a_{12}^{\delta}, & a_{12}^{\delta \delta} &\rightarrow a_{12}^{\delta}. 
\end{align*}
\] 

(5.38)

and

\[
a_{12} a_{12} \rightarrow \varepsilon \quad \text{and} \quad a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow \varepsilon.
\] 

(5.39)

In the following, we enforce local confluence of this rewriting system by considering the overlaps of type (iii) in the Critical Pair Lemma (5.17). We indicate which rewriting rule is applied first by underlining the appropriate \( \Phi \)-subword. The rewriting rules in Eq. (5.39) overlap as follows:

\[
a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \quad \text{and} \quad a_{12} a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}.
\]

as well as

\[
a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \quad \text{and} \quad a_{12} a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma}.
\]

These overlaps give

\[
a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} \quad \text{and} \quad a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma}.
\] 

(5.40)

Again, overlaps with the rule $a_{12} a_{12} \rightarrow \varepsilon$ from Eq. (5.36) give

\[
\begin{align*}
a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \quad \text{and} \quad a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}, \\
a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \quad \text{and} \quad a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}^{\sigma}, \\
a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \quad \text{and} \quad a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12} a_{12}, \\
a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \quad \text{and} \quad a_{12} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12} a_{12}^{\sigma}.
\end{align*}
\]

Therefore, we obtain the rules

\[
a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12} a_{12}^{\sigma}
\] 

(5.41)

and

\[
a_{12}^{\sigma} a_{12}^{\sigma} \rightarrow a_{12} a_{12}.
\] 

(5.42)

Consider the overlap of the rule $a_{12}^{\delta \delta \delta \delta} \rightarrow a_{12}$ from Eq. (5.31) with the rule from Eq. (5.41).

This overlap gives us

\[
a_{12}^{\delta \delta \delta \delta} a_{12}^{\delta \delta \delta \delta} \rightarrow a_{12} a_{12}^{\delta \delta \delta \delta} \rightarrow a_{12} a_{12}^{\delta \delta \delta \delta}
\]

and

\[
a_{12}^{\delta \delta \delta \delta} a_{12}^{\delta \delta \delta \delta} = (a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta}) a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta} a_{12}^{\delta}.
\]
Hence, we obtain the rewriting rule
\[ a_{12}^{\delta\delta\delta} a_{12} \rightarrow a_{12} a_{12}^{\delta\sigma\delta}. \] (5.43)

Similar, the overlap of \( a_{12}^{\delta\delta\delta} \rightarrow a_{12} \) from Eq. (5.34) and \( a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12} a_{12} \) from Eq. (5.42) gives
\[ a_{12}^{\delta\sigma\delta\delta} a_{12}^{\delta\delta\delta} a_{12} \rightarrow a_{12}^{\delta\sigma\delta\delta} a_{12} \] and \[ a_{12}^{\delta\sigma\delta\delta} a_{12}^{\delta\delta\delta} a_{12} \rightarrow a_{12} a_{12} a_{12}^{\delta\delta\delta} \rightarrow a_{12} a_{12} a_{12} a_{12}^{\delta\delta\delta}. \]

This yields the rewriting rule
\[ a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12} a_{12}^{\delta\delta\delta}. \] (5.44)

An overlap of \( a_{12}^{\delta\sigma} \rightarrow a_{12}^{\delta\delta} \) from Eq. (5.30) and \( a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12} a_{12}^{\delta\sigma} \) from Eq. (5.41) gives
\[ a_{12}^{\delta\sigma} a_{12}^{\delta\sigma\delta} a_{12} \rightarrow a_{12}^{\delta\sigma} a_{12} \] and \[ a_{12}^{\delta\sigma\delta\delta} a_{12}^{\delta\sigma\delta} \rightarrow a_{12} a_{12} a_{12}^{\delta\sigma}\delta. \]

We obtain the rewriting rule
\[ a_{12}^{\delta\delta\delta} a_{12}^{\delta\sigma\delta} \rightarrow a_{12}^\delta a_{12}^{\delta\delta\delta}. \] (5.45)

Consider the overlap of \( a_{12}^{\delta\delta\delta\sigma} \rightarrow a_{12}^{\delta\delta\delta} \) from Eq. (5.35) and \( a_{12}^{\delta\sigma} a_{12}^{\delta\sigma} \rightarrow a_{12} a_{12}^{\delta\sigma} \) from Eq. (5.41). Then, on the one hand, we obtain
\[ a_{12}^{\delta\delta\delta\sigma} a_{12}^{\delta\sigma\delta\sigma} \rightarrow a_{12}^{\delta\sigma} a_{12}^{\delta\sigma\delta\sigma} \rightarrow a_{12}^{\delta\sigma} a_{12}^{\delta\sigma}\delta. \]

while, on the other hand, we obtain
\[ a_{12}^{\delta\delta\delta\sigma} a_{12}^{\delta\sigma\delta}\delta \rightarrow a_{12}^{\delta\sigma} a_{12}^{\delta\sigma\delta}\delta \rightarrow a_{12}^{\delta\sigma} a_{12}^{\delta\sigma}\delta \rightarrow a_{12}^{\delta\sigma} a_{12}^{\delta\sigma}\delta \rightarrow a_{12} a_{12}^{\delta\delta\delta}. \]

This yields the rewriting rule
\[ a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12}^\delta a_{12}^{\delta\delta\delta}. \] (5.46)

Consider an overlap of the latter rule with the rule \( a_{12}^{\delta\delta\delta} \rightarrow a_{12} \) from Eq. (5.34). This overlap gives us
\[ a_{12}^{\delta\delta\delta\delta} a_{12}^{\delta\sigma\delta} \rightarrow a_{12}^{\delta\delta\delta} a_{12} \rightarrow a_{12}^{\delta\sigma} a_{12} \]
and
\[ a_{12}^{\delta\delta\delta\delta} a_{12}^{\delta\sigma\delta} \rightarrow a_{12}^{\delta\delta\delta} a_{12}^{\delta\delta\delta} \rightarrow a_{12} a_{12}^{\delta}\delta. \]

Whence \( a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12} a_{12}^{\delta}\delta \) and we can replace the rule in Eq. (5.46) by
\[ a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12} a_{12}^{\delta}. \] (5.47)

An overlap of the latter rule with \( a_{12}^{\delta\sigma} \rightarrow a_{12}^\delta \) from Eq. (5.23) gives
\[ a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12} a_{12} \rightarrow a_{12} a_{12} \] and \[ a_{12}^{\delta\sigma} a_{12} \rightarrow a_{12} a_{12} \rightarrow a_{12} a_{12}. \]

Therefore, we obtain the rewriting rule
\[ a_{12}^\delta a_{12} \rightarrow a_{12} a_{12}^{\delta}. \] (5.48)
Note that we can replace the rewriting rule \( a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12} \) in Eq. (5.42) by
\[
a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}.
\] (5.49)

The overlap of \( a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta \) from Eq. (5.48) with \( a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12} \) from Eq. (5.32) yields
\[
a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta \quad \text{and} \quad a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta.
\]

This yields the rewriting rule
\[
a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta.
\] (5.50)

An overlap of \( a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta \) from Eq. (5.48) with \( a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12} \) from Eq. (5.30) yields
\[
a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta \quad \text{and} \quad a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta.
\]

Whence
\[
a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta.
\] (5.51)

We now consider an overlap of \( a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta \) from Eq. (5.49) and \( a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta \) from Eq. (5.43). This overlaps yields that
\[
a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta
\]
and
\[
a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta
\]
We obtain the rule
\[
a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta.
\] (5.52)

Overlapping the latter rule with \( a_{12} a_{12} \rightarrow \varepsilon \) yields that
\[
a_{12}^\delta a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}
\]
and
\[
a_{12}^\delta a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta a_{12}^\delta.
\]

Whence
\[
a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}.
\] (5.53)

This rewriting rule allows us to remove the rule \( a_{12}^\delta a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta a_{12}^\delta \) from Eq. (5.52) since
\[
a_{12}^\delta a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta a_{12} \rightarrow a_{12} a_{12}^\delta a_{12}^\delta
\]
holds. An overlap of the rule in Eq. (5.53) with the rule \( a_{12}^\delta a_{12}^\delta \rightarrow a_{12}^\delta a_{12}^\delta \) from Eq. (5.35) gives us
\[
a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta \quad \text{and} \quad a_{12}^\delta a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta a_{12}^\delta a_{12}.
\]
Thus
\[
a_{12}^\delta a_{12} \rightarrow a_{12}^\delta a_{12}^\delta.
\] (5.54)
Finally, we consider an overlap of $a_{12}^{\delta_2 \delta_5} a_{12}^{\delta_5} \rightarrow a_{12}^{\delta_2} a_{12}^{\delta_5}$ from Eq. (5.42) and $a_{12}^{\delta_5} \rightarrow a_{12}$ from Eq. (5.34). This overlap yields

\[ a_{12}^{\delta_5} a_{12}^{\delta_5} \rightarrow a_{12}^{\delta_5} a_{12} \rightarrow a_{12} a_{12}^{\delta_5} \quad \text{and} \quad a_{12}^{\delta_5} a_{12}^{\delta_5} \rightarrow a_{12} a_{12}^{\delta_5}, \]

and we obtain the rewriting rule

\[ a_{12}^{\delta_5} a_{12}^{\delta_5} \rightarrow a_{12} a_{12}^{\delta_5}. \quad (5.55) \]

With a GAP-program (or even by hand) it can be shown that all 214 overlaps of the rewriting system constructed above are satisfied so that it is (locally) confluent by the Critical Pair Lemma 5.17. This proves the following

**Theorem 5.22** A reduced $\Phi$-finite confluent rewriting system for the symmetric group on four letters with respect to the reduction ordering that is induced by $\sigma < \delta$ and $a_{12} < a_{13} < a_{14} < a_{23} < a_{24} < a_{34}$ is given by the $\Phi$-generating set

\[
\begin{align*}
 a_{12}^{\sigma} &\rightarrow a_{12}, & a_{13} &\rightarrow a_{12}^{\delta_2}, & a_{14} &\rightarrow a_{12}^{\delta_5}, \\
 a_{23} &\rightarrow a_{12}^{\delta}, & a_{24} &\rightarrow a_{12}^{\delta_5}, & a_{34} &\rightarrow a_{12}, \\
 a_{12}^{\delta_2 \sigma} &\rightarrow a_{12}^{\delta_2}, & a_{12}^{\delta_5 \sigma} &\rightarrow a_{12}^{\delta_5}, & a_{12}^{\delta_5 \delta_5} &\rightarrow a_{12}^{\delta_5}, \\
 a_{12}^{\delta_5 \delta_5} &\rightarrow a_{12}, & a_{12}^{\delta_5 \delta_5} &\rightarrow a_{12}, & a_{12}^{\delta_5 \delta_5} &\rightarrow a_{12},
\end{align*}
\]

and

\[
\begin{align*}
 a_{12} a_{12} &\rightarrow \varepsilon, & a_{12} a_{12} &\rightarrow a_{12} a_{12}^{\delta}, & a_{12} a_{12} &\rightarrow a_{12} a_{12}^{\delta}, \\
 a_{12}^{\delta} a_{12} &\rightarrow a_{12} a_{12}^{\delta}, & a_{12}^{\delta} a_{12} &\rightarrow a_{12} a_{12}^{\delta}, & a_{12}^{\delta} a_{12} &\rightarrow a_{12} a_{12}^{\delta}, \\
 a_{12}^{\delta_5} a_{12} &\rightarrow a_{12} a_{12}^{\delta_5}, & a_{12}^{\delta_5} a_{12} &\rightarrow a_{12} a_{12}^{\delta_5}, & a_{12}^{\delta_5} a_{12} &\rightarrow a_{12} a_{12}^{\delta_5}, \\
 a_{12}^{\delta_5} a_{12} &\rightarrow a_{12} a_{12}^{\delta_5}, & a_{12}^{\delta_5} a_{12} &\rightarrow a_{12} a_{12}^{\delta_5}, & a_{12}^{\delta_5} a_{12} &\rightarrow a_{12} a_{12}^{\delta_5}, \\
 a_{12}^{\delta_5} a_{12} &\rightarrow a_{12} a_{12}^{\delta_5}.
\end{align*}
\]

An implementation of this Knuth-Bendix completion algorithm in the computer algebra system GAP [59] does not terminate for the Grigorchuk group [55], the Basilica group [61], the lamplighter group $\mathbb{Z}/2 \mathbb{Z}$ and the wreath product $\mathbb{Z} \wr \mathbb{Z}$. Therefore, we do not know if these groups admit a $\Phi$-finite confluent rewriting system:

**Question 5.23** Is there an invariantly finitely L-presented group that admits a $\Phi$-finite confluent rewriting system but that is not finitely presented? In particular, do the testbed groups in [62] or [63] admit $\Phi$-finite rewriting systems?
Appendix A

Investigating self-similar groups using their finite $L$-presentation

Abstract. Self-similar groups provide a rich source of groups with interesting properties; e.g., infinite torsion groups (Burnside groups) and groups with an intermediate word growth. Various self-similar groups can be described by a recursive (possibly infinite) presentation, a so-called finite $L$-presentation. Finite $L$-presentations allow numerous algorithms for finitely presented groups to be generalized to this special class of recursive presentations. We give an overview of the algorithms for finitely $L$-presented groups. As applications, we demonstrate how their implementation in a computer algebra system allows us to study explicit examples of self-similar groups including the Fabrykowski-Gupta groups. Our experiments yield detailed insight into the structure of these groups.

Keywords. Recursive presentations; self-similar groups; Grigorchuk group; Fabrykowski-Gupta groups; coset enumeration; finite index subgroups; Reide-meister-Schreier theorem; nilpotent quotients; solvable quotients.

A.1 Introduction

The general Burnside problem is among the most influential problems in combinatorial group theory. It asks whether a finitely generated group is finite if every element has finite order. The general Burnside problem was answered negatively by Golod [51]. The first explicit counter-examples were constructed in [5, 53, 62]. Among these counter-examples is the Grigorchuk group $\Theta$ which is a finitely generated self-similar group. The group $\Theta$ is not finitely presented [50] but it admits a recursive presentation which could be described in finite terms using the action of a finitely generated monoid of substitutions acting on finitely many relations [96]. These recursive presentations are nowadays known
as finite \( L \)-presentations \[39\] (or endomorphic presentations \[9\]) in honor of Lysënok’s work in \[96\] for the Grigorchuk group; see \[9\] or Section 4.2 for a definition.

Finite \( L \)-presentations allow computer algorithms to be employed in the investigation of the groups they define. A first algorithm for finitely \( L \)-presented groups is the nilpotent quotient algorithm \[9, 64\]. Recently, further algorithms for finitely \( L \)-presented groups were developed \[66, 67, 70\]. For instance, in \[67\], a coset enumeration process for finitely \( L \)-presented groups was described. This is an algorithm which, given a finite generating set of a subgroup of a finitely \( L \)-presented group, computes the index of the subgroup in the finitely \( L \)-presented group provided that this index is finite. Usually index computations in self-similar groups have involved lots of tedious calculations (e.g., finding an appropriate quotient of the self-similar group; computing the index of the subgroup in this quotient; followed by a proof that the obtained index is correct; see, for instance, \[11\] Section 4 or \[38\] Chapter VIII). The coset enumerator in \[67\] makes this process completely automatic and thus it shows the significance of finite \( L \)-presentations in the investigation of self-similar groups. Moreover, coset enumeration allows one to compute the number of low-index subgroups of finitely \( L \)-presented groups \[67\].

We demonstrate the application of the algorithms for finitely \( L \)-presented groups in the investigation of a class of self-similar groups \( \Gamma_p \) for \( 3 \leq p \leq 11 \). The group \( \Gamma_3 \) was introduced in \[45\]. It is a self-similar group with an intermediate word growth \[43, 45, 46\]. The groups \( \Gamma_p \), with \( p > 3 \), were introduced in \[57\]. They are known as Fabrykowski-Gupta groups. Their abelianization \( \Gamma_p/\Gamma_p' \cong \mathbb{Z}_p \times \mathbb{Z}_p \) was computed in \[57\]. Moreover, for \( p \geq 5 \), the groups \( \Gamma_p \) are just-infinite, regular branch groups \[67\]. The congruence subgroups of \( \Gamma_p \), for primes \( p > 3 \), were studied in \[131\]; see also \[49\]. The lower central series sections \( \gamma_c \Gamma_3/\gamma_{c+1} \Gamma_3 \) have been computed entirely in \[71\] while, for \( p > 3 \), parts of the lower central series sections \( \gamma_c \Gamma_p/\gamma_{c+1} \Gamma_p \) have been computed in \[9\]. So far, little more is known on the groups \( \Gamma_p \).

For \( p \geq 3 \), the Fabrykowski-Gupta group \( \Gamma_p \) admits a finite \( L \)-presentation \[9\]. We demonstrate how the implementations of the algorithms for finitely \( L \)-presented groups allow us to investigate the groups \( \Gamma_p \) for \( 3 \leq p \leq 11 \) in detail. For instance, we demonstrate the application of our algorithm

- to compute the isomorphism type of the lower central series sections \( \gamma_c \Gamma_p/\gamma_{c+1} \Gamma_p \) using improved (parallel) methods from \[9, 64\].
- to compute the isomorphism type of the Dwyer quotients \( M_c(\Gamma_p) \) of their Schur multiplier using the methods from \[66\].
- to determine the number of low-index subgroups of the groups \( \Gamma_p \) using the methods from \[67\].
- to compute the isomorphism type of the sections \( \Gamma_p^{(c)}/\Gamma_p^{(c+1)} \) of the derived series combining the methods from \[70\] and \[9, 64\].

We briefly sketch the algorithms available for finitely \( L \)-presented groups. Moreover, we compare our experimental results for the Fabrykowski-Gupta groups \( \Gamma_p \) with those results for the Grigorchuk group \( \mathcal{G} \). The group \( \mathcal{G} \) has been investigated for decades now.
A.2 Self-Similar Groups

Even though a lot is known about its structure, various questions still remain open \cite{58}. For further details on the Grigorchuk group $G$, we refer to \cite{38} Chapter VIII.

**A.2 Self-Similar Groups**

A self-similar group can be defined by its recursive action on a regular rooted tree: Consider the $d$-regular rooted infinite tree $T_d$ as a free monoid over the alphabet $\mathcal{X} = \{0, \ldots, d - 1\}$. Then a self-similar group can be defined as follows:

**Definition** 1.1 *A group $G$ acting faithfully on the free monoid $\mathcal{X}^*$ is self-similar if for each $g \in G$ and $x \in \mathcal{X}$ there exist $h \in G$ and $y \in \mathcal{X}$ so that*

\[
(xw)^g = yw^h \quad \text{for each} \quad w \in \mathcal{X}^*.
\]  

**Equation** (A.1)

It suffices to specify the self-similar action in Eq. (A.1) on a generating set of a group. For instance, the Grigorchuk group $G = \langle a, b, c, d \rangle$ can be defined as a subgroup of the automorphism group of the rooted binary tree $T_2 = \{0, 1\}^*$ by its self-similar action:

\[
\begin{align*}
(0w)^a &= 1w, \\
(0w)^b &= 0w, \\
(0w)^c &= 0w, \\
(0w)^d &= 0w.
\end{align*}
\]

\[
\begin{align*}
(1w)^a &= 0w, \\
(1w)^b &= 1w, \\
(1w)^c &= 1w, \\
(1w)^d &= 1w.
\end{align*}
\]

The Fabrykowski-Gupta group $\Gamma_3$ is another example of a self-similar group. It was introduced in \cite{45} as a group with an intermediate word growth \cite{113,46}. The group $\Gamma_3$ was generalized in \cite{57} to a class of self-similar groups $\Gamma_d$ acting on the $d$-regular rooted tree:

**Definition** 1.2 *For $d \geq 3$, the Fabrykowski-Gupta group $\Gamma_d = \langle a, r \rangle$ is a self-similar group acting faithfully on the $d$-regular rooted tree $T_d = \{0, \ldots, d - 1\}^*$ by the following rules:

\[
\begin{align*}
(xw)^a &= x + 1 \pmod{d}w, \quad \text{for } 0 \leq x \leq d - 1, \\
(0w)^r &= 0w, \\
(xw)^r &= xw, \quad \text{for } 1 \leq x < d - 1, \\
(d - 1w)^r &= d - 1w.
\end{align*}
\]

The groups $G$ and $\Gamma_d$ admit a finite $L$-presentation; that is, a finite $L$-presentation is a group presentation of the form

\[
\left\langle \mathcal{X} \mid \mathcal{Q} \cup \bigcup_{\sigma \in \Phi^*} \mathcal{R}^\sigma \right\rangle,
\]

where $\mathcal{X}$ is a finite alphabet, $\mathcal{Q}$ and $\mathcal{R}$ are finite subsets of the free group $F$ over $\mathcal{X}$, and $\Phi^*$ denotes the monoid of endomorphisms which is generated by the finite set $\Phi \subseteq \text{End}(F)$. The group defined by the finite $L$-presentation in Eq. (A.2) is denoted by $\langle \mathcal{X} \mid Q \mid \Phi \mid \mathcal{R} \rangle$. If $Q = \emptyset$ holds, the $L$-presentation in Eq. (A.2) is ascending. In this case, every endomorphism $\sigma \in \Phi^*$ induces an endomorphism of the group $G$.\]
The Grigorchuk group $\mathfrak{G}$ is an example of a self-similar group which is finitely $L$-presented \cite{20}: the group $\mathfrak{G}$ satisfies
\[
\mathfrak{G} \cong \left\langle \{a, b, c, d\} \left| \{a^2, b^2, c^2, d^2, bcd\} \cup \bigcup_{i \geq 0} \{(ad)^4, (adacac)^4\}^{\sigma_i}\right\rangle,
\]
where $\sigma$ is the endomorphism of the free group $F$ over $\{a, b, c, d\}$ which is induced by the map $a \mapsto aca$, $b \mapsto d$, $c \mapsto b$, and $d \mapsto c$. A general method for computing a finite $L$-presentation for a class of self-similar groups was developed in \cite{9} in order to prove

**Theorem 1.3 (Bartholdi \cite{9})** Each finitely generated, contracting, semi-fractal regular branch group is finitely $L$-presented; however, it is not finitely presented.

The constructive proof of Theorem 1.3 in \cite{9} was used in \cite{9} to compute the following finite $L$-presentation for the Fabrykowski-Gupta group $\Gamma_8$:

**Theorem 1.4 (Bartholdi et al. \cite{9})** For $d \geq 3$, the group $\Gamma_d$ is finitely $L$-presented by $\langle \{\alpha, \rho\} \mid \emptyset \mid \{\varphi\} \mid R \rangle$ where the iterated relations in $R$ are defined as follows: Writing $\sigma_i = \rho^{\alpha^i}$, for $1 \leq i \leq d - 1$, and reading indices modulo $d$, we have
\[
R = \left\{ \alpha^{d^i} \left[ \sigma_i^{b_{i-1}}, \sigma_j^{b_{j-1}} \right], \sigma_i^{\rho^{b_{i-1} + 1}}, \sigma_i^{\rho^{b_{i-1} - 1}} \right\}_{1 \leq i, j \leq d, 2 \leq |i-j| \leq d-2, 0 \leq k, \ell \leq d-1}
\]
The substitution $\varphi$ is induced by the map $\alpha \mapsto \rho^{\alpha^{-1}}$ and $\rho \mapsto \rho$.

It follows immediately from the $L$-presentation in Theorem 1.4 that the substitution $\varphi$ induces an endomorphism of the group $\Gamma_d$. Finite $L$-presentations $\langle X \mid Q \mid \Phi \mid R \rangle$ whose substitutions $\sigma \in \Phi$ induce endomorphisms of the group are invariant $L$-presentations. Each ascending $L$-presentation is invariant. It is also easy to see that the $L$-presentation for the Grigorchuk group $\mathfrak{G}$ above is invariant \cite{20}, Corollary 4 [20].

A finite $L$-presentation allows us to define a group that is possibly infinitely presented in computer algebra systems such as GAP \cite{50} or Magma \cite{28}. Beside defining a self-similar group by its finite $L$-presentation, it can also be defined by its recursive action on a regular tree. A finite approximation of the recursive action of a self-similar group is often sufficient to study finite index subgroups since various self-similar groups have the congruence property: every finite index subgroup contains a level stabilizer (i.e., the stabilizer of some level of the regular tree). This often yields an alternative approach to investigate the structure of a self-similar group with the help of computer algebra systems \cite{8}. However, there are self-similar groups that do not have the congruence property \cite{11}. For these groups, their finite $L$-presentation may help to gain insight into the structure of the group. The groups $\mathfrak{G}$ and $\Gamma_3$ have the congruence property \cite{11}.

In the following, we demonstrate how the finite $L$-presentation in Theorem 1.4 allows us to obtain detailed information on the structure of the groups $\Gamma_p$, for $3 \leq p \leq 11$. For further details on self-similar groups, we refer to the monograph by Nekrashevych \cite{10}.
A.3 A Nilpotent Quotient Algorithm

For a group $G$, the lower central series is defined recursively by $\gamma_1 G = G$ and $\gamma_{c+1} = [\gamma_c G, G]$ for $c \in \mathbb{N}$. If $G$ is finitely generated, $G/\gamma_{c+1} G$ is polycyclic and therefore it can be described by a polycyclic presentation; i.e., a polycyclic presentation is a finite presentation whose generators refine a subnormal series with cyclic sections. A polycyclic presentation allows effective computations within the group it defines [129], Chapter 9.

A nilpotent quotient algorithm computes a polycyclic presentation for the factor group $G/\gamma_{c+1} G$ together with a homomorphism $G \rightarrow G/\gamma_{c+1} G$. Such an algorithm for finitely presented groups was developed in [117]. This nilpotent quotient algorithm was a first algorithm that could be generalized to finite $L$-presentations [9][64]. The experimental results in this section were obtained with an improved, parallel version of the algorithm in [9][64]. They extend the computational results in [9] significantly.

We briefly sketch the nilpotent quotient algorithm for finitely $L$-presented groups in the following. Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group. Denote by $F$ the free group over the alphabet $X$ and let $K$ be the normal closure $K = \langle \bigcup_{\sigma \in \Phi} R^\sigma \rangle^F$. First, we assume that $Q = \emptyset$ holds. Then $K^\sigma \subseteq K$, for each $\sigma \in \Phi$, and $G = F/K$ hold. Therefore, each $\sigma \in \Phi$ induces an endomorphism of the group $G$. Furthermore, we have $G/\gamma_c G \cong F/K\gamma_c F$. The nilpotent quotient algorithm uses an induction on $c$ to compute a polycyclic presentation for $G/\gamma_c G$. For $c = 2$, we have

$$G/[G,G] \cong F/KF^2 \cong (F/F')/(KF'/F')$$.

Since $G$ is finitely generated, $F/F'$ is free abelian with finite rank. The normal generators $\bigcup_{\sigma \in \Phi} R^\sigma$ of $K$ give a (possibly infinite) generating set of $KF'/F'$. From this generating set it is possible to compute a finite generating set $\mathcal{U}$ with a spinning algorithm. The finite generating set $\mathcal{U}$ allows us to apply the methods from [107] that eventually compute a polycyclic presentation for $F/KF'$ together with a homomorphism $F \rightarrow F/KF'$ which induces $G \rightarrow G'$. For $c > 2$, assume that the algorithm has already computed a polycyclic presentation for $G/\gamma_c G \cong F/K\gamma_c F$ together with a homomorphism $F \rightarrow F/K\gamma_c F$. Consider the factor group $H_{c+1} = F/[K\gamma_c F, F]$. Then $[K\gamma_c F, F] = [K, F]_{\gamma_{c+1} F}$ and $H_{c+1}$ satisfies the short exact sequence

$$1 \rightarrow K\gamma_c F/[K\gamma_c F, F] \rightarrow H_{c+1} \rightarrow F/K\gamma_c F \rightarrow 1;$$

that is, $H_{c+1}$ is a central extension of a finitely generated abelian group by $G/\gamma_c G$. Thus $H_{c+1}$ is nilpotent and polycyclic. A polycyclic presentation for $H_{c+1}$ together with a homomorphism $F \rightarrow F/[K\gamma_c F, F]$ can be computed with the covering algorithm in [107]; for a proof that this algorithm generalizes to finite $L$-presentations we refer to [64]. Then $K\gamma_{c+1} F/[K\gamma_c F]$ is a subgroup of $K\gamma_c F/[K\gamma_c F, F]$ and a (possibly infinite) generating set for $K\gamma_{c+1} F/[K\gamma_c F, F]$ can be obtained from the normal generators of $K$. Again, a finite generating set $\mathcal{U}$ for $K\gamma_{c+1} F/[K\gamma_c F, F]$ can be computed with a spinning algorithm from the normal generators of $K$. The finite generating set $\mathcal{U}$ allows us to apply the
methods in [107] for computing a polycyclic presentation for $G/\gamma_{c+1}G \cong F/K\gamma_{c+1}F$ together with a homomorphism $F \to F/K\gamma_{c+1}F$. This finishes our description of the nilpotent quotient algorithm in the case where $Q = \emptyset$ holds.

If, on the other hand, $G$ is given by a finite $L$-presentation $\langle X \mid Q \mid \Phi \mid R \rangle$ with $Q \neq \emptyset$, the algorithm described above applies to the finitely $L$-presented group $H = \langle X \mid \emptyset \mid \Phi \mid R \rangle$. Write $H = F/K$ and $G = F/L$ for normal subgroups $K \leq L$. The nilpotent quotient algorithm applied to $H$ yields a polycyclic presentation for $H/\gamma_{c+1}H$ together with a homomorphism $F \to F/K\gamma_{c+1}F$. This yields

$$G/\gamma_{c+1}G \cong F/L\gamma_{c+1}F \cong (F/K\gamma_{c+1}F)/(L\gamma_{c+1}F/K\gamma_{c+1}F).$$

The subgroup $L\gamma_{c+1}F/K\gamma_{c+1}F$ is finitely generated by the images of the relations in $Q$. Standard methods for polycyclic groups [129] then give a polycyclic presentation for the factor group $G/\gamma_{c+1}G$ of the polycyclically presented group $H/\gamma_{c+1}H$ and a homomorphism $F \to G/\gamma_{c+1}G$.

### A.3.1 Applications of the Nilpotent Quotient Algorithm

The nilpotent quotient algorithm allows us to compute within the lower central series quotients $G/\gamma_{c+1}G$ of a finitely $L$-presented group $G$. For instance, it allows us to determine the isomorphism type of the lower central series sections $\gamma_c G/\gamma_{c+1}G$. For various self-similar groups, the lower central series sections often exhibit periodicities. For instance, the Grigorchuk group $\mathfrak{G}$ satisfies

**Theorem 1.5 (Rozhkov [123])** The lower central series sections $\gamma_c \mathfrak{G}/\gamma_{c+1} \mathfrak{G}$ are 2-elementary abelian with the following 2-ranks:

$$\text{rk}_2(\gamma_c \mathfrak{G}/\gamma_{c+1} \mathfrak{G}) = \begin{cases} 
3 \text{ or } 2, & \text{if } c = 1 \text{ or } c = 2, \text{ respectively} \\
2, & \text{if } c \in \{2 \cdot 2^m + 1, \ldots, 3 \cdot 2^m\} \\
1, & \text{if } c \in \{3 \cdot 2^m + 1, \ldots, 4 \cdot 2^m\}
\end{cases} \quad \text{with } m \in \mathbb{N}_0.$$

The group $\mathfrak{G}$ has finite width 2.

Our implementation of the nilpotent quotient algorithm in [65] allows a computer algebra system to be applied in the investigation of the quotients $G/\gamma_c G$ for a finitely $L$-presented group $G$. For instance, our implementation suggests that the group $\Gamma_d$ has a maximal nilpotent quotient whenever $d$ is not a prime-power. Based on this experimental observation, the following proposition was proved:

**Proposition 1.6 (Bartholdi et al. [9])** If $d$ is not a prime-power, the group $\Gamma_d$ has a maximal nilpotent quotient. Its nilpotent quotients are isomorphic to the nilpotent quotients of the wreath product $Z_d \wr Z_d$.

For a prime $p \geq 3$, the lower central series sections $\gamma_c \Gamma_p/\gamma_{c+1} \Gamma_p$ are $p$-elementary abelian. For $p = 3$, the lower central series sections $\gamma_c \Gamma_3/\gamma_{c+1} \Gamma_3$ were computed in [2]:
Proposition 1.7 (Bartholdi [7]) The sections $\gamma_c\Gamma_3/\gamma_{c+1}\Gamma_3$ are 3-elementary abelian with the following 3-ranks:

$$\text{rk}_3(\gamma_c\Gamma_3/\gamma_{c+1}\Gamma_3) = \begin{cases} 2 \text{ or } 1, & \text{if } c = 1 \text{ or } c = 2, \text{ respectively}, \\ 2, & \text{if } c \in \{3^k + 2, \ldots, 2 \cdot 3^k + 1\}, \\ 1, & \text{if } c \in \{2 \cdot 3^k + 2, \ldots, 3^{k+1} + 1\} \end{cases}$$

with $k \in \mathbb{N}_0$. The group $\Gamma_3$ has finite width 2.

For primes $p > 3$, little is known about the series sections $\gamma_c\Gamma_p/\gamma_{c+1}\Gamma_p$ so far [9]. We use the following abbreviation to list the ranks of these sections: If the same entry $a \in \mathbb{N}$ appears in $m$ consecutive places in a list, it is listed once in the form $a^{[m]}$. The sections $\gamma_c\Gamma_p/\gamma_{c+1}\Gamma_p$ are $p$-elementary abelian. Their $p$-ranks are given by the following table:

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\text{rk}<em>p(\gamma_c\Gamma_p/\gamma</em>{c+1}\Gamma_p)$</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$2, 1^{[1]}, 2^{[1]}, 1^{[1]}, 2^{[3]}, 1^{[3]}, 2^{[9]}, 1^{[9]}, 2^{[27]}, 1^{[27]}, 2^{[65]}$</td>
<td>147</td>
</tr>
<tr>
<td>5</td>
<td>$2, 1^{[3]}, 2^{[1]}, 1^{[13]}, 2^{[5]}, 1^{[65]}, 2^{[25]}, 1^{[26]}$</td>
<td>139</td>
</tr>
<tr>
<td>7</td>
<td>$2, 1^{[5]}, 2^{[1]}, 1^{[33]}, 2^{[7]}, 1^{[68]}$</td>
<td>115</td>
</tr>
<tr>
<td>11</td>
<td>$2, 1^{[9]}, 2^{[1]}, 1^{[97]}, 2^{[4]}$</td>
<td>112</td>
</tr>
</tbody>
</table>

These computational results were obtained with a parallel version of the nilpotent quotient algorithm [9, 64]. They were intended to be published in [12]. These computational results extend those in [9] significantly so that we obtain detailed conjectures on the structure of the lower central series sections $\gamma_c\Gamma_p/\gamma_{c+1}\Gamma_p$. The sections $\gamma_c\Gamma_p/\gamma_{c+1}\Gamma_p$ are $p$-elementary abelian with the following $p$-ranks: Write $f_p(\ell) = p + (p^2 - 2p - 1)(p^{\ell+1} - 1)/(p - 1)$ and $g_p(\ell) = f_p(\ell) + p^{\ell+1}$. Then we conjecture that

$$\text{rk}_p(\gamma_c\Gamma_p/\gamma_{c+1}\Gamma_p) = \begin{cases} 2, & \text{if } c \in \{1, p\} \text{ or } f_p(\ell) \leq c < g_p(\ell) \text{ for some } \ell \in \mathbb{N}_0, \\ 1, & \text{otherwise} \end{cases}$$

holds. If this conjecture is true, the group $\Gamma_p$ would have finite width 2. For prime powers $3 \leq d \leq 11$, our implementation yields the following results:

- For $d = 4$, the Fabrykowski-Gupta group $\Gamma_4$ satisfies
  $$\Gamma_4/\Gamma_4' \cong \mathbb{Z}_4 \times \mathbb{Z}_4 \quad \text{and} \quad \gamma_2\Gamma_4/\gamma_3\Gamma_4 \cong \mathbb{Z}_4.$$  
  For $3 \leq c \leq 141$, the sections $\gamma_c\Gamma_4/\gamma_{c+1}\Gamma_4$ are 2-elementary abelian with 2-ranks: $2^{[4]}, 3^{[3]}, 2^{[13]}, 3^{[12]}, 2^{[52]}, 3^{[48]}, 2^{[7]}$.

- For $d = 8$, the Fabrykowski-Gupta group $\Gamma_8$ satisfies
  $$\Gamma_8/\Gamma_8' \cong \mathbb{Z}_8 \times \mathbb{Z}_8, \quad \gamma_2\Gamma_8/\gamma_3\Gamma_8 \cong \mathbb{Z}_8,$$
  and
  $$\gamma_3\Gamma_8/\gamma_4\Gamma_8 \cong \gamma_4\Gamma_8/\gamma_5\Gamma_8 \cong \gamma_5\Gamma_8/\gamma_6\Gamma_8 \cong \gamma_6\Gamma_8/\gamma_7\Gamma_8 \cong \mathbb{Z}_4.$$  
  For $7 \leq c \leq 111$, the sections $\gamma_c\Gamma_8/\gamma_{c+1}\Gamma_8$ are 2-elementary abelian with 2-ranks: $2, 1, 2^{[2]}, 3, 2^{[2]}, 4, 3^{[8]}, 2^{[23]}, 3^{[5]}, 2^{[9]}, 1^{[8]}, 2^{[16]}, 3^{[8]}, 2^{[8]}, 3^{[16]}, 4$. 


For \( d = 9 \), the Fabrykowski-Gupta group \( \Gamma_9 \) satisfies
\[
\Gamma_9/\Gamma'_9 \cong \mathbb{Z}_9 \times \mathbb{Z}_9, \quad \gamma_2 \Gamma_9/\gamma_3 \Gamma_9 \cong \mathbb{Z}_9, \quad \text{and} \quad \gamma_3 \Gamma_9/\gamma_4 \Gamma_9 \cong \mathbb{Z}_9.
\]
For \( 4 \leq c \leq 117 \), the sections \( \gamma_c \Gamma_9/\gamma_{c+1} \Gamma_9 \) are 3-elementary abelian with 3-ranks: \( 1^{[5]}, 2^{[6]}, 3, 2^{[17]}, 1^{[38]}, 1^{[47]} \).

### A.4 Computing Dwyer Quotients of the Schur Multiplier

The Schur multiplier \( M(G) \) of a group \( G \) can be defined as the second homology group \( H_2(G, \mathbb{Z}) \) with integer coefficients. It is an invariant of interest for infinitely presented groups because proving the Schur multiplier being infinitely generated proves that the group does not admit a finite presentation. This is due to the fact that the Schur multiplier of a finitely presented group is finitely generated abelian which can be seen as a consequence of Hopf’s formula: If \( F \) is a free group and \( R \leq F \) a normal subgroup so that \( G \cong F/R \) holds, the Schur multiplier \( M(G) \) satisfies
\[
M(G) \cong (R \cap F^+)/[R, F]. \tag{A.3}
\]
However, a group with a finitely generated Schur multiplier is not necessarily finitely presented [10]. For further details on the Schur multiplier, we refer to [21, Chapter 11].

It is known that the Schur multiplier of a finitely \( L \)-presented group (and even the Schur multiplier of a finitely presented group) is not computable in general [32]. Nevertheless, the Schur multiplier of some self-similar groups has been computed in [14]. For instance, the Grigorchuk group \( \mathfrak{G} \) satisfies

**Proposition A.8 (Grigorchuk [56])** The Schur multiplier \( M(\mathfrak{G}) \) is infinitely generated 2-elementary abelian. Therefore, the group \( \mathfrak{G} \) is not finitely presented.

There are various examples of self-similar groups for which nothing is known on their Schur multiplier. Even though the Schur multiplier \( M(G) \) is not computable in general, it is possible to compute successive quotients of \( M(G) \) provided that the group \( G \) is given by an invariant finite \( L \)-presentation [60]. These quotients often exhibit periodicities as well: For instance, our experiments with the implementation of the algorithm in [60] suggest that the Schur multiplier of the Fabrykowski-Gupta groups \( \Gamma_d \), for a prime-power \( d = p^r \), is infinitely generated. The algorithm for computing successive quotients of \( M(G) \) provides a first method to investigate the structure of the Schur multiplier of an invariably finitely \( L \)-presented group (and even the Schur multiplier of a finitely presented group).

We briefly sketch the idea of this algorithm: Let \( G \) be an invariably finitely \( L \)-presented group. Write \( G \cong F/K \) for a free group \( F \) and a normal subgroup \( K \). Then \( G/\gamma_c G \cong F/K \gamma_c F \). We identify \( M(G) \) with \( (K \cap F^+)/[K, F] \) and \( M(G/\gamma_c G) \) with \( (K \gamma_c F \cap F^+)/[K \gamma_c F, F] \) and define
\[
\varphi_c : M(G) \to M(G/\gamma_c G), \quad g[K, F] \mapsto g[K \gamma_c F, F].
\]
A.4. Computing Dwyer Quotients of the Schur Multiplier

Then \( \varphi_c \) is a homomorphism of abelian groups. In the induction step of the nilpotent quotient algorithm, the algorithm computes a homomorphism \( F \to F/[K_{\gamma_c}F,F] \). This homomorphism allows us to compute the image of the Schur multiplier \( M(G) \) in \( M(G/\gamma_c G) \). In particular, it allows us to compute the isomorphism type of the Dwyer quotient \( M_c(G) = M(G)/\ker \varphi_c \), for \( c \in \mathbb{N} \), where

\[
M(G) \cong \ker \varphi_1 \geq \ker \varphi_2 \geq \ldots.
\]

The algorithm for computing \( M_c(G) \) has been implemented in GAP. Its implementation allows us to compute the Dwyer quotients of various self-similar groups: Since the Schur multiplier of the Grigorchuk group \( \mathcal{G} \) is 2-elementary abelian, the Dwyer quotients of \( \mathcal{G} \) are 2-elementary abelian. We have computed the Dwyer quotients \( M_c(\mathcal{G}) \) for \( 1 \leq c \leq 301 \). These quotients are 2-elementary abelian with the following 2-ranks:

\[
1, 2, 3,[3], 5,[6], 7,[12], 9,[24], 11,[48], 13,[96], 15,[110].
\]

These experiments suggest that the Grigorchuk group satisfies

\[
M_c(\mathcal{G}) \cong \begin{cases} 
\mathbb{Z}_2 \text{ or } (\mathbb{Z}_2)^2, & \text{if } c = 1 \text{ or } c = 2, \text{ respectively}, \\
(\mathbb{Z}_2)^{2m+3}, & \text{if } c \in \{3 \cdot 2^m, \ldots, 3 \cdot 2^{m+1} - 1\},
\end{cases}
\]

with \( m \in \mathbb{N}_0 \). For the Fabrykowski-Gupta groups \( \Gamma_d \), the algorithm in [60] yields first insight into the structure of \( M(\Gamma_d) \): We restrict ourselves to the groups \( \Gamma_d \) for prime powers \( d = p^k \) because, otherwise, the groups have a maximal nilpotent quotient by Proposition [1.3]. For a prime \( p \in \{3, 5, 7, 11\} \), the Dwyer quotients \( M_c(\Gamma_p) \) are \( p \)-elementary abelian groups with the following \( p \)-ranks:

<table>
<thead>
<tr>
<th>( p )</th>
<th>( \text{rk}_p(M_c(\Gamma_p)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( 0^{[2]}, 1^{[3]}, 2^{[6]}, 3^{[9]}, 4^{[1]}, 5^{[26]}, 6^{[4]}, 7^{[77]}, 8^{[13]}, 9^{[12]} )</td>
</tr>
<tr>
<td>5</td>
<td>( 0^{[1]}, 1^{[4]}, 2^{[2]}, 3^{[20]}, 4^{[10]}, 5^{[100]}, 6^{[1]} )</td>
</tr>
<tr>
<td>7</td>
<td>( 0^{[1]}, 1^{[2]}, 2^{[6]}, 3^{[2]}, 4^{[14]}, 5^{[42]}, 6^{[14]}, 7^{[34]} )</td>
</tr>
<tr>
<td>11</td>
<td>( 0^{[1]}, 1^{[2]}, 2^{[2]}, 3^{[2]}, 4^{[10]}, 5^{[2]}, 6^{[22]}, 7^{[22]}, 8^{[22]}, 9^{[27]} )</td>
</tr>
</tbody>
</table>

As noted by Bartholdi, these experimental results suggest that

\[
\text{rk}_3(M_{c+1}(\Gamma_3)) = \begin{cases} 
2 \left\lfloor \log_3 \left( \frac{2c-1}{10} \right) \right\rfloor + 3, & \text{if } \log_3(2c-1) \in \mathbb{Z}, \\
\left\lfloor \log_3(2c-1) \right\rfloor + \left\lfloor \log_3 \left( \frac{2c-1}{10} \right) \right\rfloor + 1, & \text{otherwise},
\end{cases}
\]

for \( c \geq 6 \). Our results for the Dwyer quotients \( M_c(\Gamma_d) \), for \( d \in \{4, 8, 9\} \), are shown in Table [A.4] where we list the abelian invariants of \( M_c(G) \). Here, a list \( (\alpha_1, \ldots, \alpha_n) \) stands for the abelian group \( \mathbb{Z}_{\alpha_1} \times \cdots \times \mathbb{Z}_{\alpha_n} \). Again, we list the abelian invariants \( (\alpha_1, \ldots, \alpha_n)^{[m]} \) just once if they appear in \( m \) consecutive places.
Table A.1: Dwyer quotients of the Fabrykowski-Gupta groups $\Gamma_d$

<table>
<thead>
<tr>
<th>$d$</th>
<th>$M_c(\Gamma_d)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$(1)^{[1]}$ (2$^2$)$^{[1]}$ (2,4)$^{[4]}$ (2,2,2,4)$^{[4]}$ (2,2,2,4)$^{[1]}$ (2,2,2,2,2,2,2,2,2,4)$^{[4]}$ (2,2,2,2,2,2,2,2,4)$^{[16]}$ (2,2,2,2,2,2,2,4)$^{[1]}$ (2,2,2,2,2,2,2,4)$^{[3]}$</td>
</tr>
<tr>
<td>8</td>
<td>$(1)^{[1]}$ (8)$^{[2]}$ (4,8)$^{[3]}$ (2,4,8)$^{[4]}$ (2,8,8)$^{[1]}$ (2,2,8,8)$^{[2]}$</td>
</tr>
<tr>
<td>9</td>
<td>(9,9,9)$^{[2]}$ (3,9,9,9)$^{[2]}$ (3,3,9,9,9)$^{[4]}$ (3,9,9,9,9)$^{[2]}$</td>
</tr>
</tbody>
</table>

A.5 Coset Enumeration for Finite Index Subgroups

A standard algorithm for finitely presented groups is the coset enumerator introduced by Todd and Coxeter [133]. Coset enumeration is an algorithm that, given a finite generating set of a subgroup $H \leq G$, computes the index $[G : H]$ provided that this index is finite. Its overall strategy is to compute a permutation representation for the group’s action on the right-cosets $H \setminus G$. For finitely presented groups, coset enumeration techniques have been investigate for some time [32, 88, 102, 129]. They allow computer algorithms to be applied in the investigation of finitely presented groups by their finite index subgroups [27]. It was shown in [67], that even finitely $L$-presented groups allow one to develop a coset enumeration process. This latter algorithm reduces the computation to finite presentations first and then it proves correctness of the obtained result. A coset enumerator for finitely $L$-presented groups has various interesting applications: For instance, it allows one to compute low-index subgroups, as suggested in [110], and it solves the generalized word problem for finite index subgroups [67].

We briefly sketch the idea of the coset enumeration process in [67] in the following. Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group. Suppose that a subgroup $H \leq G$ is given by its finitely many generators $\{g_1, \ldots, g_n\}$. We consider the generators $g_1, \ldots, g_n$ as elements of the free group $F$ over $X$. Then $E = \langle g_1, \ldots, g_n \rangle \leq F$ satisfies $H \cong EK/K$ where $K = \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle^F$ is the kernel of the free presentation. We are to compute the index $[G : H] = [F : EK]$. For this purpose, we define $\Phi = \{ \sigma \in \Phi^* \mid \| \sigma \| \leq \ell \}$ where $\| \cdot \|$ denotes the usual word-length in the free monoid $\Phi^*$. Consider the finitely
presented groups $G_\ell = F/K_\ell$ given by the finite presentation
\[
G_\ell = \langle \mathcal{X} \mid Q \cup \bigcup_{\sigma \in \Phi_\ell} \mathcal{R}^\sigma \rangle.
\]

Then $G_\ell$ naturally maps onto $G$ and we obtain a series of subgroups
\[
EK_0 \leq EK_1 \leq \ldots \leq EK \leq F.
\]

Since $EK \leq F$ is a finite index subgroup of a finitely generated group, it is finitely generated by $u_1, \ldots, u_n$, say. Furthermore, we have $EK = \bigcup_{\ell \geq 0} EK_\ell$. For each $u_i \in EK$, there exists $n_i \in \mathbb{N}_0$ so that $u_i \in EK_{n_i}$. For $m = \max\{n_i \mid 1 \leq i \leq n\}$ we have \{\emph{u}_1, \ldots, \emph{u}_n\} \subseteq EK_m. Thus $EK = EK_m$. In fact, there exists a positive integer $m \in \mathbb{N}_0$ so that $H$ has finite index in the finitely presented group $G_m = \langle \mathcal{X} \mid Q \cup \bigcup_{\sigma \in \Phi_m} \mathcal{R}^\sigma \rangle$.

Coset enumeration for finitely presented groups allows us to compute a permutation representation $\pi : F \to \text{Sym}(FK_m \backslash F)$. The integer $m$ cannot be given \emph{a priori}. However, the following straightforward approach yields an algorithm for computing $\ell \in \mathbb{N}$ so that $[F : EK_\ell]$ is finite: Start with an arbitrary $\ell \in \mathbb{N}$ and run the coset enumerator for finitely presented groups with an upper bound $N$ on the number of intermediate cosets defined in its process. If this coset enumerator does not terminate successfully, we both increase the index $\ell$ and the upper bound $N$. We then run both algorithms in parallel using the increased bound $N'$: We continue to increase these numbers and to run all these algorithms in parallel until eventually one of them terminates. Termination of this process is guaranteed for a sufficiently large integer $\ell$ because $[G : H]$ was assumed finite.

Suppose that $[G_\ell : H]$ is finite and that the coset enumerator has computed a permutation representation $\pi_\ell : F \to \text{Sym}(FK_\ell \backslash F)$. Then $[G : H] = [F : EK]$ divides the index $[G_\ell : H] = [F : EK_\ell]$. It suffices to check whether or not $\pi_\ell$ induces a group homomorphism $G \to \text{Sym}(EK_\ell \backslash F)$: In this case, we obtain $[G_\ell : H] = [G : H]$ and $\pi_\ell$ is a permutation representation for $G$’s action on the right-cosets $H \backslash G$. Otherwise, we have to enlarge the index $\ell$ and we would finally compute the index $[G : H]$ in this way. The following theorem was proved in [67]:

**Theorem 1.9** For a finitely $L$-presented group $G = \langle \mathcal{X} \mid Q \mid \Phi \mid \mathcal{R} \rangle$ and a homomorphism $\pi : F \to H$ into a finite group $H$, there exists an algorithm that decides whether or not $\pi$ induces a group homomorphism $G \to H$.

**Proof.** For an explicit algorithm, we refer to [67].

Coset enumeration for finitely $L$-presented groups allows various computations with finite index subgroups; e.g., computing the intersection of two finite index subgroups, computing the core of a finite index subgroup, solving the generalized word problem for finite index subgroups, etc. In the following, we demonstrate the application of our coset enumerator to the Fabrykowski-Gupta groups $\Gamma_n$. In particular, we show how to compute the number of finite index subgroups with a moderate index.
A.5.1 An Application of Coset Enumeration: Low-Index Subgroups

As an application of the coset enumeration process, we consider subgroups with small index in a finitely $L$-presented group. Since the finitely presented group $G_\ell$ from Eq. (A.4) naturally maps onto the finitely $L$-presented group $G$, it suffices to compute low-index subgroups of the finitely presented group $G_\ell$. These subgroups map to subgroups of $G$ with possibly smaller index. On the other hand, each finite index subgroup of $G$ has a full preimage with same index in $G_\ell$. Therefore it remains to remove duplicates from the list of subgroups obtained from the finitely presented group $G_\ell$. For finitely presented groups, an algorithm for computing all subgroups up to a given index was described in [10]. An implementation of this algorithm can be found in [11]. This implementation includes an algorithm for computing only the normal subgroups of a finitely presented group [33]. The latter algorithm allows to deal with possibly larger indices than the usual low-index subgroup algorithms.

We first consider the Grigorchuk group $\mathfrak{G}$: its lattice of normal subgroups is well-understood [7,33] while its lattice of finite index subgroups is widely unknown [58]. It is known that the Grigorchuk group has seven subgroups of index two [58]. In [11], it was shown that these index-two subgroups are the only maximal subgroups of $\mathfrak{G}$. The implementation of our coset enumeration process allows us to compute the number of subgroups with index at most $64$ in the group $\mathfrak{G}$ [67]. Our computations correct the counts in [12, Section 7.4] and [11, Section 4.1]. The following list summarizes the number of subgroups ($\leq$) and the number of normal subgroups ($\leq$) of $\mathfrak{G}$:

<table>
<thead>
<tr>
<th>index</th>
<th>$\leq$</th>
<th>$\leq$</th>
<th>$\leq$</th>
<th>$\leq$</th>
<th>$\leq$</th>
<th>$\leq$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>7</td>
<td>31</td>
<td>183</td>
<td>1827</td>
<td>22931</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the Fabrykowski-Gupta groups $\Gamma_p$, where $3 \leq p \leq 11$ is prime, we only found subgroups with prime-power index in $\Gamma_p$. Their counts are as follows:

<table>
<thead>
<tr>
<th>index $p = 3$</th>
<th>$\leq$</th>
<th>$\leq$</th>
<th>$\leq$</th>
<th>$\leq$</th>
<th>$\leq$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^0$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$p^1$</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>$p^2$</td>
<td>31</td>
<td>1</td>
<td>806</td>
<td>1</td>
<td>?</td>
</tr>
</tbody>
</table>

Here "?" denotes an index where our computations did not terminate within a reasonable amount of time. The only normal subgroups with index $p^2$ are the derived subgroups...
since $\Gamma_p/\Gamma'_p \cong \mathbb{Z}_p \times \mathbb{Z}_p$ holds. For a prime power index $d = p^\ell$, the groups $\Gamma_d$ only admit subgroups with prime power index $p^\ell$:

<table>
<thead>
<tr>
<th>index</th>
<th>$p^\ell = 2^2$</th>
<th>$p^\ell = 2^3$</th>
<th>$p^\ell = 3^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^0$</td>
<td>1 1 1 1</td>
<td>1 1 1 1</td>
<td></td>
</tr>
<tr>
<td>$p^1$</td>
<td>3 3 3 3</td>
<td>3 4 4 4</td>
<td></td>
</tr>
<tr>
<td>$p^2$</td>
<td>19 7 19 76 13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p^3$</td>
<td>211 7 163 19 ?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>$p^4$</td>
<td>2419 11 2227 23</td>
<td></td>
<td>?</td>
</tr>
</tbody>
</table>

For the groups $\Gamma_6$ and $\Gamma_{10}$, we obtain the following subgroup counts:

<table>
<thead>
<tr>
<th>index</th>
<th>$\Gamma_6$</th>
<th>$\Gamma_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\leq$</td>
<td>$\leq$</td>
</tr>
<tr>
<td>1</td>
<td>1 1 1 1 1 1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3 3 3 3 3 3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7 4 0 0 0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9 1 5 1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0 0 11 6</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>39 13 0 0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>45 1 1 1 1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>79 1 0 0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0 0 113 19</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>index</th>
<th>$\Gamma_6$</th>
<th>$\Gamma_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\leq$</td>
<td>$\leq$</td>
</tr>
<tr>
<td>1</td>
<td>1 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12 219 6 0</td>
<td>0 0</td>
</tr>
<tr>
<td>3</td>
<td>13 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>15 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>16 188 0 16</td>
<td>0 0</td>
</tr>
<tr>
<td>7</td>
<td>17 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>18 1299 7 0</td>
<td>0 0</td>
</tr>
<tr>
<td>9</td>
<td>19 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>20 0 0 ? ?</td>
<td>?</td>
</tr>
</tbody>
</table>

### A.6 Computing Solvable Quotients

The coset enumeration process in [67] was used to prove the following version of the Reidemeister-Schreier theorem for finitely presented groups in [70]:

**Theorem 1.10** Each finite-index subgroup of a finitely L-presented group is finitely L-presented.

**Proof.** For a constructive proof, we refer to [70]. □

The constructive proof of Theorem [110] allows us to apply the method for finitely L-presented groups to finite index subgroups of a finitely L-presented group. As an application of this method, we consider the successive quotients $G/G^{(i)}$ of the derived series. This series is defined recursively by $G^{(1)} = G' = [G, G]$ and $G^{(i+1)} = [G^{(i)}, G^{(i)}]$ for $i \in \mathbb{N}$. The isomorphism type of the abelian quotient $G/G'$ can be computed with the methods from [93] provided that $G$ is given by a finite $L$-presentation. Moreover, it is decidable whether or not $G'$ has finite index in $G$; see [93].
Suppose that $G/G'$ is finite. Then the constructive proof of Theorem 1.10 allows us to compute an $L$-presentation for the finite index subgroup $G' \leq G$. Then we can compute its abelianization and we can continue this process. In general, if $G/G^{(i+1)}$ is finite, we can therefore compute the quotients $G^{(i+1)}/G^{(i+2)}$ recursively. An alternative approach to compute the sections $G^{(i)}/G^{(i+1)}$ could generalize the methods for finitely presented groups [22].

For the Grigorchuk group $\mathfrak{G}$, the sections $G^{(i)}/G^{(i+1)}$ of the derived series have been computed by Rozhkov [22]; see also [1341].

**Theorem 1.11 (Rozhkov [22])** The Grigorchuk group $\mathfrak{G}$ satisfies $[\mathfrak{G} : \mathfrak{G}'] = 2^3$, $[\mathfrak{G} : \mathfrak{G}''] = 2^7$, and $[\mathfrak{G} : \mathfrak{G}^{(k)}] = 2^{3+2k^2-2}$ for $k \geq 3$.

Our implementation of the Reidemeister-Schreier Theorem 1.10 yields that

$$\mathfrak{G}/\mathfrak{G}' \cong (\mathbb{Z}_2)^3, \quad \mathfrak{G}'/\mathfrak{G}'' \cong \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_4, \quad \text{and} \quad \mathfrak{G}''/\mathfrak{G}^{(3)} \cong (\mathbb{Z}_2)^2 \times (\mathbb{Z}_4)^3 \times \mathbb{Z}_8.$$

Since the abelianization $\Gamma_p/\Gamma_p' \cong \mathbb{Z}_p \times \mathbb{Z}_p$ of the Fabrykowski-Gupta group $\Gamma_p$ is finite [21], the derived subgroup $\Gamma_p'$ satisfies $[\Gamma_p : \Gamma_p'] = p^2$. A finite $L$-presentation for $\Gamma_p'$ can be computed with the methods in [70]. We obtain that

$$\Gamma_3'/\Gamma_3'' \cong (\mathbb{Z}_3)^2, \quad \Gamma_3''/\Gamma_3^{(3)} \cong (\mathbb{Z}_3)^4, \quad \text{and} \quad \Gamma_3^{(3)}/\Gamma_3^{(4)} \cong (\mathbb{Z}_3)^{10},$$

as well as $\Gamma_4'/\Gamma_4'' \cong (\mathbb{Z}_4)^2$,

$$\Gamma_4''/\Gamma_4^{(3)} \cong \mathbb{Z}_2 \times (\mathbb{Z}_4)^2 \times \mathbb{Z}_8, \quad \text{and} \quad \Gamma_4^{(3)}/\Gamma_4^{(4)} \cong (\mathbb{Z}_2)^3 \times (\mathbb{Z}_4)^9 \times (\mathbb{Z}_8)^3.$$

For $5 \leq d \leq 41$, our computations suggest the following

**Proposition 1.12** For $d \geq 5$, $\Gamma_d$ satisfies $\Gamma_d/\Gamma_d' \cong (\mathbb{Z}_d)^2$ and $\Gamma_d'/\Gamma_d'' \cong (\mathbb{Z}_d)^{d-1}$.\n
**Proof.** It was already shown in [57] that $\Gamma_d/\Gamma_d' \cong \mathbb{Z}_d \times \mathbb{Z}_d$ holds. For the second statement, we combine the methods from [19] and [57]: For primes $p$, the structure of the congruence subgroups $\Gamma_p/\text{Stab}_p(n)$, $n \in \mathbb{N}$, were studied in [19]. Moreover, it was shown in [57] that, for $d \geq 5$, the index $[\Gamma_d' : \Gamma_d'']$ is finite.

Let $d \geq 5$ be given. Denote by $\text{Stab}_d(1)$ the first level stabilizer in $\Gamma_d$. Then $\Gamma_d = \text{Stab}_d(1) \rtimes \langle a \rangle$ and $\text{Stab}_d(1) = \langle r, r^a, \ldots, r^{a^{d-1}} \rangle$ hold. Since $\Gamma_d' = \langle [a, r] \rangle \Gamma_d = \langle r^a, r \rangle \Gamma_d$, we have that $\Gamma_d' \leq \text{Stab}_d(1)$ and, as $\Gamma_d/\Gamma_d' \cong \mathbb{Z}_d \times \mathbb{Z}_d$ holds, we have that $[\text{Stab}_d(1) : \Gamma_d]' = d$. More precisely, we have $\text{Stab}_d(1) = \Gamma_d' \rtimes \langle r \rangle$.

For each $0 \leq i < d$, we write $g_i = r^a^i$. In the following, indices are read modulo $d$. For $0 \leq \ell < d$, $g_\ell^i$ decomposes as $(1, \ldots, 1, r^\ell a^i, 1, \ldots, 1)$ where $a^i$ is at position $i$. If $|\ell - k| > 1$, the commutator $[g_\ell^i, g_k^j]$ is trivial; otherwise, the commutator $[g_\ell^i, g_k^j]$ decomposes as $(1, \ldots, 1, [a^\ell, r^k], 1, \ldots, 1)$ with $[a^\ell, r^k]$ at position $i$. Since $[a^\ell, r^k] \in \text{Stab}_d(1)$, we have that $[g_\ell^i, g_k^j] \in \text{Stab}_d(2)$. Thus, $\text{Stab}_d(1)/\text{Stab}_d(2)$ is abelian and it is generated by the images of the elements $g_0, \ldots, g_{d-1}$. Because $[a^\ell, r^k] = a^{-\ell - k} r^k a^\ell r^k = g_{\ell - k} g_0^{-k}$, we have that $[g_\ell^i, g_k^j] \in \text{Stab}_d(3)$ if and only if $\ell k \equiv 0 \pmod{d}$.\n
(mod d). Therefore \( \text{Stab}_{\Gamma_d}(1)/\text{Stab}_{\Gamma_d}(2) \cong \mathbb{Z}_d \times \cdots \times \mathbb{Z}_d \) and \( \Gamma_d/\text{Stab}_{\Gamma_d}(2) \cong \mathbb{Z}_d \wr \mathbb{Z}_d \). Since \( \text{Stab}_{\Gamma_d}(1)/\text{Stab}_{\Gamma_d}(2) \) is abelian, we have that \( \text{Stab}_{\Gamma_d}(1)' \leq \text{Stab}_{\Gamma_d}(2) \). Because each generator of \( \text{Stab}_{\Gamma_d}(1) \) has order \( d \), the largest abelian quotient \( \text{Stab}_{\Gamma_d}(1)/\text{Stab}_{\Gamma_d}(1)' \) has order at most \( d^d \). It follows that \( \text{Stab}_{\Gamma_d}(2) = \text{Stab}_{\Gamma_d}(1)' \). Moreover, we have \( \text{Stab}_{\Gamma_d}(2) = \text{Stab}_{\Gamma_d}(1)' \leq \Gamma_d' \) and, since \( \Gamma_d' \leq \text{Stab}_{\Gamma_d}(1) \) holds, it follows that \( \Gamma_d'' \leq \text{Stab}_{\Gamma_d}(1)' = \text{Stab}_{\Gamma_d}(2) \). The proofs in \cite{[9]} yield that \( \text{Stab}_{\Gamma_d}(2) \leq \Gamma_d'' \) if \( d \geq 5 \). Therefore \( d^{d-1} = |\Gamma_d'/\text{Stab}_{\Gamma_d}(2)| = |\Gamma_d'/\Gamma_d''| \) and \( \Gamma_d'/\Gamma_d'' \cong \mathbb{Z}_d \times \cdots \times \mathbb{Z}_d \). \qed

The constructive proof of Theorem \cite{[11]} in \cite{[10]} yields a finite \( L \)-presentation over the Schreier generators of the subgroup. By the Nielsen-Schreier theorem (as, for instance, in \cite{[21]} 6.1.1), a subgroup \( H \) with index \( m = |G : H| \) in an \( n \)-generated finitely \( L \)-presented group \( G \) has \( nm + 1 - m \) Schreier generators. The Fabrykowski-Gupta groups are 2-generated and therefore, the subgroup \( \Gamma_3^{(3)} \) satisfies \( |\Gamma_3 : \Gamma_3^{(3)}| = 3^{16} \). Thus \( \Gamma_3^{(3)} \) has \( 3^{16} - 1 \) Schreier generators as a subgroup of the 2-generated group \( \Gamma_3 \). Therefore, computing the sections \( \Gamma_3^{(3)}/\Gamma_3^{(i+1)} \), \( i \geq 4 \), with the above method is hard in practice.
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Appendix B

A Note on Invariantly Finitely L-Presented Groups

Abstract. In the first part of this note, we introduce Tietze transformations for L-presentations. These transformations enable us to generalize Tietze’s theorem for finitely presented groups to invariantly finitely L-presented groups. Moreover, they allow us to prove that being invariantly finitely L-presented is an abstract property of a group which does not depend on the generating set.

In the second part of this note, we consider finitely generated normal subgroups of finitely presented groups. Benli proved that a finitely generated normal subgroup of a finitely presented group is invariantly finitely L-presented whenever its quotient is infinite cyclic. We generalize this result to the case where the finitely presented group splits over its finitely generated subgroup and to the case where the quotient is abelian with torsion-free rank at most two.

Keywords. Tietze transformations; infinite presentations; recursive presentations; self-similar groups.
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B.1 Introduction

Finite L-presentations are possibly infinite group presentations with finitely many generators whose relations (up to finitely many exceptions) are obtained by iteratively applying finitely many substitutions to a finite set of relations; see [6] or Section B.2 for a definition. Various finitely presented groups can be described by a finite L-presentation. For example, the Grigorchuk group [33] and the Gupta-Sidki group [62] are finitely L-presented [6,9,16,128]. An L-presentation is invariant if the substitutions, which generate the relations, induce endomorphisms of the group. In fact, invariant finite L-presentations are finite presentations in the universe of groups with operators [37,111] in the sense that the operator domain of the group generates the possibly infinitely many relations out of
a finite set of relations. The finite $L$-presentation for the Grigorchuk group in [90] is an example of an invariant finite $L$-presentation [55].

Finite $L$-presentations allow computer algorithms to be applied in the investigation of the groups they define. For instance, they allow one to compute the lower central series quotients [9], to compute the Dwyer quotients of the group’s Schur multiplier [60], to develop a coset enumerator for finite index subgroups [67], and even the Reidemeister-Schreier theorem for finitely presented groups generalizes to finitely $L$-presented groups [70]. For a survey on the application of computers in the investigation of finitely $L$-presented groups, we refer to [68].

In the first part of this note, we introduce Tietze transformations for $L$-presentations. These transformations allow us to generalize Tietze’s theorem for finitely presented groups [132] to invariantly finitely $L$-presented groups:

**Theorem A** Two invariant finite $L$-presentations define isomorphic groups if and only if it is possible to pass from one $L$-presentation to the other by a finite sequence of transformations.

If a group admits a finite presentation with respect to one generating set, then so it does with respect to any other finite generating set [38, Chapter V]. This result for finitely presented groups also generalizes to invariant finite $L$-presentations:

**Theorem B** (Bartholdi [9]) Being invariantly finitely $L$-presented is an abstract property of a group which does not depend on the generating set.

Our proof of Theorem [13] fills a gap in the proof of [9, Proposition 2.2] because the transformations in the latter proof are not sufficient; see Section [3.4] below.

In the second part of this note, in Section [15.5] we consider finitely generated normal subgroups of finitely presented groups. By Higman’s embedding theorem, every finitely generated group embeds into a finitely presented group if and only if it is recursively presented [31]. Since every finite $L$-presentation is recursive, finitely $L$-presented groups therefore embed into finitely presented groups. As indicated in [22], we prove that every group which admits an invariant finite $L$-presentation, where each substitution induces an automorphism of the group, embeds as a normal subgroup into a finitely presented group. On the other hand, the Reidemeister-Schreier theorem for finitely $L$-presented groups in [70] shows that every normal subgroup of a finitely presented group admits an invariant $L$-presentation where each substitution induces an automorphism of the group; the obtained $L$-presentation is finite if and only if the normal subgroup has finite index.

Finitely generated normal subgroups of finitely presented groups with infinite index were considered in [22]: It was proved that a finitely generated normal subgroup of a finitely presented group is invariantly finitely $L$-presented if its quotient is infinite cyclic. Moreover, in [22] Remark (2)], Benli asked for a generalization of his latter result and he posed the following problem:

*Is it true that a finitely generated group embeds as a normal subgroup into a finitely presented group if and only if it admits an invariant finite $L$-presentation where each substitution induces an automorphism of the group?*
We generalize Benli’s constructions from [22] in order to prove the following.

**Theorem C** Every finitely generated normal subgroup of a finitely presented group is invariantly finitely L-presented if the group splits over its subgroup.

Since $G$ splits over its subgroup $H \leq G$ if $G/H$ is a free group, Benli’s result in [22] is a consequence of Theorem C. Moreover, our generalizations of the constructions from [22] allow us to prove

**Theorem D** Every finitely generated normal subgroup of a finitely presented group is invariantly finitely L-presented whenever the quotient is abelian with torsion-free rank at most two.

Our constructions do not generalize further; see Remark 2.1.

**B.2 Preliminaries**

In this section, we recall the notion of an invariant finite L-presentation as introduced in [6]. An **L-presentation** is a group presentation of the form

$$\langle \mathcal{X} \mid Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle,$$

(B.1)

where $\mathcal{X}$ is an alphabet, $Q$ and $R$ are subsets of the free group $F = F(\mathcal{X})$ over the alphabet $\mathcal{X}$, and $\Phi^* \subseteq \text{End}(F)$ denotes the monoid of endomorphisms that is generated by $\Phi$. If the **generators** $\mathcal{X}$, the **fixed relations** $Q$, the **substitutions** $\Phi$, and the **iterated relations** $R$ have finite cardinality, the L-presentation in Eq. (B.1) is a finite L-presentation. We also write $\langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ for the L-presentation in Eq. (B.1) and $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ for the group it defines.

A group which admits a finite L-presentation is **finitely L-presented**. An L-presentation of the form $\langle \mathcal{X} \mid \emptyset \mid \Phi \mid R \rangle$ is **ascending** and an L-presentation $\langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ is called **invariant** (and the group it defines is **invariantly L-presented**), if each substitution $\varphi \in \Phi$ induces an endomorphism of the group; i.e., if the normal subgroup $(Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma)^F \leq F$ is $\varphi$-invariant. Each ascending L-presentation is invariant and each invariant L-presentation $\langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ admits an ascending L-presentation $\langle \mathcal{X} \mid \emptyset \mid \Phi \mid Q \cup R \rangle$ which defines the same group; see Proposition 5.7. Even though invariant and ascending L-presentations are essentially the same, we like to distinguish between these two objects. The finite L-presentation in [96] for the group constructed by Grigorchuk [53] is not ascending but it is easy to see that it is an invariant L-presentation; see, for instance, [55] Corollary 4.

**Remark 2.1** There are finite L-presentations that are not invariant.

**Proof.** The free product $\mathbb{Z}_2 * \mathbb{Z}_2 = \langle \{a, b\} \mid \{a^2, b^2\} \rangle$ is finitely L-presented by $\langle \{a, b\} \mid \{a^2\} \mid \{\sigma\} \mid \{b^2\} \rangle$ where $\sigma$ is induced by the map $a \mapsto ab$ and $b \mapsto b^2$. If this L-presentation were invariant, the ascending L-presentation $\langle \{a, b\} \mid \emptyset \mid \{\sigma\} \mid \{a^2, b^2\} \rangle$...
would also define $Z_2 \ast Z_2$; see Proposition 9.2. In this case $(a^2)^{a} = abab$ is a relation in the group and, since $a^2 = b^2 = 1$ holds, the generators $a$ and $b$ commute. Therefore the ascending $L$-presentation defines a quotient of the 2-elementary abelian group $Z_2 \times Z_2$. In fact, it defines a finite group. Thus $\langle \{a, b\} \mid \emptyset \mid \{\sigma\} \mid \{a^2, b^2\}\rangle$ is not a finite $L$-presentation for $Z_2 \ast Z_2$ and hence $\langle \{a, b\} \mid \{a^2\} \mid \{a^2\} \mid \{b^2\}\rangle$ is not an invariant $L$-presentation.

Note that this latter proof from [14] provides a ‘method’ to prove that a finite $L$-presentation $\langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R}\rangle$ is invariant; namely, if the ascending $L$-presentation $\langle \mathcal{X} \mid \emptyset \mid \Phi \mid \mathcal{R} \cup \mathcal{Q}\rangle$ defines a group which is isomorphic to the first. In general, we are not aware of a method which allows us to decide whether or not a finite $L$-presentation is invariant — even if we assume that the $L$-presented group has a solvable word problem.

Invariant finite $L$-presentations are ‘natural’ generalizations of finite presentations because every finitely presented group $\langle \mathcal{X} \mid \mathcal{R}\rangle$ is invariantly finitely $L$-presented by $\langle \mathcal{X} \mid \emptyset \mid \emptyset \mid \mathcal{R}\rangle$. However, invariant finite $L$-presentations have been used to describe various examples of self-similar groups that are not finitely presented [14] [16]. For instance, the group $\mathcal{G}$ constructed by Grigorchuk in [53] is not finitely presented [56] but it is invariantly finitely $L$-presented, see also [55].

**Theorem 2.2 (Lyssénk [96])** The Grigorchuk group is invariantly finitely $L$-presented by $\langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2, bcd\} \mid \{\sigma\} \mid \{(ad)^4, (adacac)^4\}\rangle$ where $\sigma$ denotes the endomorphism of the free group over $\{a, b, c, d\}$ that is induced by the map $a \mapsto aca$, $b \mapsto d$, $c \mapsto b$, and $d \mapsto c$.

It is easy to see (and it follows with our Tietze transformations below) that the group $\mathcal{G}$ is also invariantly finitely $L$-presented by

$$\mathcal{G} \cong \langle \{a, c, d\} \mid \{a^2, c^2, d^2, (cd)^2\} \mid \{\bar{\sigma}\} \mid \{(ad)^4, (adacac)^4\}\rangle,$$

where $\bar{\sigma}$ is induced by the map $a \mapsto aca$, $c \mapsto cda$, and $d \mapsto c$. Further examples of invariantly finitely $L$-presented groups arise, for instance, as certain wreath-products: In contrast to [9], Bartholdi noticed that the lamplighter group $Z_2 \wr \mathbb{Z}$ is invariantly finitely $L$-presented by

$$\langle \{a, t\} \mid \emptyset \mid \{\delta\} \mid \{a^2, [a, a^t]\}\rangle,$$

where $\delta$ is induced by the map $a \mapsto a^a$, and $t \mapsto t$. This recent result generalizes to wreath products of the form $H \wr \mathbb{Z}$, where $H$ is a finitely generated abelian group.

**Proposition 2.3** If $H$ is a finitely generated abelian group, the wreath product $H \wr \mathbb{Z}$ is invariantly finitely $L$-presented.

**Proof.** Since $H$ is finitely generated and abelian, it decomposes into a direct product of cyclic groups; i.e., $H$ has the form $\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}$ for $r_1, \ldots, r_n \in \mathbb{N} \cup \{\infty\}$ where $\mathbb{Z}_\infty$ denotes the infinite cyclic group while $\mathbb{Z}_{r_i}$ denotes the cyclic group of order $r_i$, otherwise. Then $\langle \mathcal{X} \mid \{x, y \mid x, y \in \mathcal{X}\} \cup \{x^{r_x} \mid r_x < \infty\}\rangle$ is a finite presentation for $H$. The wreath product $H \wr \mathbb{Z}$ admits the presentation

$$H \wr \mathbb{Z} \cong \langle \mathcal{X} \cup \{t\} \mid \{[x, y], x^{r_x}\}_{x, y \in \mathcal{X}, r_x < \infty} \cup \{[x, y^t]\}_{x, y \in \mathcal{X}, t \in \mathbb{N}_0}\rangle.$$
B.3 Tietze Transformations for \( L \)-Presentations

For each \( y \in \mathcal{X} \), define a substitution \( \sigma_y \) which is induced by the map

\[
\sigma_y: \quad \begin{cases} 
    y &\mapsto y', \\
    x &\mapsto x, \\
    t &\mapsto t.
\end{cases}
\]

For \( n \in \mathbb{N} \) and \( x, y, z \in \mathcal{X} \) with \( x \neq y \) and \( z \neq y \), we obtain

\[
[y, x^n]^{\sigma_y} = [y', x^n] = [y, x^{n-1}]y \cdot [y, x^n],
\]

\[
[x, y^n]^{\sigma_y} = [x, y^{n+1}]y^n = [x, y^n] \cdot [x, y^{n+1}]y^n,
\]

\[
[x, z^n]^{\sigma_y} = [x, z^n],
\]

\[
[y, y^n]^{\sigma_y} = [y, y^{n-1}]y \cdot [y, y^n]y' y^n \cdot [y, y^n] \cdot [y, y^{n+1}]y^n.
\]

This shows that the relations \( \{ [x, y^i] \mid x, y \in \mathcal{X}, i \in \mathbb{N} \} \) are consequences of the iterated images \( \{ [x, y^i]^{\sigma_y} \mid \delta \in \{ \sigma_y \mid y \in \mathcal{X} \}^*, x, y \in \mathcal{X} \} \) and vice versa. Moreover, for each relation \( x^r \) of \( H \)'s finite presentation, we have that \( (x^r)^{\sigma_y} = x^r \) if \( x \neq y \) and \( (y^r)^{\sigma_y} = (y^r)^{\sigma_y} = H \triangleright (y^r)^{\sigma_y} \) otherwise. Thus these images are relations of the wreath product \( H \wr \mathbb{Z} \). In particular, the finite \( L \)-presentation

\[
\langle \mathcal{X} \cup \{ t \} \mid \emptyset \mid \{ \sigma_y \}_{y \in \mathcal{X}} \mid \{ [x, y^i] \}_{x, y \in \mathcal{X}} \cup \{ x^r \}_{x \in \mathcal{X}, r < \infty} \rangle
\]

is an invariant finite \( L \)-presentation for the wreath product \( H \wr \mathbb{Z} \).

Even though invariant finite \( L \)-presentations are known for numerous self-similar groups, we are not aware of an invariant finite \( L \)-presentation for the Gupta-Sidki group from [62]. Moreover, we are not aware of a finitely \( L \)-presented group which is not invariantly finitely \( L \)-presented.

### B.3 Tietze Transformations for \( L \)-Presentations

In this section, we introduce Tietze transformations for \( L \)-presentations. Let \( G = \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid R \rangle \) be an \( L \)-presented group. Denote by \( F \) the free group \( F(\mathcal{X}) \) over the alphabet \( \mathcal{X} \) and let \( K = \langle \mathcal{Q} \cup \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma \rangle^F \) be the kernel of the free presentation \( \pi: F \to G \). Then \( K = \ker \pi \) decomposes into the normal subgroups \( Q = \langle \mathcal{Q} \rangle^F \) and \( R = \langle \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma \rangle^F \) so that \( K = RQ = QR \) holds. The group \( F/R \) is invariantly \( L \)-presented by \( \langle \mathcal{X} \mid \emptyset \mid \Phi \mid R \rangle \).

We can add every element of the kernel \( K \) as a fixed relation:

**Proposition 3.4** If \( G = \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid R \rangle \) is a (finitely) \( L \)-presented group and \( S \subseteq \langle \mathcal{Q} \cup \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma \rangle^F \) is a (finite) subset, then \( \langle \mathcal{X} \mid \mathcal{Q} \cup S \mid \Phi \mid R \rangle \) is a (finite) \( L \)-presentation for \( G \).

**Proof.** The proof follows with the Tietze transformation that adds consequences \( S \) of \( G \)'s relations to the group presentation \( \langle \mathcal{X} \mid \mathcal{Q} \cup \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma \rangle \).

The transformation in Proposition 3.4 is reversible in the sense that we can remove fixed relations \( S \) from an \( L \)-presentation \( \langle \mathcal{X} \mid \mathcal{Q} \cup S \mid \Phi \mid R \rangle \) if and only if
\[ \langle Q \cup S \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle^F = \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle^F \] holds. The following transformations are reversible in the same sense.

If an \( L \)-presentation is not invariant (cf. Remark 21), there exist elements from the kernel \( K \) of the free presentation \( \pi : F \to G \) that we cannot add as iterated relations without changing the isomorphism type of the group. However, even for non-invariant \( L \)-presentations we have the following

**Proposition 3.5** If \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is a (finitely) \( L \)-presented group and \( S \subseteq (\bigcup_{\sigma \in \Phi^*} R^\sigma)^F \) is a (finite) subset, then \( \langle X \mid Q \mid \Phi \mid R \cup S \rangle \) is a (finite) \( L \)-presentation for \( G \).

**Proof.** By construction, the normal subgroup \( R = (\bigcup_{\sigma \in \Phi^*} R^\sigma)^F \) is \( \sigma \)-invariant for each \( \sigma \in \Phi^* \). More precisely, for each \( r \in R \) and \( \sigma \in \Phi^* \), we have \( r^\sigma \in R \). Therefore, adding the (possibly infinitely many) relations \( \{ s^\sigma \mid s \in S, \sigma \in \Phi^* \} \) to the group presentation \( \langle X \mid Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle \) does not change the isomorphism type of the group. \( \square \)

Iterated and fixed relations of an \( L \)-presentation are related by the following

**Proposition 3.6** If \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is a (finitely) \( L \)-presented group and \( S \subseteq R \) holds, then \( \langle X \mid Q \cup S \mid \Phi \mid (R \setminus S) \cup \{ r^\psi \mid r \in S, \psi \in \Phi \} \rangle \) is a (finite) \( L \)-presentation for \( G \).

**Proof.** The proof follows immediately from

\[
Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma = Q \cup S \cup \bigcup_{\sigma \in \Phi^*} \left( (R \setminus S) \cup \{ r^\psi \}_{r \in S, \psi \in \Phi} \right)^\sigma;
\]
these are the relations of \( G \)'s group presentation. \( \square \)

The following proposition is a consequence of the definition of an invariant \( L \)-presentation:

**Proposition 3.7** If \( \langle X \mid Q \mid \Phi \mid R \rangle \) is an invariant (finite) \( L \)-presentation for the group \( G \) and \( S \subseteq Q \) holds, then \( \langle X \mid Q \setminus S \mid \Phi \mid R \cup S \rangle \) is a (finite) \( L \)-presentation for \( G \).

**Proof.** Since \( G \) is invariantly \( L \)-presented by \( \langle X \mid Q \mid \Phi \mid R \rangle \), each \( \sigma \in \Phi \) induces an endomorphism of the group \( G \). Therefore, the images \( \{ q^\sigma \mid q \in S, \sigma \in \Phi^* \} \) are relations within \( G \) and so \( \langle X \mid (Q \setminus S) \cup \bigcup_{\sigma \in \Phi^*} (R \cup S)^\sigma \rangle \) is a presentation for \( G \). \( \square \)

The following proposition allows us to add generators together with fixed relations to an \( L \)-presentation:

**Proposition 3.8** Let \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) be an \( L \)-presented group, \( Z \) be an alphabet so that \( X \cap Z = \emptyset \) holds, and, for each \( z \in Z \), let \( w_z \in F(X) \) be given. For each \( \sigma \in \Phi \), define an endomorphism of the free group \( E \) over the alphabet \( X \cup Z \) that is induced by the map

\[
\tilde{\sigma}: \begin{cases} 
  x \mapsto x^\sigma, & \text{for each } x \in X, \\
  z \mapsto g_z, & \text{for each } z \in Z,
\end{cases}
\]  

(B.3)
where \( g_z \) are arbitrary elements of the free group \( E \). Then \( G \) satisfies that

\[
G \cong \langle \mathcal{X} \cup \mathcal{Z} \mid \mathcal{Q} \cup \{ z^{-1}w_z \}_{z \in \mathcal{Z}} \mid \{ \bar{\sigma} \}_{\sigma \in \Phi} \mid \mathcal{R} \rangle.
\]

(\text{B.4})

If \( \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \) is a finite \( L \)-presentation and \( \mathcal{Z} \) is a finite alphabet, the \( L \)-presentation in Eq. \( (\text{B.4}) \) is finite.

**Proof.** Write \( H = \langle \mathcal{X} \cup \mathcal{Z} \mid \mathcal{Q} \cup \{ z^{-1}w_z \mid z \in \mathcal{Z} \} \mid \{ \bar{\sigma} \mid \sigma \in \Phi \} \mid \mathcal{R} \rangle \) and let \( F \) and \( E \) be the free groups over \( \mathcal{X} \) and \( \mathcal{X} \cup \mathcal{Z} \), respectively. To avoid confusion, the elements of \( G \)'s presentation are denoted by \( \bar{g} \in F \). Then

\[
\pi: \begin{cases} 
  x & \mapsto \bar{x}, \text{ for each } x \in \mathcal{X}, \\
  z & \mapsto \bar{w}_z, \text{ for each } z \in \mathcal{Z}, 
\end{cases}
\]

induces a surjective homomorphism \( \pi: E \to F \). By construction, the restriction of the substitution \( \bar{\sigma} \) to the free group \( F \) coincides with \( \sigma \). Thus \( \left( \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma \right)^\pi = \bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma \) and hence, \( \pi \) maps iterated relations of \( H \)'s \( L \)-presentation to iterated relations of \( G \). Similarly, \( \pi \) maps the fixed relations \( \mathcal{Q} \) of \( H \)'s \( L \)-presentation to fixed relations of \( G \). It remains to consider the relations of the form \( z^{-1}w_z \) with \( z \in \mathcal{Z} \). However, these relations are mapped trivially by \( \pi \). This shows that the homomorphism \( \pi: E \to F \) induces a surjective homomorphism \( \bar{\pi}: H \to G \). On the other hand, identifying the generators of \( G \)'s \( L \)-presentation with the generators of \( H \) induces a surjective homomorphism \( \varphi: G \to H \) with \( \varphi \bar{\pi} = \text{id}_H \) and \( \bar{\pi} \varphi = \text{id}_G \). Hence, the groups \( G \) and \( H \) are isomorphic. The second assertion is obvious.

We can also add the relations \( \{ z^{-1}w_z \mid z \in \mathcal{Z} \} \) in Proposition 3.8 as iterated relations to the \( L \)-presentation if we define the substitutions \( \bar{\sigma} \) as follows:

**Proposition 3.9** Let \( G = \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \) be an \( L \)-presented group, \( \mathcal{Z} \) be an alphabet so that \( \mathcal{X} \cap \mathcal{Z} = \emptyset \) holds, and, for each \( z \in \mathcal{Z} \), let \( w_z \in F(\mathcal{X}) \) be given. For each \( \sigma \in \Phi \), define an endomorphism of the free group \( E \) over the alphabet \( \mathcal{X} \cup \mathcal{Z} \) that is induced by the map

\[
\bar{\sigma}: \begin{cases} 
  x & \mapsto x^\sigma, \text{ for each } x \in \mathcal{X}, \\
  z & \mapsto w_z^\sigma, \text{ for each } z \in \mathcal{Z}.
\end{cases}
\]

(\text{B.5})

Then \( G \) satisfies that

\[
G \cong \langle \mathcal{X} \cup \mathcal{Z} \mid \mathcal{Q} \cup \{ \bar{\sigma} \}_{\sigma \in \Phi} \mid \mathcal{R} \cup \{ z^{-1}w_z \}_{z \in \mathcal{Z}} \rangle.
\]

(\text{B.6})

If \( \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle \) is a finite \( L \)-presentation and \( \mathcal{Z} \) is a finite alphabet, the \( L \)-presentation in Eq. \( (\text{B.6}) \) is finite.

**Proof.** The substitutions \( \bar{\sigma} \) in Eq. \( (\text{B.5}) \) are well-defined because \( w_z \in F(\mathcal{X}) \) and \( \sigma \in \text{End}(F(\mathcal{X})) \) hold. By Proposition 3.6 we have that

\[
\langle \mathcal{X} \cup \mathcal{Z} \mid \mathcal{Q} \cup \{ \bar{\sigma} \}_{\sigma \in \Phi} \mid \mathcal{R} \cup \{ z^{-1}w_z \}_{z \in \mathcal{Z}} \rangle
\]

\[
= \langle \mathcal{X} \cup \mathcal{Z} \mid \mathcal{Q} \cup \{ \bar{\sigma} \}_{\sigma \in \Phi} \mid \mathcal{R} \cup \{ (z^{-1}w_z)^\bar{\sigma} \}_{z \in \mathcal{Z}, \sigma \in \Phi} \rangle.
\]
By definition of $\tilde{\sigma}$ in Eq. (3.3), we have $(z^{-1})^{\tilde{\sigma}} = (w_z^\sigma)^{-1}$ and $w_z^{\tilde{\sigma}} = w_z^\sigma$. Thus $(z^{-1} w_z)^{\tilde{\sigma}} = (w_z^\sigma)^{-1} w_z^\sigma = 1$ holds. In particular, adding the relations $\{(z^{-1} w_z)^{\tilde{\sigma}} \mid z \in \mathcal{Z}, \sigma \in \Phi\}$ to a group presentation does not change the isomorphism type of the group. By Proposition 3.8 we have that

$$G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$$

$$\cong \langle \mathcal{X} \cup \mathcal{Z} \mid Q \cup \{z^{-1} w_z\}_{z \in \mathcal{Z}} \mid \{\tilde{\sigma}\}_{\sigma \in \Phi} \mid R \rangle$$

$$= \langle \mathcal{X} \cup \mathcal{Z} \mid Q \cup \{z^{-1} w_z\}_{z \in \mathcal{Z}} \mid \{\tilde{\sigma}\}_{\sigma \in \Phi} \mid R \cup \{(z^{-1} w_z)^{\tilde{\sigma}}\}_{z \in \mathcal{Z}, \sigma \in \Phi} \rangle$$

which proves the first assertion of Proposition 3.9 while the second is obvious. $\square$

The following proposition allows us to modify the substitutions of an $L$-presentation:

**Proposition 3.10** If $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ is a (finitely) $L$-presented group and $\Psi \subseteq \Phi$ holds, then $\langle \mathcal{X} \mid Q \mid (\Phi \setminus \Psi) \cup \{\sigma \psi \mid \psi \in \Psi, \sigma \in \Phi\} \mid R \cup \bigcup_{\psi \in \Psi} R^\psi \rangle$ is a (finite) $L$-presentation for $G$.

**Proof.** The proof follows immediately from

$$Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma = Q \cup \bigcup_{\sigma \in \Phi^*} \left(R \cup \bigcup_{\psi \in \Psi} R^\psi\right)^\sigma$$

where $\hat{\Phi} = (\Phi \setminus \Psi) \cup \{\sigma \psi \mid \psi \in \Psi, \sigma \in \Phi\}$; these are the relations of $G$’s group presentation. $\square$

Since each relation of a group presentation can be replaced by a conjugate, we can modify the substitutions of an $L$-presentation as follows:

**Proposition 3.11** Let $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ be a (finitely) $L$-presented group, $S \subseteq F$ be a (finite) subset, and let $\Psi \subseteq \Phi$ be given. For each $x \in S$, denote by $\delta_x$ the inner automorphism of the free group $F(\mathcal{X})$ that is induced by conjugation with $x$. Then

- $\langle \mathcal{X} \mid Q \mid \Phi \cup \{\delta_x \mid x \in S\} \mid R \rangle$,
- $\langle \mathcal{X} \mid Q \mid (\Phi \setminus \Psi) \cup \{\delta_x \sigma \mid x \in S, \sigma \in \Psi\} \mid R \rangle$, and
- $\langle \mathcal{X} \mid Q \mid (\Phi \setminus \Psi) \cup \{\sigma \delta_x \mid x \in S, \sigma \in \Psi\} \mid R \rangle$

are (finite) $L$-presentations for $G$.

**Proof.** This follows because each relation of a group presentation can be replaced by a conjugate and we have $\delta_x \sigma = \sigma \delta_x \sigma$ for each $\sigma \in \Phi^*$ and $x \in \mathcal{X}$. $\square$

Recall that the kernel $K = \langle Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle^F$ of the free presentation $\pi : F \to G$ decomposes into the normal subgroups $Q = \langle Q \rangle^F$ and $R = \langle \bigcup_{\sigma \in \Phi^*} R^\sigma \rangle^F$ so that $K = QR = RQ$ holds. This decomposition yields the following
Proposition 3.12 Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a (finitely) L-presented group and let $\Psi \subseteq \text{End}(F(X))$ be a (finite) subset. If each $\psi \in \Psi$ induces an endomorphism of $F(X)/R$, then $\langle X \mid Q \mid \Phi \cup \Psi \mid R \rangle$ is a (finite) L-presentation for $G$.

Proof. If $\psi \in \Psi$ induces an endomorphism of $F(X)/R$, the normal subgroup $R$ is $\psi$-invariant. Therefore, each image $r^\sigma \in F(X)$, with $\sigma \in (\Phi \cup \Psi)^* \setminus \Phi^*$ and $r \in R$, is a relation of the group. Adding these (possibly infinitely many) relations to the group presentation does not change the isomorphism type of the group. \qed

For an invariant L-presentation, we even have the following

Proposition 3.13 Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a (finitely) L-presented group and let $\Psi \subseteq \text{End}(F(X))$ be a (finite) subset. Then $\langle X \mid Q \mid \Phi \cup \Psi \mid R \rangle$ is a (finite) L-presentation for $G$ if and only if each $\psi \in \Psi$ induces an endomorphism of $G = F(X)/K$.

Proof. Let $K = (Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma)^F$ be the kernel of the free presentation $\pi: F(X) \to G$. If each $\psi \in \Psi$ induces an endomorphism of $F(X)/K$, Proposition 3.12 shows the first assertion. If, on the other hand, the invariant L-presentations $\langle X \mid Q \mid \Phi \mid R \rangle$ and $\langle X \mid Q \mid \Phi \cup \Psi \mid R \rangle$ are L-presentations for $G$, each $\psi \in \Psi$ induces an endomorphism of $G = F(X)/K$. \qed

Every substitution $\sigma \in \Phi$ of an invariant L-presentation $G = \langle X \mid Q \mid \Phi \mid R \rangle$ induces an endomorphism of $G$. However, there are possibly other endomorphisms of the free group $F(X)$ that will induce the same endomorphism on $G$. The following proposition allows us to modify a given substitution of an L-presentation:

Proposition 3.14 Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a (finitely) L-presented group, $S \subseteq (\bigcup_{\sigma \in \Phi^*} R^\sigma)^F$ be a (finite) subset, and let $\sigma \in \Phi$ be given. Define an endomorphism $\tilde{\sigma}$ of the free group $F = F(X)\langle X \mid Q \mid (\Phi \setminus \{\sigma\}) \cup \{\tilde{\sigma}\} \mid R \cup S \rangle$ is a (finite) L-presentation for $G$.

Proof. We work in the free group $F = F(X)$ over the alphabet $X$ and we decompose the kernel $K = (Q \cup \bigcup_{\sigma \in \Phi^*} R^\sigma)^F$ of the free presentation $\pi: F \to G$ into the normal subgroups $Q = (Q)^F$ and $R = (\bigcup_{\sigma \in \Phi^*} R^\sigma)^F$ as above. Since $S \subseteq (\bigcup_{\sigma \in \Phi^*} R^\sigma)^F$ holds, Proposition 3.13 yields that $G = \langle X \mid Q \mid \Phi \mid R \rangle = \langle X \mid Q \mid \Phi \mid R \cup S \rangle$. In particular, we have that $R = (\bigcup_{\sigma \in \Phi^*} (R \cup S)^\sigma)^F$. Write $\Psi = (\Phi \setminus \{\sigma\}) \cup \{\tilde{\sigma}\}$. We prove this proposition by showing that the normal subgroups $R = (\bigcup_{\sigma \in \Phi^*} (R \cup S)^\sigma)^F$ and $\tilde{R} = (\bigcup_{\sigma \in \Psi^*} (R \cup S)^\sigma)^F$ coincide. For this purpose, we prove that, for each $\tilde{\delta} \in \Psi^*$ and $g \in F$, there exists $\delta \in \Phi^*$ and $h \in L = (\bigcup_{\sigma \in \Phi^*} S^\sigma)^F$ so that $g^\delta = g^\delta h$ holds. By construction, we have that $L \subseteq R$. By symmetry (as we have both $x^\delta = x^\delta r_x$ and $x^\sigma = x^\sigma r_x^{-1}$) the same arguments will show that, for each $\delta \in \Phi^*$ and $g \in F$, there exists $\tilde{\delta} \in \Psi^*$ and $h \in \tilde{L} = (\bigcup_{\sigma \in \Psi^*} S^\sigma)^F$ so that $g^\delta = g^\delta h$ holds. This would yield that each normal generator $s^\delta \in \tilde{R}$, with $s \in R \cup S$ and $\tilde{\delta} \in \Psi^*$, can be written as $s^\delta = s^\delta h$ for some $\delta \in \Phi^*$ and $h \in L \subseteq R$. In fact, $s^\delta \in \tilde{R}$ satisfies that $s^\delta = s^\delta h \in R$ and thus $\tilde{R} \subseteq R$. By symmetry, we would also obtain that $R \subseteq \tilde{R}$ holds. This clearly proves Proposition 3.14.
It therefore remains to prove that, for each \( \delta \in \Psi^* \) and \( g \in F \), there exists \( \delta \in \Phi^* \) and \( h \in L \) so that \( g^\delta = g^\delta h \) holds. Each \( g \in F \) is represented by a finite word \( w_g(x_{i_1}, \ldots, x_{i_n}) \) over finitely many generators \( \{x_i, \ldots, x_i\} \subseteq \mathcal{X} \). Let \( \delta \in \Psi^* \) and \( g \in F \) be given. We prove the assertion by induction on \( m = ||\delta|| \). If \( m = 1 \), then \( \delta = \Psi \). Moreover, we either have \( \delta = \gamma \omega \) or \( \delta \neq \gamma \omega \). If \( \delta \neq \gamma \omega \) holds, then \( \delta \in \Phi \) and thus \( g^\delta = g^\delta h \) for some \( \delta \in \Phi \) and \( h \in L \). Otherwise, if \( \delta = \gamma \omega \) holds, we obtain that

\[
g^\delta = w_g(x_{i_1}, \ldots, x_{i_n})^\delta = w_g(x_{i_1}^\delta, \ldots, x_{i_n}^\delta) = w_g(x_{i_1}^\delta r_{x_{i_1}}, \ldots, x_{i_n}^\delta r_{x_{i_n}}).
\]

Conjugation in the free group \( F \) yields that the word \( w_g(x_{i_1}^\delta r_{x_{i_1}}, \ldots, x_{i_n}^\delta r_{x_{i_n}}) \) can be written as \( w_g(x_{i_1}^\sigma, \ldots, x_{i_n}^\sigma) \cdot h \) for some \( h \in \langle S \rangle^F \). Thus \( g^\delta = g^\sigma \cdot h \) for some \( \sigma \in \Phi \) and \( h \in \langle S \rangle^F \subseteq L \).

For an integer \( m > 1 \), assume that, for every \( g \in F \) and \( \delta \in \Psi^* \), with \( ||\delta|| = m \), the image \( g^\delta \in R \) satisfies that \( g^\delta = g^h \delta \) for \( \delta \in \Phi^* \) and some \( h \in L \). Let \( g \in F \) and \( \delta \in \Psi^* \), with \( ||\delta|| = m + 1 \), be given. Then there exist \( \tilde{\omega} \in \Psi \) and \( \tilde{\gamma} \in \Psi^* \), with \( ||\tilde{\gamma}\omega|| = n \), so that \( \delta = \tilde{\gamma} \omega \). By our assumption, there exist \( \gamma \in \Phi^* \) and \( h \in L \) so that \( g^\gamma = g^\gamma h \). Thus \( g^\delta = g^\gamma \omega = (g^\gamma h)^\omega \). If \( \omega \neq \tilde{\omega} \) holds, then \( \omega \in \Phi \) and thus \( \gamma \omega \in \Phi^* \). Moreover, by construction, the normal subgroups \( L = \langle \bigcup_{\sigma \in \Phi^*} S^\sigma \rangle^F \) and \( \tilde{L} = \langle \bigcup_{\sigma \in \Psi^*} S^\sigma \rangle^F \) are \( \Phi^* \)- and \( \Psi^* \)-invariant, respectively. Thus \( h^\omega \in L \) if \( \omega \neq \tilde{\omega} \). Therefore, the image \( g^\delta \) satisfies that \( g^\delta = g^\gamma \omega h^\omega \) for some \( \gamma \omega \in \Phi^* \) and \( h^\omega \in L \). It suffices to consider the case \( \omega = \tilde{\omega} \). The elements \( g^\gamma \in F \) and \( h \in F \) are represented by finite words \( w_g(x_{j_1}, \ldots, x_{j_m}) \) and \( w_h(x_{k_1}, \ldots, x_{k_n}) \), respectively. Again, conjugation in the free group \( F \) yields that \( w_g(x_{j_1}, \ldots, x_{j_m})^\delta = w_g(x_{j_1}^\delta, \ldots, x_{j_m}^\delta) u \) and \( w_h(x_{k_1}, \ldots, x_{k_n})^\delta = w_h(x_{k_1}^\delta, \ldots, x_{k_n}^\delta) v \) with \( u, v \in \langle S \rangle^F \). Thus \( g^\delta = g^\delta_\omega = (g^\gamma h)^\delta = (g^\gamma u)(h^\omega v) \). In fact, we have that \( g^\delta = g^\gamma h \) with \( \gamma \sigma \in \Phi^* \) and \( h' = uh^\omega v \in L \). Thus, for every \( g \in F \) and \( \delta \in \Psi^* \), the image \( g^\delta \) satisfies that \( g^\delta = g^\delta h \) with \( \delta \in \Phi^* \) and \( h \in L \). By symmetry, as we have both \( x^\sigma = x^\sigma r_x \) and \( x^\sigma = x^\sigma r_x^{-1} \), the same arguments will prove that for each \( g \in F \) and \( \delta \in \Phi^* \) the image \( g^\delta \) satisfies that \( g^\delta = g^\delta h \) with \( \delta \in \Psi^* \) and \( h \in \tilde{L} = \langle \bigcup_{\sigma \in \Psi^*} S^\sigma \rangle^F \). This finishes our proof of Proposition 3.14.

As a consequence of Proposition 3.14, we obtain the following

**Corollary 3.15** Let \( G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle \) be a finitely \( L \)-presented group and let \( \sigma \in \Phi \) be given. Then \( \sigma \) induces an endomorphism of the invariantly finitely \( L \)-presented group \( H = \langle \mathcal{X} \mid \emptyset \mid \Phi \mid R \rangle \). If \( \psi \in \text{End}(F(\mathcal{X})) \) and \( \sigma \) induce the same endomorphism on \( H \), then there exists a finite subset \( S \subseteq F(\mathcal{X}) \) so that \( \langle \mathcal{X} \mid Q \mid \Phi \setminus \{\sigma\} \cup \{\psi\} \mid R \cup S \rangle \) is a finite \( L \)-presentation for \( G \).

**Proof.** If \( \sigma \) and \( \psi \) induce the same endomorphism of \( H \), there exists, for each \( x \in \mathcal{X} \), an element \( r_x \in \langle \bigcup_{\sigma \in \Phi} S^\sigma \rangle^F \) with \( x^\psi = x^\sigma r_x \). Write \( S = \{r_x \mid x \in \mathcal{X}\} \). Then Proposition 3.14 yields that \( G = \langle \mathcal{X} \mid Q \mid \Phi \setminus \{\sigma\} \cup \{\psi\} \mid R \cup S \rangle \).

The transformations introduced above allow us to modify a given \( L \)-presentation of a group. In order to prove Tietze’s theorem for invariantly finitely \( L \)-presented groups, we choose the following set of transformations:
Definition 3.16 An $L$-Tietze transformation is a transformation that

\begin{itemize}
  \item[(i)] adds or removes a single fixed relation (Proposition 3.4),
  \item[(ii)] adds or removes a single iterated relation (Proposition 3.5),
  \item[(iii)] adds or removes a single substitution (Proposition 3.12),
  \item[(iv)] adds or removes a generator together with a fixed relation (Proposition 3.8),
  \item[(v)] adds or removes a generator together with an iterated relation (Proposition 3.9), or that
  \item[(vi)] modifies a given substitution of an $L$-presentation (Proposition 3.14).
\end{itemize}

### B.4 Applications of Tietze Transformations

The transformations introduced in Section B.3 allow us to prove Theorem A.

**Proof of Theorem A** We use similar ideas as in the proof of Tietze’s theorem in [95 Chapter II]: As each $L$-Tietze transformation does not change the isomorphism type of the group, two finite $L$-presentations define isomorphic groups if one $L$-presentation can be transformed into the other by a finite sequence of $L$-Tietze transformations. In order to prove Theorem A it suffices to prove that two invariant finite $L$-presentations which define isomorphic groups can be transformed into each other by a finite sequence of $L$-Tietze transformations. For this purpose, we consider two invariant finite $L$-presentations $\langle X_1 \mid Q_1 \mid \Phi_1 \mid R_1 \rangle$ and $\langle X_2 \mid Q_2 \mid \Phi_2 \mid R_2 \rangle$ of a group $G$. By Proposition 3.7 we can assume that both $Q_1 = \emptyset$ and $Q_2 = \emptyset$ hold. We will construct an invariant finite $L$-presentation for $G$ which can be obtained from both $L$-presentations by a finite sequence of $L$-Tietze transformations. Because each $L$-Tietze transformation is reversible, this shows that we can pass from one $L$-presentation to the other by a finite sequence of $L$-Tietze transformations.

Suppose that $\mathcal{X}_1 \cap \mathcal{X}_2 = \emptyset$ holds. For $i \in \{1,2\}$, we denote by $F_i = F(X_i)$ the free group over the alphabet $X_i$ and by $\pi_i: F_i \rightarrow G$ the free presentation with kernel $\ker(\pi_i) = \langle \bigcup_{\sigma \in \Phi_i} R_i^\sigma \rangle$. For each $x \in \mathcal{X}_1$, we choose $w_x \in F_2$ with $x^{\pi_1} = w_x^{\pi_2}$, i.e., the element $w_x \in F_2$ is a $\pi_2$-preimage of $x^{\pi_1} \in G$. For each $z \in \mathcal{X}_2$, we choose $w_z \in F_1$ with $z^{\pi_2} = w_z^{\pi_1}$. Define the subsets $S_1 = \{ x^{-1}w_x \mid x \in \mathcal{X}_1 \}$ and $S_2 = \{ z^{-1}w_z \mid z \in \mathcal{X}_2 \}$ of the free group $F = F(X_1 \cup X_2)$ over the alphabet $\mathcal{X}_1 \cup \mathcal{X}_2$. By Proposition 3.9 we can add the finitely many generators $z \in \mathcal{X}_2$ together with the iterated relation $z^{-1}w_z \in S_2$ if we extend each substitution $\sigma \in \Phi_1$ to the free group $F$ by

\[\tilde{\sigma}: \begin{cases} 
  x \mapsto x^{\sigma}, & \text{for each } x \in \mathcal{X}_1, \\
  z \mapsto w_z^{\sigma}, & \text{for each } z \in \mathcal{X}_2.
\end{cases}\]

This yields the finite $L$-presentation

\[\langle \mathcal{X}_1 \cup \mathcal{X}_2 \mid \emptyset \mid \{ \tilde{\sigma} \}_{\sigma \in \Phi_1} \mid \mathcal{R}_1 \cup \{ z^{-1}w_z \}_{z \in \mathcal{X}_2} \rangle\]
for the group $G$. The natural homomorphisms $\pi_1 : F_1 \to G$ and $\pi_2 : F_2 \to G$ extend to a natural homomorphism $\pi : F \to G$ that is induced by the map

$$\pi : \begin{cases} x \mapsto x^{\pi_1}, & \text{for each } x \in X_1, \\ z \mapsto z^{\pi_2}, & \text{for each } z \in X_2. \end{cases}$$

Its kernel satisfies $\ker(\pi) = \left( \bigcup_{s \in \Phi_1} (R_1 \cup S_2)^{\tilde{\sigma}} \right)^F$. For $x \in X_1$ and $x^{-1}w_x \in S_1$, we have $x^\pi = x^{\pi_1} = w_x^{\pi_2} = w_x^\pi$ and thus $x^{-1}w_x \in \ker(\pi)$ holds. For each $r \in R_2$, we have $r^\pi = r^{\pi_2} = 1$ and thus $r \in \ker(\pi)$ holds. Since the kernel $\ker(\pi)$ is $\{ \tilde{\sigma} \mid \sigma \in \Phi_1 \}$-invariant, by construction, Proposition 3.3 yields that

$$G \cong \left( X_1 \cup X_2 \mid \emptyset \right) \left\{ \tilde{\sigma} \mid \sigma \in \Phi_1 \right\} \left( R_1 \cup R_2 \cup S_1 \cup S_2 \right).$$

As the invariant finite $L$-presentations $\langle X_1 \mid \emptyset \mid \Phi_1 \mid R_1 \rangle$ and $\langle X_2 \mid \emptyset \mid \Phi_2 \mid R_2 \rangle$ define isomorphic groups and every $\psi \in \Phi_2$ induces an endomorphism of the whole group, we can extend $\psi$ to an endomorphism of the free group $F$ over the alphabet $X_1 \cup X_2$ that induces the same endomorphism on $G$ as $\psi$ does. More precisely, for each $\psi \in \Phi_2$, we define an endomorphism of the free group $F$ that is induced by the map

$$\psi : \begin{cases} z \mapsto z^\psi, & \text{for each } z \in X_2 \\ x \mapsto w_x^\psi, & \text{for each } x \in X_1 \text{ and } x^{-1}w_x \in S_1. \end{cases}$$

By construction, the normal subgroup $\left( \bigcup_{s \in \Phi_1} (R_1 \cup R_2 \cup S_1 \cup S_2)^{\tilde{\sigma}} \right)^F$ is $\tilde{\psi}$-invariant. Thus, by Proposition 3.12 the group $G$ satisfies that

$$G \cong \left( X_1 \cup X_2 \mid \emptyset \right) \left\{ \tilde{\sigma} \mid \sigma \in \Phi_1 \right\} \left\{ \tilde{\psi} \mid \psi \in \Phi_2 \right\} \left( R_1 \cup R_2 \cup S_1 \cup S_2 \right). \tag{B.7}$$

Since the $L$-presentations $\langle X_1 \mid Q_1 \mid \Phi_1 \mid R_1 \rangle$ and $\langle X_2 \mid Q_2 \mid \Phi_2 \mid R_2 \rangle$ were finite, we have applied only finitely many $L$-Tietze transformations from Definition 3.16. Therefore, starting with the $L$-presentation $\langle X_1 \mid Q_1 \mid \Phi_1 \mid R_1 \rangle$ we have obtained the $L$-presentation in Eq. (B.7) after finitely many steps. By symmetry, though, we would also obtain the finite $L$-presentation in Eq. (B.7) if we would have started with the finite $L$-presentation $\langle X_2 \mid Q_2 \mid \Phi_2 \mid R_2 \rangle$. Since each $L$-Tietze transformation is reversible, we can therefore transform the finite $L$-presentation in Eq. (B.7) to the finite $L$-presentation $\langle X_2 \mid Q_2 \mid \Phi_2 \mid R_2 \rangle$. This yields a finite sequence of $L$-Tietze transformations that allows us to transform the $L$-presentation $\langle X_1 \mid Q_1 \mid \Phi_1 \mid R_1 \rangle$ to the $L$-presentation $\langle X_2 \mid Q_2 \mid \Phi_2 \mid R_2 \rangle$ and vice versa.

Similarly, the Tietze transformations in Section 3.3 also allow us to prove that two arbitrary finite $L$-presentations could be transformed into each other by a finite sequence of Tietze transformations.

Another application of $L$-Tietze transformations is to prove that ‘being invariantly finitely $L$-presented’ is an abstract property of a group that does not depend on the generating set of the group; that is, if a group admits an invariant finite $L$-presentation with respect to one finite generating set, then so it does with respect to any other finite
generating set. This result was already posed in [6 Proposition 2.2]. However, its proof contains a gap. Consider the invariant finite \( L \)-presentation

\[
\mathcal{G} \cong \langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2, bcd\} \mid \{\sigma\} \mid \{(ad)^4, (adacac)^4\}\rangle
\]

from Theorem 2.2 where \( \sigma \) is induced by the map \( a \mapsto aca, b \mapsto d, c \mapsto b, \) and \( d \mapsto c. \) Then \( \sigma \) is a monomorphism of the free group \( F = F\langle \{a, b, c, d\}\rangle. \) The transformations in the proof of [6 Proposition 2.2] keep the rank of \( \text{im}(\sigma) \) constant and therefore, they do not allow to prove that the Grigorchuk group admits an invariant finite \( L \)-presentation with generators \( \{a, c, d\} \) as in Eq. (B.2). The \( L \)-Tietze transformations from Section B.3 allow us to address this gap.

**Proof of Theorem 2.2.** Let \( \mathcal{Y} = \{y_1, \ldots, y_n\} \) be an arbitrary finite generating set of the invariantly finitely \( L \)-presented group \( G = \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle. \) As \( G \) is invariantly \( L \)-presented, we can assume that \( \mathcal{Q} = \emptyset \) holds. Since \( \mathcal{Y} \) generates \( G, \) there exists, for each \( x \in \mathcal{X}, \) a word \( w_x(y_1, \ldots, y_n) \) over the generators \( \mathcal{Y} \) so that \( x = w_x(y_1, \ldots, y_n) \) holds. Since \( \mathcal{X} = \{x_1, \ldots, x_m\} \) also generates \( G, \) there exists, for each \( y \in \mathcal{Y}, \) a word \( w_y(x_1, \ldots, x_m) \) so that \( y = w_y(x_1, \ldots, x_m) \) holds. Suppose that \( \mathcal{X} \cap \mathcal{Y} = \emptyset \) holds. For each \( \sigma \in \Phi, \) define an endomorphism \( \tilde{\sigma} \) of the free group \( E \) over the alphabet \( \mathcal{X} \cup \mathcal{Y} \) that is induced by the map

\[
\tilde{\sigma}, \quad \left\{ \begin{array}{l}
x \mapsto x^\sigma, \\
y \mapsto w_y(x_1, \ldots, x_m)^\sigma,
\end{array} \right. \quad \text{for each } x \in \mathcal{X},
\]

\[
y \mapsto w_y(x_1, \ldots, x_m)^\sigma, \quad \text{for each } y \in \mathcal{Y}.
\]

Then, by Proposition 3.9 a finite \( L \)-presentation for the group \( G \) is given by

\[
\langle \mathcal{X} \cup \mathcal{Y} \mid \emptyset \mid \{\tilde{\sigma}\}_{\sigma \in \Phi} \mid \mathcal{R} \cup \{y^{-1}w_y(x_1, \ldots, x_m)\}_{y \in \mathcal{Y}} \rangle.
\]

As this \( L \)-presentation is invariant, every \( \tilde{\sigma}, \) with \( \sigma \in \Phi, \) induces an endomorphism of the group \( G. \) Thus, as \( x = w_x(y_1, \ldots, y_n) \) holds, we have \( x^\sigma = w_x(y_1, \ldots, y_n)^\sigma \) for each \( \sigma \in \Phi^*. \) By Proposition 3.9 we have that

\[
G \cong \langle \mathcal{X} \cup \mathcal{Y} \mid \emptyset \mid \{\tilde{\sigma}\}_{\sigma \in \Phi} \mid \mathcal{R} \cup \{y^{-1}w_y\}_{y \in \mathcal{Y}} \cup \{x^{-1}w_x\}_{x \in \mathcal{X}} \rangle. \tag{B.8}
\]

Since \( \mathcal{Y} \) generates \( H, \) for each \( z \in \mathcal{X} \cup \mathcal{Y} \) and \( \sigma \in \Phi, \) the image \( z^\sigma \) is represented by a word \( v_{z,\sigma}(y_1, \ldots, y_n) \) over the generators \( \mathcal{Y} \) so that \( z^\sigma = w_z(y_1, \ldots, y_n) \) holds. Since the \( L \)-presentation in Eq. (B.8) is invariant, Proposition 3.14 applies to the relation

\[
r = (z^\sigma)^{-1}v_{z,\sigma}(y_1, \ldots, y_n)
\]

and it shows that \( G \) admits the following finite \( L \)-presentation

\[
\langle \mathcal{X} \cup \mathcal{Y} \mid \emptyset \mid \{\tilde{\sigma}\}_{\sigma \in \Phi} \mid \mathcal{R} \cup \{x^{-1}w_x\}_{x \in \mathcal{X}} \cup \{y^{-1}w_y\}_{y \in \mathcal{Y}} \cup \{(z^\sigma)^{-1}v_{z,\sigma}\}_{z \in \mathcal{X} \cup \mathcal{Y}, \sigma \in \Phi} \rangle
\]

where the substitutions \( \tilde{\sigma} \) are induced by the maps

\[
\tilde{\sigma}: z \mapsto v_{z,\sigma}(y_1, \ldots, y_n), \text{ for each } z \in \mathcal{X} \cup \mathcal{Y}.
\]

We use the iterated relations \( x^{-1}w_x(y_1, \ldots, y_n), \) with \( x \in \mathcal{X}, \) to replace every occurrence of \( x \in \mathcal{X} \) among the iterated relations

\[
\mathcal{R} \cup \{y^{-1}w_y(x_1, \ldots, x_m)\}_{y \in \mathcal{Y}} \cup \{(z^\sigma)^{-1}v_{z,\sigma}(y_1, \ldots, y_n)\}_{z \in \mathcal{X} \cup \mathcal{Y}, \sigma \in \Phi} \tag{B.9}
\]
by \( w_x(y_1, \ldots, y_n) \). This yields a finite set of relations \( \tilde{S} \) that can be considered as a finite subset of the free group over the alphabet \( \mathcal{Y} \). Replacing the relations in Eq. (3.9) by \( \tilde{S} \) does not change the isomorphism type of the group. The group \( G \) satisfies that 
\( G \cong \langle \mathcal{X} \cup \mathcal{Y} \mid \emptyset \mid \{ \tilde{\sigma} \mid \sigma \in \Phi \} \mid \tilde{S} \cup \{ x^{-1}w_x \mid x \in \mathcal{X} \} \rangle \). By Proposition 5.9, the group \( G \) is invariantly finitely \( L \)-presented by \( \langle \mathcal{Y} \mid \emptyset \mid \{ \tilde{\sigma} \}_{\sigma \in \Phi} \mid \tilde{S} \rangle \).

\[ \square \]

### B.5 Finitely generated normal subgroups of finitely presented groups

In this section, we consider finitely generated normal subgroups of finitely presented groups. By Higman's embedding theorem [81], every finitely generated group embeds into a finitely presented group if and only if it is recursively presented. This theorem classifies the finitely generated subgroups of a finitely presented group. The normal subgroups of a finitely presented group are invariantly \( L \)-presented:

**Proposition 5.17** Every normal subgroup of a finitely presented group admits an invariant \( L \)-presentation whose substitutions induce automorphisms of the subgroup. If the normal subgroup has finite index, it is invariantly finitely \( L \)-presented.

**Proof.** This follows from the proof of [70, Theorem 6.1]; cf. Lemma 5.19 below. \( \square \)

The \( L \)-presentation in Lemma 5.19 below is an ascending \( L \)-presentation with finitely many substitutions and finitely many iterated relations. It has finitely many generators if and only if the subgroup has finite index. The substitutions of this \( L \)-presentation induce automorphisms of the subgroup since they are induced by conjugation in the finitely presented group.

On the other hand, as every finite \( L \)-presentation is recursive, finitely \( L \)-presented groups embed into finitely presented groups. As indicated in [22], a finitely \( L \)-presented group embeds as a normal subgroup into a finitely presented group if we assume that every substitution of the \( L \)-presentation induces an automorphism of the subgroup:

**Proposition 5.18** Every group that admits an invariant finite \( L \)-presentation, whose substitutions induce automorphisms of the group, embeds as a normal subgroup into a finitely presented group.

**Proof.** If \( H = \langle Z \mid \emptyset \mid \{ \delta_1, \ldots, \delta_n \} \mid R \rangle \) is invariantly finitely \( L \)-presented so that each \( \delta_i \) induces an automorphism of \( H \), the base group \( H \) embeds into the HNN-extension \( G_1 \) relative to the isomorphism \( \delta_1 : H \to H \) which is induced by the substitution \( \delta_1 \). The HNN-extension \( G_1 \) is given by the presentation \( G_1 = \langle Z \cup \{ t_1 \} \mid \bigcup_{\sigma \in \Phi} R^\sigma \cup \{ t_1^{-1}zt_1 = z^{\delta_1} \mid z \in Z \} \rangle \) where \( \Phi = \{ \delta_1, \ldots, \delta_n \} \). Denote by \( H_1 \) the image of \( H \) in \( G_1 \). Then \( \delta_2 \) induces an automorphism of the subgroup \( H_1 \leq G_1 \). Thus we can form the HNN-extension \( G_2 \) relative to the isomorphism \( \delta_2 : H_1 \to H_1 \). As the base group \( G_1 \) embeds into the HNN-extension \( G_2 \), the subgroup \( H_1 \) embeds into \( G_2 \) as well. Iterating this process, we obtain a group \( G_n = \langle Z \cup \{ t_1, \ldots, t_n \} \mid \bigcup_{\sigma \in \Phi} R^\sigma \cup \{ t_i^{-1}zt_i = z^{\delta_i} \mid 1 \leq i \leq n \} \rangle \) in which \( H \) embeds. Tietze transformations that replace every \( \delta_i \)-image \( z^{\delta_i} \) by the
conjugate $t_i^{-1}z_i$ in the relations $\bigcup_{\sigma \in \Phi} \mathcal{R}^\sigma$ eventually show that $G_n = \langle Z \cup \langle t_1, \ldots, t_n \rangle \mid \mathcal{R} \cup \langle t_i^{-1}z_i = z^h \mid 1 \leq i \leq n, z \in Z \rangle \rangle$ is finitely presented. The invariantly finitely $L$-presented group $H$ embeds into this finitely presented group by identifying the generator in $Z$. The image of $H$ in $G_n$ is obviously a normal subgroup of $G_n$. 

In the following, we use the constructions from [22] to prove Theorem C. Since every normal subgroup of a finitely presented group admits an invariant $L$-presentation with finitely many substitutions and finitely many iterated relations, it suffices to show that the $L$-presentation in Lemma 5.19 below could be transformed into an invariant finite $L$-presentation. For this purpose, though, we need to eliminate (possibly) infinitely many generators from the $L$-presentation and we need to modify finitely many substitutions. However, Proposition 3.14 adds iterated relations for each modification of a substitution. Hence, we need to ensure that this process still gives a finite $L$-presentation. In the following, we generalize the constructions from [22].

B.5.1 Preliminaries

Let $G$ be a finitely presented group and let $H \trianglelefteq G$ be a finitely generated normal subgroup. Then $G/H$ is finitely presented. Moreover, if $H = \langle a_1, \ldots, a_m \rangle$ and $G/H = \langle s_1 H, \ldots, s_n H \rangle$ hold, there exists a finite presentation $\langle \langle a_1, \ldots, a_m, s_1, \ldots, s_n \rangle \mid \mathcal{R} \rangle$ for $G$. The proof of [10] Theorem 6.1] yields the following

**Lemma 5.19** Let $\langle \langle a_1, \ldots, a_m, s_1, \ldots, s_n \rangle \mid \mathcal{R} \rangle$ be a finite presentation for $G$ and write $\mathcal{S} = \{ s_1^\pm 1, \ldots, s_n^\pm 1 \}$. If $T$ is a Schreier transversal for $H = \langle a_1, \ldots, a_m \rangle$ in $G$ and $Y$ are the Schreier generators of $H$, then $H$ is invariantly $L$-presented by

$$\langle Y \mid \emptyset \mid \mathcal{R} \rangle$$

where $\delta_x$ denotes the endomorphism of the free group $F(Y)$ that is induced by conjugation with $x \in \mathcal{S}$ and $\tau$ denotes the Reidemeister-rewriting.

**Proof.** This follows from the Reidemeister-Schreier theorem, see [15] Section II.4 and the proof of [10] Theorem 6.1]. Clearly, one can always omit the endomorphisms $\delta_x$ with $x \in \{ a_1, \ldots, a_m \}$ as they give inner automorphisms of the subgroup $H$. 

Since $\mathcal{S}$ and $\mathcal{R}$ are finite, the $L$-presentation in Lemma 5.19 is finite if and only if $H$ has finite index in $G$; in this case $Y$ is finite. Finite index subgroups of finitely $L$-presented groups have been studied in [20]. It was shown that each normal subgroup of a finitely presented group with finite index is invariantly finitely $L$-presented. In the following, we therefore assume that $[G : H] = \infty$ holds.

The strategy in the proof of Theorem C will be as follows: Our choice of the generating set of the finitely presented group allows us to assume that $H$'s generators $Z = \{ a_1, \ldots, a_m \}$ are Schreier generators of $H$. We therefore obtain an embedding $\chi: F(Z) \to F(Y)$ and we will construct an epimorphism $\gamma: F(Y) \to F(Z)$ so that the free presentation $\pi: F(Y) \to H$ that is given by the $L$-presentation in Lemma 5.19 satisfies $\gamma \chi \pi = \pi$. Since the $L$-presentation in Lemma 5.19 is invariant, there exists, for
each $\sigma \in \Phi = \{\delta_x \mid x \in S\}$, an endomorphism $\widehat{\sigma} \in \text{End}(H)$ so that $\sigma \pi = \pi \widehat{\sigma}$ holds. In general, we cannot assume that there also exists an endomorphism $\tilde{\sigma} \in \text{End}(F(Z))$ so that $\sigma \gamma = \gamma \tilde{\sigma}$ holds. Therefore, we will construct a normal subgroup $N \trianglelefteq F(Z)$ so that $\psi: F(Z) \to F(Z)/N$, $g \mapsto gN$ yields the existence of $\tilde{\sigma} \in \text{End}(F(Z)/N)$ with $\sigma \gamma \psi = \gamma \psi \tilde{\sigma}$. These constructions will give the following commutative diagram:

\[
\begin{array}{cccc}
F(Z) & \xrightarrow{\psi} & F(Z)/N \\
\downarrow{\gamma} & & \downarrow{\chi \pi} \\
F(Y) & \xrightarrow{\pi} & H \\
\downarrow{\delta_x} & & \downarrow{\delta_x}
\end{array}
\]

In the special cases of Theorem \[\text{[C]}\] and Theorem \[\text{[D]}\] we are able to prove that $F(Z)/N$ is invariantly finitely $L$-presented and so is the subgroup $H$. The normal subgroup $N$ will be generated, as a normal subgroup, by the iterated relations by Proposition \[\text{[8.14]}\] adds when modifying the substitutions of the $L$-presentation in Lemma \[\text{[5.19]}\]. These relations were omitted in \[\text{[22]}\]. It is not clear whether or not these relations are necessary to define the subgroup $H$.

In the remainder of this section, we generalize the constructions from \[\text{[22]}\] to obtain the commutative diagram above. The generating set $\mathcal{X} = \{a_1, \ldots, a_m, s_1, \ldots, s_n\}$ of the finitely presented group $G$ yields that the generators $Z = \{a_1, \ldots, a_m\}$ are Schreier generators of $H$. Hence, there exists a natural embedding $\chi: F(Z) \to F(Y)$ which is induced by embedding the generators $Z$ into $Y$. It suffices to remove the Schreier generators $Y \setminus Z$ from the invariant $L$-presentation in Lemma \[\text{[5.19]}\]. Since $H$ is generated by $Z = \{a_1, \ldots, a_m\}$, every $y \in Y$ can be represented, as an element of $H$, by a word over $Z$. This yields an epimorphism $\gamma: F(Y) \to F(Z)$ which maps every $y \in Y$ to a word $y^\gamma \in F(Z)$ over the alphabet $Z$ that represents the same element in $H$; i.e., we have

\[
\{y^{-1} y^\gamma \mid y \in Y \setminus Z\} \subseteq \ker(\pi), \tag{B.10}
\]

where $\pi: F(Y) \to H$ denotes the free presentation from Lemma \[\text{[5.19]}\]. Note that Eq. \[\text{[B.10]}\] yields that $\iota = \chi \pi$ defines an epimorphism $\iota: F(Z) \to H$ with $\gamma \iota = \pi$. The following lemma generalizes \[\text{[22, Lemma 4]}\].

**Lemma 5.20** If $H \cong \langle Y \mid S \rangle$ and $\gamma: F(Y) \to F(Z)$ is an epimorphism so that

\[
\begin{array}{ccc}
F(Z) & \xrightarrow{\gamma} & F(Y) \\
\downarrow{\iota} & & \downarrow{\pi} \\
& & H
\end{array}
\]

commutes, $\langle Z \mid S' \rangle$ is a presentation for $H$. 


Proof. Since $\pi = \gamma \iota$ is onto, it suffices to prove that $\ker(\iota) = (S^\gamma)^F(Z)$ holds. For $r \in S$, we have that $r^\gamma = r^\pi = 1$ and so $r^\gamma \in \ker(\iota)$. Thus $(S^\gamma)^F(Z) \subseteq \ker(\iota)$. If $g \in \ker(\iota)$ holds, there exists $h \in F(Y)$ with $h^\gamma = g$ as $\gamma$ is surjective. Then $h^\pi = h^\gamma = g^i = 1$ and $h \in \ker(\pi) = (S^\gamma)^F(Z)$. Thus $g = h^\gamma \in (S^\gamma)^F(Z)$. Thus $H = \ker(\iota) = (S^\gamma)^F(Z)$.

Thus, by Lemma 5.19 and Lemma 5.20 the subgroup $H$ has a presentation of the form $H = (Z \mid \langle (r^\gamma)^\gamma \mid r \in R, \sigma \in \Phi \rangle)$

where $\Phi = \{\delta_x \mid x \in S\}$ and $\tau$ denotes the Reidemeister rewriting. This presentation can be considered as a finite $L$-presentation if, for each $\sigma \in \Phi$, there exists an endomorphism $\tilde{\sigma} \in \text{End}(F(Z))$ with $\sigma \gamma = \gamma \tilde{\sigma}$. The following lemma yields the existence of such endomorphisms $\tilde{\sigma} \in \text{End}(F(Z))$:

Lemma 5.21 For groups $L$ and $M$, an epimorphism $\pi: L \to M$, and an endomorphism $\delta \in \text{End}(L)$, there exists a (unique) endomorphism $\Delta \in \text{End}(M)$ with $\delta \pi = \pi \Delta$ if and only if $\ker(\pi)^2 \subseteq \ker(\pi)$ holds.

Proof. The proof is straightforward. □

Therefore, if the kernel $\ker(\gamma)$ is $\sigma$-invariant, for each $\sigma \in \Phi$, the subgroup $H$ would be invariantly finitely $L$-presented by $(Z \mid \emptyset \mid \{\delta_x \mid x \in S\} \mid R^\gamma)$. In general, though, we cannot assume that each $\sigma \in \Phi$ leaves the kernel $\ker(\gamma)$ invariant. If we consider the natural embedding $\chi: F(Z) \to F(Y)$ that is induced by embedding the generators $Z$ into $Y$, the kernel $\ker(\gamma)$ satisfies

Lemma 5.22 If $\chi: F(Z) \to F(Y)$ is an embedding with $\gamma \chi|Z = \text{id}_Z$, then $\chi \gamma = \text{id}_F(Z)$ and $\ker(\gamma) = \langle (y^{-1}y^\gamma \mid y \in Y \setminus Z) \rangle^F(Z)$ hold.

Proof. Since $\gamma \chi|Z = \text{id}_Z$ holds, the map $\gamma \chi$ induces the identity on the free subgroup $E = \langle Z \rangle \leq F(Y)$. For $g \in F(Z)$, we have $g^\chi \in E$ and $g^\gamma = g^\gamma$. Thus $(g^{-1}g^\gamma)^\chi = 1$ and, as $\chi$ is injective, we have $g^{-1}g^\gamma = 1$ or

$$\chi \gamma = \text{id}_F(Z).$$

(B.11)

For each $y \in Y \setminus Z$, we have that $(y^{-1}y^\gamma)^\gamma = y^{-\gamma}y^\gamma = y^{-\gamma}y^\gamma = 1$. Therefore $N = \langle \{y^{-1}y^\gamma \mid y \in Y \setminus Z\} \rangle^F(Y)$ satisfies that $N \subseteq \ker(\gamma)$. Let $g \in \ker(\gamma)$ be given. Then $g \in F(Y)$ is represented by a finite word $w(y_{i_1}, \ldots, y_{i_n}, a_1, \ldots, a_m)$ with $\{y_{i_1}, \ldots, y_{i_n}\} \subseteq Y \setminus Z$. Modulo the normal subgroup $N$, we can replace every occurrence of $y \in Y \setminus Z$ by $y^\gamma \in E$; i.e., we have $g = w(y_{i_1}, \ldots, y_{i_n}, a_1, \ldots, a_m) = w(y_{i_1}^\gamma, \ldots, y_{i_n}^\gamma, a_1, \ldots, a_m) \cdot h$ for some $h \in N$. As $g \in \ker(\gamma)$ and $h \in N \subseteq \ker(\gamma)$ hold, we have

$$1 = g^\gamma = w(y_{i_1}^\gamma, \ldots, y_{i_n}^\gamma, a_1^\gamma, \ldots, a_m^\gamma) \cdot h^\gamma = w(y_{i_1}^\gamma, \ldots, y_{i_n}^\gamma, a_1, \ldots, a_m) \cdot 1.$$

Similarly, modulo the normal subgroup $N$, we can replace every occurrence of $y^\gamma$ by $y$. There exists $k \in N$ with $1 = w(y_{i_1}^\gamma, \ldots, y_{i_n}^\gamma, a_1, \ldots, a_m) = w(y_{i_1}, \ldots, y_{i_n}, a_1, \ldots, a_m) \cdot k = g \cdot k$. Thus $g \in N$ and $N = \ker(\gamma)$. □
Even though \( \delta_x \in \Phi \) may not translate directly to \( \tilde{\delta}_x \in \End(F(\mathbb{Z})) \), there exists a normal subgroup \( N \trianglelefteq F(\mathbb{Z}) \) and a homomorphism \( \psi: F(\mathbb{Z}) \to F(\mathbb{Z})/N, \ g \mapsto gN \) so that \( \ker(\gamma \psi)^\delta_x \subseteq \ker(\gamma \psi) \) holds: For each \( \delta_x \in \Phi \), define \( \tilde{\delta}_x = \chi \delta_x \gamma \in \End(F(\mathbb{Z})) \). Consider the normal subgroup

\[
N = \left\langle \bigcup_{\sigma \in \Phi^*} \left\{ (y^{-1}y^{\gamma \chi})^\delta_x \gamma \right\}_{y \in Y \setminus Z, x \in S} \right\rangle^{F(\mathbb{Z})} \tag{B.12}
\]

where \( \tilde{\Phi} = \{ \tilde{\delta}_x \mid \delta_x \in \Phi \} \). By construction, \( N \) satisfies \( N^{\tilde{\delta}_x} \subseteq N \) and thus there exists a unique endomorphism \( \tilde{\delta}_x: F(\mathbb{Z})/N \to F(\mathbb{Z})/N, \ gN \mapsto g^{\tilde{\delta}_x}N \) with \( \tilde{\delta}_x \psi = \psi \tilde{\delta}_x \). The normal subgroup \( N \) allows us to translate \( \delta_x \in \Phi \) to \( \tilde{\delta}_x \in \End(F(\mathbb{Z})/N) \) with \( \tilde{\delta}_x \gamma \psi = \gamma \psi \tilde{\delta}_x \).

**Lemma 5.23** For each \( x \in S \), we have that \( \ker(\gamma \psi)^\delta_x \subseteq \ker(\gamma \psi) \).

**Proof.** The kernel \( \ker(\gamma \psi) = \ker(\gamma) N^{\gamma^{-1}} \) satisfies that

\[
\ker(\gamma \psi) = \left\langle \left\{ y^{-1}y^{\gamma \chi} \right\}_{y \in Y \setminus Z} \bigcup \left\{ (y^{-1}y^{\gamma \chi})^{\delta_x \gamma} \right\}_{y \in Y \setminus Z}^{F(Y)} \right\rangle.
\]

The generator \( (y^{-1}y^{\gamma \chi})^{\delta_x \gamma} \) is mapped by \( \delta_x \gamma \) to \( (y^{-1}y^{\gamma \chi})^{\delta_x \gamma \delta_x \gamma} = (y^{-1}y^{\gamma \chi})^{\delta_x \gamma} \) in \( N \) while \( y^{-1}y^{\gamma \chi} \) is mapped to \( (y^{-1}y^{\gamma \chi})^{\delta_x \gamma} \) in \( N \). \( \square \)

The endomorphisms \( \delta_x \in \End(F(\mathbb{Y})) \), \( \tilde{\delta}_x \in \End(F(\mathbb{Z})) \), and \( \delta_x \in \End(F(\mathbb{Z})/N) \) also satisfy that

\[
\tilde{\delta}_x \psi = \chi \delta_x \gamma \psi = \chi \gamma \psi \tilde{\delta}_x = \psi \tilde{\delta}_x \tag{B.13}
\]

Since the \( L \)-presentation in Lemma 5.19 is invariant, there exists \( \hat{\delta}_x \in \End(H) \) with \( \hat{\delta}_x \pi = \pi \hat{\delta}_x \). The subgroup \( H \) is a homomorphic image of \( F(\mathbb{Z})/N \):

**Lemma 5.24** Let \( \iota: F(\mathbb{Z}) \to H, g \mapsto g^{\chi \pi} \) be given. Then \( \gamma \iota = \pi \) and \( N \subseteq \ker(\iota) \).

**Proof.** The first assertion follows from the definition of \( \gamma \) in Eq. (B.10) above. For \( \delta_x \in \Phi \), we have \( \delta_x \gamma = \chi \delta_x \gamma = \chi \delta_x \pi = \chi \pi \tilde{\delta}_x = \hat{\delta}_x \) and \( \gamma \chi \pi = \gamma \iota = \pi \). Thus

\[
(y^{-1}y^{\gamma \chi})^{\pi} = y^{-\pi}y^{\gamma \chi} = y^{-\pi}y^{\pi} = 1.
\]

For \( \sigma \in \Phi^* \) with \( \tilde{\sigma} = \tilde{\delta}_x \pi \cdots \tilde{\delta}_x \), we therefore obtain

\[
\delta_x \gamma \tilde{\sigma} = \delta_x \gamma \tilde{\delta}_x \pi \cdots \tilde{\delta}_x = \delta_x \gamma \iota \tilde{\delta}_x \pi \cdots \tilde{\delta}_x = \delta_x \pi \tilde{\delta}_x \pi \cdots \tilde{\delta}_x \pi = \pi \tilde{\delta}_x \pi \cdots \tilde{\delta}_x \pi.
\]

Hence, for each \( \sigma \in \Phi^* \), \( y \in Y \setminus Z \), and \( x \in X \), the generator \( (y^{-1}y^{\gamma \chi})^{\delta_x \gamma} \in N \) satisfies \( \gamma \iota \gamma \pi = 1 \) as \( y^{-1}y^{\gamma \chi} \in \ker(\iota) \) holds. Therefore \( N \subseteq \ker(\iota) \) holds. \( \square \)
By Lemma 5.24, the homomorphism \( \varphi : F(Z)/N \to H \), \( gN \mapsto g' \) is well-defined and it satisfies that \( \psi \varphi = \iota \). We have obtained the following diagram:

\[
\begin{array}{ccc}
\Delta_x & \xrightarrow{\delta_x} & F(Z) \\
\gamma & \xrightarrow{\psi} & F(Z)/N \\
\phi & \xrightarrow{\varphi} & H
\end{array}
\]

By construction, \( F(Z)/N \) is invariantly \( L \)-presented by

\[
F(Z)/N \cong \langle \gamma \mid \emptyset \mid \{\delta_x\}_{\delta_x \in \Phi} \mid \{(y^{-1}y^\gamma \delta_x \gamma) \}_{y \in Y, \delta_x \in \Phi} \rangle.
\]

If \( |G : H| = \infty \) holds, \( |\mathcal{Y} \setminus \mathcal{Z}| \) is infinite. Therefore, the latter \( L \)-presentation is finite if and only if \( |G : H| \) is finite. Our strategy in the proof of Theorem 5.25 uses the following

**Lemma 5.25** If there exists a finite set \( \mathcal{U} \subseteq F(Z) \) with \( F(Z)/N \cong \langle \gamma \mid \emptyset \mid \Phi \mid \mathcal{U} \rangle \), then \( H \) is invariantly finitely \( L \)-presented.

**Proof.** The kernel of \( \varphi : F(Z)/N \to H \) is generated by the images \( r^{\tau \sigma \gamma \psi} = r^{\tau \gamma \psi \sigma} \) with \( \sigma \in \Phi \) and \( r \in \mathcal{R} \). If \( \langle \gamma \mid \emptyset \mid \Phi \mid \mathcal{U} \rangle \) is an invariant finite \( L \)-presentation for \( F(Z)/N \), then \( H \) is invariantly finitely \( L \)-presented by \( \langle \gamma \mid \emptyset \mid \Phi \mid \mathcal{U} \cup \mathcal{R} \rangle \). \( \square \)

**B.5.2 Proofs of Theorem 5.24 and Theorem 5.25**

In this section, we prove Theorem 5.24 and Theorem 5.25.

**Proof of Theorem 5.24.** Our strategy in the proof of Theorem 5.24 is to construct a normal subgroup \( N \subseteq F(Z) \) and to prove that \( F(Z)/N \) is invariantly finitely \( L \)-presented. Then Lemma 5.25 applies and it shows that \( H \subseteq G \) is invariantly finitely \( L \)-presented.

Since \( G \) is finitely presented, \( G/H \) is finitely generated. Moreover, as \( G \) splits over \( H \), there exists \( s_1, \ldots, s_n \in G \) so that \( G/H = \langle s_1H, \ldots, s_nH \rangle \) and \( S = \langle s_1, \ldots, s_n \rangle \) satisfies that \( S \cap H = \langle 1 \rangle \); i.e., \( G \cong H \times S \) holds. Because \( H \) is finitely generated, there exist \( a_1, \ldots, a_m \in H \) so that \( H = \langle a_1, \ldots, a_m \rangle \) holds. Then \( G = \langle a_1, \ldots, a_m, s_1, \ldots, s_n \rangle \) holds and there exists a finite set of relations \( \mathcal{R} \) with \( G \cong \langle \{a_1, \ldots, a_m, s_1, \ldots, s_n\} \mid \mathcal{R} \rangle \).

Write \( S = \langle s_1^{\pm 1}, \ldots, s_n^{\pm 1} \rangle \) and \( X = \{a_1, \ldots, a_m, s_1, \ldots, s_n\} \). Clearly, we can choose a Schreier transversal \( \mathcal{T} \subseteq S^* \) whose elements are words over the alphabet \( S \). This yields the Schreier generators

\[
\begin{align*}
a_{t, \ell} &= \gamma(t, a_{t}) = \tau a_{t}(\tau a_{t})^{-1} = \tau a_{t}^{-1}, \\
s_{t, \ell} &= \gamma(t, s_{t}) = \tau s_{t}(\tau s_{t})^{-1},
\end{align*}
\]

with \( t \in \mathcal{T} \). Then \( \{s_{t, \ell} \mid 1 \leq \ell \leq n, t \in \mathcal{T}\} \subseteq S^* \). By Lemma 5.19, the subgroup \( H \) is invariantly \( L \)-presented by \( \langle \mathcal{Y} \mid \emptyset \mid \{\delta_s \} \mid s \in S \} \mid \mathcal{R} \rangle \) where

\[
\mathcal{Y} = \{a_{t, \ell} \mid t \in \mathcal{T}, 1 \leq \ell \leq m\} \cup \{s_{t, \ell} \neq 1 \mid t \in \mathcal{T}, 1 \leq \ell \leq n\}
\]
and $\delta_s$ denotes the endomorphism of $F(\mathcal{Y})$ that is induced by conjugation with $s \in S$. Write $S = \langle s_1, \ldots, s_n \rangle \leq F(\mathcal{X})$ and $E = \langle a_1, \ldots, a_m \rangle \leq F(\mathcal{X})$. Let $K \leq F(\mathcal{X})$ be the kernel of $G$'s free presentation $F(\mathcal{X}) \to G$. Then $EK = \langle \gamma \rangle$ and $S \cap EK = \langle s_{\ell, t} \rangle \neq 1$ \quad (1 \leq \ell \leq n, t \in T)$ are freely generated. For each $s \in S$, the subgroup $S \cap EK$ is $\delta_s$-invariant since $S \cap EK \leq S$ holds. Because $G$ splits over $H$, we have $S \cap H = \{1\}$. Thus the generators $s_{\ell, t} \in S \cap EK$ are contained in the kernel of the free presentation $\pi: F(\mathcal{Y}) \to H$ which is given by $H$'s invariant $L$-presentation above. Define $Z = \{a_1, \ldots, a_m\}$ and an embedding

$$\chi: F(Z) \to F(\mathcal{Y}), \quad a_{\ell, t} \mapsto a_{\ell, 1}$$

where $1 \in T$ denotes the trivial element in the Schreier transversal $T$. For $s \in S$ and $a_{\ell, t} \in Z$, we choose a representative $a_{\ell, 1}^{\chi \delta_s} \in F(Z)$ with

$$\ell, t \quad (B.14)$$

For $s \in S$, let $\tilde{\delta}_s \in F(Z)$ be induced by the map $a_{\ell, t} \mapsto a_{\ell, 1}^{\chi \delta_s}$ and define $u: F(Z) \to H$ by $t = \pi \chi$. Then Eq. (B.14) yields that $\tilde{\delta}_s = \tilde{\delta}_s$. In the following, we write $\tilde{\delta}_s = \tilde{\delta}_{x_1} \cdots \tilde{\delta}_{x_n}$ if $t = x_1 \cdots x_n \in S^*$ and each $x_i \in S$. Moreover, we write $X$ for $x^{-1}$ and $T$ for $t^{-1}$. This yields that $a_{\ell, 1}^{\tilde{\delta}_s} = t a_{\ell, t} \tau T = a_{\ell, t}$. Let $\gamma: F(\mathcal{Y}) \to F(Z)$ be induced by the map

$$\gamma: \begin{cases}
  a_{\ell, t} \mapsto a_{\ell, 1}^{\tilde{\delta}_s}, & \text{for each } 1 \leq \ell \leq m \text{ and } t \in T, \\
  s_{\ell, t} \mapsto 1, & \text{for each } 1 \leq \ell \leq n \text{ and } t \in T.
\end{cases}$$

For each $1 \leq \ell \leq m$, $1 \leq k \leq n$, and $t \in T$, this yields

$$(a_{\ell, t})^{\gamma} = a_{\ell, 1}^{\tilde{\delta}_s} = a_{\ell, 1}^{\pi \tilde{\delta}_t} = a_{\ell, 1}^{\gamma \delta_t} = a_{\ell, 1}^{\tilde{\delta}_s \pi} = a_{\ell, 1}^{\tilde{\delta}_s} \quad \text{and} \quad (s_{k, t})^{\gamma} = 1 = (s_{k, t})^{\pi}.$$ 

Thus $\gamma = \pi$. Define the normal subgroup

$$N = \left\langle \bigcup_{\tilde{\delta} \in \tilde{\Phi}} \left\{ \left\{ (y^{-1} y^{-1})^{\delta_s} \right\} \right\} \bigg| y \in \mathcal{Y} \setminus Z, s \in S \right\} F(\mathcal{Y})$$

where $\tilde{\Phi} = \{ \tilde{\delta}_s \mid s \in S \}$. For $t \in T$ and $s \in S$, we have that

$$(s_{\ell, t}^{-1} s_{\ell, t})^{\tilde{\delta}_s} = s_{\ell, t}^{-\tilde{\delta}_s} (s_{\ell, t}^{\gamma})^{\tilde{\delta}_s} = 1$$

as the subgroup $S \cap EK = \langle s_{\ell, t} \mid t \in T, 1 \leq \ell \leq n \rangle$ is $\delta_s$-invariant and it is contained in the kernel of $\gamma$. This yields that

$$N = \left\langle \bigcup_{\tilde{\delta} \in \tilde{\Phi}} \left\{ \left\{ (a_{\ell, t}^{-1} a_{\ell, t}^{\gamma})^{\delta_s} \right\} \right\} \bigg| 1 \leq \ell \leq m, t \in T \setminus \{1\}, s \in S \right\} F(\mathcal{Z}).$$

For $t \in T$ and $x \in S$ with $x t \in T$, we also have that

$$(a_{\ell, t}^{-1} a_{\ell, t}^{\gamma})^{\delta_s} = a_{\ell, t}^{-\delta_x} a_{\ell, t}^{\delta_x} = a_{\ell, t}^{-\gamma \delta_x} a_{\ell, t}^{\gamma \delta_x} = a_{\ell, t}^{-\delta_x \gamma} a_{\ell, t}^{\delta_x \gamma} = a_{\ell, t}^{-\delta_x t} a_{\ell, t}^{\delta_x} = a_{\ell, t}^{-1} a_{\ell, t}^{\delta_x} = 1.$$

It therefore suffices to consider the generators \( (a_{\ell,t}^{-1}a_{\ell,t}^{x})^{\delta y \gamma} \in N \) with \( 1 \leq \ell \leq m, t \in T \), and \( x \in S \) but \( xt \notin T \). Since \( G/H \cong S/S \cap EK \) is a finitely presented group, there exists a finite monoid presentation

\[
S/S \cap EK \cong \langle S \mid (U_1, V_1), \ldots, (U_p, V_p) \rangle.
\]

The monoid congruence \( \sim \) induced by this presentation is the reflexive, symmetric, and transitive closure of the binary relation \( \sim \) that is defined by \( x \sim y \) if there exist \( A, B \in S^{*} \) and \( 1 \leq i \leq p \) so that \( x = AU_iB \) and \( y = AV_iB \) hold. Define

\[
M = \left\{ \bigcup_{\bar{\delta} \in \Phi^*} \left( \{ (a_{\ell,j}^{-1}a_{\ell,j}^{y}) \}_{1 \leq \ell \leq m, 1 \leq i \leq p} \right)^{\bar{\delta}} \bigg) \right\}^{F(S)}.
\]

Suppose that \( u \sim v \) holds. Then there exist \( A_i, B_i, L_i \in S^{*} \) so that \( u = L_1 \sim \ldots \sim L_q = v \) with \( L_i = A_iU_iB_i \) and \( L_{i+1} = A_iV_iB_i \) (or \( L_i = A_iU_iB_i \) and \( L_{i+1} = A_iU_iB_i \)). Note that

\[
a_{\ell}^{-\bar{\delta} u_1}a_{\ell}^{\bar{\delta} u_1} = a_{\ell}^{-\bar{\delta} u_1}a_{\ell}^{\bar{\delta} u_1} = w_{\ell}(a_1, \ldots, a_m)^{\bar{\delta} u_1} = w_{\ell}(a_1, \ldots, a_m)^{\bar{\delta} u_1},
\]

for some word \( w_{\ell}(a_1, \ldots, a_m) = a_{\ell}^{\bar{\delta} u_1} \in F(S) \). The normal subgroup \( M \) yields that

\[
(a_{\ell}^{-\bar{\delta} u_1}a_{\ell}^{\bar{\delta} u_1})^{\bar{\delta} u_1} = w_{\ell}(a_1, \ldots, a_m)^{\bar{\delta} u_1} = w_{\ell}(a_1, \ldots, a_m)^{\bar{\delta} u_1} \cdot h = a_{\ell}^{-\bar{\delta} v_1}a_{\ell}^{\bar{\delta} v_1} \cdot h
\]

for some \( h \in M \). By construction, \( M \) is \( \Phi^* \)-invariant and thus

\[
a_{\ell}^{-\bar{\delta} u_1}a_{\ell}^{\bar{\delta} u_1} = h^{\bar{\delta} u_1} \in M.
\]

This shows that, if \( u \sim v \) holds, we have \( a_{\ell}^{-\bar{\delta} u_1}a_{\ell}^{\bar{\delta} u_1} \in M \). Suppose that, for \( t \in T \) and \( x \in S \), \( xt \notin T \) holds. Then there exists \( u = xT \in T \) with \( u \sim xt \). Write \( U \) for \( u^{-1} \). Since \( S \cap EK \subseteq S \) holds, there exists \( h \in S \cap EK \subseteq \ker(\gamma) \) so that \( xt = hu \). This yields that

\[
a_{\ell,t}^{\bar{\delta} x} = xa_{\ell,t}TX = hu a_{\ell,t}UX^{-1} = h a_{\ell,t}UX^{-1} \text{ and } a_{\ell,t}^{x \gamma} = a_{\ell,t}^{y \gamma} = a_{\ell,t}^{y \gamma}.
\]

Since \( u \sim xt \) and \( U \sim TX \) hold, we obtain

\[
(a_{\ell,t}^{-1}a_{\ell,t}^{x})^{\bar{\delta} y x} = a_{\ell,t}^{x \gamma} = a_{\ell,t}^{x \gamma} = a_{\ell,t}^{x \gamma} \

Thus \( N \subseteq M \). It suffices to show that \( M \subseteq N \) holds. Since \( M \) and \( N \) are both normal subgroups of \( F(S) \) and both are \( \Phi^* \)-invariant, it suffices to prove that \( a_{\ell}^{-\bar{\delta} u_1}a_{\ell}^{\bar{\delta} u_1} \in N = \ker(\psi) \) holds. Since \( \bar{\psi} = \psi \bar{\delta} \) \( \phi = \id_F(S) \) hold, we have that

\[
(a_{\ell,t}^{-1}a_{\ell,t}^{\bar{\delta} u_1})^{\bar{\delta} u_1} = a_{\ell,t}^{-\bar{\delta} u_1}a_{\ell,t}^{\bar{\delta} u_1} = a_{\ell,t}^{-\bar{\delta} u_1}a_{\ell,t}^{\bar{\delta} u_1} = a_{\ell,t}^{-\bar{\delta} u_1}a_{\ell,t}^{\bar{\delta} u_1}.
\]

As \( S \cap EK \subseteq S \) and \( T \subseteq S \) hold, there exist \( h \in S \cap EK = \langle s_{\ell,t} \mid 1 \leq \ell \leq n, t \in T \rangle \) and \( t = U_{t}^{-1} \in T \) with \( U_{t}^{-1} = h^{-1} t^{-1} h^{-1} \). Thus

\[
(a_{\ell,t}^{-1}a_{\ell,t}^{\bar{\delta} u_1})^{\bar{\delta} u_1} = a_{\ell,t}^{-\bar{\delta} u_1}a_{\ell,t}^{\bar{\delta} u_1} = a_{\ell,t}^{-\bar{\delta} u_1}a_{\ell,t}^{\bar{\delta} u_1} = a_{\ell,t}^{-\bar{\delta} u_1}a_{\ell,t}^{\bar{\delta} u_1}.
\]
Since \( h \in \ker(\gamma) \) holds, we obtain \((\delta_{\ell,1})^\gamma = a_{\ell,t}^\gamma\). Since \( U_i \sim V_i \) holds, we also have that \( V_i^{-1}_{t_i} = t \). Similarly, we obtain \((\delta_{\ell,1})^\gamma = a_{\ell,t}^\gamma\). Thus \( a_{\ell,1}', a_{\ell,1} \in \ker(\gamma) \) and so \((a_{\ell,1}', a_{\ell,1})^\gamma = 1 \) or \( a_{\ell,1}', a_{\ell,1} \in N \). Thus \( M = N \). This shows that that factor group \( F(Z)/N \) is invariantly finitely \( L \)-presented and so is our subgroup \( H \). 

Even if \( G/H \) is free, the finite \( L \)-presentation of \( F(Z)/N \) in the proof of Theorem \( \text{[22]} \) contains the relations of a monoid presentation of the free group. It is not clear whether or not these relations can be omitted as was done in \( \text{[22]} \). However, the result in \( \text{[22]} \) is a consequence of Theorem \( \text{[22]} \) even if these relations are not redundant:

**Theorem 5.26** (Benl)

Every finitely generated normal subgroup of a finitely presented group is invariantly finitely \( L \)-presented if the quotient is infinite cyclic.

**Proof.** Since the quotient is free, the finitely presented group splits over its finitely generated normal subgroup and thus, by Theorem \( \text{[22]} \) the subgroup is invariantly finitely \( L \)-presented. 

Even if the finitely presented group does not split over its finitely generated subgroup, the subgroup is possibly invariantly finitely \( L \)-presented:

**Theorem 5.27**

Every finitely generated normal subgroup of a finitely presented group is invariantly finitely \( L \)-presented if the quotient is free abelian with rank two.

**Proof.** Let \( G \) be a finitely presented group and let \( H \leq G \) be finitely generated so that \( G/H \cong \mathbb{Z} \times \mathbb{Z} \) holds. By Lemma \( \text{[5.22]} \) it suffices to construct a factor group \( F(Z)/N \) which is invariantly finitely \( L \)-presented. Since \( G/H \cong \mathbb{Z} \times \mathbb{Z} \) holds, there exists \( t, u \in G \) so that \( G/H = \langle tH, uH \rangle \) holds. Moreover, as \( H \) is finitely generated, there exist \( a_1, \ldots, a_m \in H \) so that \( H = \langle a_1, \ldots, a_m \rangle \) holds. Then \( G = \langle a_1, \ldots, a_m, t, u \rangle \) holds and there exists a finite set of relations \( R \) with \( G \cong \langle \{a_1, \ldots, a_m, t, u\} \mid R \rangle \). We choose as Schreier transversal \( \mathcal{T} = \{t^iu^j \mid i, j \in \mathbb{Z} \} \). Then, by Lemma \( \text{[5.19]} \) the subgroup \( H \) is invariantly \( L \)-presented by \( \langle Y \mid \emptyset \mid \{\delta_u, \delta_v, \delta_i, \delta_T\} \mid R^2 \rangle \) where \( \delta_x \) denotes the endomorphism of the free group \( F(Y) \) that is induced by conjugation with \( x \in \{u, U = u^{-1}, t, T = t^{-1}\} \), \( \tau \) denotes the Reidemeister rewriting, and \( Y = \{a_{\ell,i,j}, t_{i,k} \mid i, j, k, l \in \mathbb{Z}, k \neq 0 \} \) are the following Schreier generators:

\[
\begin{align*}
\delta_{\ell}: & a_{\ell,i,j} \rightarrow a_{\ell,i-1,j}, \\
t_{i,j}: & t_{i,j} \rightarrow t_{i-1,j}, \quad \text{and} \quad \delta_T: a_{\ell,i,j} \rightarrow a_{\ell,i+1,j}, \\
u_{i,j}: & u_{i,j} \rightarrow u_{i+1,j}.
\end{align*}
\]

Note that \( t_{i,j} = 1 \) if and only if \( j = 0 \) while \( u_{i,j} = 1 \) for each \( i, j \in \mathbb{Z} \). The endomorphisms \( \delta_{\ell} \) and \( \delta_T \) are induced by the maps.
for each $i, j \in \mathbb{Z}$; while $\delta_u$ and $\delta_U$ are induced by the maps

$$
\begin{align*}
\delta_u : & \ & a_{t,i,j} & \mapsto (a_{t,i,j-1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z}, \\
& & a_{t,-i,j} & \mapsto (a_{t,-i,j-1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z}, \\
& & t_{i,j} & \mapsto (t_{i,j-1} t_{i-1}^{-1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z}, \\
& & t_{-i,j} & \mapsto (t_{-i,j-1} t_{i-1}^{-1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z},
\end{align*}
$$

and

$$
\begin{align*}
\delta_U : & \ & a_{t,i,j} & \mapsto (a_{t,i,j+1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z}, \\
& & a_{t,-i,j} & \mapsto (a_{t,-i,j+1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z}, \\
& & t_{i,j} & \mapsto (t_{i,j+1} t_{i,j}^{-1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z}, \\
& & t_{-i,j} & \mapsto (t_{-i,j+1} t_{i,j}^{-1})^{t_{i-1}^{-1} t_{i-1}^{-1} \cdots t_0^{-1}}, & i \geq 0, j \in \mathbb{Z}.
\end{align*}
$$

We will construct an invariant finite $L$-presentation for the subgroup $H$ with generators $Z = \{a_1, \ldots, a_m\} \cup \{t_1\}$. Define an embedding $\chi : F(Z) \to F(\mathcal{Y})$ that is induced by the map

$$
\chi : \begin{cases} 
a_{t,i} & \mapsto a_{t,0,0}, & \text{for each } 1 \leq \ell \leq m \\
t_1 & \mapsto t_{0,1}.
\end{cases}
$$

Write $\Phi = \{\delta_1, \delta_T, \delta_u, \delta_U\}$. For $y \in Z$ and $\delta \in \Phi$, choose $y^{\chi_\delta} \in F(Z)$ with

$$y^{-\chi}(y^{\chi_\delta}) \in \ker(\pi). \tag{B.15}$$

Define $\iota : F(Z) \to H$ by $\iota = \chi \pi$ where $\pi$ denotes the free presentation $\pi : F(\mathcal{Y}) \to H$ that is given by $H$’s invariant $L$-presentation above. For each $\delta \in \Phi$, define an endomorphism $\tilde{\delta} : F(Z) \to F(Z)$ that is induced by the map $y \mapsto y^{\chi_\delta}$. Then, for each $\delta \in \Phi$ and $y \in Z$, we obtain

$$y^{\tilde{\delta}} = y^{\chi_{\delta}} y^{\chi_\delta} = (y^{\chi_\delta})^{\chi} = (y^{\chi_\delta} \chi)^{\chi} = (y^{\chi_\delta} \chi)^{\chi} = y^{\tilde{\delta}}$$

and thus $\tilde{\delta} = \gamma \tilde{\delta}$. Write $X = \{a_1, \ldots, a_m, t, u\}$ and consider the following subgroups of the free group $F(X)$: Let $E = \langle a_1, \ldots, a_m \rangle$ and $S = \langle t, u \rangle$ be finitely generated subgroups of $F(X)$. Furthermore, let $K \leq F(X)$ be the kernel of $G$’s free presentation. Then $G \cong F(X)/K$ and $H \cong EK/K$. Moreover, the normal subgroup $EK \leq F(X)$ is supplemented by the finitely generated free group $S$; i.e., $F(X) = EK$ holds. Thus $G/H \cong F(X)/EK \cong S/S \cap EK$. Since $G/H$ is finitely presented, the free subgroup $S \cap EK$ is finitely generated as a normal subgroup. The Schreier generators $\mathcal{Y}$ yield that the subgroups

$$EK = \langle \mathcal{Y} \rangle \quad \text{and} \quad S \cap EK = \langle t_{i,j} \mid i, j \in \mathbb{Z}, j \neq 0 \rangle$$

are freely generated. Moreover, we have that

$$S \cap EK = \langle t_{i,j+1} t_{i,j}^{-1} \mid i, j \in \mathbb{Z} \rangle = \langle \ldots, t_{i,-2} t_{i,-1}^{-1}, t_{i,-1} t_{i,-2}^{-1}, t_{i,-1}^{-1}, t_{i,1}, t_{i,2} t_{i,1}^{-1}, t_{i,3} t_{i,2}^{-1}, \ldots \mid i \in \mathbb{Z} \rangle.$$
The latter subgroup is freely generated as the homomorphism \( \psi \) that is induced by the map

\[
\psi: S \cap EK \to S \cap EK, \quad \begin{cases} 
t_{i,j} \mapsto t_{i,j+1} t_{i,j}^{-1}, & j < -1 \\
t_{i,-1} \mapsto t_{i,-1}^{-1}, \\
t_{i,1} \mapsto t_{i,1}, \\
t_{i,j} \mapsto t_{i,j} t_{i,j-1}^{-1}, & j > 1
\end{cases}
\]

is an automorphism of \( S \cap EK \) whose inverse is induced by the map

\[
\psi^{-1}: S \cap EK \to S \cap EK, \quad \begin{cases} 
t_{i,j} \mapsto t_{i,j}^{-1} t_{i,j+1}^{-1} \cdots t_{i,1}^{-1}, & j < -1 \\
t_{i,1} \mapsto t_{i,1}, \\
t_{i,j} \mapsto t_{i,j} t_{i,j-1} \cdots t_{i,1}, & j > 1.
\end{cases}
\]

Note that we have

\[
t_{i,j} t_{i,j}^{-1} = t^i u^{j+1} t u^{-j-1} t^{-1} t^{-i} \cdot (t^i u^j t u^{-j} t^{-1} t^{-i})^{-1} = (t_{0,1})^{u^i u^j}.
\]

In fact, every element in \( S \cap EK \) has a unique representation as a word in the basis \( \{t^i u^j \cdot t_{0,1}, u^{-j} t^{-i} \mid i, j \in \mathbb{Z} \} \) where \( t_{0,1} = u t U T \) is a normal generator of \( S \cap EK = \langle t_{0,1} \rangle^S \). More precisely, for \( i \geq 0 \) and \( j > 0 \), we have the following representatives in free subgroup \( S \cap EK \leq F(Y) \):

\[
t_{i,j} = \left( t_{0,1}^i, t_{0,1}^{i+1}, \ldots, t_{0,1}^{j-2}, t_{0,1}^{-j}, \ldots, t_{0,1}^{-i} \right)^{\delta_r} \quad \text{and} \quad t_{i,-j} = \left( t_{0,1}^{-i}, t_{0,1}^{-i+1}, \ldots, t_{0,1}^{-j-2}, t_{0,1}^{j}, \ldots, t_{0,1}^{i} \right)^{\delta_i}.
\]

The Schreier generators \( a_{\ell,i,j} \) are conjugates of the generators \( a_{\ell,0,0} \) so that

\[
a_{\ell,i,j} = (a_{\ell,0,0})^{\delta_r^i \delta_r^j}, \quad a_{\ell,-i,j} = (a_{\ell,0,0})^{\delta_i^j \delta_i^j}, \quad a_{\ell,-i,j} = (a_{\ell,0,0})^{\delta_i^j \delta_i^j}.
\]

In particular, we can choose the following basis \( \hat{Y} \) for the free subgroup \( EK \):

\[
\hat{Y} = \{(a_{\ell,0,0})^{\delta_r^i \delta_r^j}, \ldots, (a_{\ell,0,0})^{\delta_r^i \delta_r^j}, (t_{0,1})^{\delta_r^i \delta_r^j}, \ldots, (t_{0,1})^{\delta_r^i \delta_r^j} \}_{i,j \geq 0}.
\]

Define \( \gamma: F(\hat{Y}) \to F(Z) \) to be induced by the map

\[
\gamma: \begin{cases} 
(a_{\ell,0,0})^{\delta_r^i \delta_r^j} \mapsto (a_{\ell})^{\delta_r^i \delta_r^j}, \\
(a_{\ell,0,0})^{\delta_r^i \delta_r^j} \mapsto (a_{\ell})^{\delta_r^i \delta_r^j}, \\
(a_{\ell,0,0})^{\delta_r^i \delta_r^j} \mapsto (a_{\ell})^{\delta_r^i \delta_r^j}, \\
(a_{\ell,0,0})^{\delta_r^i \delta_r^j} \mapsto (a_{\ell})^{\delta_r^i \delta_r^j}, \quad \text{and} \quad \gamma: \begin{cases} 
(t_{0,1})^{\delta_r^i \delta_r^j} \mapsto (t_{1})^{\delta_r^i \delta_r^j}, \\
(t_{0,1})^{\delta_r^i \delta_r^j} \mapsto (t_{1})^{\delta_r^i \delta_r^j}, \\
(t_{0,1})^{\delta_r^i \delta_r^j} \mapsto (t_{1})^{\delta_r^i \delta_r^j}, \\
(t_{0,1})^{\delta_r^i \delta_r^j} \mapsto (t_{1})^{\delta_r^i \delta_r^j}, \end{cases}
\end{cases}
\]
where \( i, j \geq 0 \). Then \( \gamma \) acts on the Schreier generators \( \mathcal{Y} \) as follows:

\[
\gamma: \begin{cases} 
\alpha_{\ell,i,j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\alpha_{\ell,-i,j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\alpha_{\ell,i,-j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\alpha_{\ell,-i,-j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\end{cases}
\]

and \( \gamma: \begin{cases} 
\alpha_{\ell,i,j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\alpha_{\ell,-i,j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\alpha_{\ell,i,-j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\alpha_{\ell,-i,-j} \mapsto (a_t)^{\delta_i^{\ell}}_{\delta_T^{\ell}}, \\
\end{cases}
\]

where \( i \geq 0 \) and \( j > 0 \). For \( i \geq 0 \) and \( j > 0 \), the element \( t_{i,j} \in \mathcal{Y} \) is mapped by \( \gamma \) to

\[
t_{i,j}^\ell = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}})
\]

because \( \delta_T = \tilde{\delta}_T \) holds. Similarly, we obtain that \( a_{\ell,i,j}^\ell = a_{\ell,i,j}^\ell \) holds. Thus \( \gamma_\ell = \pi \). Define the normal subgroup

\[
N = \left\langle \bigcup_{\sigma \in \Phi} \left( \left\{ (y^{-1} y^\gamma)^{\delta_T} \right\}_{y \in \mathcal{Y}, \delta_T \in \Phi} \right) \sigma \right\rangle \cdot F(Z).
\]

We prove that \( F(Z)/N \) is invariantly finitely L-presented so that Lemma 5.25 applies. For \( i \geq 0 \) and \( j > 0 \), it holds that

\[
\begin{align*}
(t_{i,j}^{\gamma} t_{i,j}^{\delta_T}) = t_{i,j}^{\gamma} t_{i,j}^{\delta_T} &= t_{i,j}^{\gamma} t_{i,j}^{\delta_T} = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = 1, \\
(t_{i,j}^{\gamma} t_{i,j}^{\delta_T}) = t_{i,j}^{\gamma} t_{i,j}^{\delta_T} &= t_{i,j}^{\gamma} t_{i,j}^{\delta_T} = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = 1, \\
(t_{i,j}^{\gamma} t_{i,j}^{\delta_T}) = t_{i,j}^{\gamma} t_{i,j}^{\delta_T} &= t_{i,j}^{\gamma} t_{i,j}^{\delta_T} = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = 1, \\
(t_{i,j}^{\gamma} t_{i,j}^{\delta_T}) = t_{i,j}^{\gamma} t_{i,j}^{\delta_T} &= t_{i,j}^{\gamma} t_{i,j}^{\delta_T} = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = 1.
\end{align*}
\]

For \( i = 0 \), we also have that

\[
\begin{align*}
(t_{0,j}^{\gamma} t_{0,j}^{\delta_T}) &= (t_{0,j}^{\gamma} t_{0,j}^{\delta_T}) = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = 1, \\
(t_{0,j}^{\gamma} t_{0,j}^{\delta_T}) &= (t_{0,j}^{\gamma} t_{0,j}^{\delta_T}) = (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) (t_1^{\delta_i^{\ell}} \cdots t_1^{\delta_i^{\ell}}) = 1.
\end{align*}
\]

However, we also need to consider the image \( \delta_T^{\delta_T} t_{0,j}^{\delta_T} = t_{0,j}^{\delta_T} \delta_T^{\delta_T} \) with \( i > 0 \). Notice that in the finitely presented monoid \( S/\mathcal{N} \cap EK \) the following holds:

\[
\begin{align*}
TU &= UT \cdot tuTU = UT \cdot (utUT)^{-1} = UT \cdot t_{0,1}^{-1}, \\
tu &= UT \cdot tuTU = UT \cdot (utUT)^{-1} = ut \cdot t_{0,1}^{-1}, \\
tU &= UT \cdot (utUT) \cdot t = U \cdot t_{0,1}^{-1} \cdot t = Ut \cdot t_{0,1}^{-1}, \\
tu &= ut \cdot (utTU) \cdot t = ut \cdot t_{0,1}^{-1} \cdot t = ut \cdot t_{0,1}^{-1} \cdot t.
\end{align*}
\]

Denote by \( \Delta(x) = F(\mathcal{Y}) \to F(\mathcal{Y}) \), \( g \mapsto x^{-1} gx \) the inner automorphism of \( F(\mathcal{Y}) \) that is induced by conjugation with \( x \in F(\mathcal{Y}) \). Then \( \delta \in \Phi \) satisfies

\[
\begin{align*}
\delta_T^{\delta_T} &= \delta_T \delta_T^{\Delta(t_{0,1}^{-1})}, \\
\delta_T^{\delta_T} &= \delta_T \delta_T^{\Delta(t_{0,1}^{-1})}, \\
\delta_T^{\delta_T} &= \delta_T \delta_T^{\Delta(t_{0,1}^{-1})},
\end{align*}
\]

and

\[
\begin{align*}
\delta_T^{\delta_T} &= \delta_T \delta_T^{\Delta(t_{0,1}^{-1})}, \\
\delta_T^{\delta_T} &= \delta_T \delta_T^{\Delta(t_{0,1}^{-1})}, \\
\delta_T^{\delta_T} &= \delta_T \delta_T^{\Delta(t_{0,1}^{-1})},
\end{align*}
\]
We prove that \( F(\mathbb{Z})/N \) is invariantly finitely \( L \)-presented by \( \langle \{ a_1, \ldots, a_m, t_1 \} \mid \emptyset \mid \Phi \mid V \rangle \) where the iterated relations in \( V \) are given by

\[
V = \{ y^{-1}y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta \Delta(t^{-1}_{i-j}), \ldots, y^{-1}y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta y^\delta \Delta(t^{-1}_{i-j}) \} \}
\]

that is, we prove that \( M = \bigcup_{\delta \in \Phi} V^\delta \) and \( N \) coincide. We first note that

\[
N \ni (t_{i,j}^{-1}t_{i,j}^\gamma)^{\delta^0_{i,j}} = \begin{cases} 
 t_{i,j}^{-\delta^0_{i,j}^{-1}t_{i,j}^\gamma^{-1}} & \text{if } \delta^0_{i,j}^{-1}t_{i,j}^\gamma^{-1} \leq 0 \\
 t_{i,j}^{-\delta^0_{i,j}^{-1}t_{i,j}^\gamma^{-1}} & \text{otherwise}
\end{cases}
\]

Similar computations show that the elements in \( V \) appear among the normal generators of \( N \). Thus \( M \subseteq N \). On the other hand, for \( i > 0 \) and \( j > 0 \), we have that

\[
(t_{i,j}^{-1}t_{i,j}^\gamma)^{\delta^0_{i,j}} = (t_{i,j}^{\delta^0_{i,j}^{-1}})^{\delta^0_{i,j}} \cdot \Delta(t_{i,j}^{-1}) = (t_{i,j}^{\delta^0_{i,j}^{-1}})^{\delta^0_{i,j}} \cdot \Delta(t_{i,j}^{-1})
\]

and \( (t_{i,j}^{-1}t_{i,j}^\gamma)^{\delta^0_{i,j}} = (t_{i,j}^{\delta^0_{i,j}^{-1}})^{\delta^0_{i,j}} \). Thus \( (t_{i,j}^{-1}t_{i,j}^\gamma)^{\delta^0_{i,j}} \in M \). It follows analogously for the other normal generators of \( N \) that these are contained in \( M \). Thus \( F(\mathbb{Z})/N \) is invariantly finitely \( L \)-presented and so is our subgroup \( H \).

By [70] Theorem 6.1, every finite index subgroup \( H \) of an invariantly finitely \( L \)-presented group \( G = \langle X \mid Q \mid \Phi \mid R \rangle \) is invariantly finitely \( L \)-presented whenever the substitutions \( \sigma \in \Phi \) induce endomorphisms of the subgroup \( H \). This allows us to prove Theorem [D] using the results in Theorem [5.22] and Theorem [5.26].

**Proof of Theorem [D]** Let \( G \) be a finitely presented group and let \( H \leq G \) be a finitely generated normal subgroup so that \( G/H \) is abelian with torsion-free rank at most two. Since \( G \) is finitely generated, \( G/H \) is a finitely generated abelian group and so it decomposes into \( G/H \cong \mathbb{Z}^\ell \times T \) with torsion subgroup \( T \) and torsion-free rank \( \ell \leq 2 \). Denote by \( U \leq G \) the full preimage of the torsion subgroup \( T \) in \( G \). Then \( G/U \cong \mathbb{Z}^\ell \) and
[U : H] < \infty hold. If \( \ell = 0 \) holds, \( H \) has finite index in \( G \) and thus it is invariantly finitely
\( L \)-presented by [70] Theorem 6.1. If either \( \ell = 1 \) or \( \ell = 2 \) holds, the subgroup \( U \trianglelefteq G \) is
invariantly finitely \( L \)-presented by Theorem 5.26 or Theorem 5.27. Each substitution in
the \( L \)-presentation of \( U \) is induced by conjugation within the finitely presented group \( G \).
Since \( H \) is a normal subgroup of \( G \) each substitution of the finite \( L \)-presentation of \( U \) stabilizes the subgroup \( H \). Thus [70] Theorem 6.1] applies to the finite index subgroup
\( H \trianglelefteq U \) and it shows that \( H \) is invariantly finitely \( L \)-presented. \( \square \)

In the proof of Theorem 5.27 it is essential that the elements \( g \in S \cap EK \) have a unique
representation in the basis \( \{ t^i s^j \cdot t_{0,1} \cdot s^{-j} t^{-i} \mid i, j \in \mathbb{Z} \} \). This allows us to define the
epimorphism \( \gamma : F(Y) \to F(\mathbb{Z}) \) so that it maps conjugates by elements of the Schreier transversal to images of automorphisms which are induced by conjugation with a Schreier transversal. Since \( S/S \cap EK \) is finitely presented, we can always choose finitely many
Schreier generators \( \mathcal{W} \subseteq Y \) so that \( S \cap EK \) is generated, as a normal subgroup, by \( \mathcal{W} \).
In our proof of Theorem 5.27 the conjugates of these elements in \( \mathcal{W} \) by elements of the
Schreier transversal from a basis for the subgroup \( S \cap EK \). This is no longer possible for
\( G/H \cong \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \):

**Remark 5.28** Consider the notation from the proof of Theorem 5.27. For \( G/H \cong \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \), we choose as Schreier transversal \( T = \{ r^i s^j t^k \mid i, j, k \in \mathbb{Z} \} \) and we obtain the
Schreier generators:

\[
\begin{align*}
    a_{l,i,j,k} &= \gamma(r^i s^j t^k, a_{l}) = r^i s^j t^k a_{l} t^{-k} s^{-j} r^{-i}, \\
    s_{i,j,k} &= \gamma(r^i s^j t^k, s) = r^i s^j (t^k s t^{-k} s^{-1}) s^{-j} r^{-i}, \\
    r_{i,j,k} &= \gamma(r^i s^j t^k, r) = r^i (s^j t^k r t^{-k} s^{-j} r^{-1}) r^{-i}, \\
    t_{i,j,k} &= \gamma(r^i s^j t^k, t) = 1,
\end{align*}
\]

where \( s_{i,j,k} = 1 \) if and only if \( k = 0 \) while \( r_{i,j,k} = 1 \) if and only if \( (j, k) = (0, 0) \). Then

\( EK = \langle a_{l,i,j,k}, s_{i,j,o}, r_{i,p,q} \mid 1 \leq l \leq m, i, j, k, o, p, q \in \mathbb{Z}, o \neq 0, (p, q) \neq (0, 0) \rangle \)

is freely generated and so is

\( S \cap EK = \langle s_{i,j,o}, r_{i,p,q} \mid i, j, o, p, q \in \mathbb{Z}, o \neq 0, (p, q) \neq (0, 0) \rangle \).

Since \( G/H \cong S/S \cap EK \cong \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \) is finitely presented, the subgroup \( S \cap EK \) is finitely
generated as a normal subgroup of \( S \). In particular, we have that

\( S/S \cap EK = \langle r, s, t \mid \sigma s t^{-1} s^{-1}, \tau t^{-1} r^{-1}, s r s^{-1} r^{-1} \rangle \)

where

\[
= \sigma_{0,0,1}, \quad = \tau_{0,0,1}, \quad = \tau_{0,1,0}
\]

so that \( S \cap EK = \langle \sigma_{0,0,1}, \tau_{0,0,1}, \tau_{0,1,0} \rangle \)

holds. The normal generators of \( S \cap EK \) satisfy

\[
\begin{align*}
    r^i s^j t^k \cdot s_{0,0,1} \cdot t^{-k} s^{-j} r^{-i} &= s_{i,j,k+1} \cdot s_{i,j,k}^{-1}, \\
    r^i s^j t^k \cdot \tau_{0,0,1} \cdot t^{-k} s^{-j} r^{-i} &= r_{i,j,k+1} \cdot r_{i,j,k}^{-1}, \\
    r^i s^j t^k \cdot \tau_{0,1,0} \cdot t^{-k} s^{-j} r^{-i} &= s_{i,j,k} \cdot r_{i,j,k+1} \cdot s_{i+1,j,k}^{-1} \cdot r_{i,j,k}^{-1}.
\end{align*}
\]
It can be seen easily (e.g. using GAP) that

\[ U = \left\{ s_{i,j,k+1} s_{i,j,k}^{-1}, r_{i,j,k+1} r_{i,j,k}^{-1}, s_{i,j,k} r_{i,j+1,k} s_{i+1,j,k}^{-1} r_{i,j,k}^{-1} \right\} \]

is not a basis for \( S \cap EK \). Therefore the ideas in the proof of Theorem 5.21 do not apply.
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Appendix C

Coset Enumeration for Certain Infinitely Presented Groups

Abstract. We describe an algorithm that computes the index of a finitely generated subgroup in a finitely L-presented group provided that this index is finite. This algorithm shows that the subgroup membership problem for finite index subgroups in a finitely L-presented group is decidable. As an application, we consider the low-index subgroups of some self-similar groups including the Grigorchuk group, the twisted twin of the Grigorchuk group, the Grigorchuk super-group, and the Hanoi 3-group.

Keywords. Coset enumeration; recursive presentations; self-similar groups; Grigorchuk group; low-index subgroups.

C.1 Introduction

Many algorithmic problems are unsolvable for finitely presented groups in general. For instance, there is no algorithm which allows to decide if a group given by a finite presentation is trivial \cite{95}. However, the coset enumeration process introduced by Todd \& Coxeter \cite{123} and investigated by various others, see \cite{76} or the historical notes in Chapter 5.9 of \cite{129}, computes the index of a finitely generated subgroup in a finitely presented group provided that this index is finite. Therefore, the Todd-Coxeter method allows one to prove that a finitely presented group is trivial.

Coset enumeration is one of the most important tools for investigating finitely presented groups; but, if the subgroup has infinite index, this process will not terminate. Even if the subgroup has finite index, there is no upper bound on the complexity of coset enumeration. Therefore, even proving a finitely presented group being trivial is computationally a challenging problem \cite{76,101}.
For this reason, solving algorithmic problems for infinitely presented groups seems entirely infeasible. However, an interesting family of recursively presented groups was recently shown to be applicable for computer investigations. Examples of such groups arise as subgroups of the automorphism group of a regular tree. A famous example is the Grigorchuk group $\mathcal{G}$ which plays a prominent role in the area of Burnside problems \cite{15}. The group $\mathcal{G}$ is finitely generated and it admits a recursive presentation whose relations are given recursively by the action of a finitely generated free monoid of endomorphisms acting on finitely many relations \cite{16}. Infinite presentations of this type are called finite $L$-presentations in honor of Lyuboshik’s latter result for the Grigorchuk group $\mathcal{G}$; see Section C.2 or \cite{17} for a definition.

Finite $L$-presentations are ‘natural’ generalizations of finite presentations and, as the concept is quite general, they found their application in various aspects of group theory; see, for instance, \cite{18}. A finite $L$-presentation of a group allows to compute its lower central series quotients \cite{19} and the Dwyer quotients of its Schur multiplier \cite{20}. The Dwyer quotients often exhibit periodicities which yield detailed information on the structure of the Schur multiplier in general.

In this paper, we describe a coset enumeration process for computing the index of a finitely generated subgroup in a finitely $L$-presented group provided that this index is finite. In order to achieve this method, we show in Section C.3 that finitely many relations are sufficient to compute an upper bound on the index using coset enumeration for finitely presented groups. It then remains to either prove that this upper bound is sharp or to improve the bound otherwise. In Section C.4, we show that the latter problem is algorithmically decidable in general. In particular, we show that there exists an algorithm which decides whether or not a map from the free group over the $L$-presentations generators into a finite group induces a homomorphism from the $L$-presented group.

Similar to coset enumeration for finitely presented groups, our method for finitely $L$-presented groups allows straightforward applications including a membership test for finite index subgroups. In particular, our method allows us to compute the number of subgroups with small index for some self-similar groups in Section C.5. Our explicit computations correct the counts obtained in \cite{21,22}, and hence we provide a further step towards Problem 6.1 raised in \cite{23}.

We have implemented our coset enumeration method and its applications in the computer algebra system GAP \cite{24}. Computer experiments with this implementation demonstrate that our method works reasonably well in practice.

In a forthcoming paper, we prove a variant of the Reidemeister-Schreier theorem for finitely $L$-presented groups which shows that each finite index subgroup of a finitely $L$-presented group is finitely $L$-presented itself.

C.2 Preliminaries

We briefly recall the notion of a finite $L$-presentation as introduced in \cite{25}. For this purpose, let $F$ be a finitely generated free group over the alphabet $\mathcal{X}$. Furthermore, let
Q, R ⊂ F and Φ ⊂ End(F) be finite subsets. Then the quadruple \( \langle X \mid Q \mid Φ \mid R \rangle \) is a finite L-presentation. It defines the \textit{finitely L-presented group}

\[
G = \left\langle X \mid Q \cup \bigcup_{σ ∈ Φ^*} R^σ \right\rangle,
\]

where \( Φ^* \) denotes the free monoid of endomorphisms generated by \( Φ \); that is, the closure of \{id\} \cup \( Φ \) under composition of endomorphisms. We will also write \( G = \langle X \mid Q \mid Φ \mid R \rangle \) for the finitely L-presented group in Eq. (C.1).

Clearly, every finitely presented group \( \langle X \mid R \rangle \) is finitely L-presented by \( \langle X \mid ∅ \mid ∅ \mid R \rangle \). Therefore, finite L-presentations generalize the concept of finite presentations. Other examples of finitely L-presented groups are various self-similar groups or branch groups [9]. For instance, the Grigorchuk group satisfies the following

\[\text{Theorem 2.1 (Lysenko, 1985) } \text{The Grigorchuk group} \ G \ \text{is finitely L-presented by}
\]

\[\langle\{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2, bcd\} \mid \{σ\} \mid \{(ad)^4, (adac)^4\}\rangle,
\]

where \( σ \) is the endomorphism of the free group over the alphabet \{a, b, c, d\} induced by the mapping \( a \mapsto aca \), \( b \mapsto d \), \( c \mapsto b \), and \( d \mapsto c \).

\[\text{Proof.} \quad \text{For a proof, we refer to [9].} \]

Finite L-presentations are recursive presentations which are ‘natural’ generalizations of finite presentations. They were used by various authors to construct groups with interesting properties; see, for instance, [85,85]. Furthermore, every free group in a variety of groups that satisfies finitely many identities is finitely L-presented [8]; e.g., the free Burnside group \( B(n, m) \) of exponent \( m \) on \( n \) generators is finitely L-presented by

\[\langle\{a_1, \ldots, a_n\} \cup \{t\} \mid \{t\} \mid \Sigma \mid \{t^m\}\rangle,
\]

where the endomorphisms \( Σ = \{σ_x \mid x ∈ \{a_1^{±1}, \ldots, a_n^{±1}\}\} \) are induced by the mappings

\[
σ_x: \begin{cases} 
a_i & \mapsto a_i, \quad \text{for each } 1 ≤ i ≤ n 
t & \mapsto tx,
\end{cases}
\]

for each \( x ∈ \{a_1^{±1}, \ldots, a_n^{±1}\} \).

\section*{C.3 Coset Enumeration for Finitely L-Presented Groups}

Let \( G = \langle X \mid Q \mid Φ \mid R \rangle \) be a finitely L-presented group and let \( U ≤ G \) be a finitely generated subgroup with finite index in \( G \). In this section, we show that coset enumeration for finitely presented groups yields an upper bound on the index \( [G : U] \). In Section C.3, it then remains to prove (or disprove) that this upper bound is sharp.
Let \( \{g_1, \ldots, g_n\} \) be a generating set for the subgroup \( \mathcal{U} \). We assume that the generators of \( \mathcal{U} \) are given as words over the alphabet \( \mathcal{X} \cup \mathcal{X}^- \). Denote the free group over \( \mathcal{X} \) by \( F \) and let \( K \) be the normal subgroup

\[
K = \langle Q \cup \bigcup_{\sigma \in \Phi} R^\sigma \rangle^F
\]

so that \( G \cong F/K \) holds. Then the subgroup \( E = \langle g_1, \ldots, g_n \rangle \leq F \) satisfies that \( \mathcal{U} \cong EK/K \). Hence, we are to compute the index \( [G : \mathcal{U}] = [F : EK] \).

For an element \( \sigma \in \Phi^* \), we denote by \( \|\sigma\| \) the usual word-length in the generating set \( \Phi \) of the free monoid \( \Phi^* \). Define \( \Phi^{(i)} = \{ \sigma \in \Phi^* \mid \|\sigma\| \leq i \} \), for each \( i \in \mathbb{N}_0 \). Then, as \( Q \), \( \Phi \), and \( R \) are finite sets, the normal subgroup

\[
K_i = \langle Q \cup \bigcup_{\sigma \in \Phi^{(i)}} R^\sigma \rangle^F
\]

is finitely generated as normal subgroup. We obtain \( K = \bigcup_{i \geq 0} K_i \) and also \( EK_0 \leq EK_1 \leq \ldots \leq EK_\ell \leq EK_{\ell+1} \leq \ldots \leq EK \leq F \).

Then the following lemma is straightforward.

**Lemma 3.2** The subgroup \( EK \) has finite index in \( F \) if and only if there exists \( \ell \in \mathbb{N} \) such that \( EK_\ell \) has finite index in \( F \). In that case, there exists \( \ell' \in \mathbb{N} \) such that \( EK_{\ell'} = EK \).

**Proof.** Obviously, if \( [F : EK_\ell] \) is finite for some \( \ell \in \mathbb{N} \), then the subgroup \( EK \) has finite index in \( F \). On the other hand, if \( [F : EK] \) is finite, then, as \( F \) is finitely generated, the subgroup \( EK \) is finitely generated. Let \( \{u_1, \ldots, u_n\} \) be a generating set of \( EK \). Since \( EK = \bigcup_{i \geq 0} EK_i \) holds, there exists a positive integer \( \ell \in \mathbb{N} \) such that \( \{u_1, \ldots, u_n\} \subseteq EK_\ell \) and thus \( EK_\ell = EK \). \( \square \)

Note that the index \( [F : EK_\ell] \) is the index of the subgroup \( \mathcal{U} \) in the finitely presented covering group

\[
G_\ell = \langle \mathcal{X} \mid \{q, r^\sigma \mid q \in Q, r \in R, \sigma \in \Phi^{(\ell)} \} \rangle.
\]

By Lemma 3.2 there exists a positive integer \( \ell \in \mathbb{N} \) so that the subgroup \( \mathcal{U} \) has finite index in \( G_\ell \). In this case, coset enumeration for finitely presented groups computes the index \( [G_\ell : \mathcal{U}] \). Although we do not know this integer \( \ell \) a priori, we can use the following firsthand approach to find such an integer: Starting with \( \ell = 1 \), we attempt to prove finiteness of \( [G_\ell : \mathcal{U}] \) using coset enumeration for finitely presented groups. If this attempt does not succeed within a previously defined time limit, we increase the integer \( \ell \) and the time limit. We continue this process until eventually the index \( [G_\ell : \mathcal{U}] \) is proved to be finite. In theory, Lemma 3.2 guarantees that this process will terminate. Computer experiments with the implementation of our method in GAP show that this firsthand approach works reasonably well in practice. In particular, our implementation allows to compute the index of all subgroups considered in Chapter III of 3S and Chapter VIII of 3S.
Suppose that the integer $\ell \in \mathbb{N}$ is chosen so that $n = [G_\ell : U]$ is finite and that the coset enumeration for finitely presented groups has terminated and has computed a permutation representation $\varphi_\ell : F \to S_n$ for the group's action on the right cosets $E K_\ell / F$. Then the index $[G : U] = [F : E K]$ divides the index $[G_\ell : U] = [F : E K_\ell]$, and hence $[G_\ell : U]$ is an upper bound on $[G : U]$. It therefore remains to either prove that $[F : E K] = [F : E K_\ell]$ holds, or to increase the integer $\ell$ otherwise. The permutation representation $\varphi_\ell : F \to S_n$ is called valid, if $[F : E K] = [F : E K_\ell]$ holds.

Clearly, a permutation representation $\varphi_\ell : F \to S_n$ is valid if and only if every relation $r \in F$ of the group presentation is contained in the kernel of $\varphi_\ell$. Therefore, if the group $G = F / K$ were finitely presented, only finitely many relations need to be considered to prove validity of $\varphi_\ell$. However, for finitely $L$-presented groups, even checking validity of a permutation representation $\varphi_\ell$ involves possibly infinitely many relations. In Section C.3.4, we prove that the latter problem is decidable in general.

C.4 Deciding Validity of a Permutation Representation

In this section, we describe our algorithm for deciding whether or not a permutation representation $\varphi : F \to S_n$, as considered in Section C.3, is valid. This is equivalent to checking whether a coset-table for $U$ in $G_\ell$ obtained by the methods of Section C.3 defines the given subgroup $U \leq G$.

Let $\varphi : F \to S_n$ be a permutation representation as in Section C.3 and let $\Phi^*$ be the free monoid generated by a finite set $\Phi \subseteq \text{End}(F)$. For two endomorphisms $\sigma \in \Phi^*$ and $\delta \in \Phi^*$, we say that $\delta$ reduces to $\sigma$ with respect to $\varphi$ if there exists a homomorphism $\pi : \text{im} (\sigma \varphi) \to \text{im} (\delta \varphi)$ such that $\sigma \varphi \pi = \delta \varphi$. In this case, we will write $\delta \sim_\varphi \sigma$. Note that $\sim_\varphi$ is a reflexive and transitive relation on the endomorphisms $\Phi^*$. The following lemma gives an equivalent definition for $\delta \sim_\varphi \sigma$.

Lemma 4.3 Let $\delta, \sigma \in \text{End}(F)$ be given. Then $\delta$ reduces to $\sigma$ with respect to $\varphi$ if and only if $\text{ker}(\sigma \varphi) \leq \text{ker}(\delta \varphi)$ holds.

Proof. Assume that $\delta \sim_\varphi \sigma$ holds. Then, by definition, there exists a homomorphism $\pi : \text{im} (\sigma \varphi) \to \text{im} (\delta \varphi)$ such that $\sigma \varphi \pi = \delta \varphi$. Let $g \in \text{ker}(\sigma \varphi)$. Then we have that $g^{\delta \varphi} = g^{\sigma \varphi \pi} = (g^{\sigma \varphi})^\pi = 1$ and hence, we obtain $g \in \text{ker}(\delta \varphi)$. Suppose that $\text{ker}(\sigma \varphi) \leq \text{ker}(\delta \varphi)$ holds. Then we have the isomorphisms $F/ \text{ker}(\sigma \varphi) \to \text{im}(\sigma \varphi)$, $g \text{ker}(\sigma \varphi) \to g^{\sigma \varphi}$ and $F/ \text{ker}(\delta \varphi) \to \text{im}(\delta \varphi)$, $g \text{ker}(\delta \varphi) \to g^{\delta \varphi}$. We further have the natural homomorphism $F/ \text{ker}(\sigma \varphi) \to F/ \text{ker}(\delta \varphi)$, $g \text{ker}(\sigma \varphi) \to g \text{ker}(\delta \varphi)$. This yields the existence of a homomorphism $\pi : \text{im}(\sigma \varphi) \to \text{im}(\delta \varphi)$ such that $g^{\sigma \varphi \pi} = g^{\delta \varphi}$. \hfill \Box

A finite generating set for the kernel $\text{ker}(\sigma \varphi)$ is given by the Schreier theorem [39, Proposition 3.7] and hence, it is straightforward to check whether or not $\delta \sim_\varphi \sigma$ holds. The definition $\delta \sim_\varphi \sigma$ also yields the following immediate consequence.

Lemma 4.4 There is no infinite set of endomorphisms of $F$ such that for each pair $(\sigma, \delta)$ from this set, neither $\sigma \sim_\varphi \delta$ nor $\delta \sim_\varphi \sigma$ hold.
Proof. Obviously, for every endomorphism $\sigma \in \text{End}(F)$, it holds that $\sigma \sim_\varphi \sigma$. By the universal property of the free group $F$, a homomorphism $\sigma \varphi : F \to S_n$ is uniquely defined by the images $x_1^{\sigma \varphi}, \ldots, x_n^{\sigma \varphi}$ of the elements $x_1, \ldots, x_n$ of a basis of $F$. Since $\text{im}(\varphi)$ is a finite group, there are only finitely many homomorphisms $F \to \text{im}(\varphi)$ and therefore $\text{Hom}(F, \text{im}(\varphi))$ is finite. Hence, an infinite set of endomorphisms will contain endomorphisms $\sigma$ and $\delta$ with $x_i^{\sigma \varphi} = x_i^{\delta \varphi}$, for each $1 \leq i \leq n$. In this case, $\sigma \sim_\varphi \delta$ obviously holds.

An element $\sigma \in \Phi^*$ is called a $\Phi$-descendant of $\delta \in \Phi^*$ if there exists $\psi \in \Phi$ such that $\sigma = \psi \delta$. Thereby, the free monoid $\Phi^*$ obtains the structure of a $|\Phi|$-regular rooted tree with its root being the identity map id$: F \to F$. We can further endow the monoid $\Phi^*$ with a length-plus-(from the right)-lexicographic ordering $\prec$ by choosing an arbitrary ordering on the finite set $\Phi$. More precisely, we define $\sigma \prec \delta$ if $|\sigma| < |\delta|$ or, otherwise, if $\sigma = \sigma_1 \cdots \sigma_n$ and $\delta = \delta_1 \cdots \delta_n$, with $\sigma_i, \delta_i \in \Phi$, and there exists a positive integer $1 \leq k \leq n$ such that $\sigma_i = \delta_i$, for $k < i \leq n$, and $\sigma_k < \delta_k$. Since $\Phi$ is finite, the obtained ordering $\prec$ is a well-ordering on the monoid $\Phi^*$, see [129], and therefore there is no infinite $\prec$-descending series of endomorphisms in $\Phi^*$.

Our algorithm that decides validity of a permutation representation $\varphi : F \to S_n$ is displayed in Algorithm C.1 below. We need to prove the following

$$\text{IsValidPermRep}(\mathcal{X}, \mathcal{Q}, \mathcal{R}, \mathcal{U}, \varphi)$$
Choose an ordering on $\Phi = \{\phi_1, \ldots, \phi_n\}$ with $\phi_i \prec \phi_{i+1}$.
Initialize $V := \{\text{id} : F \to F\}$ and $S := \{\phi_1, \ldots, \phi_n\}$.

while $S \neq \emptyset$ do
    Remove the first entry $\delta$ from $S$.
    if $(\exists r \in \mathcal{R} : r^\delta \notin \ker \varphi)$ then return( false )
    if not $(\exists \sigma \in V : \delta \sim_\varphi \sigma)$ then
        Append $\phi_1 \delta, \ldots, \phi_n \delta$ to $S$.
        Add $\delta$ to $V$.
    return( true )

Algorithm C.1: Deciding validity of a permutation representation

Theorem 4.5 The algorithm $\text{IsValidPermRep} \varphi : F \to S_n$ is valid.

Proof. The ordering $\prec$ on $\Phi$ can be extended to an ordering on $\Phi^*$ as described above. By construction, the stack $S$ is ordered with respect to $\prec$. Since $F$ is finitely generated, the set of homomorphisms $\text{Hom}(F, S_n)$ is finite. Thus, in particular, the set $\{\delta \varphi : \delta \in V\} \subseteq \text{Hom}(F, S_n)$ is finite and therefore the algorithm $\text{IsValidPermRep}$ can add only finitely many endomorphisms to the set $V$. Thus, for every $\Phi$-descendant $\delta$ in the stack $S$, there will eventually exist an element $\sigma \in V$ such that $\delta \sim_\varphi \sigma$. Therefore, the algorithm $\text{IsValidPermRep}$ is guaranteed to terminate and it returns either true or
false. Clearly, if the algorithm returned false, then it found a relation $r^\delta$ which yields a coincidence, and hence the permutation representation $\varphi: F \to S_n$ is not valid.

Suppose that the algorithm returned true. By the constructions of Section C.3, the fixed relations in $Q$ of the $L$-presentation $\langle X \mid Q \mid \Phi \mid R \rangle$ are already contained in the kernel of the permutation representation $\varphi$. Therefore, it suffices to prove that every relation of the form $r^\sigma_1$, with $r \in R$ and $\sigma_1 \in \Phi^*$, is contained in the kernel of $\varphi$. By construction, there exists $\delta \in V$ maximal subject to the existence of $w \in \Phi^*$ such that $\sigma_1 = w^\delta$. If $\|w\| = 0$, then $\sigma_1 = \delta$ is contained in $V$ and therefore $r^\delta \in \ker \varphi$, as the algorithm did not return false. Otherwise, there exist $\psi \in \Phi$ and $v \in \Phi^*$ such that $w^\delta = v^\psi \delta$. Since $\psi \delta \not\in V$, there exists an element $\varepsilon \in V$ with $\varepsilon < \psi^\delta$, by construction, such that $\psi^\delta$ reduces to $\varepsilon$ with respect to $\varphi$. Thus, by definition, there exists a homomorphism $\pi: \im(\varepsilon \varphi) \to \im(\psi^\delta \varphi)$ such that $\psi^\delta \varphi = \varepsilon \varphi \pi$. In particular, we obtain that $r^\sigma_1 \varphi = r^v \psi \delta \varphi = r^v \psi^\delta \varphi = r^v \varepsilon \varphi \pi$. As $\pi$ is a homomorphism, it suffices to prove that $r^v \varepsilon \varphi \pi \in \ker \varphi$. Note that, since $\varepsilon < \psi^\delta$, we have that $v \varepsilon < v \psi \delta = \sigma_1$. Continuing this rewriting process with the element $\sigma_2 = v \varepsilon$ yields a descending sequence $\sigma_1 \succ \sigma_2 \succ \ldots$ in the monoid $\Phi^*$. As the ordering $\prec$ is a well-ordering, this process terminates with an element $\sigma_n \in V$. Since the algorithm did not return false, we have that $r^{\sigma_n} \in \ker \varphi$ which proves the assertion.

Note that, if the algorithm isValidPermRep found a coincidence, this can be used to update the coset-table, and thus another application of coset enumeration for finitely presented groups can be avoided. Moreover, the Algorithm C.1 yields the following

**Theorem 4.6** Let $G$ be finitely $L$-presented by $\langle X \mid Q \mid \Phi \mid R \rangle$ and denote the free group over $X$ by $F$. There exists an algorithm which decides whether or not a homomorphism $\varphi: F \to S_n$ induces a homomorphism $G \to S_n$.

If $\Phi^* = \{\sigma\}^*$ is generated by a single element $\sigma \in \text{End}(F)$, then there will exist positive integers $0 \leq i < j$ such that $\sigma^j \sim_\varphi \sigma^i$. In this case, the algorithm isValidPermRep simplifies the following

**Corollary 4.7** Let $0 \leq i < j$ be positive integers such that $\sigma^j \sim_\varphi \sigma^i$. Then we have $[F : EK_{ij}] = [F : EK]$ if and only if

$$\{q, r^{\sigma_k^k} \mid q \in Q, r \in R, 0 \leq k < j\} \subseteq \ker \varphi.$$  \hspace{1cm} (C.3)

We consider the following

**Example 4.8** Let $G$ denote the Basilica Group [20]. Then $G$ is finitely $L$-presented by $\langle \{a, b\} \mid \emptyset \mid \{\sigma\} \mid \{[a, a^0]\} \rangle$, where $\sigma$ is induced by the mapping $a \mapsto b^2$ and $b \mapsto a$; see [10]. We consider the subgroup $U = \langle a^3, b, aba \rangle$. A coset enumeration for finitely presented groups yields that the subgroup $U$ has index 3 in the finitely presented covering group

$$G_0 = \langle \{a, b\} \mid \{[a, a^0]\} \rangle.$$  

Furthermore, we obtain the permutation representation $\varphi: F \to S_3$ for the group’s action on the cosets $E K_0 \setminus F$. This permutation representation is induced by the mapping

$$a \mapsto (1, 2, 3) \quad \text{and} \quad b \mapsto (2, 3).$$
We now obtain the images
\[
\begin{align*}
a^{\sigma \varphi} &= ( ), \\
a^{\sigma^2 \varphi} &= (1, 3, 2), \\
a^{\sigma^3 \varphi} &= ( ), \\
b^{\sigma \varphi} &= (1, 2, 3), \\
b^{\sigma^2 \varphi} &= ( ), \\
b^{\sigma^3 \varphi} &= (1, 3, 2).
\end{align*}
\]
Clearly, the mapping \( a^{\sigma \varphi} \mapsto a^{\sigma^3 \varphi} \) and \( b^{\sigma \varphi} \mapsto b^{\sigma^3 \varphi} \) induces a homomorphism \( \pi : \text{im} (\sigma \varphi) \to \text{im} (\sigma^3 \varphi) \), and hence we have \( \sigma^3 \sim_{\varphi} \sigma \). By Corollary 4.7, it therefore suffices to prove that
\[
([a, a^b])^{\sigma \varphi} = ( ), \\
([a, a^b])^{\sigma^2 \varphi} = ( ), \\
and \\
([a, a^b])^{\sigma^3 \varphi} = ( )
\]
hold. This yields that \([G : \mathcal{U}] = 3\).

C.5 Further Applications

The permutation representation \( \varphi : F \to S_n \) for a finite index subgroup \( EK/K \leq F/K \) yields various algorithmic applications. For instance, an element \( w \in F \) is contained in the given subgroup \( EK \) if and only if it stabilizes the trivial coset \( EK1 \). This can be easily be checked using the permutation representation \( \varphi \). In particular, we obtain

**Theorem 5.9** The subgroup membership problem for finite index subgroups in a finitely \( L \)-presented group is decidable.

Moreover, having computed permutation representations \( \varphi_1 \) and \( \varphi_2 \) for two finite index subgroups \( U \) and \( V \) of a finitely \( L \)-presented group, one can compute a generating set for the intersection \( U \cap V \). Thus, in particular, our method allows one to compute the core of a finite index subgroup. For example, the core of the subgroup \( \mathcal{U} \) in Example 4.8 is given by
\[
H = \langle b^2, a^3, a^2ba^{-1}b^{-1}, abab^{-1}, ab^2a^{-1}, ba^2b^{-1}a^{-1}, baba^{-2} \rangle.
\]
Since \( H \) has finite index in \( G \), our method allows to compute a permutation representation for the core \( H \) and we obtain \( G/H \cong S_4 \).

Low-Index Subgroups of Finitely \( L \)-Presented Groups

The coset enumeration process for finitely presented groups was used in [10] to describe a low-index subgroup algorithm that computes all subgroups of a finitely presented group up to a given index. This algorithm also yields a method for computing all subgroups with small index in a finitely \( L \)-presented group. In this section, we will describe this method for finitely \( L \)-presented groups and we use this algorithm to investigate some self-similar groups. In particular, our implementation in the computer algebra system GAP allows us to determine the number of subgroups with index at most 64 in the Grigorchuk group.

Let \( G = F/K \) be a finitely \( L \)-presented group and let \( n \) be a positive integer. Using the low-index subgroup algorithm for finitely presented groups [11], see also Chapter 5.6
of [129], we obtain the list of subgroups with index at most \( n \) in the finitely presented covering group \( G_\ell = F/K_\ell \). Since the covering group \( G_\ell \) naturally maps onto \( G \), every subgroup \( EK_\ell/K_\ell \) with index \( n \) in \( G_\ell \) maps to a subgroup of the finitely \( L \)-presented group \( G \). The index of this image \( EK/K \) in \( G \) divides the index \( n = [F : EK_\ell] \). On the other hand, every subgroup \( EK/K \) with index \( n \) in the finitely \( L \)-presented group \( F/K \) has a full preimage \( EK/K_\ell \) in the finitely presented group \( G_\ell \) with index \( n \). Thus the list of subgroups with index at most \( n \) in a finitely \( L \)-presented group \( G \) can be obtained from the list of subgroups of a finitely presented covering group \( G_\ell \) by removing duplicate images. Our solution to the subgroup membership problem can be used to remove duplicate images in \( G \).

As an application, we consider some interesting self-similar groups and we determine the number of subgroups with small index. We first consider the Grigorchuk group \( \mathfrak{G} \): its lattice of normal subgroups is well-understood \([1]\) while its lattice of subgroups with finite index is widely unknown \([58]\). It is well known \([58]\) that the Grigorchuk group has seven subgroups of index two. In \([119]\), it was shown that the subgroups of index two are the only maximal subgroups of \( \mathfrak{G} \). Our low-index subgroup algorithm allows us to determine the number of subgroups with index at most 64 in the group \( \mathfrak{G} \) and thereby, it corrects the counts in Section 7.4 of \([12]\) and in Section 4.1 of \([11]\). The following list summarizes the number of subgroups (\( \leq \)) and the number of normal subgroups (\( \subseteq \)) among them:

<table>
<thead>
<tr>
<th>index</th>
<th>( \leq )</th>
<th>( \subseteq )</th>
<th>( \leq )</th>
<th>( \subseteq )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>147</td>
<td>35</td>
<td>147</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>2163</td>
<td>43</td>
<td>1963</td>
<td>43</td>
</tr>
<tr>
<td>16</td>
<td>52403</td>
<td>55</td>
<td>46723</td>
<td>47</td>
</tr>
</tbody>
</table>

The Grigorchuk super-group \( \tilde{\mathfrak{G}} \) was introduced in \([11]\). It contains the Grigorchuk group as an infinite index subgroup. Little is known about its subgroup lattice. The twisted twin \( \tilde{\mathfrak{G}} \) of the Grigorchuk group was introduced in \([13]\). Similarly, little is known about the subgroup lattice of the twisted twin \( \tilde{\mathfrak{G}} \). Our low-index subgroup algorithm allows us to determine the number of subgroups with index at most 16 in both groups. Their subgroup counts are:

<table>
<thead>
<tr>
<th>index</th>
<th>( \tilde{\mathfrak{G}} )</th>
<th>( \tilde{\mathfrak{G}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>147</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>2163</td>
<td>43</td>
</tr>
<tr>
<td>16</td>
<td>52403</td>
<td>55</td>
</tr>
</tbody>
</table>

As both groups are 2-groups, the only maximal subgroups with finite index are the subgroups with index two; though the question of determining all maximal subgroups of \( \mathfrak{G} \) and \( \tilde{\mathfrak{G}} \) has not been addressed in this paper.

Finally, we consider the Basilica group and the Hanoi-3 group \([39]\) with its \( L \)-presentation from \([15]\). The following list also includes the number of maximal subgroups...
The largest abelian quotient $H/H'$ of the Hanoi-3 group $H$ is 2-elementary abelian of rank 3. Thus, by the Feit-Thompson theorem [17], there are no normal subgroups with odd index in the Hanoi-3 group.
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<table>
<thead>
<tr>
<th>index</th>
<th>Hanoi-3 ≤</th>
<th>Basilica ≤</th>
<th>max</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>7</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>59</td>
<td>7</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>0</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>136</td>
<td>4</td>
<td>0</td>
<td>39</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>0</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>335</td>
<td>13</td>
<td>0</td>
<td>163</td>
</tr>
<tr>
<td>9</td>
<td>225</td>
<td>0</td>
<td>0</td>
<td>115</td>
</tr>
<tr>
<td>10</td>
<td>153</td>
<td>3</td>
<td>0</td>
<td>83</td>
</tr>
<tr>
<td>11</td>
<td>33</td>
<td>0</td>
<td>33</td>
<td>23</td>
</tr>
<tr>
<td>12</td>
<td>2872</td>
<td>12</td>
<td>0</td>
<td>355</td>
</tr>
<tr>
<td>13</td>
<td>39</td>
<td>0</td>
<td>39</td>
<td>27</td>
</tr>
<tr>
<td>14</td>
<td>297</td>
<td>3</td>
<td>0</td>
<td>115</td>
</tr>
<tr>
<td>15</td>
<td>450</td>
<td>0</td>
<td>0</td>
<td>77</td>
</tr>
<tr>
<td>16</td>
<td>1855</td>
<td>13</td>
<td>0</td>
<td>1843</td>
</tr>
<tr>
<td>17</td>
<td>51</td>
<td>0</td>
<td>51</td>
<td>35</td>
</tr>
<tr>
<td>18</td>
<td>5001</td>
<td>3</td>
<td>0</td>
<td>1047</td>
</tr>
<tr>
<td>19</td>
<td>57</td>
<td>0</td>
<td>57</td>
<td>39</td>
</tr>
<tr>
<td>20</td>
<td>1189</td>
<td>9</td>
<td>0</td>
<td>939</td>
</tr>
<tr>
<td>21</td>
<td>756</td>
<td>0</td>
<td>0</td>
<td>105</td>
</tr>
<tr>
<td>22</td>
<td>531</td>
<td>3</td>
<td>0</td>
<td>223</td>
</tr>
<tr>
<td>23</td>
<td>69</td>
<td>0</td>
<td>69</td>
<td>47</td>
</tr>
<tr>
<td>24</td>
<td>52220</td>
<td>23</td>
<td>0</td>
<td>4723</td>
</tr>
<tr>
<td>25</td>
<td>225</td>
<td>0</td>
<td>75</td>
<td>411</td>
</tr>
<tr>
<td>26</td>
<td>783</td>
<td>3</td>
<td>0</td>
<td>315</td>
</tr>
<tr>
<td>27</td>
<td>5616</td>
<td>0</td>
<td>27</td>
<td>736</td>
</tr>
<tr>
<td>28</td>
<td>2301</td>
<td>9</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>87</td>
<td>0</td>
<td>87</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>15462</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>93</td>
<td>0</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>9119</td>
<td>25</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>
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Appendix D

A Reidemeister-Schreier Theorem for Finitely $L$-Presented Groups

Abstract. We prove a variant of the well-known Reidemeister-Schreier Theorem for finitely $L$-presented groups. More precisely, we prove that each finite index subgroup of a finitely $L$-presented group is itself finitely $L$-presented. Our proof is constructive and it yields a finite $L$-presentation for the subgroup. We further study conditions on a finite index subgroup of an invariantly finitely $L$-presented group to be invariantly $L$-presented itself.
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D.1 Introduction

Group presentations play an important role in computational group theory. In particular finite presentations have been subject to extensive research in computational group theory dating back to the early days of computer-algebra-systems [32,88,102,129]. Group presentations, on the one hand, provide an effective description of the group. On the other hand, a description of a group by its generators and relations leads to various decision problems which are known to be unsolvable in general [95]. For instance, the word problem of a finitely presented group is unsolvable [27,113]. However, various total and partial algorithms for finitely presented groups are known [129]. For instance, the coset-enumeration process introduced by Todd and Coxeter [133] enumerates the cosets of a subgroup in a finitely presented group. If the subgroup has finite index, coset-enumeration terminates and it computes a permutation representation for the group’s action on the cosets. Coset-enumeration is a partial algorithm as the process will not
terminate if the subgroup has infinite index. However, finite presentations often allow
total algorithms that compute factor groups of special type (including abelian quotients,
nilpotent quotients [102] and, in general, solvable quotients [93]).

Beside quotient and subgroup methods, the well-known theorem by Reidemeister [119]
and Schreier [124] allows one to compute a presentation for a subgroup. The
Reidemeister-Schreier Theorem explicitly shows that a finite index subgroup of a finitely
presented group is itself finitely presented. A similar result can be shown for finite index
ideals in finitely presented semi-groups [31]. In practice, a permutation representation
for the group’s action on the cosets allows one to compute the Schreier generators of the
subgroup and the Reidemeister rewriting. The Reidemeister rewriting can be used to
rewrite the relations of the group to relations of the subgroup [24,55,129]. A method
for computing a finite presentation for a finite index subgroup can be applied in the
investigation of the structure of a group by its finite index subgroups [77].

Even though finitely presented groups have been studied for a long time, most groups
are not finitely presented because there are uncountably many two-generator groups [103]
but only countably many finite presentations [6]. A generalization of finite presentations
are finite $L$-presentations which were introduced in [8]; however, there are still only
countably many finite $L$-presentations. It is known that various examples of self-similar or
branch groups (including the Grigorchuk group [39] and its twisted twin [111]) are
finitely $L$-presented but not finitely presented [6]. Finite $L$-presentations are possibly
infinite presentations with finitely many generators whose relations (up to finitely many
exceptions) are obtained by iteratively applying finitely many substitutions to a finite
set of relations; see [9] or Section 12.2 for a definition. A finite $L$-presentation is invariant
if the substitutions which generate the relations induce endomorphisms of the group.
In fact, invariant finite $L$-presentations are finite presentations in the universe of groups
with operators [87,111] in the sense that the operator domain of the group generates the
possibly infinitely many relations out of a finite set of relations.

Finite $L$-presentations allow computer algorithms to be applied in the investigation
of the groups they define. For instance, they allow to compute the lower central series
quotients [9], the Dwyer quotients of the group’s Schur multiplier [56], and even a coset-
enumeration process exists for finitely $L$-presented groups [67]. It is the aim of this paper
to prove the following variant of the well-known Reidemeister-Schreier Theorem:

**Theorem 1.1** Each finite index subgroup of a finitely $L$-presented group is finitely $L$
presented.

If the finite index subgroup in Theorem 1.1 is normal and invariant under the substitu-
tions (i.e., a normal and admissible subgroup in the notion of Krull & Noether [87,111]),
an easy argument gives a finite $L$-presentation for the subgroup; furthermore, if the group
is invariantly finitely $L$-presented, so is the subgroup. However, more work is needed if
the subgroup is not invariant under the substitutions. Under either of two extra con-
tions (the subgroup is leaf-invariant, see Definition 5.20 or it is normal and weakly
leaf-invariant, see Definition 7.30), we show that the subgroup is invariantly finitely $L$
presented as soon as the group is. We have not been able to get rid of these extra
assumptions. In particular, it is not clear whether a finite index subgroup of an invariently finitely $L$-presented group is always invariently finitely $L$-presented. We show that the methods presented in this paper will (in general) fail to compute invariant $L$-presentations for the subgroup even if the group is invariently $L$-presented. However, we are not aware of a method to prove that a given subgroup does not admit an invariant finite $L$-presentation at all.

Our proof of Theorem $[L.1]$ is constructive and it yields a finite $L$-presentation for the subgroup. These finite $L$-presentations can be applied in the investigation of the underlying groups as the methods in $[72]$ suggest for finitely presented groups. Notice that Theorem $[L.1]$ was already posed in Proposition 2.9 of $[6]$. The proof we explain in this paper follows the sketch given in $[6]$, but fixes a gap as the $L$-presentation of the group in Theorem $[L.1]$ is possibly non-invariant. Even if the $L$-presentation is assumed to be invariant, the considered subgroup cannot be assumed to be invariant under the substitutions.

This paper is organized as follows: In Section $[D.2]$ we recall the notion of a finite $L$-presentation and we recall basic group theoretic constructions which preserve the property of being (invariantly) finitely $L$-presented. Then, in Section $[D.3]$ we recall the well-known Reidemeister-Schreier process. Before we prove Theorem $[L.1]$ in Section $[D.6]$ we construct, in Section $[D.4]$ a counter-example to the original proof of Theorem $[L.1]$ in $[6]$. Then, in Section $[D.5]$ we introduce the stabilizing subgroups which are the main tools in our proof of Theorem $[L.1]$. In Section $[D.7]$ we study conditions on the finite index subgroup of an invariently $L$-presented group to be invariently $L$-presented itself. We conclude this paper by considering two examples of subgroup $L$-presentations in Section $[D.8]$ including the normal closure of a generator $d$ of the Grigorchuk group $\mathcal{G}$ as in $[11,58]$. We fix a mistake in the generating set of the normal closure $D = \langle d \rangle^\Phi$ using our Reidemeister-Schreier Theorem for finitely $L$-presented groups. In particular we show, in the style of $[72]$, how these computational methods can be applied in the investigation of self-similar groups.

### D.2 Preliminaries

In the following, we briefly recall the notion of a finite $L$-presentation and the notion a finitely $L$-presented group as introduced in $[9]$. Moreover, we recall some basic constructions for finite $L$-presentations.

A finite $L$-presentation is a group presentation of the form

$$\langle \mathcal{X} \mid \mathcal{Q} \cup \bigcup_{\sigma \in \Phi^*} \mathcal{R}^\sigma \rangle,$$

where $\mathcal{X}$ is a finite alphabet, $\mathcal{Q}$ and $\mathcal{R}$ are finite subsets of the free group $F$ over $\mathcal{X}$, and $\Phi^* \subseteq \text{End}(F)$ denotes the free monoid of endomorphisms which is finitely generated by $\Phi$. We also write $\langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle$ for the finite $L$-presentation in Eq. $[D.1]$ and $G = \langle \mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R} \rangle$ for the group it defines.
A group which admits a finite $L$-presentation is \textit{finely $L$-presented}. An $L$-presentation of the form $\langle X \mid \emptyset \mid \Phi \mid R \rangle$ is \textit{ascending} and an $L$-presentation $\langle X \mid Q \mid \Phi \mid R \rangle$ is \textit{invariant} (and the group it presents is \textit{invariantly $L$-presented}), if each endomorphism $\varphi \in \Phi$ induces an endomorphism of the group; that is, if the normal subgroup $\langle Q \cup \bigcup_{\sigma \in \Phi} R^\sigma \rangle^F \leq F$ is $\varphi$-invariant. Each ascending $L$-presentation is invariant and each invariant $L$-presentation $\langle X \mid Q \mid \Phi \mid R \rangle$ admits an ascending $L$-presentation $\langle X \mid \emptyset \mid \Phi \mid Q \cup R \rangle$ which defines the same group. On the other hand, we have the following

**Proposition 2.2** There are finite $L$-presentations that are not invariant.

**Proof.** The group $B = \langle \{a, b, t\} \mid \{a^i a^{-4}, b^{-1} b^{-2}, [a, b]^i \mid i \in \mathbb{Z}\} \rangle$ is a met-abelian, infinitely related group with trivial Schur multiplier [18]. By introducing a \textit{stable letter} $u$, this group admits the finite $L$-presentation

$$\langle \{a, b, t, u\} \mid \{ub^{-1}\} \mid \{\sigma, \delta\} \mid \{a^i a^{-4}, b^{-1} b^{-2}, [a, u]\} \rangle,$$

where $\sigma$ is the free group homomorphism induced by the map $\sigma : a \mapsto a, b \mapsto b, t \mapsto t$, and $u \mapsto u^t$, while $\delta$ is the free group homomorphism induced by the map $\delta : a \mapsto a, b \mapsto b, t \mapsto t$, and $u \mapsto u^{-1}$. This finite $L$-presentation is not invariant \[\Box\]

Another non-invariant $L$-presentation can be given for the free product $\mathbb{Z}_2 \ast \mathbb{Z}_2 = \langle \{a, b\} \mid \{a^2, b^2\} \rangle$: it is finitely $L$-presented by $\langle \{a, b\} \mid \{a^2\} \mid \{\sigma\} \mid \{b^2\} \rangle$ where $\sigma$ is induced by the map $a \mapsto a b$ and $b \mapsto b^2$. If this latter $L$-presentation were invariant, the ascending finite $L$-presentation $\langle \{a, b\} \mid \emptyset \mid \{\sigma\} \mid \{a^2, b^2\} \rangle$ would also define $\mathbb{Z}_2 \ast \mathbb{Z}_2$. In this case $(a^2)^\sigma = abab$ is a relation and, since $a^2 = b^2 = 1$ in the group, the generators $a$ and $b$ commute. Thus the latter ascending finite $L$-presentation defines a quotient of the 2-elementary abelian group $\mathbb{Z}_2 \times \mathbb{Z}_2$. In particular, it defines a finite group. Hence, $\langle \{a, b\} \mid \emptyset \mid \{\sigma\} \mid \{a^2, b^2\} \rangle$ is not a finite $L$-presentation for $\mathbb{Z}_2 \ast \mathbb{Z}_2$ and so $\langle \{a, b\} \mid \{a^2\} \mid \{\sigma^2\} \mid \{b^2\} \rangle$ is not an invariant $L$-presentation.

We are not aware of a method to decide whether or not a given (non-ascending) finite $L$-presentation is invariant. In particular, we have no answer to the following

**Question 2.3** Is there a finitely $L$-presented group so that each of its finite $L$-presentation is not invariant?

The class of finitely $L$-presented groups contains all finitely presented groups:

**Proposition 2.4** Each finitely presented group $\langle X \mid R \rangle$ is finitely $L$-presented by the invariant (ascending) finite $L$-presentation $\langle X \mid \emptyset \mid \emptyset \mid R \rangle$.

Therefore, (invariant or ascending) finite $L$-presentations generalize the concept of finite presentations. Examples of finitely $L$-presented, but not finitely presented, groups are various self-similar or branch groups [6] including the Grigorchuk group [53,54,96] and its twisted twin [14]. However, the concept of a finite $L$-presentation is quite general so that other examples of infinitely presented groups are finitely $L$-presented [18,55].
Various group theoretic constructions that preserve the property of being finitely $L$-presented have been studied in \[6]. For completeness, we recall some of these constructions in the remainder of this section.

**Proposition 2.5 (Bartholdi \[6], Proposition 2.7)** Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group and let $H = \langle Y \mid S \rangle$ be finitely presented. The group $K$ which satisfies the short exact sequence $1 \to G \to K \to H \to 1$ is finitely $L$-presented.

**Proof.** We recall the constructions from \[6]: Let $\delta: H \to K$ be a section of $H$ to $K$ and identify $G$ with its image in $K$. Each relation $r \in S$ of the finitely presented group $H$ lifts, through the section $\delta$, to an element $g_r \in G$. As the group $G$ is normal in $K$, each generator $t \in Y$ of the finitely presented group $H$ acts, via $\delta$, on the subgroup $G$. Thus we have $x^{\sigma(t)} = g_{x,t} \in G$ for each $x \in X$ and $t \in Y$. If $X \cap Y = \emptyset$, we consider the finite $L$-presentation

$$\langle X \cup Y \mid Q \cup \{r g_r^{-1} \mid r \in S\} \cup \{x^t g_{x,t}^{-1} \mid x \in X, t \in Y\} \mid \widetilde{\Phi} \mid R \rangle,$$

where the endomorphisms $\Phi$ of $G$'s $L$-presentation are extended to endomorphisms $\widetilde{\Phi} = \{\tilde{\sigma} \mid \sigma \in \Phi\}$ of the free group $F(X \cup Y)$ by

$$\tilde{\sigma}: F(X \cup Y) \to F(X \cup Y), \quad \begin{cases} x \mapsto x^{\sigma}, & \text{for each } x \in X \\ y \mapsto y, & \text{for each } y \in Y. \end{cases}$$

Then the finite $L$-presentation in Eq. \[(D.2)\] is a presentation for $K$; see \[6]. \qed

As each finite group is finitely presented, Proposition 2.5 yields the immediate

**Corollary 2.6** Each finite extension of a finitely $L$-presented group is finitely $L$-presented.

The construction in the proof of Proposition 2.5 gives a finite $L$-presentation for $K$ which is not ascending – even if the group $G$ we started with has an ascending $L$-presentation. We therefore ask the following

**Question 2.7** Is every finite extension of an invariantly (finitely) $L$-presented group invariantly (finitely) $L$-presented?

We do not have an answer to this question in general; though we suspect its answer is negative, see Remark 2.4.3. Given endomorphisms $\Phi$ of the normal subgroup $G$ in Proposition 2.5, one problem is to construct endomorphisms of the finite extension $K$ which restrict to $\Phi$. This does not seem to be possible in general.

A finite $L$-presentation for a free product of two finitely $L$-presented groups is given by the following improved version of \[5, Proposition 2.6].

**Proposition 2.8** The free product of two finitely $L$-presented groups is finitely $L$-presented. If both finitely $L$-presented groups are invariantly $L$-presented, so is their free product.
Proof. Although a proof of the first statement can be found in [9], we summarize its construction for our proof of the second statement. For this purpose, let $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ and $H = \langle \mathcal{Y} \mid S \mid \Psi \mid T \rangle$ be finitely $L$-presented groups. Suppose that $\mathcal{X} \cap \mathcal{Y} = \emptyset$ holds. Then, by [9], the free product $G * H$ is finitely $L$-presented by $\langle \mathcal{X} \cup \mathcal{Y} \mid Q \cup S \mid \Phi \cup \Psi \mid R \cup T \rangle$ where the endomorphisms in $\Phi$ and $\Psi$ are extended to endomorphisms in $\hat{\Phi}$ and $\hat{\Psi}$ of the free group $F(\mathcal{X} \cup \mathcal{Y})$ over $\mathcal{X} \cup \mathcal{Y}$ as follows: for each $\sigma \in \Phi$, we let
\[
\hat{\sigma}: F(\mathcal{X} \cup \mathcal{Y}) \to F(\mathcal{X} \cup \mathcal{Y}), \quad \begin{cases} 
  x \mapsto x^\sigma, & \text{for each } x \in \mathcal{X} \\
  y \mapsto y, & \text{for each } y \in \mathcal{Y}; 
\end{cases}
\]
and, accordingly, for each $\delta \in \Psi$.

Suppose that the $L$-presentations of $G$ and $H$ are invariant. As an invariant $L$-presentation $\langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$ can be considered as an ascending $L$-presentation $\langle \mathcal{X} \mid \emptyset \mid \Phi \mid Q \cup R \rangle$, we can consider $Q$ and $S$ to be empty. Then the construction above shows that the free product $G * H$ is ascendent finitely $L$-presented and thus is invariantly finitely $L$-presented. We further have the following improved version of [9] Proposition 2.9:

**Proposition 2.9** Let $N \trianglelefteq G$ be a normal subgroup of a finitely $L$-presented group $G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$. If $N$ is finitely generated as a normal subgroup, the factor group $G/N$ is finitely $L$-presented. If, furthermore, $G$ is invariantly $L$-presented and the normal subgroup $N$ is invariant under the induced endomorphisms $\Phi$, $G/N$ is invariantly $L$-presented.

**Proof.** Let $N = \langle g_1, \ldots, g_n \rangle^G$ be a finite normal generating set of the normal subgroup $N$. We consider the normal generators $g_1, \ldots, g_n$ as elements of the free group $F$ over $\mathcal{X}$. By [9], the $L$-presentation $\langle \mathcal{X} \mid Q \cup \{g_1, \ldots, g_n\} \mid \Phi \mid R \rangle$ is a finite $L$-presentation for the factor group $G/N$.

Suppose that $G$ is given by an invariant $L$-presentation $\langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle$. Then $G = \langle \mathcal{X} \mid \emptyset \mid \Phi \mid Q \cup R \rangle$. As $N^\sigma \subseteq N$, each $\sigma \in \Phi^*$ induces an endomorphism of the $L$-presented factor group $G/N$. Thus the images $g_1^\sigma, \ldots, g_n^\sigma$ are consequences of the relations of $G/N$’s finite $L$-presentation above. Hence, we have that $G/N \cong \langle \mathcal{X} \mid \{g_1, \ldots, g_n\} \mid \Phi \mid R \cup Q \rangle = \langle \mathcal{X} \mid \emptyset \mid \Phi \mid Q \cup R \cup \{g_1, \ldots, g_n\} \rangle$. □

If $G$ is invariantly $L$-presented and $N$ is a normal $\Phi$-invariant subgroup, then, in the notion of Krull & Noether [57][111], the group $G$ is a group with operator domain $\Phi$ and the normal subgroup $N$ is an admissible subgroup. Proposition 2.8 and Proposition 2.9 yield the following straightforward

**Corollary 2.10** Let $G$ and $H$ be finitely $L$-presented groups and let $F$ be a finitely generated group with embeddings $\psi: F \to G$ and $\phi: F \to H$. Then the amalgamated free product $G *_F H$ is finitely $L$-presented.

For further group theoretic constructions which preserve the property of being finitely $L$-presented were refer to [9].
D.3 The Reidemeister-Schreier Process

In the following, we briefly recall the Reidemeister-Schreier process as, for instance, outlined in [95][124]. For this purpose, let \( G \) be a group given by a group presentation \( \langle \mathcal{X} \mid \mathcal{K} \rangle \) where \( \mathcal{X} \) is a (finite) alphabet which defines the free group \( F \) and \( \mathcal{K} \subseteq F \) is a (possibly infinite) set of relations. Denote the normal closure of \( \mathcal{K} \) in \( F \) by \( K = \langle \mathcal{K} \rangle^F \). Then \( G = F/K \).

Let \( H \leq G \) be a subgroup with finite index that is given by its generators \( g_1, \ldots, g_n \) and let \( T \subseteq F \) be a Schreier transversal for \( H \) in \( G \) (i.e., a transversal for \( H \) in \( G \) so that every initial segment of an element of \( T \) itself belongs to \( T \), see [95] note that we always act by multiplication from the right). We consider the generators of \( H \) as words over the alphabet \( \mathcal{X} \) and thus as elements of the free group \( F \). Then the subgroup \( U = \langle g_1, \ldots, g_n \rangle \) satisfies that \( H \cong UK/K \). In the style of [95], we define the Schreier map \( \gamma : T \times \mathcal{X} \to F \) by \( \gamma(t, x) = tx \overline{tx}^{-1} \) where \( \overline{tx} \) denotes the unique element \( s \in T \) from the Schreier transversal so that \( UKs = UK \tau x \) holds. The Schreier Theorem (as, for instance, in [95] Proposition I.3.7) shows that the subgroup \( UK \leq F \) is freely generated by the Schreier generating set

\[ \mathcal{Y} = \{ \gamma(t, x) \neq 1 \mid t \in T, x \in \mathcal{X} \}. \]

In particular, it shows that each finite index subgroup of a finitely generated group is finitely generated. We consider the set \( \mathcal{Y} \) as an alphabet and we denote by \( F(\mathcal{Y}) \) the free group over \( \mathcal{Y} \). The Reidemeister rewriting \( \tau \) is a map \( \tau : F \to F(\mathcal{Y}) \) given by

\[ \tau(y_1 \cdots y_n) = \gamma(1, y_1) \cdot \gamma(y_1, y_2) \cdots \gamma(y_1 \cdots y_{n-1}, y_n) \]

where each \( y_i \in \mathcal{X} \cup \mathcal{X}^- \). In general, the Reidemeister rewriting \( \tau \) is not a group homomorphism. However, we have the following

**Lemma 3.11** For \( V \leq UK \), the restriction \( \tau : V \to F(\mathcal{Y}) \) is a homomorphism.

**Proof.** Let \( g, h \in V \) be given. Write \( g = g_1 \cdots g_n \) and \( h = h_1 \cdots h_m \) with each \( h_i, g_j \in \mathcal{X} \cup \mathcal{X}^- \). Then, as \( g_1 \cdots g_n = \overline{g} = 1 \) holds, we obtain that

\[ \tau(gh) = \gamma(1, g_1) \cdots \gamma(g_1 \cdots g_{n-1}, g_n) \cdot \gamma(1, h_1) \cdots \gamma(h_1 \cdots h_{m-1}, h_m) = \tau(g) \tau(h) \]

while we already have \( \tau(1) = 1 \) by definition. \( \square \)

By Schreier’s theorem, the Reidemeister rewriting \( \tau : UK \to F(\mathcal{Y}) \) gives an isomorphism of free groups. A group presentation for the subgroup \( H \cong UK/K \) is given by the following well-known theorem of Reidemeister [119] and Schreier [124]; see also [95] Section II.4.

**Theorem 3.12 (Reidemeister-Schreier Theorem)** Let \( H \) be a subgroup of \( G \). If \( \tau \) denotes the Reidemeister-Schreier rewriting, \( T \) denotes a Schreier transversal for \( H \) in \( G \), and if \( \langle \mathcal{X} \mid \mathcal{K} \rangle \) is a presentation for \( G \), the subgroup \( H \) is presented by

\[ H \cong \langle \mathcal{Y} \mid \{ \tau(trt^{-1}) \mid r \in K, t \in T \} \rangle. \quad (D.3) \]
Proof. We recall the proof for completeness: Note that \( H \cong UK/K \cong \tau(UK)/\tau(K) \) holds. By Schreier’s theorem, we have \( \tau(UK) = F(Y) \). It therefore suffices to determine a normal generating set for \( \tau(K) \). As \( K \) is a normal generating set for \( F \subseteq F \), a generating set for \( \tau(K) \) is given by \( \tau(K) = \langle \{ \tau(grg^{-1}) \mid r \in K, g \in F \} \rangle \). Let \( r \in K \) and \( g \in F \) be given. Consider the relation \( \tau(grg^{-1}) \). Since \( T \) is a transversal for \( UK \) in \( F \), \( g \in F \) can be written as \( g = ut \) with \( t \in T \) and \( u \in UK \). This yields \( \tau(grg^{-1}) \) is a consequence of \( \tau(trt^{-1}) \). Hence, it suffices to consider the normal generating set \( \tau(K) = \langle \{ \tau(trt^{-1}) \mid r \in K, t \in T \} \rangle \) for \( \tau(K) \).

If \( H \) is a finite index subgroup of a finitely presented group \( G \), there exist a finite set of relations \( K \) and a finite Schreier transversal \( T \) so that the subgroup \( H \) is finitely presented by Theorem 4.12. This latter result for finitely presented groups is well-known and it is often simply referred to the Reidemeister-Schreier Theorem for finitely presented groups. In this paper, we prove a variant of the Reidemeister-Schreier Theorem for finitely \( L \)-presented groups using the ideas of Theorem 3.12.

### D.4 A Typical Example of a Subgroup \( L \)-Presentation

Before proving Theorem 4.11 we first consider an example of a finite \( L \)-presentation for a finite index subgroup of a finitely presented group. For this purpose we consider a subgroup of the Basilica group \( [G] \). The Basilica group satisfies the following

**Proposition 4.13 (Bartholdi & Virág [15])** The Basilica group \( G \) is invariantly finitely \( L \)-presented by \( G \cong \langle \{ a, b \} \mid \emptyset \mid \{ \sigma \} \mid \{ [a, b] \} \rangle \) where \( \sigma \) is the free group homomorphism that is induced by the map \( a \mapsto b^2 \) and \( b \mapsto a \).

The substitution \( \sigma \) in Proposition 4.13 induces an endomorphism of \( G \). The group \( G \) will often provide an exclusive (counter-) example throughout this paper.

Consider the subgroup \( H = \langle a, bab^{-1}, b^3 \rangle \) of the Basilica group. Then coset-enumeration for finitely \( L \)-presented groups [67] shows that \( H \) is a normal subgroup of \( G \) with index 3. A Schreier generating set for the subgroup \( H \) is given by \( \{ a, bab^{-1}, b^2ab^{-2}, b^3 \} \).

Write \( x_1 = a, x_2 = bab^{-1}, x_3 = b^2ab^{-2} \), and \( x_4 = b^3 \). Denote the free group over \( \{ a, b \} \) by \( F \) and let \( E \) denote the free group over \( \{ x_1, x_2, x_3, x_4 \} \). For each \( n \in \mathbb{N}_0 \), we define \( a_n = (2^n + 2)/3 \) and \( b_n = (2^n + 1)/3 \). Then the \( \sigma \)-images of the relation \( r = [a, b^3] \) can be rewritten with the Reidemeister rewriting \( \tau: F \to E \). Their images have the form

\[
\tau(r^{2n}) = \begin{cases} 
\left[ x_1^{2n}, x_4^{-an}x_3^{-bn}x_4^{-an} \right], & \text{if } n \text{ is even,} \\
\left[ x_1^{2n}, x_4^{-bn}x_2^{bn}x_4^{bn} \right], & \text{if } n \text{ is odd,}
\end{cases}
\]

and

\[
\tau(r^{2n+1}) = \begin{cases} 
x_4^{-bn+1}x_2^{-2n}x_4^{-bn+1}x_3^{-bn+1}x_4^{-bn+1}x_1^{-2n}, & \text{if } n \text{ is even,} \\
x_4^{a_n+1}x_3^{a_n+1}x_4^{-an+1}x_2^{a_n+1}x_4^{-an+1}x_3^{a_n+1}x_2^{a_n+1}x_1^{-2n}, & \text{if } n \text{ is odd.}
\end{cases}
\]
Note that \( \tau(r^{\sigma_{2n}}) \in [E, E] \) while \( \tau(r^{\sigma_{2n+1}}) \not\in [E, E] \). Therefore, the images \( \tau(r^{\sigma'}) \) split into two classes which are recursive images of the endomorphism

\[
\hat{\sigma}: E \to E, \quad \begin{cases} 
  x_1 & \mapsto x_1^2, \\
  x_2 & \mapsto x_2^3, \\
  x_3 & \mapsto x_4 x_2^2 x_4^{-1}, \\
  x_4 & \mapsto x_4^2;
\end{cases}
\]

in the sense that \( \hat{\sigma} \) satisfies

\[
\tau(r^{\sigma_{2n}}) = [x_1, x_4^{-1} x_3 x_4] \hat{\sigma}^n \text{ and } \tau(r^{\sigma_{2n+1}}) = (x_4^{-1} x_2^{-1} x_4^{-1} x_3 x_4^{-1} x_2^{-1} x_4) \hat{\sigma}^n,
\]

for each \( n \in \mathbb{N}_0 \). In Section D.8 we show that a finite \( L \)-presentation for the subgroup \( H \) is given by

\[
H \cong \langle \{x_1, \ldots, x_4\} \mid [\hat{\sigma}, \delta] \mid \{[x_1, x_4^{-1} x_3 x_4, x_4^{-1} x_2^{-1} x_4^{-1} x_3 x_4^{-1} x_2^{-1} x_4 x_1]\} \rangle
\]

where the endomorphism \( \delta \) is induced by the map

\[
\delta: E \to E, \quad \begin{cases} 
  x_1 & \mapsto x_2, \\
  x_2 & \mapsto x_3, \\
  x_3 & \mapsto x_4 x_1 x_4^{-1}, \\
  x_4 & \mapsto x_4.
\end{cases}
\]

These subgroup \( L \)-presentations are typical for finite index subgroups of a finitely \( L \)-presented group. Besides, the subgroup \( H \) and its subgroup \( L \)-presentation provide a counter-example to the original proof of Theorem 1.1 in [B] as there is no endomorphism \( \varepsilon \) of the free group \( E \) such that \( \tau(r^{\sigma_{n+1}}) = (\tau(r^{\sigma^n}))^\varepsilon \) holds for each \( n \in \mathbb{N}_0 \). A reason for the failure of the proof in [B] is that the subgroup \( H \) is not \( \sigma \)-invariant but \( \sigma^2 \)-invariant. Therefore, the method suggested in the proof of [B] Proposition 2.9 will fail to compute a finite \( L \)-presentation for \( H \).

D.5 Stabilizing Subgroups

In this section, we introduce the stabilizing subgroups. These subgroups will be central to what follows.

Let \( G = \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle \) be a finitely \( L \)-presented group and let \( H \leq G \) be a finite index subgroup which is generated by \( g_1, \ldots, g_n \). Denote the free group over \( \mathcal{X} \) by \( F \) and let \( K = \langle Q \cup \bigcup_{\sigma \in \Phi} \sigma Q \rangle \). We consider the generators \( g_1, \ldots, g_n \) of the subgroup \( H \) as words over the alphabet \( \mathcal{X} \cup \mathcal{X}^- \). Then the subgroup \( U = \langle g_1, \ldots, g_n \rangle \leq F \) satisfies \( H \cong UK/K \). The group \( F \) acts on the right-cosets \( UK/F \) by multiplication from the right. Let \( \pi: F \to \text{Sym}(UK/F) \) be a permutation representation for the group’s action on \( UK/F \). Such a permutation representation can be computed with the coset-enumeration process from [6]. The kernel of the permutation representation \( \pi \) is the normal core, \( \text{Core}_F(UK) \), of \( UK \) in \( F \); i.e., it is the largest normal subgroup of \( F \) that is contained in \( UK \).

The following definition introduces the stabilizing subgroups of \( H \). These subgroups will be central to our proof of Theorem 1.1 in Section D.6.
Definition 5.14 Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group and let $H \leq G$ be a finite index subgroup which admits the permutation representation $\pi : F \to \text{Sym}(UK\setminus F)$ as above. The stabilizing subgroup of $H$ is

$$L = \bigcap_{\sigma \in \Phi^*} (\sigma \pi)^{-1} (\text{Stab}_{\text{Sym}(UK\setminus F)}(UK 1)) = \bigcap_{\sigma \in \Phi^*} \sigma^{-1}(UK).$$

The stabilizing core of $H$ is

$$L = \bigcap_{\sigma \in \Phi^*} \ker(\sigma \pi).$$

For $\sigma \in \Phi^*$, we denote by $\|\sigma\|$ the usual word-length in the generating set $\Phi$ of the free monoid $\Phi^*$. The free monoid $\Phi^*$ has the structure of a $[\Phi]$-regular tree with its root being the identity map $\text{id}: F \to F$. We can further endow the monoid $\Phi^*$ with a length-plus-(from the right)-lexicographic ordering $\prec$ by choosing an arbitrary ordering on the finite generating set $\Phi$. We then define $\sigma \prec \delta$ if $\|\sigma\| < \|\delta\|$ or, otherwise, if $\sigma = \sigma_1 \cdots \sigma_n$ and $\delta = \delta_1 \cdots \delta_n$, with each $\sigma_i, \delta_i \in \Phi$, and there exists a positive integer $1 \leq k \leq n$ such that $\sigma_i = \delta_i$ for each $k < i \leq n$, and $\sigma_k \prec \delta_k$. Since $\Phi$ is finite, the constructed ordering $\prec$ is a well-ordering on $\Phi^*$ \cite{129}. Thus, there is no infinite descending sequences $\sigma_1 \succ \sigma_2 \succ \ldots$ in $\Phi^*$.

We consider a variation of the algorithm $\text{IsVALIDPERMREP}$ from \cite{64} in Algorithm D.1 below. If $\pi : F \to \text{Sym}(UK\setminus F)$ denotes a permutation representation as in Definition 5.14, the algorithm $\text{ITERATINGENDOMORPHISMS}(X, Q, \Phi, R, H, \pi)$ returns a finite image of a section of the map $\Phi^* \to \text{Hom}(F, \text{Sym}(UK\setminus F))$ defined by $\sigma \mapsto \sigma \pi$; see Lemma 5.15 and Lemma 5.17 below. More precisely, we have the following

**Lemma 5.15** The algorithm $\text{ITERATINGENDOMORPHISMS}$ terminates and it returns a finite set of endomorphisms $V \subseteq \Phi^*$ satisfying the following property: For each $\sigma \in \Phi^*$ there exists a unique $\tau \in V$ so that $\sigma \pi = \tau \pi$. The element $\tau \in V$ is minimal with respect to the ordering $\prec$ constructed above.

**Proof.** Let $X$ be a basis of the free group $F$. A homomorphism $\psi : F \to \text{Sym}(UK\setminus F)$ is uniquely defined by the image of this basis. Since $UK\setminus F$ is finite, the symmetric group

Algorithm D.1: Computing a finite set of endomorphisms $V \subseteq \Phi^*$. 

\[ \begin{align*}
\text{ITERATINGENDOMORPHISMS}(X, Q, \Phi, R, H, \pi) \\
\quad \text{Choose an ordering on } \Phi = \{\phi_1, \ldots, \phi_n\} \text{ with } \phi_1 \prec \phi_{i+1}. \\
\quad \text{Initialize } S := [\phi_1, \ldots, \phi_n] \text{ and } V := [\text{id}: F \to F]. \\
\quad \text{while } S \neq [ ] \text{ do} \\
\qquad \text{Remove the first entry } \delta \text{ from the list } S. \\
\qquad \text{if not } (\exists \sigma \in V: \delta \pi = \sigma \pi) \text{ then} \\
\qquad \quad \text{Append } \phi_1 \delta, \ldots, \phi_n \delta \text{ to the list } S. \\
\qquad \quad \text{Add } \delta \text{ to the list } V. \\
\quad \text{return } V
\end{align*} \]
Sym(\(UK/F\)) is finite. Moreover, as \(F\) is finitely generated, the set of homomorphisms \(\text{Hom}(F, \text{Sym}(UK/F))\) is finite. Therefore, the algorithm \textsc{IteratingEndomorphisms} can add only finitely many elements to \(\mathcal{V}\) and the stack \(\mathcal{S}\) will eventually be reduced. Thus the algorithm terminates.

The ordering \(\prec\) on \(\Phi\) extends to a total well-ordering on the free monoid \(\Phi^*\) as described above. The elements in the stack \(\mathcal{S}\) are always ordered with respect to \(\prec\). They further always succeed those elements in \(\mathcal{V}\). In particular, the elements \(\sigma \in \mathcal{V} \subseteq \Phi^*\) are \(\prec\)-minimal representatives of the composed homomorphism \(\sigma \pi: F \to \text{Sym}(UK/F)\).

Let \(\sigma \in \Phi^*\) be given and write \(\sigma_1 = \sigma\). There exists \(w \in \Phi^*\) minimal subject to the existence of \(\delta \in \mathcal{V}\) so that \(\sigma_1 = w \delta\). If \(\|w\| = 0\) holds, then \(\sigma_1 \in \mathcal{V}\) and the claim is proved. Otherwise, there exists \(\psi \in \Phi\) so that \(\sigma_1 = w \psi \delta\) for some \(\psi \in \Phi^*\) and \(\psi \delta \notin \mathcal{V}\). Our algorithm yields the existence of \(\varepsilon \in \mathcal{V}\) so that \(\varepsilon \prec \psi \delta\) and \(\psi \delta \pi = \varepsilon \pi\). We also have that \(\sigma_2 = v \varepsilon \prec v \psi \delta = \sigma_1\). This rewriting process yields a descending sequence \(\sigma_1 \succ \sigma_2 \succ \ldots\) in \(\Phi^*\). As \(\prec\) is a well-ordering, there exists \(\sigma_n \in \mathcal{V}\) so that \(\sigma_1 \succ \sigma_2 \succ \ldots \succ \sigma_n\) and \(\sigma \pi = \sigma_1 \pi = \sigma_n \pi\). The element \(\pi = \sigma_n\) is unique. \(\square\)

If \(\pi: F \to \text{Sym}(UK/F)\) is a permutation representation for an infinite index subgroup \(UK \leq F\), we cannot ensure finiteness of the set \(\mathcal{V}\) and termination of the algorithm. In the remainder, we always consider finite index subgroups \(UK \leq F\) only.

For finite \(L\)-presentations \((\mathcal{X} \mid Q \mid F \mid R)\) with \(\Phi = \{\sigma\}\), finiteness of the set \(\{\sigma^\ell \mid \ell \in \mathbb{N}_0\} \subseteq \text{Hom}(F, \text{Sym}(UK/F))\) yields the following

**Corollary 5.16** If \(\Phi = \{\sigma\}\), there exist integers \(0 \leq i < j\) with \(\sigma^j \pi = \sigma^i \pi\).

The set \(\mathcal{V} \subseteq \Phi^*\) returned by Algorithm \textbf{D.1} satisfies the following

**Lemma 5.17** The set \(\mathcal{V}\) can be considered as a subtree of \(\Phi^*\). The image of the finite set \(\mathcal{V}\) and the image of the monoid \(\Phi^*\) in \(\text{Hom}(F, \text{Sym}(UK/F))\) coincide.

**Proof.** The identity mapping \(\text{id}: F \to F\) is contained in \(\mathcal{V}\) and it represents the root of \(\mathcal{V}\) and \(\Phi^*\). Let \(\sigma \in \mathcal{V}\) be given. Then either \(\sigma \in \Phi\) or there exists \(\psi \in \Phi\) and \(\delta \in \Phi^*\) so that \(\sigma = \psi \delta\). In the first case, \(\text{id}: F \to F\) is a unique parent of \(\sigma \in \Phi\). Otherwise, if \(\sigma = \psi \delta\), we need to show that \(\delta \in \mathcal{V}\) holds. Our algorithm \textsc{IteratingEndomorphisms} only adds elements from the stack \(\mathcal{S}\) to \(\mathcal{V}\). At some stage of the algorithm we had \(\sigma = \psi \delta \in \mathcal{S}\). The latter element is added to the stack \(\mathcal{S}\) as a child of the element \(\delta\) and thus \(\delta \in \mathcal{V}\). The second statement follows immediately from Algorithm \textbf{D.1} and Lemma 5.15. \(\square\)

We define a binary relation \(\sim\) on the free monoid \(\Phi^*\) by defining \(\sigma \sim \delta\) if and only if the unique element \(\sigma_n \in \Phi^*\) in Lemma 5.14 coincides for both \(\sigma\) and \(\delta\). Thus \(\sigma \sim \delta\) if and only if \(\sigma \pi = \delta \pi\). This definition yields the immediate

**Lemma 5.18** The relation \(\sigma \sim \delta\) is an equivalence relation. Each equivalence class is represented by a unique element in \(\mathcal{V}\) which is minimal with respect to the total and well-ordering \(\prec\).

Recall that \(\pi: F \to \text{Sym}(UK/F)\) is a permutation representation for the group's action on the right-cosets \(UK/F\). If \(\mathcal{T}\) is a transversal for \(UK\) in \(F\), \(\sigma \sim \delta\) implies that \(UK t \cdot g^\sigma = UK t \cdot g^\delta\) for each \(t \in \mathcal{T}\) and \(g \in F\). We therefore obtain the following
Lemma 5.19 If $\sigma \in \Phi^*$ satisfies $\sigma \pi = \pi$, the subgroup $UK$ is $\sigma$-invariant. There are $\sigma$-invariant subgroups $UK$ that do not satisfy $\sigma \pi = \pi$.

Proof. The first statement holds in general for a group acting on a set: As $\sigma \pi = \pi$, we have $UK t \cdot g^\sigma = UK t g$ for each $t \in T$ and $g \in F$. If $g \in UK$, then $UK 1 \cdot g^\sigma = UK 1 \cdot g = UK 1$ and so $g^\sigma \in UK$. The index-2 subgroup $H = \langle a, b^2, bab^{-1} \rangle$ of the Basilica group satisfies $(UK)^\sigma \subseteq UK$ and $\sigma \pi \neq \pi$. This (and similar results in the remainder of this paper) can be easily verified with a computer algebra system such as GAP. \hfill \Box

The latter observation motivates the following

Definition 5.20 Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group and let $H \leq G$ be a finite index subgroup with permutation representation $\pi$ as above. The $\pi$-leafs $\Psi \subseteq \Phi^* \setminus V$ of $V$ are

$$\Psi = \{ \psi \delta \mid \psi \in \Phi, \delta \in V, \psi \delta \notin V, \psi \delta \pi = \pi \}. \quad (D.6)$$

The subgroup $H$ is leaf-invariant if $\Psi = \{ \psi \delta \mid \psi \in \Phi, \delta \in V, \psi \delta \notin V \}$ holds.

For a finitely $L$-presented group $\langle X \mid Q \mid \Phi \mid R \rangle$, the generating set $\Phi$ of $\Phi^*$ is finite. Moreover, the equivalence $\sim$ yields finitely many equivalence classes. Hence, the set of $\pi$-leafs $\Psi$ of $V$ is finite. We obtain the following

Lemma 5.21 If $H$ is a leaf-invariant subgroup of $G$, each $\pi$-leaf $\psi \delta \in \Psi$ induces an endomorphism of $UK$. Moreover, each $\sigma \in \Phi^*$ can be written as $\sigma = v \sigma'$ with $v \in V$ and $\sigma \in \Psi^*$.

Proof. We again follow the ideas of Algorithm D.1. By Lemma 5.19, the condition $\psi \sigma \pi = \pi$ implies $\psi \sigma$-invariance of $UK$ and hence $\Psi^* \subseteq \text{End}(UK)$. Write $W = \{ \psi \delta \mid \psi \in \Phi, \delta \in V, \psi \delta \notin V \}$ and let $\sigma \in \Phi^*$ be given. Write $\sigma_1 = \sigma$. There exists $w \in \Phi^*$ minimal subject to the existence of $\delta \in V$ so that $\sigma_1 = w \delta$. If $\|w\| = 0$, then $\sigma_1 = \delta \text{id}$ with $\delta \in V$ and id $\in \Psi^*$. Otherwise, there exists $\psi \in \Phi$ and $\sigma_2 \in \Phi^*$ so that $\sigma_1 = \sigma_2 \psi \delta$ and $\psi \delta \notin V$. Then $\psi \delta \in W$. Since $H$ is leaf-invariant, we have $W = \Psi$ and hence $\psi \delta \in \Psi$. Therefore $\psi \delta$ induces an endomorphism of $UK$. Clearly $\sigma_2 \prec \sigma_1$. Rewriting the prefix $\sigma_2$ as above yields a descending sequence $\sigma_1 \succ \sigma_2 \ldots \in \Phi^*$. As $\prec$ is a well-ordering, we eventually have $\sigma_1 \succ \sigma_2 \succ \ldots \succ \sigma_n$ with $\sigma_n \in V$ and $\sigma = \sigma_1 = \sigma_n \delta$ for some $\delta \in \Psi^*$. \hfill \Box

If the finite $L$-presentation $\langle X \mid Q \mid \Phi \mid R \rangle$ satisfies $\Phi = \{ \sigma \}$ and if there exists a minimal positive integer $0 < j$ so that $\sigma^j \pi = \pi$, the set

$$W = \{ \psi \delta \mid \psi \in \Phi, \delta \in V, \psi \delta \notin V \}$$

in the proof of Lemma 5.21 above becomes $W = \{ \sigma^j \}$. Note the following

Remark 5.22 The condition $\sigma^j \pi = \sigma^0 \pi$ is essential for the $\sigma^j \pi$-invariance of the subgroup. For instance, the subgroup $H = \langle a, bab^{-1}, b^{-1}a^2b, b^4, b^2ab^{-2} \rangle$ of the Basilica group satisfies $\sigma^4 \pi = \sigma^3 \pi$ but it is not $\pi$-invariant.

The stabilizing subgroup $\tilde{L}$ introduced in Definition 5.14 satisfies the following
Proposition 5.23 Let \( V \subseteq \Phi^* \) be the finite set returned by Algorithm [U]. The stabilizing subgroup \( \tilde{L} \) satisfies that
\[
\tilde{L} = \bigcap_{\sigma \in V} (\sigma \pi)^{-1} \left( \text{Stab}_{Sym(UK \setminus F)}(UK 1) \right) = \bigcup_{\sigma \in V} \sigma^{-1}(UK).
\]
The stabilizing subgroup \( \tilde{L} \) is \( \Phi \)-invariant (i.e., we have \( \tilde{L}^\psi \subseteq \tilde{L} \) for each \( \psi \in \Phi \)). It is contained in the subgroup \( UK \) and it has finite index in \( F \). The stabilizing subgroup \( \tilde{L} \) is the largest \( \Phi^* \)-invariant subgroup of \( UK \). It is not necessarily normal in \( F \).

Proof. By Lemma 5.14 the sets \( \{\sigma \pi \mid \sigma \in \Phi^*\} \) and \( \{\sigma \pi \mid \sigma \in V\} \) coincide and thus we have
\[
\tilde{L} = \bigcap_{\sigma \in \Phi^*} (\sigma \pi)^{-1} \left( \text{Stab}_{Sym(UK \setminus F)}(UK 1) \right) = \bigcup_{\sigma \in V} (\sigma \pi)^{-1} \left( \text{Stab}_{Sym(UK \setminus F)}(UK 1) \right).
\]
Since \( (\sigma \pi)^{-1} \left( \text{Stab}_{Sym(UK \setminus F)}(UK 1) \right) = \sigma^{-1}(UK) \), we have \( \tilde{L} = \bigcap_{\sigma \in V} \sigma^{-1}(UK) \). For \( \psi \in \Phi \), we have
\[
\psi^{-1}(\tilde{L}) = \bigcap_{\sigma \in \Phi^*} (\sigma \psi)^{-1}(UK) \supseteq \bigcap_{\sigma \in \Phi^*} \sigma^{-1}(UK) = \tilde{L}.
\]
since the first intersection is over a smaller set than the second one. Thus \( \psi(\tilde{L}) \subseteq \tilde{L} \). Since \( \sigma = \text{id} \in \Phi^* \), we have \( \tilde{L} \subseteq UK \). Because the stabilizing subgroup \( \tilde{L} \) is the intersection of finitely many finite index subgroups \( (\sigma \pi)^{-1} \left( \text{Stab}_{Sym(UK \setminus F)}(UK 1) \right) \) of \( F \), it has finite index in \( F \). If \( N \subseteq UK \) is \( \Phi \)-invariant, we have \( N \subseteq \sigma^{-1}(N) \subseteq \sigma^{-1}(UK) \) for each \( \sigma \in \Phi^* \). Hence \( N \subseteq \bigcap_{\sigma \in \Phi^*} \sigma^{-1}(UK) = \tilde{L} \).

The stabilizing subgroup \( \tilde{L} = \langle a, bab^{-1}, b^{-1}a^2b, b^2ab^{-2}, b^3a^{-1}b, b^{-1}ab^3 \rangle \) of the subgroup \( H = \langle a, bab^{-1}, b^{-1}a^2b, b^2ab^{-2}, b^3a^{-1}b, b^{-1}ab^3 \rangle \) of the Basilica group is not normal in \( F \).

The stabilizing subgroup \( \tilde{L} \) always satisfies that \( \tilde{L} \subseteq UK \). Conditions for equality are given by the following lemma.

Lemma 5.24 The following conditions are equivalent:

(i) \( \tilde{L} = UK \),
(ii) \( (UK)^\psi \subseteq UK \) for all \( \psi \in V \), and
(iii) \( (UK)^\delta \subseteq UK \) for all \( \delta \in \Phi^* \).

Proof. We have that \( \tilde{L} = \bigcap_{\sigma \in \Phi^*} \sigma^{-1}(UK) = \bigcup_{\sigma \in V} \sigma^{-1}(UK) \). Therefore \( \tilde{L} = \bigcap_{\sigma \in \Phi^*} \sigma^{-1}(UK) = UK \) if and only if \( UK \subseteq \tilde{L} \subseteq \sigma^{-1}(UK) \) and so \( (UK)^\sigma \subseteq UK \) for all \( \sigma \in \Phi^* \). Similarly, we have \( (UK)^\psi \subseteq UK \), for all \( \psi \in V \), if and only if \( (UK)^\sigma \subseteq UK \), for all \( \sigma \in \Phi^* \).

In the style of [64], we define a binary relation \( \sim_\pi \) on the free monoid \( \Phi^* \) as follows: For \( \sigma, \delta \in \Phi^* \) we define \( \sigma \sim_\pi \delta \) if and only if there exists a homomorphism \( \gamma: \text{im} (\delta \pi) \rightarrow \text{im} (\sigma \pi) \) so that \( \sigma \pi = \delta \pi \gamma \) holds. It is known [64] that it is decidable whether or not \( \sigma \sim_\pi \delta \) holds. This yields that
Lemma 5.25 Let \( \mathcal{V} \subseteq \Phi^* \) be the finite set returned by Algorithm [D.3]. Then there exists a subset \( \tilde{\mathcal{V}} \subseteq \mathcal{V} \) with the following property: For each \( \sigma \in \Phi^* \) there exists a unique element \( \delta \in \tilde{\mathcal{V}} \) so that \( \sigma \sim_\pi \delta \) and \( \delta \) is minimal with respect to the ordering \( < \) in Lemma 5.19.

Proof. This is straight forward as the set \( \mathcal{V} \) returned by Algorithm [D.3] is an upper bound on \( \tilde{\mathcal{V}} \) because \( \sigma \sim \delta \) implies both \( \sigma \sim_\pi \delta \) or \( \delta \sim_\pi \sigma \).

Again, the set \( \tilde{\mathcal{V}} \) in Lemma 5.25 can be considered a subtree of \( \Phi^* \) or even as a subtree of \( \mathcal{V} \). The binary relation \( \sim_\pi \) is reflexive and transitive but not necessarily symmetric. The equivalence relation \( \sim \) and the relation \( \sim_\pi \) are related by the following.

Lemma 5.26 Let \( \pi : F \to \text{Sym}(UK \setminus F) \) be a permutation representation as above. For \( \sigma, \delta \in \Phi^* \), we have the following.

(i) We have \( \sigma \sim_\pi \delta \) and \( \delta \sim_\pi \sigma \) if and only if the homomorphism \( \gamma : \text{im}(\delta \pi) \to \text{im}(\sigma \pi) \) with \( \sigma \pi = \delta \pi \gamma \) is bijective.

(ii) If \( \sigma \sim \delta \), then \( \sigma \sim_\pi \delta \) and \( \delta \sim_\pi \sigma \). The converse is not necessarily true.

(iii) If \( k > 0 \) is minimal so that \( \sigma^k \sim \text{id} \), there exists a minimal positive integer \( \ell \) so that \( \ell \mid k \) and \( \sigma^\ell \sim_\pi \text{id} \). If \( \Phi = \{\sigma\} \), the set \( \tilde{\mathcal{V}} \) from Lemma 5.25 becomes \( \tilde{\mathcal{V}} = \{\text{id}, \sigma, \ldots, \sigma^{\ell-1}\} \).

(iv) If \( \ell \) is a minimal positive integer such that \( \text{id} \sim_\pi \sigma^\ell \), there exists a minimal integer \( k \geq \ell \) so that \( \sigma^k \sim \text{id} \). If \( \Phi = \{\sigma\} \), the set \( \mathcal{V} \) returned by Algorithm [D.3] becomes \( \mathcal{V} = \{\text{id}, \sigma, \ldots, \sigma^{k-1}\} \) while \( \tilde{\mathcal{V}} = \{\text{id}, \sigma, \ldots, \sigma^{\ell-1}\} \).

(v) The subgroup \( H = \langle a, b^2, \sigma b \sigma^{-1} \rangle \) of the Basilica group satisfies \( \sigma \sim_\pi \text{id} \) but there is no positive integer \( \ell > 0 \) so that \( \sigma^\ell \sim \text{id} \) holds.

Proof. If the homomorphism \( \gamma : \text{im}(\delta \pi) \to \text{im}(\sigma \pi) \) with \( \sigma \pi = \delta \pi \gamma \) is bijective, we obtain \( \sigma \pi \gamma^{-1} = \delta \pi \) and thus \( \delta \sim_\pi \sigma \). On the other hand, suppose that both \( \delta \sim_\pi \sigma \) and \( \sigma \sim_\pi \delta \) hold. Then there are homomorphisms \( \gamma : \text{im}(\sigma \pi) \to \text{im}(\delta \pi) \) and \( \tau : \text{im}(\delta \pi) \to \text{im}(\sigma \pi) \) so that \( \delta \pi = \sigma \pi \gamma \) and \( \sigma \pi = \delta \pi \tau \). This yields \( \delta \pi = \sigma \pi \gamma \sigma \pi \gamma \sigma \pi = \delta \pi \tau \sigma \pi = \sigma \pi \gamma \tau \). Hence \( \gamma \) and \( \tau \) are isomorphisms.

Since \( \sigma \sim \delta \) implies \( \sigma \pi = \delta \pi \), we immediately obtain both \( \sigma \sim_\pi \delta \) and \( \delta \sim_\pi \sigma \). The subgroup \( H = \langle a, b b^{-1}, b^2 \rangle \) of the Basilica group admits the permutation representation \( \pi : a \mapsto (1, 2, 3) \) and \( b \mapsto (1, 3, 2) \) and therefore \( \sigma^2 \sim_\pi \text{id} \) and \( \text{id} \sim_\pi \sigma^2 \). Though \( \sigma^2 \neq \pi \).

Suppose that \( k \in \mathbb{N} \) is minimal so that \( \sigma^k \sim \text{id} \) and so \( \sigma^k \pi = \pi \). Then \( \text{im}(\pi) \supseteq \text{im}(\sigma \pi) \supseteq \ldots \supseteq \text{im}(\sigma^k \pi) = \text{im}(\pi) \). There exists a minimal integer \( 0 < \ell \leq k \) such that \( \sigma^\ell \sim_\pi \text{id} \). Hence, there exists a homomorphism \( \gamma : \text{im}(\pi) \to \text{im}(\sigma^\ell \pi) \) with \( \sigma^\ell \pi = \pi \gamma \). The homomorphism \( \gamma \) is onto and, since \( \text{im}(\pi) = \text{im}(\sigma^\ell \pi) \) is finite, \( \gamma \) is bijective. As \( \ell \leq k \) holds, we can write \( k = s \ell + t \) for some \( 0 \leq t < \ell \) and \( s \in \mathbb{N} \). This yields that \( \pi = \sigma^k \pi = \sigma^\ell \sigma^t \pi = \sigma^\ell \pi \gamma^t \) and so \( \pi \gamma^{-t} = \sigma^\ell \pi \). If \( t > 0 \), the latter yields that \( \sigma^\ell \sim_\pi \text{id} \) which contradicts the minimality of \( \ell \). Thus \( t = 0 \) and \( \ell \mid k \). If \( \Phi = \{\sigma\} \), the
set \( \{ \text{id}, \sigma, \ldots, \sigma^{\ell-1} \} \) is an upper bound on the set \( \tilde{\mathcal{V}} \) from Lemma \[5.24\], because \( \sigma^{\ell} \sim_\pi \text{id} \) holds. By the minimal choice of \( \ell \), we obtain that \( \mathcal{V} = \{ \text{id}, \sigma, \ldots, \sigma^{\ell-1} \} \).

Suppose that \( \text{id} \sim_\pi \sigma^{\ell} \) holds. There exists a homomorphism \( \gamma : \text{im}(\sigma^{\ell} \pi) \to \text{im}(\pi) \) with \( \sigma^{\ell} \pi \gamma = \pi \). Since \( \gamma \) is a surjective map from a subgroup \( \text{im}(\sigma^{\ell} \pi) \leq \text{im}(\pi) \) onto \( \text{im}(\pi) \), \( \gamma \) is bijective and hence, we also have that \( \sigma^{\ell} \sim_\pi \text{id} \). Suppose that the automorphism \( \gamma \) of the finite group \( \text{im}(\pi) \), has finite order \( n \). Write \( k = nf \). Then \( \sigma^{k} \pi = \sigma^{nf} \pi = \pi \gamma^{n} = \pi \) and so \( \sigma^{k} \sim \text{id} \) and \( k \) is minimal. If \( \Phi = \{ \sigma \} \) holds, then, by the minimal choice of \( k \), we obtain \( \mathcal{V} = \{ \text{id}, \sigma, \ldots, \sigma^{k-1} \} \) for the set \( \mathcal{V} \) returned by Algorithm \[5.11\] while \( \mathcal{V} = \{ \text{id}, \sigma, \ldots, \sigma^{\ell-1} \} \) by the minimality of \( \ell \).

The permutation representation \( \pi: F \to \text{Sym}(UK/F) \) of the subgroup \( H = \langle a, b^2, bab^{-1} \rangle \) is induced by the map \( a \mapsto (\ ) \) and \( b \mapsto (1,2) \). Therefore, \( H \) satisfies that \( \sigma \sim_\pi \text{id} \), \( |\text{im}(\pi)| = 2 \), and \( |\text{im}(\sigma \pi)| = 1 \). In particular, for each \( \ell \geq 1 \), we have \( |\text{im}(\sigma^{\ell} \pi)| = 1 \). Thus there is no integer \( \ell \) so that \( \sigma^{\ell} \sim \text{id} \) holds. However, we have \( \sigma^{2} \pi = \sigma \pi \) so that the set \( \mathcal{V} = \{ \text{id}, \sigma, \sigma^{2} \} \) returned by Algorithm \[5.11\] is still finite.

The stabilizing core \( L \) introduced in Definition \[5.14\] satisfies the following

**Proposition 5.27** Let \( \mathcal{V} \subseteq \Phi^{*} \) be the finite set returned by Algorithm \[5.11\]. The stabilizing core \( L \) satisfies that

\[
L = \bigcap_{\sigma \in \mathcal{V}} \ker(\sigma \pi).
\]

The stabilizing core \( L \) is the largest \( \Phi \)-invariant subgroup of \( UK \) which is normal in \( F \) and thus \( L = \text{Core}_{F}(L) \). It is finitely generated, has finite index in \( F \), and it contains all iterated relations \( R \) of \( G \)'s \( L \)-presentation \( \langle X \mid Q \mid \Phi \mid R \rangle \). We have \( L \subseteq L \subseteq UK \subseteq F \) and \( L \subseteq \text{Core}_{F}(UK) \subseteq UK \subseteq F \).

**Proof.** By Lemma \[5.17\] the sets \( \{ \sigma \pi \mid \sigma \in \Phi^{*} \} \) and \( \{ \sigma \pi \mid \sigma \in \mathcal{V} \} \) coincide and thus we have

\[
L = \bigcap_{\sigma \in \Phi^{*}} \ker(\sigma \pi) = \bigcap_{\sigma \in \mathcal{V}} \ker(\sigma \pi).
\]

The stabilizing core \( L \) is normal in \( F \) because it is the intersection of normal subgroups. Since \( L \subseteq \ker(\pi) = \text{Core}_{F}(UK) \) holds, the stabilizing core \( L \) is contained in \( UK \). Since \( \sigma^{-1}(\ker(\pi)) = \ker(\sigma \pi) \), we have that \( L = \bigcap_{\sigma \in \Phi^{*}} \sigma^{-1}(\ker(\pi)) \). For any \( \psi \in \Phi^{*} \), we obtain

\[
\psi^{-1}(L) = \bigcap_{\sigma \in \Phi^{*}} (\sigma \psi)^{-1}(\ker(\pi)) \supseteq \bigcap_{\sigma \in \Phi^{*}} \sigma^{-1}(\ker(\pi)) = L
\]

as the first intersection is over a small set of indices. Thus \( L \) is \( \Phi^{*} \)-invariant. Let \( N \trianglelefteq UK \) be a \( \Phi^{*} \)-invariant subgroup which is normal in \( F \). Then \( N \leq \text{Core}_{F}(UK) = \ker(\pi) \) and so \( N \subseteq \sigma^{-1}(N) \subseteq \sigma^{-1}(\ker(\pi)) \) for each \( \sigma \in \Phi^{*} \). Thus \( N \subseteq \bigcap_{\sigma \in \Phi^{*}} \sigma^{-1}(\ker(\pi)) = L \). The stabilizing core \( L \) has finite index in \( F \) because it is the intersection of finitely many finite index subgroups \( \ker(\sigma \pi) \) with \( \sigma \in \mathcal{V} \).

The stabilizing core \( L \) is finitely generated as a finite index subgroup of a finitely generated free group \( F \). Let \( r \in R \) be an iterated relator of \( G \)'s \( L \)-presentation \( \langle X \mid Q \mid \Phi \mid R \rangle \).
Then, for each $\sigma \in \mathcal{V}$, the image $r^\sigma$ is a relator of $G$. Thus $r \in \ker(\sigma \pi)$ and $r \in L$.

As $L$ is a $\Phi$-invariant subgroup of $UK$, we have $L \subseteq \tilde{L}$ by Proposition \ref{prop:invariance}. Moreover, $L \subseteq \ker(\pi) = \text{Core}_F(UK)$. \hfill \Box

Since the stabilizing core $L$ contains the iterated relations $\mathcal{R}$ of the $L$-presentation, it also contains the normal closure $(\bigcap_{\sigma \in \Phi^*} \mathcal{R}^\sigma)^F$. We obtain the immediate

**Corollary 5.28** If $G = \langle X \mid Q \mid \Phi \mid \mathcal{R} \rangle = \langle X \mid \emptyset \mid \Phi \mid Q \cup \mathcal{R} \rangle$ is invariantly $L$-presented, we have $K \subseteq L \subseteq \tilde{L} \subseteq UK \subseteq F$. The subgroup $H \cong UK/K \leq F/K$ contains the $\Phi$-invariant normal subgroup $L/K$. The index $[UK/K : L/K] = [UK : L]$ is finite.

The subgroup $H$ in Corollary \ref{cor:invariance} is a finite extension of $L/K$. Since the stabilizing core $L$ is the largest $\Phi$-invariant subgroup which is normal in $F$, the stabilizing subgroup $\tilde{L}$ is normal in $F$ if and only if $L \subseteq \tilde{L}$ holds. More precisely, we have the following

**Lemma 5.29** We have $L = \tilde{L}$ if and only if $\tilde{L} \subseteq \text{Core}_F(UK)$.

**Proof.** We have $L \subseteq \tilde{L}$ and $\tilde{L}^\sigma \subseteq \tilde{L}$ for each $\sigma \in \Phi^*$. If $L = \tilde{L}$, then $L = \tilde{L} \subseteq \text{Core}_F(UK)$. If $\tilde{L} \subseteq \text{Core}_F(UK) = \ker(\pi)$, then $\tilde{L} \subseteq \sigma^{-1}(\tilde{L}) \subseteq \sigma^{-1}(\ker(\pi))$ for all $\sigma \in \Phi^*$. Thus $\tilde{L} \subseteq \bigcap_{\sigma \in \Phi^*} \sigma^{-1}(\ker(\pi)) = L$. \hfill \Box

If $UK \subseteq F$ is a normal subgroup, then $\tilde{L} \subseteq UK = \text{Core}_F(UK)$. Hence, we obtain the immediate

**Corollary 5.30** If $UK \subseteq F$, then $L = \tilde{L}$.

Note the following

**Remark 5.31** There are subgroups that satisfy $\text{Core}_F(UK) \subset \tilde{L}$. For instance, the subgroup $H = \langle a, b^2, ba^2b^{-1}, bab^{-2}a^{-1}b^{-1} \rangle$ of the Basilica group is $\Phi$-invariant (and hence $\tilde{L} = UK$ by Lemma \ref{lem:invariance}) but not normal in $G$.

There are subgroups that satisfy $\tilde{L} \subseteq \text{Core}_F(UK)$. For instance, the subgroup $H = \langle a^2, b, aba^{-1} \rangle$ of the Basilica group has index 2 in $G$ (and thus it is normal in $G$); though the subgroup $H$ is not $\sigma$-invariant.

There are subgroups that neither satisfy $\tilde{L} \subseteq \text{Core}_F(UK)$ nor $\text{Core}_F(UK) \subseteq \tilde{L}$. For instance, the subgroup $H = \langle a, bab^{-1}, b^{-1}a^2b, b^2ab^2, b^3a^{-1}b \rangle$ of the Basilica group satisfies $[F : \tilde{L}] = [F : \text{Core}_F(UK)]$ and $\tilde{L} \neq \text{Core}_F(UK)$.

### D.6 The Reidemeister-Schreier Theorem

In this section, we finally prove our variant of the Reidemeister-Schreier Theorem in Theorem \ref{thm:reidemeister-schreier}. For this purpose, let $G = \langle X \mid Q \mid \Phi \mid \mathcal{R} \rangle$ be a finitely $L$-presented group and let $H \leq G$ be a finite index subgroup given by its generators $g_1, \ldots, g_n$. We consider the generators $g_1, \ldots, g_n$ as elements of the free group $F$ over $X$. Denote the normal closure of the relations of $G$ by $K = \langle Q \cup \bigcup_{\sigma \in \Phi^*} \mathcal{R}^\sigma \rangle^F$ and let $U = \langle g_1, \ldots, g_n \rangle \leq$
$F$. Then $H \cong UK/K$. If $T \subseteq F$ denotes a Schreier transversal for $UK$ in $F$, the
Reidemeister-Schreier Theorem in Section D.3 shows that the subgroup $H$ admits the

group presentation

$$H \cong \left\langle Y \mid \{\tau(tqt^{-1}) \mid t \in T, q \in Q\} \cup \bigcup_{\sigma \in \Phi^*} \{\tau(tr^\sigma t^{-1}) \mid t \in T, r \in R\} \right\rangle,$$

(6.7)

where $\tau$ denotes the Reidemeister rewriting. We will construct a finite $L$-presentation
from the group presentation in Eq. (6.7). First, we note the following

**Theorem 6.32** Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be an invariantly finitely $L$-presented group and let $H \subseteq G$ be a $\Phi$-invariant normal subgroup with finite index in $G$. Every invariantly
$L$-presented group can be considered as an ascendingly $L$-presented group. Thus, we may consider $Q = \emptyset$. Consider the notation introduced above. As $G$ is invariantly $L$-
presented, we have $K^\sigma \subseteq K$ for each $\sigma \in \Phi^*$. Since the subgroup $H$ is $\Phi$-invariant, we also $(UK)^\sigma \subseteq UK$ for each $\sigma \in \Phi^*$. Then Lemma 5.24 shows that $\tilde{L} = UK$. Moreover, as
$UK \subseteq F$, we have $L = \tilde{L}$ and thus $UK = L = L$. Let $t \in T$ be given. As $UK \subseteq F$, the map
$\delta_t : UK \rightarrow UK, \ y \mapsto tyt^{-1}$ defines an automorphism of $UK$. The Reidemeister rewriting
$\tau : UK \rightarrow F(Y)$ is an isomorphism of free groups and therefore the endomorphisms $\Phi \cup \{\delta_t \mid t \in T\}$ of $UK$ translate to endomorphisms $\widehat{\Phi} \cup \{\widehat{\delta_t} \mid t \in T\}$ of the free group $F(Y)$. Consider the invariant finite $L$-presentation

$$\langle Y \mid \emptyset \mid \widehat{\Phi} \cup \{\widehat{\delta_t} \mid t \in T\} \mid \{\tau(r) \mid r \in R\} \rangle.$$

(6.8)

In order to prove that the finite $L$-presentation in Eq. (6.8) defines the subgroup $H$, it suffices to prove that each relation of the presentation in Eq. (6.7) is a consequence of the relations of the $L$-presentation in Eq. (6.8) and vice versa. For $t \in T$, $r \in R$, and $\sigma \in \Phi^*$, we consider the relation $\tau(t \sigma t^{-1})$ of the group presentation in Eq. (6.7).

Clearly, this relation is a relation in the finite $L$-presentation in Eq. (6.8) because there exists $\widehat{\delta} \in \widehat{\Phi}^*$ so that $\tau(t \sigma t^{-1}) = \tau(t \sigma t^{-1})$. Then $\tau(t \sigma t^{-1}) \in \Phi^*$ and $\delta_t \in \Phi \cup \{\delta_t \mid t \in T\}$, where $1 \in T$ and $\Phi = \Phi \cup \{\delta_1 \mid 1 \in T\}$. Since $1 \in T$ and $\Phi \in \Phi^*$, we can write each image of an element $\widehat{\delta} \in \Psi$ as $\tau(g) \widehat{\delta} = \tau(g \delta t^{-1})$ for some $t \in T$ and $\delta \in \Phi$ where $t$ or $\delta$ is possibly trivial. Since $\widehat{\delta} \in \Phi^*$, we can write $\widehat{\delta} = \widehat{\delta_1} \cdots \widehat{\delta_n}$ with each $\widehat{\delta_i} \in \Psi$. The image $\tau(r) \widehat{\delta}$ has the form

$$\tau(r) \widehat{\delta} = \tau(t_1 \cdots \tau_{t_2} \cdots \tau_{t_n} t_{t_2} \cdots \tau_{t_n} t_{t_2} \cdots \tau_{t_n} t_{t_2} \cdots \tau_{t_n} \cdots t_{t_n}^{-1}).$$

Since $T$ is a transversal for $UK$ in $F$, we can write $t_1 \cdots t_2 \cdots t_n = u t$ with $t \in T$ and $u \in UK$. This yields that $\tau(r) \widehat{\delta} = \tau(u \ t \ t_2 \cdots \tau_{t_n} \ t_{t_2} \cdots \tau_{t_n} \ t_{t_2} \cdots \tau_{t_n} \ t_{t_2} \cdots \tau_{t_n} \ t_{t_2} \cdots \tau_{t_n} \ t_{t_2} \cdots \tau_{t_n} \ \cdots t_{t_n}^{-1})$.

The latter relation $\tau(t \sigma t^{-1})$ is a relation of the group presentation in Eq. (6.7). In summary, each relation of the group presentation in Eq. (6.7) is a consequence of the finite $L$-presentation in Eq. (6.8) and vice versa. 

\qed
In order to prove Reidemeister-Schreier Theorem \ref{thm:RS} for finitely $L$-presented groups, we need to consider finite index subgroups that are not normal. For this purpose, we need to construct the relations $\tau(t^r s^{-1})$ with $t \in \mathcal{T}$, $r \in \mathcal{R}$, and $\sigma \in \Phi$ in Eq. \eqref{eq:iterated_image}. The overall strategy in this paper is to construct the relations as iterated images of the form $\tau(s^{-1})$ for $s \in \mathcal{T}$ and some $\hat{s} \in \hat{\Phi}$. If the subgroup $H$ is normal as in Proposition \ref{prop:invariant}, the conjugation action $\delta_t: UK \to UK$ enables us to first construct the image $\tau(s^{-1})$ and then to consider the conjugates $\tau(s^{-1})^t = \tau(t^r s^{-1})$. However, in general, it is not sufficient to take as iterated relations those $\tau(t^r s^{-1}) = \tau(t^r s^{-1} \sigma)$, with $t \in \mathcal{T}$ and $r \in \mathcal{R}$, as $\sigma$ may not be invertible over $\{t^r \mid t \in \mathcal{T}\}$. More precisely, we have the following.

\textbf{Remark 6.33} Let $H = \langle a, b^2, ba^3b^{-1}, bab^{-2}ab^{-1}, ba^{-1}b^{-2}ab^{-1} \rangle$ be a subgroup of the Basilica group $G$. The subgroup $H$ is $\sigma$-invariant and thus we can consider the iterated images $\{\tau(s^{-1}) \mid s \in \mathcal{R}, \sigma \in \Phi\}$. A Schreier transversal $\mathcal{T}$ for $H$ in $G$ is given by $\mathcal{T} = \{1, b, ba, ba^2, bab, bab^2\}$. We have $\mathcal{T}^\sigma = \{1, a, ab^2, ab^4, ab^2a, ab^4a\}$. Note that $\mathcal{T}^\sigma \subseteq \text{UK}$ holds. Thus we cannot ensure that the iterated images $\{\tau(t^r s^{-1}) \mid r \in \mathcal{R}, t \in \mathcal{T}, \sigma \in \Phi\}$ contain all relations in Eq. \eqref{eq:iterated_image}. As the subgroup $H$ is not normal in $G$, we cannot consider the conjugate action as well. However, an invariant finite $L$-presentation for the subgroup $H$ can be computed with Theorem \ref{thm:finite_l_presentation} as the subgroup $H$ is leaf-invariant (see Section \ref{sec:leaf_invariant} below).

In the following, we use Theorem \ref{prop:variant_RS} to prove our variant of the Reidemeister-Schreier Theorem for invariantly finitely $L$-presented groups first.

\textbf{Proposition 6.34} Every finite index subgroup of an invariantly finitely $L$-presented group is finitely $L$-presented.

\textit{Proof.} Let $H$ be a finite index subgroup of an invariantly finitely $L$-presented group $G = F/K$. By Corollary \ref{cor:invariant}, the subgroup $H \cong UK/K$ contains a normal subgroup $L/K$ with finite index in $G$ that is $\Phi$-invariant. By Theorem \ref{prop:variant_RS} the subgroup $L/K \leq F/K$ is finitely $L$-presented. The subgroup $H$ is a finite extension of a finitely $L$-presented group and, thus, by Corollary \ref{cor:extension} the subgroup $H$ is finitely $L$-presented. \qed

Recall that we do not have a method to construct an invariant $L$-presentation for a finite extension of an invariantly $L$-presented group. Therefore, we cannot ensure invariance of the finite $L$-presentation obtained from Corollary \ref{cor:invariant}. In Section \ref{sec:leaf_invariant} we study conditions on a subgroup of an invariantly $L$-presented group that ensure the invariance of the subgroup $L$-presentation. First, we complete our proof of Theorem \ref{thm:invariant}.

\textit{Proof of Theorem \ref{thm:RS} (1)} Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group and let $H$ be a finite index subgroup of $G$. Denote the free group over $X$ by $F$. Define the normal subgroups $K = \langle Q \cup \bigcup_{\sigma \in \Phi} R^\sigma \rangle^F$ and $M = \left( \bigcup_{\sigma \in \Phi} R^\sigma \right)^F$. Let $U \leq F$ be generated by the generators of $H$ so that $H \cong UK/K$ holds. Then we have $M \leq K \leq F$ and $G = F/K$. Further, the group $J = F/M$ is invariantly finitely $L$-presented by $\langle X \mid \emptyset \mid \Phi \mid R \rangle$ and it naturally maps onto $G$. The subgroup $UK/M \leq F/M$ has finite index in $J$ as $[F : UK]$ is finite. By Proposition \ref{prop:invariant}, the subgroup $UK/M$ of the invariantly finitely
L-presented group $J = F/M$ is finitely $L$-presented. The exact sequence $1 \to K/M \to UK/M \to UK/K \to 1$ yields that $H \cong UK/K \cong (UK/M)/(K/M)$ where the kernel $K/M$ is finitely generated as a normal subgroup by the image of the fixed relations in $Q$. By Proposition 2.9, $H$ is finitely $L$-presented as a factor group of the finitely $L$-presented group $UK/M$ whose kernel is finitely generated as a normal subgroup. \hfill \Box

\section*{D.7 Invariant Subgroup $L$-Presentations}

The algorithms in [9][6] are much more efficient on invariant $L$-presentations. Therefore, we study conditions on a subgroup of an invariantly $L$-presented group to be invariantly $L$-presented itself. By Theorem 6.32, each $\Phi$-invariant normal subgroup $H$ of an invariantly finitely $L$-presented group $G = \langle X \mid Q \mid \Phi \mid R \rangle$ is invariantly finitely $L$-presented as soon as $[G : H]$ is finite.

Consider the notion introduced in Section D.6 and let $\pi: F \to Sym(UK\setminus F)$ be a permutation representation as usual. Recall that the subgroup $H$ is \textit{leaf-invariant}, if the $\pi$-leafs

$$\Psi = \{ \psi \delta \mid \psi \in \Phi, \delta \in \mathcal{V}, \psi \delta \notin \mathcal{V}, \psi \delta \pi = \pi \},$$

of $\mathcal{V}$ satisfy $\Psi = \{ \psi \delta \mid \psi \in \Phi, \delta \in \mathcal{V}, \psi \delta \notin \mathcal{V} \}$. This definition yields the following

\begin{theorem}
Each leaf-invariant, finite index subgroup of an invariantly finitely $L$-presented group is invariantly finitely $L$-presented.
\end{theorem}

\begin{proof}
Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be invariantly finitely $L$-presented and let $H \leq G$ be a leaf-invariant finite index subgroup of $G$. Clearly, we can consider $Q = \emptyset$ in the following. The $\pi$-leafs $\Psi$ satisfy $\Psi = \{ \psi \delta \mid \psi \in \Phi, \delta \in \mathcal{V}, \psi \delta \notin \mathcal{V} \}$. By Lemma 5.24, each $\pi$-leaf $\psi \delta \in \Psi \subseteq \Phi^*$ defines an endomorphism of the subgroup $UK$. Moreover, Lemma 5.21 shows that each $\sigma \in \Phi^*$ can be written as $\sigma = \vartheta \delta$ with $\vartheta \in \mathcal{V}$ and $\delta \in \Psi^*$. Consider the finite $L$-presentation

$$\langle \mathcal{V} \mid \emptyset \mid \{ \widehat{\psi} \delta \mid \psi \delta \in \Psi \} \mid \{ \tau(tr^\vartheta t^{-1}) \mid \vartheta \in \mathcal{V}, r \in \mathcal{R}, t \in \mathcal{T} \} \rangle,$$

where $\mathcal{V}$ denotes the Schreier generators of $UK$, $\widehat{\psi} \sigma$ denotes the endomorphism of the free group $F(\mathcal{V})$ induced by the endomorphisms $\psi \delta$ of $UK$, and $T$ is a Schreier transversal for $UK$ in $F$. For $t \in \mathcal{T}$, $\sigma \in \Phi^*$, and $r \in \mathcal{R}$, the relation $\tau(tr^\vartheta t^{-1})$ of the group presentation in Eq. (D.7) can be obtained from the $L$-presentation in Eq. (D.9) as follows:

Since each $\sigma \in \Phi^*$ can be written as $\sigma = \vartheta \delta$ with $\vartheta \in \mathcal{V}$ and $\delta \in \Psi^*$, we claim that the relation $\tau(tr^\vartheta t^{-1})$ is a consequence of the image $\tau(tr^\vartheta t^{-1})\delta$. The latter image satisfies that $\tau(tr^\vartheta t^{-1})\delta = \tau(t^\vartheta r^\vartheta t^{-1} \delta) = \tau(t^\vartheta r^\vartheta t^{-1} \delta)$. As $\delta \in \Psi^*$, we can write $\delta = \delta_1 \cdots \delta_n$ with each $\delta_i \in \Psi$. Recall that $\delta_0 \pi = \pi$ holds. Thus the right-coset $UK \cdot t^\delta = UK t$ satisfies that $UK t^\delta = UK t$ and therefore $UK t^\delta_1 \cdots t^\delta_n = UK t$. Hence, there exists $u \in UK$ so that $t^\delta = ut$ and we obtain

$$\tau(tr^\vartheta t^{-1})\delta = \tau(t^\vartheta r^\vartheta t^{-1} \delta) = \tau(u t^\vartheta t^{-1} u^{-1}) = \tau(u) \tau(t) \tau(u)^{-1}$$
which is a consequence of $\tau(t r^a t^{-1})$ and vice versa. Similarly, every relation of the $L$-presentation in Eq. (D.9) is a consequence of the relations in Eq. (D.7). Therefore, the invariant finite $L$-presentation in Eq. (D.9) defines the leaf-invariant finite index subgroup $H$. □

For finite $L$-presentations $\langle X \mid Q \mid \Phi \mid R \rangle$ with $\Phi = \{\sigma\}$, the leaf-invariance of the subgroup $H$ yields the existence of a positive integer $j$ so that $\sigma^j \pi = \pi$ holds. If we assume the positive integer $j$ to be minimal, then $V = \{id, \sigma, \ldots, \sigma^{j-1}\}$ and $\Psi = \{\sigma^j\}$. In this case, the invariant finite $L$-presentation in Eq. (D.9) becomes

$$H \cong \langle V \mid \emptyset \mid \{\sigma^j\} \mid \{\tau(t r^a t^{-1}) \mid t \in T, r \in R, 0 \leq i < j\}\rangle.$$ 

Note that the subgroup $H$ in Theorem (7.35) is not necessarily normal in $G$. However, leaf-invariance of a subgroup is a restrictive condition on the subgroup. We try to weaken this condition with the following

**Definition 7.36** Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be a finitely $L$-presented group and let $H \leq G$ be a finite index subgroup with permutation representation $\pi$. The subgroup $H$ is weakly leaf-invariant, if

$$\Psi = \{\psi \delta \mid \psi \in \Phi, \delta \in \tilde{V}, \psi \delta \not\in \tilde{V}, \psi \delta \sim_\pi \text{id}\}$$

satisfies $\Psi = \{\psi \delta \mid \psi \in \Phi, \delta \in \tilde{V}, \psi \delta \not\in \tilde{V}\}$. 

The notion of a weakly leaf-invariant subgroup is less restrictive than leaf-invariance as the low-index subgroups of the Basilica group suggest: Among the 4956 low-index subgroups of the Basilica group with index at most 20 there are 2539 weakly leaf-invariant subgroups; only 156 of these subgroups are leaf-invariant. More precisely, Table (7.1) shows the number of subgroups (≤) that are normal (≤), maximal (max), leaf-invariant (l.i.), weakly leaf-invariant (w.l.i.), and the number of subgroups that are weakly leaf-invariant and normal (≤ + w.l.i.). For finite $L$-presentations $\langle X \mid Q \mid \Phi \mid R \rangle$ with $\Phi = \{\sigma\}$, each leaf-invariant subgroup is weakly leaf-invariant by Lemma (5.26) (iii). On the other hand, a weakly leaf-invariant subgroup with $\Phi = \{\sigma\}$ such that $\text{id} \sim_\pi \sigma^l$ holds, is leaf-invariant by Lemma (5.26) (iv). There are subgroups of a finitely $L$-presented group that are weakly leaf-invariant but not leaf-invariant; see Lemma (5.26) (v). If $\Phi$ contains more than one generator, we may ask the following

**Question 7.37** Is every leaf-invariant subgroup weakly leaf-invariant?

The problem is that Definitions (5.20) and (7.36) depend on the minimal sets $V$ and $\tilde{V}$ which satisfy $\tilde{V} \subset V$ but which may differ in general. We do not have an answer to this question. Moreover, the sets $V$ and $\tilde{V}$ in the Definitions (5.20) and (7.36) may also depend on choice of the ordering $\prec$ in Algorithm (D.1) However we have the following

**Lemma 7.38** The conditions leaf-invariance and weak leaf-invariance do not depend on the choice of the ordering $\prec$ in Algorithm (D.7).
Table D.1: Subgroups of the Basilica group with index at most 20.

<table>
<thead>
<tr>
<th>index</th>
<th>≤</th>
<th>≤ max</th>
<th>l.i.</th>
<th>w.l.i</th>
<th>≤ + w.l.i</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>6</td>
<td>11</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>39</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>8</td>
<td>15</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>163</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>9</td>
<td>115</td>
<td>13</td>
<td>9</td>
<td>49</td>
<td>52</td>
</tr>
<tr>
<td>10</td>
<td>83</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>11</td>
<td>23</td>
<td>12</td>
<td>23</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>355</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>98</td>
</tr>
<tr>
<td>13</td>
<td>27</td>
<td>14</td>
<td>27</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>115</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>15</td>
<td>77</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>16</td>
<td>1843</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>1531</td>
</tr>
<tr>
<td>17</td>
<td>35</td>
<td>18</td>
<td>35</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>18</td>
<td>1047</td>
<td>44</td>
<td>0</td>
<td>0</td>
<td>366</td>
</tr>
<tr>
<td>19</td>
<td>39</td>
<td>20</td>
<td>39</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>939</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>158</td>
</tr>
</tbody>
</table>

Proof. We prove this lemma by constructing the set $V$ returned by Algorithm D.1 (the set $\tilde{V}$ from Lemma 5.26) independently from the ordering $\prec$ provided that the subgroup is (weakly) leaf-invariant. Let $\pi: F \to \text{Sym}(UK\setminus F)$ be the permutation representation as usual and assume that the subgroup is leaf-invariant. For each $j \geq 0$, we write $\Phi^{(j)} = \{ \sigma \in \Phi^\ast \mid \|\sigma\| = j \}$. Define $W_0 = \{ \text{id} \}$ and recursively $W_{n+1} = \{ \sigma \in \Phi W_n \mid \sigma \pi \neq \pi \} \subseteq \Phi^{(n+1)}$. Let $W = \bigcup_{n \geq 0} W_n$. Clearly, the construction of $W$ does not depend on the ordering $\prec$ in Algorithm D.1. We show that the sets $W$ and $V$ coincide. Write $S_j = V \cap \Phi^{(j)}$ and $T_j = W \cap \Phi^{(j)}$. Then $S_0 = \{ \text{id} \} = T_0$. In order to prove that $W = V$ holds, it suffices to show that $S_j = T_j$ for each $j \geq 0$. Suppose that, for $n \in N_0$, we have $S_j = T_j$ for all $j < n$ while $S_n \neq T_n$. If $\sigma \in S_n = V \cap \Phi^{(n)}$, it is contained in $V$ and hence it satisfies $\sigma \pi \neq \pi$. Moreover, we have $\sigma \in \Phi S_{n-1} = \Phi T_{n-1}$ and thus $\sigma \in T_n$. If $\sigma \in T_n = W \cap \Phi^{(n)}$ but $\sigma \notin S_n$, then $\sigma = \psi \delta$ with $\psi \in \Phi$ and $\delta \in T_{n-1} = S_{n-1} \subseteq V$. Note that $\sigma$ satisfies $\sigma = \psi \delta$ with $\delta \in V$, $\psi \in \Phi$, and $\sigma = \psi \delta \notin V$. Hence $\sigma$ is a $\pi$-leaf. Since the subgroup $H$ is leaf-invariant we have $\sigma \pi = \pi$. This is a contradiction to $\sigma \in T_n$.

For proving the statement for weak leaf-invariance, the same arguments as above and the construction $\hat{S}_0 = \{ \text{id} \}$ and $\hat{S}_n = \{ \sigma \in \Phi S_n \mid \sigma \neq \pi \text{ id} \}$ apply. \qed
The subgroup $J = \langle x_1, x_2, x_3, x_4, x_5^{-1}, x_6^3 \rangle$ of the subgroup $H$ in Section 14 is weakly leaf-invariant but it is not leaf-invariant. The notion of a weakly leaf-invariant subgroup yields the following

**Lemma 7.39** A normal subgroup $UK \trianglelefteq F$ is $\sigma$-invariant if and only if $\sigma \sim_{\pi} \text{id}$.

**Proof.** Since $UK \trianglelefteq F$, we have $UK = \text{Core}_F(UK) = \ker(\pi)$. Thus $\text{im} (\pi) \cong F/\ker(\pi) = F/UK$. If $UK$ is $\sigma$-invariant, then $\sigma$ induces an endomorphism $\sigma : F/UK \to F/UK$ and, as $F/UK \cong \text{im} (\pi)$, it induces an endomorphism $\gamma : \text{im} (\pi) \to \text{im} (\pi)$ so that the diagram

$$
\begin{array}{ccc}
F & \xrightarrow{\sigma} & F \\
\pi \downarrow & & \downarrow \pi \\
\text{im} (\pi) & \xrightarrow{\gamma} & \text{im} (\pi)
\end{array}
$$

commutes. Thus $\sigma \sim_{\pi} \text{id}$. If, on the other hand, $\sigma \pi = \pi \gamma$ holds for a homomorphism $\gamma : \text{im} (\pi) \to \text{im} (\pi)$, each $g \in UK = \ker(\pi)$ satisfies $1 = 1^\gamma = (g^\gamma)^\gamma = g^{\pi \gamma} = (g^\sigma)^{\pi}$. Hence $g^{\sigma} \in \ker(\pi) = UK$ and thus, $UK$ is $\sigma$-invariant.

Lemma 7.39 yields that a $\Phi$-invariant normal subgroup is weakly leaf-invariant. However, there exist subgroups which are weakly leaf-invariant but not $\Phi$-invariant (e.g. the subgroup $H = \langle a, bab^{-1}, b^2 \rangle$ of the Basilica group in Section 14 satisfies $\sigma^2 \sim_{\pi} \text{id}$ but not $\sigma \sim_{\pi} \text{id}$; thus, it is weakly leaf-invariant but not $\Phi$-invariant). The condition $UK \trianglelefteq F$ in Lemma 7.39 is necessary, as we have the following

**Remark 7.40** The condition $UK \trianglelefteq F$ in Lemma 7.39 is necessary, as the subgroup $H = \langle a, b^2, bab^{-1}, bab^{-2}a^{-1}b^{-1}, ba^{-1}b^{-2}ab^{-1} \rangle$ of the Basilica group $G$ is not normal in $G$, it satisfies $(UK)^\sigma \subseteq UK$; however, it does not satisfy $\sigma \sim_{\pi} \text{id}$.

On the other hand, the subgroup $H = \langle a, bab, ba^{-1}b, b^2 \rangle$ of the Basilica group $G$ satisfies $\sigma \sim_{\pi} \text{id}$ but it does not satisfy $(UK)^\sigma \subseteq UK$ as $[F : \text{Core}_F(UK)] = [F : \hat{L}] = 8 \neq 4 = [F : UK]$.

A weakly leaf-invariant normal subgroup satisfies the following variant of our Reidemeister-Schreier Theorem:

**Theorem 7.41** A weakly leaf-invariant normal subgroup which has finite index in an invariantly finitely $\mathcal{L}$-presented group is invariantly finitely $\mathcal{L}$-presented.

**Proof.** Let $G = \langle X \mid Q \mid \Phi \mid R \rangle$ be invariantly finitely $\mathcal{L}$-presented and let $H \cong UK/K$ be a finite index normal subgroup of $G$. As usual, we may consider $Q = \emptyset$ as $G$ is invariantly $\mathcal{L}$-presented. Let $\hat{\mathcal{V}} \subseteq \mathcal{V}$ be the set from Lemma 7.26. Since $H$ is weakly leaf-invariant, the weak-leaves $\Psi$ in Definition 7.38 satisfy $\Psi = \{ \psi \delta \mid \psi \in \Phi, \delta \in \hat{\mathcal{V}}, \psi \delta \not\in \mathcal{V} \}$. By Lemma 7.39, each $\psi \delta \in \Psi$ induces an endomorphism of the normal subgroup $UK \trianglelefteq F$.

Let $\mathcal{T}$ be a Schreier transversal for $UK$ in $F$ and let $\mathcal{Y}$ denote the Schreier generators of the subgroup $UK$. Then each endomorphism $\psi \delta \in \Psi$ of $UK$ translates to an endomorphism $\hat{\psi} \delta$ of the free group $F(\mathcal{Y})$. Consider the invariant finite $\mathcal{L}$-presentation

$$
\langle \mathcal{Y} \mid \emptyset \mid \{ \hat{\psi} \delta \mid \psi \delta \in \Psi \} \cup \{ \delta_t \mid t \in \mathcal{T} \} \mid \{ \tau (r^\sigma) \mid r \in \mathcal{R}, \sigma \in \hat{\mathcal{V}} \} \rangle, \quad (D.10)
$$
where $\delta_t$ denotes the endomorphism of $UK$ which is induced by conjugation by $t \in T$. The finite $L$-presentation in Eq. (D.10) defines the normal subgroup $H$. This statement follows with the same techniques as above; in particular, it follows from rewriting the presentation in Eq. (D.7).

The subgroup $H$ in Section D.4 is a normal subgroup satisfying $\sigma^2 \sim_{\pi} \text{id}$. Hence, Theorem 7.11 shows that this subgroup is invariantly finitely $L$-presented. Even non-invariant $L$-presentations may give rise to invariant subgroup $L$-presentations as the following shows:

**Remark 7.42** There are non-invariant $L$-presentation $G = \langle X \mid Q \mid \Phi \mid R \rangle$ and finite index subgroups $H \leq G$ that satisfy $(UK)^\sigma \subseteq UK$ for each $\sigma \in \Phi^*$. For instance, the finite $L$-presentation of Baumslag’s group $G$ in [D.4] is non-invariant (see the proof of Proposition 2.2) while its index-3 subgroup $H = \langle a^3, b, t \rangle$ satisfies $(UK)^\sigma \subseteq UK$ for each $\sigma \in \Phi$. The subgroup $H$ even admits an invariant $L$-presentation over the generators $x = a^3$ and $y = a^2ta^{-2}$ given by

$$\langle \{x, y \} \mid \emptyset \mid \{ \delta_t, \delta_{t^2} \} \mid \{ y^{-1}xy^{-4} \} \rangle$$

where $\delta_t$ is induced by the map $x \mapsto x$ and $y \mapsto xy^{-3}$ and $\delta_{t^2}$ is induced by the map $x \mapsto x$ and $y \mapsto xy^{-2}$.

The finite $L$-presentations for finite index subgroups in Proposition 6.34, Theorem 7.35 and Theorem 7.41 are derived from the group's $L$-presentation $\langle X \mid Q \mid \Phi \mid R \rangle$ by restricting to those endomorphisms in $\Phi^*$ which restrict to the subgroup. However, there are subgroups of an invariantly $L$-presented group so that no endomorphism from $\Phi^*$ restricts to the subgroup. In this case the finite $L$-presentation for the finite index subgroup needs to be constructed as a finite extension of the finitely $L$-presented stabilizing core $L$ as in the proof of Theorem 7.1. The following remark gives an example of a subgroup of the invariantly finitely $L$-presented Basilica group so that no endomorphism from $\Phi^*$ restricts to the subgroup.

**Remark 7.43** Let $H = \langle b^2, a^3, ab^2a^{-1}, a^{-1}b^2a, bab^{-1}a \rangle$ denote a subgroup of the Basilica group $G$. Then $H$ is a normal subgroup with index 6 in $G$. We are not able to find an invariant finite $L$-presentation for $H$.

The subgroup $H$ admits the permutation representation $\pi: F \to \text{Sym}(UK \setminus F)$. We have

$$\pi: \left\{ \begin{array}{l}
    a \mapsto (1, 2, 3)(4, 6, 5) \\
    b \mapsto (1, 4)(2, 5)(3, 6)
\end{array} \right. \quad \text{and} \quad \sigma\pi: \left\{ \begin{array}{l}
    a \mapsto () \\
    b \mapsto (1, 2, 3)(4, 6, 5)
\end{array} \right. $$

as well as

$$\sigma^2\pi: \left\{ \begin{array}{l}
    a \mapsto (1, 3, 2)(4, 5, 6) \\
    b \mapsto ()
\end{array} \right. \quad \text{and} \quad \sigma^3\pi: \left\{ \begin{array}{l}
    a \mapsto () \\
    b \mapsto (1, 3, 2)(4, 5, 6).
\end{array} \right. $$

Clearly, $\sigma^3 \sim_{\pi} \sigma$ but, for each $0 < \ell < 3$, we do not have $\sigma^\ell \sim_{\pi} \text{id}$. The homomorphism $\gamma: \text{im}(\sigma\pi) \to \text{im}(\sigma^3\pi)$ with $\sigma^3\pi \sigma = \sigma \pi \gamma$ is bijective. Suppose there existed $\sigma^n \in \Phi^*$ so
that the subgroup \( UK \) is \( \sigma^n \)-invariant. By Lemma 7.39 the normal subgroup \( UK \) is \( \sigma^n \)-invariant if and only if \( \sigma^n \sim_n \text{id} \) holds. Clearly \( n > 3 \). Since \( \sigma^n \sim_n \text{id} \), there exists a homomorphism \( \psi: \text{im}(\pi) \to \text{im}(\sigma^n \pi) \) so that \( \sigma^n \pi = \pi \psi \). We obtain \( \pi \psi = \sigma^n \pi = \sigma^{n-3} \sigma^3 \pi = \sigma^{n-3} \sigma \pi \gamma = \sigma^{n-2} \pi \gamma \). Iterating this rewriting process eventually yields a positive integer \( 0 \leq \ell < 3 \) so that \( \pi \psi = \sigma^n \pi = \sigma^\ell \pi \gamma^m \) for some \( m \in \mathbb{N} \). As \( \gamma \) is bijective, this yields that \( \sigma^\ell \pi = \pi \psi \gamma^{-m} \) and hence \( \sigma^\ell \sim_n \text{id} \); a contradiction. Thus there is no positive integer \( n \in \mathbb{N} \) so that \( \sigma^n \sim_n \text{id} \). Hence, no substitution in \( \Phi^* \) restricts to the subgroup \( UK \).

Our method to compute a finite \( L \)-presentation for the subgroup \( H \) in Remark 7.43 is therefore given by our explicit proof of Theorem 7.1. If the subgroup \( H \) in Remark 7.43 admits an invariant finite \( L \)-presentation, the substitutions may not be related to the substitutions \( \Phi \) of the finite \( L \)-presentation \( \langle \mathcal{X} \mid Q \mid \Phi \mid R \rangle \) of the Basilica group in Proposition 4.13. It is neither clear to us whether \( H \) admits an invariant finite \( L \)-presentation at all nor do we know how to possibly prove that \( H \) does not admit such invariant finite \( L \)-presentation.

D.8 Examples of Subgroup \( L \)-Presentations

In this section, we consider the subgroup \( H = \langle a, bab^{-1}, b^3 \rangle \) of the Basilica group \( G \) as in Section D.4. We demonstrate how our methods apply to this subgroup and, in particular, how to compute the \( L \)-presentation in Section D.4.

Coset-enumeration for finitely \( L \)-presented groups [67] allows us to compute the permutation representation \( \pi: F \to \text{Sym}(UK \setminus F) \) for the group's action on the right-cosets. A Schreier transversal for \( H \) in \( G \) is given by \( T = \{1, b, b^2\} \) and we have

\[
\pi: F \to S_3, \quad \begin{cases} 
    a & \mapsto (1) \\
    b & \mapsto (1, 2, 3).
\end{cases}
\]

Moreover, \( H \) is a normal subgroup with index 3 in \( G \) and it satisfies \( \sigma^2 \sim_n \text{id} \). By Lemma 5.26 there exists an integer \( k \geq 2 \) so that \( \sigma^k \sim \text{id} \); we can verify that \( \sigma^4 \pi = \pi \) holds. Thus \( \sigma^4 \sim \text{id} \). In particular, the subgroup \( H \) is (weakly) leaf-invariant and normal. Therefore the following techniques apply to this subgroup:

- As the subgroup \( H \) is a finite index subgroup of an invariantly finitely \( L \)-presented group \( G \), the general methods of Proposition 6.34 and Theorem 6.32 apply.
- As the subgroup \( H \) is leaf-invariant, the methods in Theorem 7.35 apply.
- As the subgroup \( H \) is weakly leaf-invariant and normal, the methods in Theorem 7.41 apply.

We demonstrate these different techniques for the subgroup \( H \). First, we consider the general method from Proposition 6.34. Note that the stabilizing subgroup \( L \) and stabilizing core \( \tilde{L} \) coincide by Corollary 6.30. The stabilizing subgroups \( L = \tilde{L} \) have index 9.
in $F$ and a Schreier generating set for $L = \hat{L}$ is given by

\[
\begin{align*}
  x_1 &= a^3, &
  x_4 &= abab^{-1}a^{-2}, &
  x_7 &= a^2bab^{-1}, &
  x_{10} &= b^2a^2ba^{-2}. \\
  x_2 &= bab^{-1}a^{-1}, &
  x_5 &= ab^2a^{-1}b^{-2}, &
  x_8 &= a^2b^2a^{-2}b^{-2}.
\end{align*}
\]

Let $F$ denote the free group over $\{a, b\}$ and let $E$ denote the free group over $\{x_1, \ldots, x_{10}\}$. The Reidemeister rewriting $\tau: F \to E$ allows us to rewrite the iterated relation $r = [a, a^3]$. We obtain $\tau(r) = x_1^{-1}x_2^{-1}x_6x_1^{-1}x_9x_3$. Furthermore, the rewriting $\tau$ allows us to translate the substitution $\sigma$ of the Basilica group to an endomorphism of the free group $E$. The homomorphism $\hat{\sigma}: E \to E$ is induced by the map

\[
\begin{align*}
  x_1 &\mapsto x_3^2, &
  x_6 &\mapsto x_8x_9, \\
  x_2 &\mapsto x_5, &
  x_7 &\mapsto x_3x_2x_5x_6, \\
  x_3 &\mapsto x_1, &
  x_8 &\mapsto x_3x_2x_4x_10^{-1}x_8^{-1}, \\
  x_4 &\mapsto x_6x_2^{-1}x_3^{-1}, &
  x_9 &\mapsto x_8x_10x_8x_10, \\
  x_5 &\mapsto x_8^{-1}, &
  x_{10} &\mapsto x_8x_10x_7x_3^4.
\end{align*}
\]

Similarly, the conjugation actions $\delta_a$ and $\delta_b$ which are induced by conjugation with $a$ and $b$, respectively, translate to endomorphisms $\hat{\delta}_a$ and $\hat{\delta}_b$ of the free group $E$. By Proposition 6.34 the stabilizing subgroups $L = \hat{L}$ are finitely $L$-presented by

\[
M = L/K \cong \langle \{x_1, \ldots, x_{10}\} \mid \emptyset, \{\hat{\sigma}, \hat{\delta}_a, \hat{\delta}_b\} \rangle \langle x_1^{-1}x_2^{-1}x_6x_1^{-1}x_9x_3 \rangle.
\]

The subgroup $H$ satisfies the short exact sequence $1 \to M \to H \to \mathbb{Z}_3 \to 1$ with a cyclic group $\mathbb{Z}_3 = \langle \alpha \mid \alpha^3 = 1 \rangle$ of order 3. Corollary 2.6 yields the following finite $L$-presentation for the subgroup $H$:

\[
\langle \alpha, x_1, \ldots, x_{10} \rangle \mid \langle \alpha^3x_1^{-1} \rangle \cup \{(x_1^{-1}x_2^{-1}x_6x_1^{-1}x_9x_3) \rangle \\hat{\Psi} \mid \{x_1^{-1}x_2^{-1}x_6x_1^{-1}x_9x_3 \rangle \rangle
\]

where the substitutions $\hat{\Psi} = \{\hat{\sigma}, \hat{\delta}_a, \hat{\delta}_b\}$ of $M$'s finite $L$-presentation are dilated to endomorphisms $\hat{\Psi} = \{\hat{\sigma}, \hat{\delta}_a, \hat{\delta}_b\}$ of the free group over $\{\alpha, x_1, \ldots, x_{10} \}$ as in the proof of Proposition 2.6.

Secondly, the subgroup $H$ is (weakly) leaf-invariant and normal. Therefore, the methods in Section D.7 apply. First, we consider the construction in Theorem 7.30 for leaf-invariant subgroups: A Schreier generating set for the subgroup $UK$ is given by $x_1 = a$, $x_2 = bab^{-1}$, $x_3 = b^2ab^{-2}$, and $x_4 = b^3$. Since $\sigma^4 \pi = \pi$, the subgroup $H$ is $\sigma^4$-invariant and its suffixes to rewrite the relation $r = [a, b]$ and its images $\tau(tr^\sigma t^{-1})$, $0 \leq i < 4$. These have the form:

<table>
<thead>
<tr>
<th>$i$</th>
<th>$t = 1$</th>
<th>$t = b$</th>
<th>$t = b^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$x_1^{-1}x_2^{-1}x_3x_4$</td>
<td>$x_2^{-1}x_1^{-1}x_2x_1$</td>
<td>$x_3^{-1}x_2^{-1}x_4x_2$</td>
</tr>
<tr>
<td>1</td>
<td>$x_4^{-1}x_2^{-1}x_3x_4$</td>
<td>$x_4^{-1}x_3^{-1}x_1^{-1}x_4x_2$</td>
<td>$x_1^{-1}x_4^{-1}x_2x_4x_1^{-1}x_3$</td>
</tr>
<tr>
<td>2</td>
<td>$x_1^{-1}x_4^{-1}x_3x_4$</td>
<td>$x_2^{-1}x_1^{-1}x_2x_4x_2^{-1}x_3x_4$</td>
<td>$x_2^{-1}x_2^{-1}x_3x_4$</td>
</tr>
<tr>
<td>3</td>
<td>$x_4^{-1}x_3^{-1}x_1^{-1}x_4x_2$</td>
<td>$x_4^{-1}x_1^{-1}x_4x_2x_1^{-1}x_4x_2$</td>
<td>$x_4^{-1}x_2^{-1}x_3x_4$</td>
</tr>
</tbody>
</table>


Denote the set of relations above by $S$. The endomorphism $\sigma^4$ translates, via $\tau$, to an endomorphism of the free group over $\{x_1, \ldots, x_4\}$ which is induced by the map

$$\tilde{\sigma}^4: \begin{cases} x_1 \mapsto x_1^4, \\ x_2 \mapsto x_2^4 x_2^{-1}, \\ x_3 \mapsto x_3^4 x_3^{-2}, \\ x_4 \mapsto x_4^4. \end{cases}$$

By Theorem 7.35 an $L$-presentation for the subgroup $H$ is given by

$$H \cong \langle \{x_1, \ldots, x_4\} \mid \emptyset \mid \{\tilde{\sigma}^4 \mid S\}. $$

Finally, the subgroup $H$ is weakly leaf-invariant and normal. Therefore, the methods in Theorem 7.41 apply. As $\sigma^2 \sim_{\tau} \text{id}$, it suffices to consider the relations $\tau(r), \tau(r^\sigma)$, and their images under the substitutions $\sigma^2$ and $\tilde{\delta}_b$ (because a Schreier transversal is given by $T = \{1, b, b^2\}$). The substitutions $\sigma^2$ and $\tilde{\delta}_b$ are induced by the maps

$$\tilde{\sigma}^2: \begin{cases} x_1 \mapsto x_1^2, \\ x_2 \mapsto x_2^3, \\ x_3 \mapsto x_3^2 x_3^{-1}, \\ x_4 \mapsto x_4^2. \end{cases} \text{ and } \tilde{\delta}_b: \begin{cases} x_1 \mapsto x_2, \\ x_2 \mapsto x_3, \\ x_3 \mapsto x_4 x_1 x_4^{-1}, \\ x_4 \mapsto x_4. \end{cases}$$

Theorem 7.41 yields the finite $L$-presentation

$$H \cong \langle \{x_1, \ldots, x_4\} \mid \emptyset \mid \{\tilde{\sigma}^2, \tilde{\delta}_b \mid \{\tau(r), \tau(r^\sigma)\} \rangle \text{ for the subgroup } H \text{ as in Section 7.4.}$$

D.8.1 An Application to the Grigorchuk Group

As a finite $L$-presentation of a group allows the application of computer algorithms, we may use our constructive proof of Theorem 7.1 to investigate the structure of a self-similar group by its finite index subgroups as in [27]. As an application, we consider the Grigorchuk group, see [53], $\mathcal{G} = \langle a, b, c, d \rangle$ and its normal subgroup $D = \langle d \rangle^\mathcal{G}$. We show that the subgroup $D = \langle d \rangle^\mathcal{G}$ has a minimal generating set with 8 elements and thereby we correct a mistake in [11][58].

The Grigorchuk group $\mathcal{G}$ satisfies the well-known

**Proposition 8.44 (Lysënok [96])** The group $\mathcal{G}$ is invariantly finitely $L$-presented by $\mathcal{G} \cong \langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2, bcd\} \mid \{\sigma\} \mid \{(ad)^4, (adacac)^4\} \rangle$, where $\sigma$ is the endomorphism of the free group over $\{a, b, c, d\}$ induced by the mapping $a \mapsto aca, b \mapsto d, c \mapsto b, \text{ and } d \mapsto c.$

It was claimed in [11] Section 4.2 and in [58] Section 6 that the normal subgroup $D = \langle d \rangle^\mathcal{G}$ is generated by $\{d, da, dwc, daca\}$. In the following, we show that the Reidemeister Schreier Theorem 7.1 allows us to prove that a generating set for $D = \langle d \rangle^\mathcal{G}$ contains
at least 8 elements. The coset-enumeration for finitely L-presented groups \[ \text{[BY]} \] and the solution to the subgroup membership problem for finite index subgroups \[ \text{[B]} \] show that the subgroup

\[ H = \langle d, d^a, d^b, d^{ac}, d^{acac}, d^{acaca}, d^{acacac}, d^{acacac} \rangle \]  

(D.11)

has index 16 in \( \mathfrak{G} \). It is a normal subgroup of \( \mathfrak{G} \) so that \( \mathfrak{G}/H \) is a dihedral group of order 16. In particular, the subgroup \( H \) and the normal subgroup \( D = \langle d \rangle^{\mathfrak{G}} \) coincide. A permutation representation \( \pi : F \to S_{16} \) for the group’s action on the right-cosets \( UK\backslash F \) is given by

\[ \pi : F \to S_{16}, \quad \begin{cases} 
    a \mapsto (1, 2)(3, 5)(4, 6)(7, 9)(8, 10)(11, 13)(12, 14)(15, 16) \\
    b \mapsto (1, 3)(2, 4)(5, 7)(6, 8)(9, 11)(10, 12)(13, 15)(14, 16) \\
    c \mapsto (1, 3)(2, 4)(5, 7)(6, 8)(9, 11)(10, 12)(13, 15)(14, 16) \\
    d \mapsto (1).
\end{cases} \]

Our variant of the Reidemeister-Schreier Theorem and the techniques introduced in Section D.7 enable us to compute a subgroup L-presentation for \( D \). For this purpose, we first note that \( \sigma^3 \sim_\sigma \text{id} \). Hence, the normal core \( D = \text{Core}_F(\mathfrak{U}) = \ker(\pi) \) is \( \sigma^3 \)-invariant. The core \( \text{Core}_F(\mathfrak{U}) \) is a free group with rank 49 and a Schreier transversal for \( D \) in \( \mathfrak{G} \) is given by

\[ 1, a, b, ab, ba, aba, bab, (ab)^2, (ba)^2, a(ba)^2, b(ab)^2, (ab)^3, a(ba)^3, b(ab)^3, (ab)^4. \]

A finite L-presentation with generators \( d_0 = d, d_1 = d^a, d_2 = d^{ac}, d_3 = d^{acac}, d_4 = d^{acaca}, d_5 = d^{acacac}, d_6 = d^{acacacac}, \) and \( d_7 = d^{acacacacac} \) is given by

\[ D \cong \langle \{ d_0, \ldots, d_7 \} \mid \{ \sigma, \delta_a, \delta_b \} \rangle, \]

where the iterated relations are

\[ \mathcal{R} = \left\{ d_0^2, [d_1, d_0], [d_1, d_4], [d_7, d_3, d_4]^4, [d_7 d_0, d_3 d_4], (d_3 d_7 d_4 d_0)^2, (d_7 d_4^2 d_0 d_3^2)^2 \right\} \]

and the endomorphisms \( \{ \sigma, \delta_a, \delta_b \} \) are induced by the maps

\[ \delta_a: \quad \begin{cases} 
    d_0 \mapsto d_1, \\
    d_1 \mapsto d_0, \\
    d_2 \mapsto d_3, \\
    d_3 \mapsto d_2, \\
    d_4 \mapsto d_5, \\
    d_5 \mapsto d_4, \\
    d_6 \mapsto d_7, \\
    d_7 \mapsto d_6,
\end{cases} \quad \begin{cases} 
    d_0 \mapsto d_0, \\
    d_1 \mapsto d_2, \\
    d_2 \mapsto d_1, \\
    d_3 \mapsto d_4, \\
    d_4 \mapsto d_3, \\
    d_5 \mapsto d_6, \\
    d_6 \mapsto d_5, \\
    d_7 \mapsto d_7,
\end{cases} \quad \text{and} \quad \sigma: \quad \begin{cases} 
    d_0 \mapsto d_0, \\
    d_1 \mapsto d_0^{d_3}, \\
    d_2 \mapsto d_0^{d_4}, \\
    d_3 \mapsto d_0^{d_5}, \\
    d_4 \mapsto d_0^{d_6}, \\
    d_5 \mapsto d_0^{d_7}, \\
    d_6 \mapsto d_0^{d_1}, \\
    d_7 \mapsto d_0^{d_2},
\end{cases} \]

The latter L-presentation of the normal subgroup \( D \) allows us to compute the abelianization \( D/[D, D] \) using the methods from \[ \text{[D]} \]. These computations yield that \( D/[D, D] \cong \]
\((\mathbb{Z}_2)^8\) is 2-elementary abelian of rank 8. Hence, the normal subgroup \(D\) has a minimal generating set of length at least 8. Because a generating set with 8 generators was already given in Eq. (D.11), a minimal generating set of \(D\) has precisely 8 elements. In particular, this shows that \(D \neq \langle d, d^a, d^{ac}, d^{aca}\rangle\). The latter mistake could have been detected also by computing the abelianization of the image of \(D = \langle d\rangle \cong \mathfrak{S}\) in a finite quotient of \(\mathfrak{S}\) (e.g. the quotient \(G/\text{Stab}(n)\) for \(n \geq 4\)) by hand or using a computer algebra system such as GAP.
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Appendix E

Approximating the Schur Multiplier of Certain Infinitely Presented Groups via Nilpotent Quotients

Abstract. We describe an algorithm for computing successive quotients of the Schur multiplier $M(G)$ for a group $G$ given by an invariant finite $L$-presentation. As application, we investigate the Schur multipliers of various self-similar groups such as the Grigorchuk super-group, the generalized Fabrykowski-Gupta groups, the Basilica group and the Brunner-Sidki-Vieira group.

Keywords. Schur multiplier; recursive presentations; Grigorchuk group; self-similar groups;

E.1 Introduction

The Schur multiplier $M(G)$ of a group $G$ can be defined as the second homology group $H_2(G, \mathbb{Z})$. It was introduced by Schur and is, for instance, relevant in the theory of central group extensions. In combinatorial group theory, the Schur multiplier found its applications due to the Hopf formula: if $F$ is a free group and $R$ is a normal subgroup of $F$ so that $G \cong F/R$, then the Schur multiplier of $G$ is isomorphic to the factor group $(R \cap F')/[R,F']$. For further details on the Schur multiplier we refer to [21] Chapter 11.

The Hopf formula yields that every finitely presentable group has a finitely generated Schur multiplier. This is used in [26] for proving that the Grigorchuk group is not finitely presentable: its Schur multiplier is infinitely generated 2-elementary abelian. This answers the questions in [19] and [27]. There are various examples of self-similar groups other than the Grigorchuk group for which it is not known whether their Schur multiplier is finitely generated or whether the groups are finitely presented.
The first aim of this paper is to introduce an algorithm for investigating the Schur multiplier of self-similar groups with a view towards its finite generation. Let $G$ be a group with a presentation $G \cong F/R$. Then $G/\gamma_c G \cong F/R\gamma_c F$, where $\gamma_c G$ denotes the $c$-th term of the lower central series of $G$. We identify $M(G)$ with $(R \cap F')/[R, F]$ and $M(G/\gamma_c G)$ with $(R\gamma_c F \cap F')/[R\gamma_c F, F]$ and define

$$\varphi_c: M(G) \to M(G/\gamma_c G),\ g[R, F] \mapsto g[R\gamma_c F, F].$$

Then $\varphi_c$ is a homomorphism of abelian groups. We describe an effective method to determine the Dufer quotient $M_c(G) = M(G)/\ker \varphi_c$, for $c \in \mathbb{N}$, provided that $G$ is given by an invariant finite $L$-presentation, see [59] or Section 5.2 below. Every finitely presented group and many self-similar groups can be described by a finite invariant $L$-presentation. An implementation of our algorithm is available in the NQI-package [65] of the computer algebra system GAP; see [50].

We have applied our algorithm to various examples of self-similar groups: the Grigorchuk super-group $\hat{G}$, see [11], the Basilica group $\Delta$, see [69][61], the Bruner-Sidki-Vieira group BSV, see [29], and some generalized Fabrykowski-Gupta groups $\Gamma_d$, see [15][67]. As a result, we observed that the sequence $(M_1(G), \ldots, M_c(G), M_{c+1}(G), \ldots)$ exhibits a periodicity in $c$ in all these cases. Based on this, we propose the following conjecture.

**Conjecture I**

- $M_c(\hat{G})$ is 2-elementary abelian of rank $2[\log_2(c)] + 2[\log_2 \frac{c}{3}] + 5$, for $c \geq 4$.
- $M_c(\Delta)$ has the form $\mathbb{Z}^2 \times \mathcal{A}_c$, where $\mathcal{A}_c$ is an abelian 2-group of rank $[\log_2 \frac{c}{3}]$ and exponent $2^2[\frac{c}{3}] + 2$, for $c \geq 6$.
- $M_c(BSV)$ has the form $\mathbb{Z}^2 \times \mathcal{B}_c$, where $\mathcal{B}_c$ is an abelian 2-group of rank $[\log_2 \frac{c}{3}] + 3$ and exponent $2^2[\frac{c}{3}] + 1$, for $c \geq 4$.
- For a prime power $d$, the group $M_c(\Gamma_d)$ has exponent $d$ for $c$ large enough; its rank is an increasing function in $c$ which exhibits a periodic pattern.

In particular, all of these groups have an infinitely generated Schur multiplier and are therefore not finitely presentable.

Further details on the periodicities and the computational evidence for them are given in Section 5.6.

**E.2 Preliminaries**

In the following, we recall the basic notion of invariant and finite $L$-presentations and the basic theory of the Schur multiplier of a group. Let $F$ be a finitely generated free group over the alphabet $X$. Further suppose that $\mathcal{Q}, \mathcal{R} \subset F$ are finite subsets of the free
group $F$ and $\Phi \subset \text{End}(F)$ is a finite set of endomorphisms of $F$. Then the quadruple $(\mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R})$ is a finite $L$-presentation. It defines the finitely $L$-presented group

$$G = \left\langle \mathcal{X} \mid \mathcal{Q} \cup \bigcup_{\varphi \in \Phi^*} \mathcal{R}^{\varphi} \right\rangle,$$

where $\Phi^*$ denotes the free monoid generated by $\Phi$; that is, the closure of $\Phi \cup \{\text{id}\}$ under composition. A finite $L$-presentation $(\mathcal{X} \mid \mathcal{Q} \mid \Phi \mid \mathcal{R})$ is invariant if every endomorphism $\varphi \in \Phi$ induces an endomorphism of $G$; that is, if the normal closure of $\mathcal{Q} \cup \bigcup_{\varphi \in \Phi^*} \mathcal{R}^{\varphi}$ in $F$ is $\varphi$-invariant. For example, every finite $L$-presentation of the form $(\mathcal{X} \mid \emptyset \mid \Phi \mid \mathcal{R})$ is invariant. Clearly, invariant finite $L$-presentations generalize finite presentations since every finitely presented group $(\mathcal{X} \mid \mathcal{R})$ is finitely $L$-presented by $(\mathcal{X} \mid \emptyset \mid \{\text{id}\} \mid \mathcal{R})$. Further examples of invariantly $L$-presented groups are several self-similar groups including the Grigorduk group $[33]$, the Basilica group $[60,61]$, and the Brunner-Sidki-Vieira group $[29]$.

In the remainder of this section, we recall the basic theory of the Schur multiplier of a group $G$. Recall that, in general, the Schur multiplier of a finitely presented group is not computable; see $[52]$. But, for instance, if $G$ is finite, then $M(G)$ can be deduced from a finite presentation of $G$ with the Hopf formula and the Reidemeister-Schreier algorithm. A more effective algorithm for finite permutation groups is described in $[82]$. Recently, Eick and Nickel $[44]$ described an algorithm for computing the Schur multiplier of a polycyclic group given by a polycyclic presentation.

Let $F$ be a free group and $R$ be a normal subgroup of $F$ so that $G \cong F/R$. Then the Hopf formula gives

$$M(G) \cong (R \cap F')/[R, F]. \quad (E.1)$$

Suppose that $N$ is a normal subgroup of $G$ and let $S$ be a normal subgroup of $F$ so that $SR/R$ corresponds to $N$. Then Blackburn and Evens $[24]$ determined the exact sequence

$$1 \to (R \cap [S, F])/([R, F] \cap [S, F]) \to M(G) \to M(G/N) \to (N \cap F')/[N, G] \to 1.$$

Applying this sequence to the lower central series term $N = \gamma_c G$ yields the exact sequence

$$1 \to (R \cap \gamma_{c+1} F)/([R, F] \cap \gamma_{c+1} F) \to M(G) \xrightarrow{\psi} M(G/\gamma_c G) \to \gamma_c G/\gamma_{c+1} G \to 1.$$

This gives a filtration $M(G) \geq \ker \varphi_1 \geq \ker \varphi_2 \geq \ldots$, called the Dwyer-filtration, of the Schur multiplier of $G$. Note that, if $G$ has a maximal nilpotent quotient of class $c$, then

$$\bigcap_{c \in \mathbb{N}_0} \ker \varphi_c \cong (R \cap \gamma_{c+1} F)[R, F]/[R, F].$$

However, even if the group $G$ is residually nilpotent, the group $F/[R, F]$ is not necessarily residually nilpotent; see $[28]$ and $[25]$. Thus the Dwyer-kernel $\bigcap_{c \in \mathbb{N}_0} \ker \varphi_c$ is possibly non-trivial.

We note that the Schur multiplier $M(G/\gamma_c G)$ can be computed with the algorithm in $[41]$ while the isomorphism type of $\gamma_c G/\gamma_{c+1} G$ can be computed with the nilpotent
quotient algorithm in $[3]$. Therefore, the sequence $M(G) \to M(G/\gamma_c G) \to \gamma_c G/\gamma_{c+1} G \to 1$ allows to determine the size of $M_c(G)$ provided that $M(G/\gamma_c G)$ is finite. However, the algorithm described here determines the structure of $M_c(G)$ even if the Schur multiplier $M(G/\gamma_c G)$ is infinite.

E.3 Adjusting an Invariant $L$-Presentation

In order to prove the following theorem, we explicitly describe an algorithm for modifying an invariant $L$-presentation. The resulting $L$-presentation enables us to read off a generating set for the Schur multiplier in Section E.3. Our algorithm generalizes the explicit computations in $[30]$.

**Theorem 3.1** Let $\langle X | Q \mid \Phi \mid R \rangle$ be an invariant finite $L$-presentation which defines the group $G = F/R$. Then $G$ admits an invariant finite $L$-presentation $\langle X | Q' \cup B \mid \Phi \mid R' \rangle$ with $Q', R' \subset F'$ and $B \subset F$ satisfying $|B| = |X| - h(G/G')$, where $h(G/G')$ denotes the torsion-free rank of $G/G'$.

**Proof.** Since $\langle X | Q \mid \Phi \mid R \rangle$ is an invariant $L$-presentation, every endomorphism $\varphi \in \Phi$ induces an endomorphism of the group $G$. Thus we have $R^\varphi \subseteq R$, for every $\varphi \in \Phi^*$. In particular, every image of a relator in $Q \cup R$ is a consequence; that is, $Q^\varphi \subset R$ and $R^\varphi \subset R$, for every $\varphi \in \Phi^*$.

Write $n = \text{rk}(F)$. Then the abelianization $\pi:F \to \mathbb{Z}^n$ maps every $x \in F$ to its corresponding exponent vector $a_x \in \mathbb{Z}^n$. Clearly, $\ker \pi = F'$ and, since $F'$ is fully-invariant, every $\varphi \in \Phi$ induces an endomorphism of the free abelian group $\mathbb{Z}^n$. Therefore, the exponent vector of $x^\varphi$ is the image $a_x M_\varphi$ for some matrix $M_\varphi \in \mathbb{Z}^{n \times n}$. Now, the normal subgroup $RF'$ maps onto

$$U = \langle a_q, a_r M_\varphi \mid q \in Q, r \in R, \varphi \in \Phi^* \rangle \leq \mathbb{Z}^n. \quad (E.2)$$

As every subgroup of $\mathbb{Z}^n$ is generated by at most $n$ elements, the subgroup $U$ is finitely generated. In the following, we may use the spinning algorithm from $[3]$ and Hermite normal form computations to compute a basis for the subgroup $U$ while modifying the $L$-presentation simultaneously.

Let $B$ be a basis of $\langle a_q \mid q \in Q \rangle$. Then every element $u \in B$ is a $\mathbb{Z}$-linear combination of elements in $\{a_q \mid q \in Q\}$. Hence, for every $u \in B$, there exists a word $r_u$ in the relators in $Q$ such that $a_{r_u} = u$. Define $B = \{r_u \mid u \in B\}$. Then, for every $q \in Q$, it holds that $a_q \in \langle B \rangle$ as $B$ is a basis and hence, there exists a word $w_q$ in the $r_u$'s so that $a_{w_q} = a_q$. Define $Q' = \{qw_q^{-1} \mid q \in Q\}$. Then the exponent vector of each element in $Q'$ vanishes and hence $Q' \subset F'$. Moreover, the invariant and finite $L$-presentation

$$\langle X | Q' \cup B \mid \Phi \mid R \rangle$$

still defines the group $G$ as we only applied Tietze transformations to the given $L$-presentation.
It remains to force the elements of $\mathcal{R}$ into the derived subgroup $F'$. For this purpose, we will use the spinning algorithm from [9] as follows: Initialize $\mathcal{R}' = \emptyset$. As long as $\mathcal{R}$ is non-empty, we take an element $r \in \mathcal{R}$ and remove it from $\mathcal{R}$. Then either $a_r \in \langle B \rangle$ or $a_r \notin \langle B \rangle$ holds. If $a_r \in \langle B \rangle$, then there exists a word $w_r$ in the $r_a$'s such that $a_{w_r} = a_r$ and hence, $rw_r^{-1} \in F'$. In this case we just add $rw_r^{-1}$ to $\mathcal{R}'$. Note that, for every $\varphi \in \Phi^*$, the word $(w_r)^{\varphi}$ is a consequence and hence, we can replace the relator $r^\varphi$ in the $L$-presentation by $(rw_r^{-1})^\varphi$. The invariant and finite $L$-presentation
\[
\langle \mathcal{X} \mid \mathcal{Q}' \cup \mathcal{B} \mid \Phi \mid \mathcal{R}' \cup \mathcal{R} \rangle
\]
still defines the group $G$.

If, on the other hand, $a_r \notin \langle B \rangle$ holds, we enlarge the current basis $B$ and modify the set $\mathcal{B}$. Let $B'$ be a basis for $\langle B \cup \{a_r\} \rangle$. Then every $v \in B'$ is a $\mathbb{Z}$-linear combination of the elements in $B \cup \{a_r\}$ and hence, there exists a word $\tilde{wv}$ in $B \cup \{r\}$ such that $a_{\tilde{wv}} = v$. Define $\mathcal{B} = \{ \tilde{wv} \mid v \in B' \}$. Then, by construction, either $|\mathcal{B}| = |B| + 1$ or $|\mathcal{B}| = |B|$ holds. In the latter case, there is an element $u \in B$ so that $u \in \langle B \cup \{a_r\} \rangle$ holds. Thus, there exists a word $w_u$ in the elements of $B$ such that $a_{w_u} = u$ and hence, $rw_u^{-1} \in F'$. In this case, we add $rw_u^{-1}$ to $\mathcal{Q}'$ and add the images $\{ r_{\varphi}^v \mid \varphi \in \Phi \}$ to $\mathcal{R}$. This yields an invariant and finite $L$-presentation $\langle \mathcal{X} \mid \mathcal{Q}' \cup \mathcal{B} \mid \Phi \mid \mathcal{R}' \cup \mathcal{R} \rangle$, with $\mathcal{Q}', \mathcal{R}' \subset F'$, which still defines the group $G$.

As ascending chains of subgroups in $\mathbb{Z}^n$ terminate, eventually every exponent vector of an element in $\mathcal{R}$ is contained in the subgroup $\langle B \rangle$ and hence, the algorithm described above eventually terminates. Clearly, the basis $B$ is then a basis for the subgroup $U$ in (E.2). As shown in [1], the abelian quotient $G/G'$ is isomorphic to the factor $\mathbb{Z}^n/U$. Its torsion-free rank is $n - |B|$ as claimed above. \hfill \Box

In the following example, we recall the explicit computations in [56] for the Grigorchuk group $\mathfrak{G}$.

**Example 3.2** Consider the Grigorchuk group $\mathfrak{G}$ with its invariant $L$-presentation
\[
\mathfrak{G} \cong \langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2, bcd\} \mid \{\sigma\} \mid \{(ad)^4, (adacac)^4\} \rangle
\]
where $\sigma$ is the free group endomorphism induced by the mapping
\[
\sigma: \left\{ \begin{array}{ccc}
 a & \mapsto & c^a \\
 b & \mapsto & d \\
 c & \mapsto & b \\
 d & \mapsto & c.
\end{array} \right.
\]
As the exponent vectors $(2, 0, 0, 0)$, $(0, 1, 1, 1)$, $(0, 0, 2, 0)$, and $(0, 0, 0, 2)$ of the relations $a^2$, $bcd$, $c^2$, and $d^2$, respectively, are $\mathbb{Z}$-linearly independent forming a basis for the subgroup $U$ in (E.2), we can modify this presentation so that the relations become
\[
a^2, c^2, d^2, bcd, b^2(bcd)^{-2}c^2d^2, \sigma^k((ad)^4a^{-4}d^{-4}), \sigma^k((adacac)^4a^{-12}c^{-8}d^{-4}), \quad (E.3)
\]
for every $k \in \mathbb{N}_0$. Since the $L$-presentation is invariant, the images $\sigma^k(a^{-4}d^{-4})$ and $\sigma^k(a^{-12}c^{-8}d^{-4})$ are consequences. Hence, the invariant finite $L$-presentation
\[
\langle \{a, b, c, d\} | \{b^2(bcd)^{-2}c^2d^2\} \cup \{a^2, c^2, d^2, bcd\} | \{\sigma\} | R' \rangle,
\]
where $R' = \{(ad)^4a^{-4}d^{-4}, (adac)^4a^{-12}c^{-8}d^{-4}\}$, defines the Grigorchuk group $\mathcal{G}$ and, as $\mathcal{G}/\mathcal{G}' \cong \mathbb{Z}_2^3$, it has the form as claimed in Theorem 3.1.

### E.4 A Generating Set for the Schur Multiplier

Let $G$ be a finitely generated group. We will use the results of Theorem 3.1 and the Hopf formula to give a generating set for the Schur multiplier of $G$ if $G$ is invariantly finitely $L$-presented. Suppose that $F$ is a finitely generated free group and $R$ is a normal subgroup of $F$ so that $G \cong F/R$. Then $F/[R, F]$ is a central extension of $R/[R, F]$ by the group $G$ and the subgroup $R/[R, F]$ contains $(R \cap F')/[R, F]$. By the Hopf formula, the latter subgroup is isomorphic to the Schur multiplier of $G$. Further, the subgroup $R/[R, F]$ decomposes as follows.

**Proposition 4.3** Let $G \cong F/R$ with a finitely generated free group $F$. Then we have that
\[
R/[R, F] \cong \mathbb{Z}^{rk(F) - \delta(G/G')} \oplus M(G).
\]

**Proof.** The factor $RF'/F'$ is free abelian with torsion-free rank $rk(F) - \delta(G/G')$. Since $RF'/F' \cong R/(R \cap F')$ is free abelian, the subgroup $(R \cap F')/[R, F]$ has a free abelian complement of rank $rk(F) - \delta(G/G')$ and thus, the central subgroup $R/[R, F]$ decomposes as claimed above. \qed

As $R/[R, F]$ is central in $F/[R, F]$, it is generated by the images of the normal generators of $R$. Thus, in particular, if $R$ is finitely generated as normal subgroup (that is, if $G$ is finitely presentable), then $R/[R, F]$ is a finitely generated abelian group and so is its subgroup $(R \cap F')/[R, F]$.

If $G$ is finite, then $R/[R, F]$ is an abelian subgroup with finite index in $F/[R, F]$. A finite presentation for $F/[R, F]$ can be obtained from a finite presentation of $G$. Then the Reidemeister-Schreier algorithm yields a finite presentation for $R/[R, F]$ from which the isomorphism type of $M(G)$ is obtained easily.

If $G$ is polycyclic, then it is finitely presentable and hence, the group $F/[R, F]$ is an extension of a finitely generated abelian group by a polycyclic group. In particular, $F/[R, F]$ is polycyclic in this case. A consistent polycyclic presentation for $F/[R, F]$ can be computed with the algorithm in [11]. This polycyclic presentation enables us to read off the isomorphism type of $R/[R, F]$ and, by Proposition 4.3, the isomorphism type of $M(G)$. If $G$ is finitely generated and nilpotent of class $c$, then $F/[R, F]$ is nilpotent of class at most $c+1$. If $G$ is given by a weighted nilpotent presentation, then the algorithm in [10] computes a weighted nilpotent presentation for $F/[R, F]$.

We now consider the case of an invariantly finitely $L$-presented group $G$. Even though its Schur multiplier is not computable in general, the following theorem yields a generating set for $M(G)$ as subgroup of $R/[R, F]$. 


**Theorem 4.4** Let $\langle X \mid Q' \cup B \mid \Phi \mid R' \rangle$ be an invariant finite $L$-presentation of $G$ as provided by Theorem 3.7. Further let $\pi: F \to F/[R, F], x \mapsto \bar{x}$ denote the natural homomorphism. Then we have that

$$M(G) \cong \langle \bar{q}, \bar{r}^\varphi \mid q \in Q', r \in R', \varphi \in \Phi^* \rangle.$$ 

**Proof.** Clearly, $R/[R, F]$ is generated by the images of $Q' \cup B \cup \bigcup_{\varphi \in \Phi^*}(R')^\varphi$. As the relations in $Q' \cup R'$ are contained in $F'$, it holds that

$$\{\bar{q}, \bar{r}^\varphi \mid q \in Q', r \in R', \varphi \in \Phi^*\} \subseteq (R \cap F')/[R, F]. \tag{E.4}$$

We are left with the relations in $B$. Recall that we have $|B| = rk(F) - \#(G/G')$. Hence, the images $\{\bar{r} \mid r \in B\}$ generate a free abelian complement to the Schur multiplier $(R \cap F')/[R, F]$ in $R/[R, F]$. Therefore, the images in $E.4$ necessarily generate $(R \cap F')/[R, F]$.

As the group $G$ in Theorem 4.4 is invariantly $L$-presented, for every endomorphism $\varphi \in \Phi$, we have $R^\varphi \subseteq R$ and $[R, F]^\varphi \subseteq [R, F]$. Therefore, every $\varphi \in \Phi$ also induces an endomorphism of $F/[R, F]$ which fixes the subgroup $R/[R, F]$. Further, as $F'$ is fully-invariant, every such $\varphi$ induces an endomorphism $\bar{\varphi}$ of $(R \cap F')/[R, F]$. This yields that

$$M(G) \cong \langle \bar{q}, \bar{r}^\varphi \mid q \in Q', r \in R', \varphi \in \Phi^* \rangle$$

and hence, the free monoid $\Phi^*$ induces a $\Phi^*$-module structure on the Schur multiplier $M(G)$ in a natural way:

**Lemma 4.5** Let $\langle X \mid Q \mid \Phi \mid R \rangle$ be an invariant finite $L$-presentation. Then the Schur multiplier $M(G)$ is finitely generated as a $\Phi^*$-module.

In particular, the Schur multiplier $M(G)$ has the form $A \oplus \bigoplus_{\Phi^*} B$ with finitely generated abelian groups $A$ and $B$; see [9].

We proceed with Example 3.2 by describing a generating set for the Schur multiplier of the Grigorchuk group as provided by Theorem 4.4, cf. [56].

**Example 4.6** Consider the invariant finite $L$-presentation of the Grigorchuk group $G$ as determined in Example 3.2. Then the images of

$$b^2(bcd)^{-2}c^2d^2, \sigma^k((ad)^4a^{-4}d^{-4}), \sigma^k(adacac)^4a^{-12}c^{-8}d^{-4}, \text{ with } k \in \mathbb{N}_0, \tag{E.5}$$


### E.5 Approximating the Schur Multiplier

We finally describe our algorithm for approximating the Schur multiplier of an invariantly finitely $L$-presented group $G$. Let $\langle X \mid Q \mid \Phi \mid R \rangle$ be an invariant finite $L$-presentation
defining the group $F/R$ so that $G \cong F/R$. Then $G$ is finitely generated and hence, its lower central series quotient $G/\gamma_c G$ is polycyclic. The nilpotent quotient algorithm in [9] computes a weighted nilpotent presentation for $G/\gamma_c G$ together with the natural homomorphism $\pi: F \to G/\gamma_c G$. In [107], Nickel described a covering-algorithm which, given a weighted nilpotent presentation for $G/\gamma_c G$ and the homomorphism $\pi$, computes a polycyclic presentation for $F/[R_{\gamma_c} F, F]$ together with the natural homomorphism $\tilde{\pi}: F \to F/[R_{\gamma_c} F, F]$. The homomorphism $\tilde{\pi}$ induces the homomorphism $\varphi_c: M(G) \to M(G/\gamma_c G)$ as follows: By Theorem 3.1 the group $G$ has an invariant finite $L$-presentation of the form

$$\langle X | Q^e \cup B | \Phi \rangle, \quad \text{with } Q^e, R' \subset F'$$

and $|B| = |X| - h(G/G')$. Now, by Theorem 13, the images of $Q^e \cup \bigcup_{\varphi \in \Phi_{c}}(R')^{\varphi}$ in $F/[R, F]$ generate the subgroup $(R \cap F')/[R, F]$. Similarly, the their images in $F/[R_{\gamma_c} F, F]$ generate the subgroup $(R \cap F')[R_{\gamma_c} F, F]/[R_{\gamma_c} F, F]$. Since $[R_{\gamma_c} F, F] = [R, F]_{\gamma_{c+1}} F$, we have that

$$(R \cap F')[R_{\gamma_c} F, F]/[R_{\gamma_c} F, F] = (R_{\gamma_{c+1}} F \cap F')/[R_{\gamma_c} F, F].$$

The latter subgroup is contained in $(R_{\gamma_c} F \cap F')/[R_{\gamma_c} F, F]$ which is isomorphic to the Schur multiplier $M(G/\gamma_c G)$.

As the group $G$ is invariantly $L$-presented, every $\varphi \in \Phi$ induces an endomorphism $\tilde{\varphi}$ of $R_{\gamma_c} F/[R_{\gamma_c} F, F]$. This yields, that the image of $M(G)$ in $M(G/\gamma_c G)$ has the form

$$\langle q^\delta, (r^\varphi) \tilde{\varphi} | q \in Q^e, r \in R', \varphi \in \Phi^e \rangle. \quad (E.6)$$

This can be used to investigate the $\Phi^e$-module structure of $M(G)$ by considering the finitely generated Dwyer quotients $M_c(G)$. In our algorithm, we use Hermite normal form computations in a spinning algorithm for computing a finite generating set of the subgroup in (E.6). We summarize our algorithm as follows: Write $G = F/R$.

**DwyerQuotient**($G, c$)

Compute an invariant finite $L$-presentation as in Theorem 3.1.

Compute a weighted nilpotent presentation for $G/\gamma_c G$ together with the natural homomorphism $F \to G/\gamma_c G$.

Compute a polycyclic presentation for the group $F/[R_{\gamma_c} F, F]$ together with the natural homomorphism $F \to F/[R_{\gamma_c} F, F]$.

Translate each $\varphi \in \Phi$ to an endomorphism of the group $F/[R_{\gamma_c} F, F]$ and restrict this endomorphism to $(R_{\gamma_{c+1}} F \cap F')/[R_{\gamma_c} F, F]$.

Use the spinning algorithm to compute a finite generating set for the image $(R_{\gamma_{c+1}} F \cap F')/[R_{\gamma_c} F, F]$.

### E.6 Applications

The algorithm described in the first part is available in the NQL-package [69] of the computer algebra system GAP; see [50]. We parallelized the algorithm in [9] to enlarge
the possible depths in the lower central series reached in this section. We show the successful application of our algorithm to the following invariably finitely \( L \)-presented \textit{testbed groups} studied in \[6\] and \[9\]:

- The Grigorchuk group \( \mathfrak{G} \), see \[53\], with its invariant finite \( L \)-presentation from \[96\]; see also \[50\] and Example \[3.2\];
- the twisted twin \( \tilde{\mathfrak{G}} \) of the Grigorchuk group, see \[11\], with its invariant finite \( L \)-presentation from \[13\];
- the Grigorchuk super-group \( \hat{\mathfrak{G}} \), see \[11\], with its invariant finite \( L \)-presentation from \[6\];
- the Basilica group \( \Delta \), see \[60, 61\], with its invariant finite \( L \)-presentation from \[16\]; and
- the Brunner-Sidki-Vieira group BSV, see \[29\], with its invariant finite \( L \)-presentation from \[6\].

In Section \[E.6\] we further applied our algorithm to several generalized Fabrykowski-Gupta groups: an infinite family of finitely \( L \)-presented groups \( \Gamma_p \) introduced in \[61\]. Invariant finite \( L \)-presentations for these groups were computed in \[9\].

### Aspects of the Implementation of our Algorithm in GAP

Table \[E.1\] shows some performance data of the implementation of our algorithm in the Nqf-package of the computer-algebra-system GAP. All timings displayed below have been obtained on an \textit{Intel Pentium Core 2 Quad} with clock speed 2.83 GHz using a single core. We applied our algorithm with a time limit of two hours. Then the computations have been stopped and the total time used to compute a weighted nilpotent presentation for the quotient \( G/\gamma_c G \) and the total time to compute the Dwyer quotient \( M_c(G) \) have been listed. Every application completed within 1 GB of memory.

<table>
<thead>
<tr>
<th>( G )</th>
<th>( c )</th>
<th>Time (h:mm) for ( G/\gamma_{c+1}G )</th>
<th>Time (h:mm) for ( M_{c+1}(G) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathfrak{G} )</td>
<td>90</td>
<td>1:47</td>
<td>0:07</td>
</tr>
<tr>
<td>( \tilde{\mathfrak{G}} )</td>
<td>54</td>
<td>1:44</td>
<td>0:09</td>
</tr>
<tr>
<td>( \hat{\mathfrak{G}} )</td>
<td>44</td>
<td>1:32</td>
<td>0:13</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>42</td>
<td>1:31</td>
<td>0:16</td>
</tr>
<tr>
<td>BSV</td>
<td>35</td>
<td>1:10</td>
<td>0:21</td>
</tr>
<tr>
<td>( \Gamma_3 )</td>
<td>75</td>
<td>1:46</td>
<td>0:04</td>
</tr>
<tr>
<td>( \Gamma_4 )</td>
<td>71</td>
<td>1:50</td>
<td>0:07</td>
</tr>
<tr>
<td>( \Gamma_5 )</td>
<td>55</td>
<td>1:40</td>
<td>0:04</td>
</tr>
<tr>
<td>( \Gamma_7 )</td>
<td>46</td>
<td>1:40</td>
<td>0:03</td>
</tr>
<tr>
<td>( \Gamma_8 )</td>
<td>56</td>
<td>1:54</td>
<td>0:06</td>
</tr>
<tr>
<td>( \Gamma_9 )</td>
<td>61</td>
<td>1:44</td>
<td>0:06</td>
</tr>
<tr>
<td>( \Gamma_{11} )</td>
<td>35</td>
<td>1:54</td>
<td>0:02</td>
</tr>
</tbody>
</table>

We note that for the results shown in the remainder of this section we used a parallel version of the algorithm for computing \( G/\gamma_{c+1}G \).
On the Dwyer Quotients of the Testbed-Groups

The Dwyer quotient $M_c(G) = M(G)/\ker \varphi_c$ is a finitely generated abelian group and hence, it can be described by its abelian invariants or, if the group is $p$-elementary abelian, by its $p$-rank. Here the list $(c_1, \ldots, c_n)$ stands for the group $\mathbb{Z}_{c_1} \oplus \cdots \oplus \mathbb{Z}_{c_n}$. For abbreviation, we will write $a^{[i]}$ if the term $a$ occurs in $\ell$ consecutive places in a list. In the following we summarize our computational results for the testbed groups.

The Grigorchuk group $\mathcal{G}$ was shown in [23] to be an explicit counter-example to the general Burnside problem: it is a finitely generated infinite 2-torsion group. Furthermore, the Grigorchuk group is a first example of a group with an intermediate word-growth. In [20], Lysënok determined a first $L$-presentation for the group $\mathcal{G}$; see Example 3.2. Even though it was already proposed in [33] that the Grigorchuk group $\mathcal{G}$ is not finitely presentable, a proof was not derived until [36] where Grigorchuk explicitly computed the Schur multiplier of $\mathcal{G}$: it is infinitely generated 2-elementary abelian. We have computed the Dwyer quotients $M_c(\mathcal{G})$, for $1 \leq c \leq 301$. These quotients are 2-elementary abelian with the following 2-ranks

$$1, 2, 3^{[3]}, 5^{[6]}, 7^{[12]}, 9^{[24]}, 11^{[48]}, 13^{[96]}, 15^{[110]}.$$  

This suggests the following conjecture.

**Conjecture A** The Grigorchuk group $\mathcal{G}$ satisfies

$$M_c(\mathcal{G}) \cong \begin{cases} \mathbb{Z}_2 \text{ or } (\mathbb{Z}_2)^2, & \text{if } c = 1 \text{ or } c = 2, \text{ respectively} \\ (\mathbb{Z}_2)^{2m+3}, & \text{if } c \in \{3 \cdot 2^m, \ldots, 3 \cdot 2^{m+1} - 1\} \end{cases},$$

with $m \in \mathbb{N}_0$.

Further experiments suggest that the Schur multiplier of the Grigorchuk group $\mathcal{G}$ has the $\langle \sigma \rangle^3$-module structure, as given by Lemma 3.3 of the form $\mathbb{Z}_2 \oplus (\mathbb{Z}_2[\sigma])^3$ where $\sigma$ fixes the first component.

The twisted twin $\tilde{\mathcal{G}}$ of the Grigorchuk group was introduced in [14]. It is invariantly finitely $L$-presented by

$$\langle \{a, b, c, d\} \mid \{a^2, b^2, c^2, d^2\} \mid \{\tilde{\sigma}\} \mid \{(d^a, d), [d, c^a b], [d, (c^a b)^c], [d, (c^a b)^c] \} \rangle$$

where $\tilde{\sigma}$ is the free group endomorphism induced by the mapping

$$\tilde{\sigma}: \begin{cases} a \mapsto c^a \\ b \mapsto d \\ c \mapsto b^a \\ d \mapsto c. \end{cases}$$

We have computed the Dwyer quotients $M_c(\tilde{\mathcal{G}})$, for $1 \leq c \leq 144$. These quotients are 2-elementary abelian with the following 2-ranks

$$2, 5, 7, 8^{[2]}, 11^{[2]}, 12^{[4]}, 15^{[4]}, 16^{[8]}, 19^{[8]}, 20^{[16]}, 23^{[16]}, 24^{[32]}, 27^{[32]}, 28^{[17]}.$$  

This suggests the following conjecture.
**Conjecture B** The twisted twin $\tilde{G}$ of the Grigorchuk group satisfies

$$M_c(\tilde{G}) \cong \begin{cases} (\mathbb{Z}_2)^2, (\mathbb{Z}_2)^5, \text{ or } (\mathbb{Z}_2)^7, & \text{if } c = 1, \text{ or } c = 2, \text{ or } c = 3, \text{ resp.} \\ (\mathbb{Z}_2)^{4(m+1)+4}, & \text{if } c \in \{2^{m+2}, \ldots, 2^{m+2} + 2^{m+1} - 1\} \\ (\mathbb{Z}_2)^{4(m+1)+7}, & \text{if } c \in \{2^{m+2} + 2^{m+1} + 2^{m+3} - 1\} \end{cases},$$

with $m \in \mathbb{N}_0$.

Further experiments suggest that the Schur multiplier of $\tilde{G}$ has the $\{\tilde{\sigma}\}^*$-module structure, as given by Lemma 1.3 of the form $(\mathbb{Z}_2[\tilde{\sigma}])^4$, for a proof see [14].

The Grigorchuk super-group $\tilde{G}$ was introduced in [11]. It contains the Grigorchuk group $G$ as an infinite-index subgroup and it is another example of a group with an intermediate word-growth. In [10], it was shown that $\tilde{G}$ admits the invariant finite $L$-presentation $\langle \{\tilde{a}, \tilde{b}, \tilde{c}, \tilde{d}\} \mid \emptyset \mid \{\tilde{\sigma}\} \mid R \rangle$ where

$$R = \langle a^2, [\tilde{b}, \tilde{c}], [\tilde{c}, \tilde{d}], [\tilde{d}, \tilde{a}], \tilde{c}^{\tilde{a}} b, (\tilde{c}^{\tilde{a}})^{\tilde{a}} b, \tilde{c}^{\tilde{a}} b, (\tilde{d}^{\tilde{a}})^{\tilde{a}} b, [\tilde{a}^{\tilde{b}} b, (\tilde{d}^{\tilde{b}})^{\tilde{a}} b] \rangle$$

and $\tilde{\sigma}$ is the free group endomorphism induced by the mapping

$$\tilde{\sigma}: \begin{cases} a \mapsto \tilde{a} \tilde{b} a \\ \tilde{b} \mapsto \tilde{d} \\ \tilde{c} \mapsto \tilde{b} \\ \tilde{d} \mapsto \tilde{c}. \end{cases}$$

The Schur multiplier of the group $\tilde{G}$ is still unknown. We have computed the Dwyer quotients $M_c(\tilde{G})$, for $1 \leq c \leq 232$. These quotients are 2-elementary abelian with the following 2-ranks

$$3, 6, 7, 9^{[2]}, 11^{[2]}, 13^{[4]}, 15^{[4]}, 17^{[8]}, 19^{[8]}, 21^{[16]}, 23^{[16]}, 25^{[32]}, 27^{[32]}, 29^{[64]}, 31^{[41]}.$$

This suggests the following conjecture.

**Conjecture C** The Grigorchuk super-group $\tilde{G}$ satisfies

$$M_c(\tilde{G}) \cong \begin{cases} (\mathbb{Z}_2)^3, (\mathbb{Z}_2)^6, \text{ or } (\mathbb{Z}_2)^7, & \text{if } c = 1, \text{ or } 2, \text{ or } 3, \text{ respectively} \\ (\mathbb{Z}_2)^{4m+5}, & \text{if } c \in \{2 \cdot 2^m, \ldots, 2^m - 1\} \\ (\mathbb{Z}_2)^{4m+7}, & \text{if } c \in \{3 \cdot 2^m, \ldots, 2^m + 1 - 1\} \end{cases},$$

with $m \in \mathbb{N}$.

Further experiments suggest that the Schur multiplier of the Grigorchuk super-group has the $\{\tilde{\sigma}\}^*$-module structure, as given by Lemma 1.3 of the form $(\mathbb{Z}_2[\tilde{\sigma}])^4$, where $\tilde{\sigma}$ cyclically permutes the first component.

The Basilica group $\Delta$ was introduced in [60][61] as a torsion-free group defined by a three-state automaton. Bartholdi and Virág [16] computed the following invariant finite $L$-presentation:

$$\Delta \cong \langle \{a, b\} \mid \emptyset \mid \{\sigma\} \mid \{a, a^b\} \rangle$$
where $\sigma$ is the free group endomorphism induced by the mapping

$$\sigma: \left\{ \begin{array}{c}
    a \mapsto b^2 \\
    b \mapsto a.
\end{array} \right.$$  

We have computed the Dwyer quotients $M_c(\Delta)$, for $1 \leq c \leq 103$. These quotients satisfy the following conjecture.

**Conjecture D** The Basilica group $\Delta$ satisfies

$$M_c(\Delta) \cong \mathbb{Z}^2 \oplus \bigoplus_{\ell \in \mathbb{N}} A_\ell(c), \quad \text{for each } c \geq 2,$$

where the groups $A_\ell(c)$ are given as follows:

$$A_1(c) = \left\{ \begin{array}{c}
    0, \quad \text{if } c \in \{1, \ldots, 5\} \\
    \mathbb{Z}_{2(2m+1)}, \quad \text{if } c \in \{2m+6, 2m+7\}
\end{array} \right.$$  

and

$$A_\ell(c) = \left\{ \begin{array}{c}
    0, \quad \text{if } c \in \{1, \ldots, 3 \cdot 2^{\ell+1} - 1\} \\
    \mathbb{Z}_{2^{2m+1}}, \quad \text{if } c \in \{(3 + m) \cdot 2^{\ell+1}, \ldots, (3 + m) \cdot 2^{\ell+1} + 2^{\ell-1} - 1\} \\
    \mathbb{Z}_{2^{2m+2}}, \quad \text{if } c \in \{(3 + m) \cdot 2^{\ell+1} + 2^{\ell-1}, \ldots, (4 + m) \cdot 2^{\ell+1} - 1\}
\end{array} \right.$$  

with $m \in \mathbb{N}_0$. Hence, the Basilica group $\Delta$ is not finitely presentable.

The Brunner-Sidki-Vieira group BSV was introduced in [29] as a just-non-solvable, torsion-free group acting on the binary tree. The authors also gave the following invariant finite $L$-presentation:

$$\text{BSV} \cong \langle \{a, b\} \mid \emptyset \mid \{\varepsilon\} \mid \{[b, b^3], [b, b^2 a^3]\} \rangle$$  

where $\varepsilon$ is the free group endomorphism induced by the mapping

$$\varepsilon: \left\{ \begin{array}{c}
    a \mapsto a^2 \\
    b \mapsto a^2 b^{-1} a^2.
\end{array} \right.$$  

We have computed the Dwyer quotients $M_c(\text{BSV})$, for $1 \leq c \leq 53$. These quotients satisfy the following conjecture.

**Conjecture E** The Brunner-Sidki-Vieira group BSV satisfies

$$M_c(\text{BSV}) \cong \mathbb{Z}^2 \oplus A(c) \oplus \bigoplus_{\ell \in \mathbb{N}} B_\ell(c) \oplus \bigoplus_{\ell \in \mathbb{N}} C_\ell(c), \quad \text{for each } c \geq 2,$$

where the groups $A(c)$, $B_\ell(c)$, and $C_\ell(c)$ are given as follows:

$$A(c) = \left\{ \begin{array}{c}
    0, \quad \text{if } c \in \{1, \ldots, 3\} \\
    \mathbb{Z}_{2^{2m+1}}, \quad \text{if } c \in \{2m+4, 2m+5\}
\end{array} \right.$$  

and

$$B_\ell(c) = \left\{ \begin{array}{c}
    0, \quad \text{if } c \in \{1, \ldots, 3\} \\
    \mathbb{Z}_{2^{2m+1}}, \quad \text{if } c \in \{2m+4, 2m+5\}
\end{array} \right.$$  

and

$$C_\ell(c) = \left\{ \begin{array}{c}
    0, \quad \text{if } c \in \{1, \ldots, 3\} \\
    \mathbb{Z}_{2^{2m+1}}, \quad \text{if } c \in \{2m+4, 2m+5\}
\end{array} \right.$$
with \( m \in \mathbb{N}_0 \). Additionally, for each \( \ell \in \mathbb{N} \), we have

\[
E_\ell(c) = \begin{cases} 
0, & \text{if } c \in \{1, \ldots, 5 \cdot 2^{\ell-1} - 1\} \\
\mathbb{Z}_{24m+1}, & \text{if } c \in \{2^{\ell+2}m + 5 \cdot 2^{\ell-1}, \ldots, 2^{\ell+2}m + 6 \cdot 2^{\ell-1} - 1\} \\
\mathbb{Z}_{24m+2}, & \text{if } c \in \{2^{\ell+2}m + 6 \cdot 2^{\ell-1}, \ldots, 2^{\ell+2}m + 10 \cdot 2^{\ell-1} - 1\} \\
\mathbb{Z}_{24m+4}, & \text{if } c \in \{2^{\ell+2}m + 10 \cdot 2^{\ell-1}, \ldots, 2^{\ell+2}m + 13 \cdot 2^{\ell-1} - 1\} 
\end{cases}
\]

and

\[
C_\ell(c) = \begin{cases} 
0, & \text{if } c \in \{1, \ldots, 9 \cdot 2^{\ell-1} - 1\} \\
\mathbb{Z}_{24m+1}, & \text{if } c \in \{2^{\ell+2}m + 9 \cdot 2^{\ell-1}, \ldots, 2^{\ell+2}m + 12 \cdot 2^{\ell-1} - 1\} \\
\mathbb{Z}_{24m+2}, & \text{if } c \in \{2^{\ell+2}m + 12 \cdot 2^{\ell-1}, \ldots, 2^{\ell+2}m + 16 \cdot 2^{\ell-1} - 1\} \\
\mathbb{Z}_{24m+3}, & \text{if } c \in \{2^{\ell+2}m + 16 \cdot 2^{\ell-1}, \ldots, 2^{\ell+2}m + 17 \cdot 2^{\ell-1} - 1\} \\
\mathbb{Z}_{24m+4}, & \text{if } c \in \{2^{\ell+2}m + 17 \cdot 2^{\ell-1} - 1\} 
\end{cases}
\]

with \( m \in \mathbb{N}_0 \). Hence, the Brunner-Sidki-Vieira group BSV is not finitely presentable.

**On the Dwyer Quotients of some Fabrykowski-Gupta Groups**

The Fabrykowski-Gupta group \( \Gamma_3 \) was introduced in [15] as an example of a group with an intermediate word-growth. For every positive integer \( d \), Grigorchuk [21] described a generalization \( \Gamma_d \) of the Fabrykowski-Gupta group \( \Gamma_3 \). A rather longish invariant finite \( L \)-presentation was computed in [20]. Further, it was shown that, if \( d \) is not a prime-power, the group \( \Gamma_d \) has a maximal nilpotent quotient. This latter quotient is isomorphic to the maximal nilpotent quotient of the wreath product \( \mathbb{Z}_d \wr \mathbb{Z}_d \). We therefore consider only those groups \( \Gamma_d \) which admit a ‘rich’ lower central series; that is, the index \( d \) is a prime-power.

Let \( d \in \{3, 5, 7, 11\} \) be a prime. Then the Dwyer quotients \( M_c(\Gamma_d) \) are \( d \)-elementary abelian with the following \( d \)-ranks.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( \text{rk}(M_c(\Gamma_d)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( 0^{[2]}, 1^{[3]}, 2^{[0]}, 3^{[3]} 4^{[1]}, 5^{[26]}, 6^{[4]}, 7^{[77]}, 8^{[13]}, 9^{[12]} )</td>
</tr>
<tr>
<td>5</td>
<td>( 0^{[1]}, 1^{[4]}, 2^{[2]}, 3^{[20]}, 4^{[10]}, 5^{[100]}, 6^{[2]} )</td>
</tr>
<tr>
<td>7</td>
<td>( 0^{[1]}, 1^{[2]}, 2^{[6]}, 3^{[2]}, 4^{[14]}, 5^{[42]}, 6^{[14]}, 7^{[34]} )</td>
</tr>
<tr>
<td>11</td>
<td>( 0^{[1]}, 1^{[2]}, 2^{[2]}, 3^{[2]}, 4^{[10]}, 5^{[2]}, 6^{[22]}, 7^{[22]}, 8^{[22]}, 9^{[27]} )</td>
</tr>
</tbody>
</table>

As noted by Laurent Bartholdi and Olivier Siegenthaler, there is a pattern in the ranks of the Dwyer quotients \( M_c(\Gamma_d) \). For example, it may hold that

\[
M_c(\Gamma_3) \cong \begin{cases} 
0, & \text{if } c = 0 \\
\mathbb{Z}_{5^{2m+1}}, & \text{if } c \in \{2 + \frac{3}{2}(5^m - 1), \ldots, 1 + \frac{3}{2}(5^m - 1) + 4 \cdot 5^m\} \\
\mathbb{Z}_{5^{2m+2}}, & \text{if } c \in \{2 + \frac{3}{2}(5^m - 1) + 4 \cdot 5^m, \ldots, 1 + \frac{3}{2}(5^{m+1} - 1)\} 
\end{cases}
\]

for \( m \in \mathbb{N}_0 \). This suggests the following conjecture.

**Conjecture F** Let \( d \) be a prime. Then the Schur multiplier of \( \Gamma_d \), modulo the Dwyer-kernel, is infinitely generated \( d \)-elementary abelian.
Finally, we summarize our results for $M_c(\Gamma_d)$ for $d \in \{4, 8, 9\}$. The abelian invariants of the Dwyer quotients $M_c(\Gamma_d)$ are as follows.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$M_c(\Gamma_d)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(1)$^1$ (2)$^1$ (2,2)[1] (2,2)[4] (2,2,2,4)[1]</td>
</tr>
<tr>
<td></td>
<td>(2,2,2,4)[4] (2,2,2,4,4)[16] (2,2,2,2,2,4,4)[4]</td>
</tr>
<tr>
<td></td>
<td>(2,2,2,2,2,4,4)[16] (2,2,2,2,4,4)[64] (2,2,2,2,2,4,4)[5]</td>
</tr>
<tr>
<td></td>
<td>(2,2,2,2,2,2,2,2,2,4,4)[26]</td>
</tr>
<tr>
<td>8</td>
<td>(1)$^1$ (8)$^2$ (4,8)$^3$ (2,4,8)$^4$ (2,8,8)$^1$ (2,2,8,8)$^2$</td>
</tr>
<tr>
<td></td>
<td>(2,2,2,8,8)$^2$ (2,2,4,8,8)$^2$ (2,4,4,8,8)$^2$ (2,4,8,8,8)$^2$</td>
</tr>
<tr>
<td></td>
<td>(2,8,8,8,8)$^8$ (2,2,8,8,8,8)$^4$ (2,4,8,8,8,8)$^4$ (2,2,4,8,8,8,8)$^{32}$</td>
</tr>
<tr>
<td></td>
<td>(2,2,2,8,8,8,8)$^7$ (2,2,2,4,8,8,8,8)$^16$ (2,2,2,4,8,8,8,8)$^16$</td>
</tr>
<tr>
<td></td>
<td>(2,2,2,4,4,8,8,8,8)$^16$ (2,2,4,4,8,8,8,8)$^3$</td>
</tr>
<tr>
<td>9</td>
<td>(1)$^1$ (9)$^2$ (3,9)$^2$ (3,3,9)$^4$ (3,9,9)$^2$</td>
</tr>
<tr>
<td></td>
<td>(9,9,9)$^2$ (3,9,9,9)$^2$ (3,3,9,9,9)$^4$ (3,9,9,9,9)$^2$</td>
</tr>
<tr>
<td></td>
<td>(9,9,9,9)$^{12}$ (3,9,9,9,9)$^{18}$ (3,3,9,9,9,9)$^{36}$</td>
</tr>
<tr>
<td></td>
<td>(3,9,9,9,9,9)$^{18}$ (9,9,9,9,9,9)$^{17}$ (3,9,9,9,9,9,9)$^{12}$</td>
</tr>
</tbody>
</table>

Again, these computational results suggest that the groups $\Gamma_d$ are not finitely presentable. Further, the exponent of $M_c(\Gamma_d)$ is most likely the index $d$ itself.
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