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Tag der mündlichen Prüfung: 29. Oktober 2012



Abstract

We consider the stochastic heat equation in R+ × Rq with multiplicative noise:

∂tu(t, x) =
1

2
∆u(t, x) + b(t, x, u(t, x)) + σ(t, x, u(t, x)) Ẇ (t, x).

Here, Ẇ is a centered Gaussian noise which is white in time and colored in space
with correlation kernel k(x, y) ≤ const(|x− y|−α + 1) for x, y ∈ Rq and α ∈ (0, 2 ∧
q): E[Ẇ (t, x)Ẇ (s, y)] = δ(s − t)k(x, y). Our main result states that if the noise
coefficient σ is Hölder-continuous of order γ in the solution u and satisfies α <
2(2γ − 1), then the equation has a pathwise unique solution. This was conjectured
by Mytnik and Perkins in [MP11] and generalizes results in [MPS06]. Additionally,
if q = 1, we show that the compact support property holds for nonnegative solutions
of the stochastic heat equation with σ(t, x, u) = uγ for all α, γ ∈ (0, 1).





Abstract

Wir betrachten die stochastische Wärmeleitungsgleichung in R+ × Rq mit farbi-
gem Rauschen.

∂tu(t, x) =
1

2
∆u(t, x) + b(t, x, u(t, x)) + σ(t, x, u(t, x)) Ẇ (t, x).

Hierbei ist Ẇ ein zentriertes Gaußsches Rauschen, welches weiß in der Zeit ist und
farbig im Raum mit einem Korrelationskern k(x, y) ≤ const(|x−y|−α+1) für x, y ∈
Rq und α ∈ (0, 2 ∧ q): E[Ẇ (t, x)Ẇ (s, y)] = δ(s − t)k(x, y). Das Hauptresultat der
Arbeit sagt, dass wenn der Koeffizient des Rauschens σ Hölder-stetig von Ordnung
γ in der Lösung u ist und es gilt, dass α < 2(2γ − 1), dann hat die Gleichung eine
pfadweise eindeutige Lösung. Diese Aussage wurde von Mytnik und Perkins 2011
vermutet. Zudem wird gezeigt, dass im Fall q = 1 die sogenannte compact support
property für nichtnegative Lösungen der stochastischen Wärmeleitungsgleichung
mit σ(t, x, u) = uγ für alle α, γ ∈ (0, 1) gilt.
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1. Introduction

In this dissertation we study a certain class of stochastic partial differential equa-
tions (SPDE). These kind of equations appeared first in the 1970s, amongst others
in works of Dawson [Daw75], Pardoux [Par72] and Viot [Vio76]. One of the first
manuscripts presenting a comprehensive theory was given by Walsh [Wal86]. As of-
ten in probability, the theory was motivated by possible applications which mostly
stem from biological or physical models. We will also first provide motivation by
considering such a model that can be described by these SPDEs. Rigorous defini-
tions will be given in later chapters.

So, imagine one particle moving in the lattice Zq, q ≥ 1. It starts at the origin
0 ∈ Zq. At each time point in Z+ = {0, 1, 2, . . . } it changes its position to a
neighboring point, i.e. to a point where only one coordinate entry differs by the
value 1. All of the 2q possible points are chosen with equal probability and each
position change is independent of the other. Denote the position at time n ∈ Z+

by Yn ∈ Zq and call Y = (Yn)n∈Z+ a random walk. If there are N ∈ N = {1, 2, . . . }
particles, each moving independently, denote their random walks by Y 1, . . . , Y N .
For t ≥ 0, N ∈ N, define the particles’ (rescaled) empirical measure X on Rq by

XN
t (·) =

1

N

N∑
k=1

δN−1/2Y kbNtc
(·).

It assigns 1
N times a Dirac-measure δ to positions, rescaled by N−1/2, of the particles

at time bNtc. Then for any φ ∈ C∞c (Rq), the compactly supported infinitely
differentiable functions on Rq, consider the integral 〈φ,XN

t 〉 :=
∫
φ(x)XN

t (dx). As
N →∞ the integral converges almost surely for any t ≥ 0 to a constant depending
on φ. The constant of this large population, high density limit can be expressed
as
∫
Rq φ(x)u(t, x) dx for a function u : R+ × Rq → R, which is the same for any

φ. Furthermore, assuming all particles start at the origin, the function u can be
specified as the (unique) solution of the heat equation

∂tu(t, x) =
∆

2
u(t, x), u(0, x) = δ0(x), t ≥ 0, x ∈ Rq.

Here, ∆ = ∂2
x1 + · · · + ∂2

xq is the Laplacian in Rq, ∂xi denotes partial derivative in
xi-direction and δ0 is the δ-function with (singular) support in 0. In fact, u describes
the density of particles in the limit. We sometimes abbreviate ut(x) = u(t, x).

8
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The heat equation is a deterministic equation. However, if particles not only move
in the geographical space, but also branch after each position change (i.e. at times
in N−1N), stochastic effects can be observed in the limit. Branching means that
particles are erased and replaced with a random number of offspring at the same
site. Consider the special case that this random number is either 0 or 2, both with
equal probability (critical binary branching). Any branching events are supposed
to happen independently from the others. Doing the same rescaling as above, now
summing over the random number of particles alive at a certain time, Dawson
[Daw75] showed weak convergence of the empirical measure process (XN

t (dx))t≥0

to a measure-valued process (Xt(dx))t≥0. To connect it with the above, that implies
that the integrals 〈φ,XN

t 〉 converge weakly for any φ as above, t ≥ 0. Konno and
Shiga [KS88] and Reimers [Rei89] showed that this process allows a density process
u(t, x) w.r.t. Lebesgue measure in dimension q = 1, i.e. X(t, dx) = u(t, x)dx. This
density u is a nonnegative solution of the Dawson-Watanabe SPDE

∂tu(t, x) =
1

2
∂2
xu(t, x) +

√
u(t, x) Ẇ (t, x), (1.1)

where Ẇ is white noise on R+×R. Such a solution u exists in a stochastically weak
sense, meaning that there is a probability space with noise Ẇ and solution u such
that the SPDE holds almost surely. However, it would be more desirable to have
the existence of stochastically strong solutions, meaning that for given Ẇ such a u
is a measurable function of Ẇ : u = F (Ẇ ). Following a classical result of Yamada
and Watanabe, it will be shown (Lemma 5.1.1) that this measurable function exists
if pathwise uniqueness for the SPDE is satisfied. Pathwise uniqueness means that
any two solutions u1 and u2, defined on the same space with probability measure P
and the same noise Ẇ , fulfill P(u1 = u2) = 1. To obtain such pathwise uniqueness
results will be the major task in this thesis.

Here, a more general version of a such a stochastic heat equation (SHE) is studied
replacing the square root in (1.1) with a Hölder-continuous function σ(u) : R→ R :

∂tu(t, x) =
∆

2
u(t, x) + σ(u(t, x)) Ẇ (t, x), (1.2)

with t ≥ 0, x ∈ Rq and a suitable initial value u(0, ·) = u0(·). For non-negative
solutions, a special case of interest is the family σ(u) = uγ , γ ∈ (0, 1]. This family
includes the two cases of (1.1) (γ = 1/2) and the parabolic Anderson model (γ = 1,
e.g. [CM94]). The latter yields a linear equation in u, which has been studied
intensively in the last years, see [GK05]. Since uγ = u1/2uγ−1/2 and u1/2 is the
term appearing in (1.1), general exponents γ ∈ (0, 1) could be understood as density
dependent branching; see page 326 of [MP92] and Section 6.2 here.

The main reason for the existence of a density process u only to hold for q = 1 is
the roughness of white noise in higher dimensions. To generalise that setting (pri-
marily for the wave equation), different spatially smoother noises were considered
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more carefully, in particular by [Dal99]. There is a special focus on some of these so
called colored noises, which are spatially correlated centered Gaussian noises with
covariance given by:

E[Ẇ (φ)Ẇ (ψ)] =

∫
R1+2q

φ(s, x)k(x, y)ψ(s, y) dxdyds, φ, ψ ∈ C∞c (R+×Rq), (1.3)

for a correlation kernel k(x, y) = |x − y|−α, α > 0. There are two reasons why
considering this kind of colored noise is similar to white noise. The first is that
for α → q the kernel |x − y|−α converges weakly to the white noise correlation
kernel δ0(x− y). Secondly, if in the above particle model the branching events are
correlated in a sufficiently strong sense, then in a limit construction as above one can
obtain SHEs with colored noise. For example, Mytnik [Myt96] showed convergence
of approximate densities of a certain particle system to an SHE with a mixture of
white and colored noise. There have been results about SPDEs with this kind of
colored noise in the last ten years, e.g. [Stu03], [FK10], [MPS06], [SSS02], [FSS06].

Going back to equation (1.2), let us note that the question of weak existence for
continuous σ was answered in [Shi94] for white noise and in [MPS06] for colored
noise. However, the question of pathwise uniqueness in the white noise case was
open for more than 20 years. To quote C. Mueller in [DKRA09]: “Almost sure
uniqueness is an unsolved problem which has attracted the attention of many (...)
probabilists and I have heard at least two false announcements of false proofs.”

In 2006, Mytnik, Perkins and Sturm [MPS06] proved pathwise uniqueness pro-
vided that α < 2γ − 1 in the colored noise case. There were some indications that
their result was not optimal. Extending that work, Mytnik and Perkins [MP11]
showed pathwise uniqueness in the white noise case if γ > 3

4 . They also provided
the following conjecture:

Conjecture (Conjecture 1.6 of [MP11]). Pathwise uniqueness in C(R+, Ctem) for
(1.2) holds in the colored noise case if α < 2(2γ − 1).

In this dissertation this conjecture is proved using a similar proof strategy as
theirs. The function space Ctem is defined in (3.19).

In addition to existence and uniqueness there are a number of results which are
known for white noise, but have not been transferred to the colored noise setting.
Here, one of them is proved: the compact support property of nonnegative solutions
to (1.2) with σ(u) = uγ , γ ∈ (0, 1) and Ẇ colored noise. The compact support
property means that u(t, ·) has compact support, whenever the initial condition
u(0, ·) was compactly supported. In the white noise case, this was known to fail
for γ ≥ 1, [Mue91] and known to hold if γ < 1, [MP92]. In the proof here, it is
also shown that u gets extinct in finite time, meaning that there is an almost surely
finite random variable T <∞ with u(T, ·) ≡ 0.
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Let us put together some of the results that are known up to now and the gaps
which are still to be filled for white noise and for colored noise. We will split up
each table in two cases, real-valued solutions and nonnegative solutions. Sometimes,
stronger results can be shown if one restricts attention to nonnegative solutions.

We use the abbreviations WE for weak existence, WU for weak uniqueness, PU
for pathwise uniqueness and CSP for compact support property. Some of the re-
sults require further restrictions on the solution spaces considered, e.g. the pathwise
uniqueness is shown on a certain set C(R+, Ctem) of functions. For the details we
refer to the references given below the tables.

Consider solutions u of (1.2) with q = 1 and σ(·) = |u|γ , where γ = 1 stands for σ
being Lipschitz.

White Noise

u ∈ R u ≥ 0
WE WU PU WE WU PU CSP

γ = 1 X a) X X a) X b) X X no, c)

γ ∈ (0, 1) X d) no, γ < 3
4 e) X γ > 3

4 , f) X g) X γ ≥ 1
2 h) ? X i)

References:
a) Thm 3.5 in [Wal86]; b) Thm 2.2 in [Shi94]; c) Thm 1 in [Mue91]; d) Thm 1.1 in
[MP11]; e) Thm 1.1 in [MMP12]; f) Thm 1.2 in [MP11]; g) Thm 2.6 in [Shi94];
h) Thm 1.1 in [Myt98]; i) Thm 3.4 in [MP92], Thm 1.7 in [Kry97].

Consider solutions u of (1.2) with σ(·) = |u|γ , where γ = 1 stands for σ being
Lipschitz and α ∈ [0, q) :

Colored Noise k(x, y) = |x− y|−α

u ∈ R u ≥ 0
WE WU PU WE WU PU CSP

γ = 1 X α < 2 a) X X a) X b) ? ? ?

γ ∈ (0, 1) X α < 2 c) ? α < 2(2γ − 1) d) X ? ? X e)

References:
a) Thm 13 in [Dal99]; b) Thm 2.5 in [Kot92]; c) Thm 1.2 in [MPS06]; d) Thm 5.3.1
in this dissertation; e) Thm 5.4.3 for q = 1 in this dissertation.

One of the immediate impressions of these tables is that there are many more open
questions in the colored noise setting. In this work at least two of them could be
answered for γ ∈ (0, 1): pathwise uniqueness and the compact support property,
but still leaves a lot of room for future research.

Apart from these two results we show the auxiliary Lemma 5.1.1 and the weak
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existence of the solution of a colored noise equation including drift.

We end this introduction with an overview of the organization of this dissertation.
It is divided into two parts.

The first part starts with the basic notions of PDE in Chapter 2 and stochastic
processes including stochastic integration in Chapter 3. Proofs are mostly omitted,
but many references are given; only the part containing Gaussian processes in
Section 3.3 and the introduction to SPDE in Sections 3.4 and 3.5 are treated in
more detail. Chapter 4 lists many of the known results for the stochastic heat
equation and lays the basis of this work. The main results are presented in a
separate chapter, Chapter 5. Finally, an outlook to future research is given in
Chapter 6.

The second part contains all of the proofs. The proof of Lemma 5.1.1 can be found
in Chapter 7, the proof of weak existence can be found in Chapter 8. The main
part of this work is contained in Chapter 9, the proof of pathwise uniqueness. The
proof of compact support property is in Chapter 10. Finally, Chapter 11 contains
some proofs and longer calculations used in the outlook.

A list of the notation used can be found in the index at the end of this work.
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Notation and Results
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2. Partial Differential Equations

We will briefly recapitulate some facts about (deterministic) partial differential
equations (PDE). As we are not aiming at a thorough treatment of that subject we
refer the reader interested in that to [Eva10], [Fri76], [Hör85], [Paz83] or [Rau91],
from which we borrow most of what is contained within this section. As there are
several ways to deal with PDE we will present various ideas and techniques as most
of them will reappear later.

2.1. Partial differential operators

Partial differential equations are an extension of the concept of ordinary differential
equations (ODE). In ODE we look for a function u : [a, b] → R, where a < b ∈
[−∞,∞] and we know that u and its derivatives u′, u′′, . . . , u(m) obey a certain set
of restrictions

F (t, u(t), u′(t), . . . , u(m)(t)) = 0 for all t ∈ [a, b], (2.1)

for some fixed m ∈ N and a function F : [a, b] × Rm+1 → R. Additionally, we
require an initial condition u(a) = ū ∈ R.

One natural extension of this concept is to take into account real-valued functions
u : Ω→ R, where Ω is a connected open subset of Rq, q ≥ 1. As then derivatives are
partial derivatives we will use the symbol ∂α := ∂xα11

· · · ∂xαqq for α = (α1, . . . , αq) ∈
Zq+ and |α| =

∑q
i=1 αi, the order of the operator. Analogously to (2.1), we look for

u : Ω→ R, s.t.

F (x; {∂αu(x), |α| ≤ m}) = 0, x ∈ Ω, (2.2)

for some fixed m ∈ N, F : Rq×Rqm → R. For ODE we had an initial value problem
(u(a) = ū ∈ R). In the PDE context the required/useful boundary conditions vary
due to the properties of the equation, so we will leave that out for a moment.

Using the implicit function theorem, one can (at least locally) solve (2.2) for
one of the highest order derivatives appearing. This gives rise to some analytic
existence and uniqueness results. Locally, nevertheless, the equation can then also
be linearized and be written as

P (x, ∂)u(x) = 0, x ∈ Ω, (2.3)

14



2.1 Partial differential operators 15

where

P (x, ∂) = P (x, ∂x) =
∑
|α|≤m

aα(x)∂α and aα =
∂

∂(∂αu)
F (x, {∂βu(x)}) : Ω→ R

is an m-th order partial differential operator (PDO) for some m ∈ N. The definition
of the order came in here implicitly as the highest order appearing. Let us introduce
some notation:

Definition 2.1.1.

(a) The main symbol Pm : Ω× Rq → R of a partial differential operator P (x, ∂)
is defined as

Pm(x, ξ) =
∑
|α|=m

aα(x)ξα, x ∈ Ω, ξ ∈ Rq.

(b) For a PDO P (x, ∂x) we say that P is elliptic if Pm(x, ξ) 6= 0 for all x ∈ Ω and
all ξ 6= 0.

(c) For a PDO Q((t, x), ∂) on Ω ⊂ R+ × Rq 3 (t, x) we say that Q is parabolic,
if Q((t, x), ∂) = ∂t + P ((t, x), ∂x) and P ((t, x), ∂x) is second-order (globally)
and elliptic.

(d) If there is a θ > 0 s.t. Pm(x, ξ) ≥ θ|ξ|2 for all ξ ∈ Rq, then P is called
uniformly elliptic and Q is called uniformly parabolic.

From now on we only use Ω = Rq. For parabolic equations it is sufficient to give
initial data u(0, ·) only, even though the hypersurface {t = 0}×Rq is characteristic.
The most prominent example of such an equation is the heat equation

∂tu(t, x)− ν∆u(t, x) = 0, t > 0, x ∈ Rq, (2.4)

where ν > 0 and P (x, ∂) = ∆ =
∑q

i=1 ∂
2
xi is the Laplace(-Beltrami) operator on Rq.

Note that Pm(x, ξ) =
∑q

i=1 ξ
2
i has only a trivial zero here, so we have a uniformly

parabolic equation.

The two most basic questions for an equation such as (2.3) or (2.4) are that
of existence and uniqueness of a solution. In the parabolic setup (which we will
consider throughout this dissertation) the questions take the following form:

Given f, g : Rq → R fixed, the equation

(∂t +A)u = f (t > 0), u(0, ·) = g

and a certain function space U ,

(a) can we find a u ∈ U satisfying the equation in some sense (existence)
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(b) and second, if there were two solutions u1, u2 ∈ U , would they be equal in U
(uniqueness)?

We will ask these questions for the stochastic partial differential equations we intro-
duce in the next chapters. Before that, we give some more definitions and notations
for PDE to explain clearer what can be meant by “satisfying the equation in some
sense.”

2.2. Weak solutions, fundamental solutions and
distributions

Often it is not possible to obtain solutions in a classical sense. For instance, due
to the order of the differential operator, the solution u might be required to be
differentiable up to some order, but at the same time should obey a certain rough
initial condition. In order to resolve that problem it is helpful to define function
spaces allowing a different view of the PDE. We follow Chapter 2 of [Rau91].

We remind the reader that the space L2(Rq, dx) where dx is Lebesgue measure on
Rq is a Hilbert-space with inner product 〈f, g〉L2 =

∫
fg dx. The spaces Lp(Rq, dx)

are Banach-spaces w.r.t. ‖f‖p =
(∫
|f |p dx

)1/p
and we can define the set of locally

p-integrable functions

Lploc(R
q) = {f : Rq → R :

∫
|f |pφdx <∞ ∀φ ∈ C∞c (Rq).}, p ≥ 1.

Here, C∞c is the space of compactly supported, infinitely differentiable functions on
Rq.

We define certain function spaces which are well-known in the theory of partial
differential equations.

Definition 2.2.1.

(a) The Fréchet space of tempered functions S(Rq) is given by

S(Rq) = {u ∈ C∞(Rq) : ∀α, β ∈ Nq : sup
x∈Rq

|xα∂βu(x)| <∞}.

(b) The space of tempered distributions S ′(Rq) is defined as the space of contin-
uous linear functionals on S(Rq).

(c) The space D′(Rq) of distributions is defined as the space of continuous lin-
ear functions on D(Rq) = C∞c (Rq), the compactly supported, smooth func-
tions on Rq. Here D is equipped with the family of seminorms ‖u‖m,K =
supx∈K,|α|≤m |∂αu(x)|, where m ∈ Z+,K a compact subset of Rq.
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Clearly, D′ ⊃ S ′ ⊃ S ⊃ D and a prominent object in the first two spaces is the
δ-function δx ∈ S ′(Rq) for any fixed x ∈ Rq, which maps f ∈ S(Rq) to f(x) ∈ R.

We can define the Fourier-transform for f ∈ S(Rq):

(Ff)(ξ) := (2π)−q/2
∫
Rq
e−ixξf(x)dx,

where xξ is short for the Euclidean inner product xtξ of x and ξ. This transform F
extends naturally to S ′(Rq) by the usual pairing. There are several useful properties
such as Plancherel’s Theorem stating that ‖f‖L2 = ‖Ff‖L2 for f ∈ S(Rq) and

(φ ∗ ψ)(x) = (2π)q/2F (F(φ)F(ψ)) , (2.5)

where φ, ψ ∈ S(Rq) and φ ∗ ψ =
∫
φ(· − z)ψ(z) dz is the convolution. A useful

property of the Fourier-transform is the following elementary identity for f ∈ S(Rq),
α ∈ Zq+:

F(∂αx f) = (iξ)αFf.

Thus, it seems a good idea to define the so-called Sobolev-spaces

Hs(Rq) = {u ∈ S(Rq) : 〈ξ〉s(Fu) ∈ L2(Rq, dx)}, s ∈ R,

where 〈ξ〉 = (1 + |ξ|). This space is a Hilbert-space w.r.t. the inner product 〈u, v〉 =
〈Fu, 〈ξ〉2sFv〉L2 . Most often we will write

〈f, g〉 = 〈f, g〉L2 =

∫
Rq
f(x)g(x)dx

for the L2-inner product if this is well-defined.

For the heat equation

(∂t − ν∆)u = 0, u(0, ·) = δ0(·) ∈ S ′(Rq),

we can do the Fourier-transform w.r.t. the spatial variable x to obtain

∂t(Fu)(ξ) = −ν|ξ|2(Fu)(ξ), F(u(0, ·))(ξ) = (2π)−q/2.

This is an ODE in t and is solved by

(Fu)(ξ) = (2π)−q/2 exp(−ν|ξ|2t),

which implies

u(t, x) = (4πνt)−q/2 exp

(
−|x|

2

4νt

)
.
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This function, which we also denote by p̃t(x) = (4πνt)−q/2 exp
(
− |x|

2

4νt

)
, is called

the fundamental solution of the heat equation in 1 + q dimensions. Elementary
Fourier calculation and a variation of constants idea (Duhamel principle) allow to
use p̃ for finding a solution of

(∂t − ν∆)u = f, u(0, ·) = g (2.6)

for f ∈ C(R+,S(Rq)), g ∈ S(Rq) :

u(t, x) =

∫
Rq
p̃t(y − x)g(y)dy +

∫ t

0

∫
Rq
p̃t−s(y − x)f(s, y) dyds. (2.7)

What have we done in the last few lines? We have found a formula (2.7) for
g ∈ S(Rq), f ∈ C(R+,S(Rq)). But the formula itself can also be applied to more
general f, g. It turns out to be possible to use any g ∈ S ′ and f ∈ C(R+,S ′).
However, we might in return obtain a function u = u(t, x) that does not have
sufficient regularity for the differential operator being applied to it. Nevertheless,
we call a function obtained as in (2.7) a mild solution to (2.6).

Another idea to construct solutions would be to consider (2.6) as an equation of
elements in D′(Rq). Then, formally the equation would hold, if for all φ ∈ D(Rq) :

d

dt
〈φ, u(t, ·)〉 = 〈u(t, ·), ν∆φ〉+ 〈f(t, ·), φ〉, t ≥ 0 and 〈φ, u(0, ·)〉 = 〈φ, g〉. (2.8)

Integrating this w.r.t. time variable t, we obtain

〈φ, u(t, ·)〉 = 〈φ, u(0, ·)〉+ 〈u(t, ·), ν∆φ〉+ 〈f(t, ·), φ〉. (2.9)

The last equation is called the weak formulation of (2.6) and any function u ∈
D′(Rq) solving it for all φ ∈ D(Rq) is called a weak solution.

There is a relation between the two concepts:

Theorem 2.2.2 (Theorem 3.6.3 in [Rau91]). If g ∈ Hs(Rq), f ∈ C(R+, H
s−2q(Rq))

the following holds: u ∈ C(R+, H
s(Rq)) equivalently solves (2.7) or (2.8) for all

φ ∈ D(Rq), where both equations hold in a classical pointwise sense.

Both concepts of solutions “mild” and “weak” will reappear in the stochastic
setting.

Note that in (2.8) the operator P (x, ∂) is applied to φ instead of u. Generally,
one can shift the operators in the integral using Green’s formula. As φ is of compact
support there is generally no trouble with the boundary terms and we define the
adjoint operator P ∗ of P as the unique operator, s.t.

〈P ∗φ, ψ〉 = 〈φ, Pψ〉, φ, ψ ∈ D(Rq). (2.10)
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Naturally, the heat equation is not a good example for the introduction of weak
concepts for PDE, since the heat kernel p̃ smoothes the initial condition g instan-
taneously. But as it will be the equation treated throughout the work it was used
here.

Finally, let us remark that for the heat equation it holds that p̃t(x) = p̃1(t−1/2x),
so x and

√
t are on the same scale, a fact reappearing also in the stochastic setup

later. There are many more properties of the heat equation, but we refer the reader
to Chapter 6 of [Eva10] for some overview.

2.3. Semigroups

We return to (2.7) in order to observe that the solution at time t can be constructed
using {u(s, ·) : 0 ≤ s < t}, which are the solutions up to time t. This phenomen
appears frequently in parabolic (and also hyperbolic) equations and we formulate
the PDE (2.6) in a more abstract function-valued setup:{

du(t)
dt = Au(t) + f(t), t ≥ 0

u(0) = g,
(2.11)

for a linear operator A : D(A) ⊂ X → X, f, g ∈ X, where X is a Banach space
of functions with norm ‖ · ‖. The set D(A) is called the domain of the operator A.
This equation can abstractly be solved by

u(t) = etAg +

∫ t

0
e(t−s)Af(s)ds,

which is really analogous to (2.7). The operator etA is well-defined for bounded A
with D(A) = X. For general A there is the concept of operator semigroups.

Definition 2.3.1. A family of operators (Tt)t≥0 ⊂ L(X,X) is called a C0-semigroup,
if T0 = Id, is the identity operator, TtTs = Tt+s, t, s ≥ 0 and

lim
t→t0
‖Ttx− Tt0x‖ = 0

for each t0 ≥ 0 and x ∈ X. An operator A : D(A) ⊂ X → X is called the generator
of the C0-semigroup (Tt)t≥0, if for all x ∈ X

Ax = lim
t→0

t−1(Ttx− x).

We are interested in the converse of this definition as we are given the operator
A and look for the semigroup. These results can be obtained by the Hille-Yosida
theorem or the Lumer-Phillips theorem for C0-semigroups, see [Paz83]’s Chapter 1.

Theorem 2.3.2 (Lumer-Phillips, Theorem 1.4.3 of [Paz83]). A linear operator
A : D(A) ⊂ X → X is the generator of a C0-semigroup of contractions on X if

(a) D(A) is dense in X.
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(b) A is dissipative, i.e. ‖(λId−A)x‖ ≥ λ‖x‖ for all x ∈ D(A), λ > 0.

(c) There is a λ0 > 0, s.t. the range of the operator λId−A is dense in X.

There is also an extension for noncontractive semigroups, which can be found
in Theorem 1.3.1 in the same reference. We give an example where such a C0-
semigroup exists.

Example 2.3.3 (Theorem 2.1.43 in [Jac05]). Let X = C0(Rq) be the continuous
functions on Rq vanishing at ∞, equipped with the supremum-norm. Set

A =

q∑
i,j=1

aij(x)∂xi∂xj +

q∑
i=1

bi(x)∂xi

where A is uniformly elliptic and the coefficients are bounded smooth functions.
Then A is the generator of a C0-semigroup on C0(Rq).



3. Probability Essentials

Within this chapter a short introduction to the main notation related to stochastic
processes, martingales and Gaussian processes is given. Most of the attention is
given to the introduction of noises in the Gaussian process part, which is the only
addendum to the standard theory. Good references on the first three sections are
[Bre68], [Kle08], [Kal02] and [RY91].

The last two sections contain the theory of stochastic integration in the multi-
dimensional setting and the basic notions of stochastic partial differential equations.

3.1. Stochastic processes

Let Ω be the generic space, P(Ω) be its power set and F ⊂ P(Ω) be a σ-field on Ω.
For a topological space (Ω, τ) write B(Ω) for the Borel σ-field generated by the open
sets in τ. If Ω has a canonical topology as the Euclidean space Rq, we will assume
that this topology is considered. A mapping X : Ω → (E, E) into a measurable
space (E, E) is called measurable or a random variable, if X−1A ∈ F for all A ∈ E .
If E = R, we will call X a real-valued random variable and it will be convenient to
write X ∈ F in general.

Let P denote a probability measure on (Ω,F) and let E be its expectation func-
tional. The pair (Ω,F) will be called a measurable space and the triple (Ω,F ,P)
will be called a probability space. The set of probability measures on Ω will be
denoted by M1(Ω); the set of finite measures by Mf (Ω).

One often wants to consider a family of random variables indexed by a non-empty
set T. For this, let (Ω,F ,P) be a probability space, (E, E) be a Polish space and
ET the product-σ-field on ET .

Definition 3.1.1. A family (Xt)t∈T of random variables Xt : Ω → E, t ∈ T, is
called a stochastic process.
If T ⊂ Rn for a certain n ∈ N, then we say that (Xt)t∈T is a random field.

Note that a stochastic process (Xt)t∈T induces a probability measure L[X] := P̃ =
P◦X−1 on (ET , ET ) via a consistency argument (Daniell-Kolmogorov Theorem, see
Theorem 6.16 of [Kal02]). This probability measure is determined by its restriction
to the finite subsets T ⊂ P(T ) of T. Let πTS : ET → ES , (xt)t∈T 7→ (xt)t∈S be the
projection down to a set S ⊂ T. We will call the collection

(P̃ ◦ (πTS )−1)S∈T

21
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the finite dimensional distributions (f.d.d.) of X.

Definition 3.1.2. Let (Xt)t∈T and (Yt)t∈T be two stochastic processes on T 6= ∅.

(a) X and Y are called indistinguishable, if P(Xt = Yt for all t ∈ T ) = 1.

(b) X and Y are called modifications, if P(Xt = Yt) = 1 for all t ∈ T .

(c) If (Zt)t∈T is another process on a different probability space (Ω′,F ′,P′) and
X and Z have the same f.d.d., then Z and X are called versions of each other.

Write X
f.d.d.
= Z.

(d) If T consists only of a single point, then we will write X
d
= Z, if they are

versions and we will say they have the same distribution.

In the case of countable T the two first definitions coincide, whereas they differ if
T is uncountable. A modification of a process is also a version. Define the rectangle

[[a, b]] :=

q∏
i=1

[ai, bi] ⊂ Rq for ai < bi ∈ R.

In the case of E = R, i.e. a real-valued process X, note that X can be regarded as a
random function X : T ×Ω→ R on the set T . For fixed ω ∈ Ω, call X(ω) : T → R
the path of X. If T ⊂ Rn a natural question would be to ask if the process is contin-
uous at a fixed point t ∈ T. However, using the Daniell-Kolmogorov construction
via finite dimensional distributions, this question cannot be answered, generally.
But at least the following well-known theorem holds:

Theorem 3.1.3 (Kolmogorov-Centsov; Theorem 3.23 in [Kal02]). Let T ⊂ Rq.
Suppose (Xt)t∈T is a stochastic process taking values in a complete metric space
(S, ρ) such that there are C > 0, p > 0 and γ > 0

E[ρ(Xt, Xs)
p] ≤ C|t− s|q+γ ∀s, t ∈ T.

Then X has a continuous version. Additionally, we have for 0 ≤ θ < γ
p :

E

[(
sup

s 6=t,∈T,|s−t|≤1

ρ(Xt, Xs)

|t− s|θ

)p]
<∞.

We remind the reader that a function f : Rq → R is said to be Hölder -continuous
of order γ ∈ (0, 1], if there is a constant c <∞ such that

sup
x 6=y∈Rq ,|x−y|≤1

|f(x)− f(y)|
|x− y|γ

≤ c.
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In the case γ = 1, the term Lipschitz -continuous is used more frequently. Thus,
Theorem 3.1.3 states that there is a version which almost surely has paths which
are Hölder-continuous of order θ.

Sometimes it is not possible to obtain such strong regularity results on the pro-
cess. Therefore, we make the following definition for deterministic functions on the
real line.

Definition 3.1.4. Let (M,O) be a topological space. The function f : R+ →M is
called càdlàg, if we have that limε→0+ f(t−ε) exists for all t > 0 and limε→0+ f(t+
ε) = f(t) for all t ≥ 0. We write D(R+,M) = {f : R+ → M : f càdlàg} and
C(R+,M) = {f : R+ →M : f continuous}. The space D(R+,M) is called Skorohod
space.

Remember that if M is a Polish space, then D(R+,M) and C(R+,M) are as well
Polish space and that Theorem 3.1.3 is often used to establish that a process has a
version with paths in C(R+,M).

3.2. Martingales and classical stochastic integration

Now we concentrate on processes where T = R+ = [0,∞) is the positive half-line.
One can think of it as the time-axis. Assume that we are given a probability space
(Ω,F ,P) throughout this section.

Definition 3.2.1.

(a) A filtration (Ft)t≥0 is an increasing family of sub-σ-fields of F . That means
Fs ⊂ F and Fs ⊂ Ft for all 0 ≤ s ≤ t <∞.

(b) The process X is called adapted to the filtration, if Xt ∈ Ft for all t ≥ 0.

(c) A random variable τ : Ω → [0,∞] is called a stopping time, if {τ ≤ t} ∈ Ft
for all t ≥ 0.

(d) For such a stopping time τ define Fτ = {A ∈ F : A ∩ {τ ≤ t} ∈ Ft ∀t ≥ 0}.

(e) The filtration is said to satisfy the usual conditions, if all P-null sets N ⊂ F0

and Fs =
⋂
t>sFt.

Probability spaces with filtrations will be called filtered proability spaces and will
be denoted by (Ω,F ,Ft,P).

There is much more that can be said about this abstract concept of filtrations
and adapted processes, though we refer to Doob [Doo01], pp. 387 onwards, as a
good reference. It is always possible to uniquely extend a filtration to one which
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satisfies the usual conditions. In this section we assume that the ususal conditions
are always satisfied.

An important concept in the study of stochastic processes is that of a martingale.

Definition 3.2.2. An adapted process X = (Xt)t≥0 is called a martingale, if
E|Xt| <∞ for all t ≥ 0 and

E[Xt|Fs] = Xs for all 0 ≤ s ≤ t.

It is called a sub-(super-) martingale, if the last condition is replaced by ≥( ≤).
If there exists an increasing sequence of stopping times τn <∞ with limn→∞ τn =∞
almost surely and for each n ∈ N the process (Xt∧τn)t≥0 is a martingale, then X is
called a local martingale.

A prominent example of a martingale is that of Brownian motion.

Definition 3.2.3. A real-valued, adapted process (Bt)t≥0 on a filtered probability
space (Ω,F ,Ft,P) is called a Brownian motion, if B0 = 0, B has almost surely
continuous paths and

(a) the law L(Bt −Bs) is independent of Fs

(b) and the law L(Bt −Bs) = N(0, t− s),

for any 0 ≤ s < t.

Here, N(0, t−s) is a centered normal law with variance t−s, i.e. N(0, t−s)(A) =∫
A(2π(t − s))−1/2 exp(−(2(t − s))−1x2) dx for A ∈ B(R); see also Definition 3.3.1.

One can show that B is a martingale w.r.t. (Ft)t≥0 and also w.r.t. its own filtration
G = (Gt)t≥0, where Gt = σ(Bs : s ≤ t), t ≥ 0. The adapted process B is also a
Brownian motion on (Ω,F ,Gt,P).

The general conditions for martingales already imply a lot of regularity on the
paths, as shown in the following result taken from [KS00]:

Proposition 3.2.4 (Theorem 1.3.13 of [KS00]). A martingale X has a modification
s.t. its paths are càdlàg. Then we say that X is a càdlàg martingale.

The next result will be used frequently later on without special reference to it.
It is one of the reasons which make martingales such an important concept:

Proposition 3.2.5 (Theorem II.3.6 of [RY91]). On a filtered probability space let τ
be a finite stopping time and M be a càdlàg martingale. Then the stopped process
M τ = (M τ

t )t≥0 = (Mτ∧t) is again a càdlàg martingale.
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Often it is helpful to restrict the class of martingales to square-integrable mar-
tingales as we will see for the construction of the Itô-integral at the end of this
section.

Definition 3.2.6. The space of square-integrable martingales started in 0 is de-
noted by M2, its subset of continuous square-integrable martingales by M2,c. Set

‖M‖t :=
√
EM2

t , t ≥ 0; ‖M‖ =
∑
n∈N

2−n(1 ∧ ‖M‖n),

for M ∈M2. Let d(M,N) = ‖M −N‖ for M,N ∈M2,c.

Then the following result holds.

Proposition 3.2.7 (Proposition 1.5.23 of [KS00]). The metric space (M2, d) is
complete and M2,c is closed in M2.

There are many interesting features for martingales and we refer the reader to
[KS00] and [RY91] for a broader overview. Here, though, we present only a small
selection of results including Itô-integration. For a martingale M ∈M2,c we define
the quadratic variation

〈M〉t, t ≥ 0,

as the unique, adapted and increasing process such that M2−〈M〉 is a martingale.

Now we want to give a short overview on Itô-integration for Brownian motion to
motivate the definitions of the next two sections. One of the first reasons to study
integration was to get an idea for solutions of stochastic differential equations, that
means to look for a real-valued process X = (Xt)t≥0, such that

dXt = b(t,Xt) dt+ σ(t,Xt) dBt, (3.1)

in a certain sense. Here, b, σ are real-valued functions and B is a Brownian motion.
If σ = 0 the equation is an ODE and the theory is well-known. For nontrivial
σ, however, we need to define an integral with respect to dBt, which cannot be
modeled as a Stieltjes-integral. We will give an idea here, but refer to Chapters 1
and 3 of [KS00] for a complete overview.

First we integrate elementary functions: For 0 ≤ a < b and X ∈ Fa let Ht =
X1(a,b](t) be a real-valued stochastic process. Define its integral:

(H ·B)t(ω) = X(ω)(Bt∧b(ω)−Bt∧a(ω)), t ≥ 0, ω ∈ Ω.

One easily checks that H ·B is a continuous martingale. Let S0 be the set of linear
combinations of such functions H:

S0 = {f : R+ × Ω→ R| ∃m ∈N, 0 ≤ ai < bi, Xi ∈ Fai , 1 ≤ i ≤ m,

f(t, ω) =

m∑
i=1

Xi(ω)1(ai,bi]}.
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Extend the mapping H 7→ H · B to S0 by linearity and observe that this is well-
defined (independent of the partitions chosen). Again, f · B is a continuous mar-
tingale for all f ∈ S0 and the so-called Itô-isometry holds:

E[(f ·B)2
t ] = E[

∫ t

0
f(s, ω)2 ds]. (3.2)

For f ∈ S0 define [f ]T = (E[
∫ T

0 f(s, ω)2 ds])1/2 as well as the metric on S induced
by

[f ] =
∞∑
n=1

2−n(1 ∧ [f ]n).

The goal is to extend f 7→ f ·B to the following space of progressively measurable
processes

L∗ = {f : R+ × Ω→ R| [f ] <∞ and ,

∀t ≥ 0 : f : [0, t]× Ω→ R is B([0, t])⊗Ft measurable}.

equipped with the metric induced by [·]. By Proposition 3.2.8 of [KS00] it holds
that S0 is dense in L∗ w.r.t. [·].

Now, we want to extend the mapping f 7→ f · B from S0 to L∗. Let f ∈ L∗ be
approximated by the sequence (fk)k∈N with elements fk ∈ S0, k ∈ N : [fk− f ]→ 0.
Then fk is a Cauchy-sequence in S0, fk · B are in M2,c and so for the distance
d(fk ·B, fm ·B), as defined in Definition 3.2.6 we obtain

‖(fk ·B)− (fm ·B)‖ =
∑
n∈N

2−n
(

1 ∧
(
E[((fk − fm) ·B)2

n]
)1/2)

=
∑
n∈N

2−n
(

1 ∧ ([fk − fm]n)1/2
)

= [fk − fm].

So, also (fk ·B)k is a Cauchy-sequence inM2,c. By Proposition 3.2.7, we know that
there is a unique limit element in M2,c which we denote by

f ·B =

(∫ t

0
f(s, ·) dBs

)
t≥0

.

One can show again that this definition does not depend on the approximating
sequence. The key-role for the extension were the Itô-isometry (3.2) and the com-
pleteness of the space of continuous martingales, see Proposition 3.2.7. Two aspects
we will reencounter in the multi-dimensional setup.

We conclude this section by citing two important theorems that will be used
frequently later on. The first theorem says that for continuous square-integrable
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martingales there is a time-change, such that the time-changed martingale is a
Brownian motion:

Theorem 3.2.8 (Dambis-Dubins-Schwarz, Thm V.1.6 [RY91]). Assume that M ∈
M2,c is such that 〈M,M〉∞ =∞. Set

Tt = inf{s : 〈M,M〉s > t}.

Then Bt = MTt is an (FTt)-Brownian motion.

The next theorem is an inequality which gives lower and upper bounds for the
running supremum M∗t := sups≤tMs, t ≤ ∞ of a martingale via its quadratic
variation:

Theorem 3.2.9 (BDG-inequality, Thm IV.4.1 [RY91]). For all p ∈ (0,∞), there
exist two constants cp and Cp such that, for all M ∈M2,c,

cpE
[
〈M,M〉p/2∞

]
≤ E[(M∗∞)p] ≤ CpE

[
〈M,M〉p/2∞

]
.

As mentioned before, one of the important uses of Itô-integration is the solution
of stochastic differential equations, such as (3.1). We present the abstract setting
for stochastic equations. The ideas are taken from [Kur07]. Let S1, S2 be Polish
spaces and Γ : S1 × S2 → R. The framework of a stochastic equation often is the
following: Let Y be an S2-valued random variable with law ν ∈ M1(S2) fixed.
Look for an S1-valued random variable X, s.t.

Γ(X,Y ) = 0 (3.3)

holds. Usually, Y is not given explicitly, but ν is. So we make the following
definition.

Definition 3.2.10 (Stochastically weak and strong solutions). Any pair (X,Y )
of random variables on a probability space (Ω,F ,P) is called a stochastically weak
solution to (Γ, ν), if Γ(X,Y ) = 0 holds P-almost surely and P(Y ∈ ·) = ν.
A weak solution (X,Y ) is called a stochastically strong solution to (Γ, ν), if there
is a Borel-measurable F : S2 → S1, such that X = F (Y ), P almost surely.

This framework is also the right one for SDEs such as (3.1). There we are given
the equation with the condition that B is required to be a Brownian motion on a
suitable filtered probability space. So we are given the law L[B] on S2 = C(R+,R),
since B has continuous paths. It remains to define a suitable space S1 for the
solution X. We will speak more on that and also the formulation of the SDE in
such a setting in Chapter 7. Remark finally, that for a strong solution it is equivalent
to say that X is measurable w.r.t. the σ-field generated by Y. In the context of SDE
this leads to saying that X needs to be adapted to the filtration of the Brownian
motion.
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3.3. Gaussian processes and noises

In this section we give some definitions and properties of Gaussian processes, par-
tially taken from [DKRA09]. Other good references are [Jan97], [HKPS93] and
[HS08], especially for the second part. Gaussian processes are a first natural class
of integrators, since Brownian motion (a Gaussian process as seen in Example 3.3.8)
was a suitable process for the introduction of the one-dimensional stochastic integral
in the previous section.

We start with the definition of a one-dimensional Gaussian random variable:

Definition 3.3.1. A real-valued random variable X is a Gaussian random variable,
if there exist m ∈ R and σ2 ∈ R+ = [0,∞), s.t.

P(X ∈ A) =

∫
A

(2πσ2)−1/2 exp

(
−(x−m)2

2σ2

)
dx

for any bounded Borel-set A ⊂ R. If σ2 = 0, this equation is to be understood in
the sense that P(X ∈ A) = 1A(m), i.e. X = m almost surely.
A Gaussian random variable is also called a normal variable. The (unique) quanti-
ties m and σ2 are called mean and variance, respectively.

There is an extension to the multi-dimensional case. Let q ∈ N.

Definition 3.3.2. An Rq-valued random variable g is a Gaussian random variable,
if the real-valued random variable tg is Gaussian for any t ∈ Rq.

As in the one-dimensional case it is also possible to identify two quantities:

Proposition 3.3.3. An Rq-valued random variable g is a Gaussian random variable
if and only if there exist m ∈ Rq and C ∈ Rq×q symmetric and non-negative definite
s.t. for all t ∈ Rq :

H(t) := E(exp(it · g)) = exp

(
it ·m− 1

2
t · Ct

)
.

Our goal is to extend the notion of a Gaussian random variable to Gaussian
processes on more general index sets T .

Definition 3.3.4. Let (Ω,F ,P) be a probability space and T 6= ∅ be a set. A
stochastic process G : Ω×T → R is called Gaussian, if for all t1, . . . , tk ∈ T, k ∈ N,
the Rk-valued random variable (G(t1), . . . , G(tk)) is Gaussian.

The easiest example one can think of is the discrete set T = {1, . . . , q}, which
leads us back to the definition of Rq-valued Gaussian variables. The functions
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C : {1, . . . , q}2 → R in Proposition 3.3.3 had the important property of positive
definiteness we want to generalize.

Definition 3.3.5. A function C : T 2 → C is called positive definite, if

n∑
i,j=1

aiajC(ti, tj) ≥ 0 ∀ai, aj ∈ R, ti, tj ∈ T, 1 ≤ i, j ≤ n ∈ N.

If (T,+) is a group, a function H : T → C is called positive definite if C(t, s) :=
H(t− s), s, t ∈ T, is positive definite.

Note that in Proposition 3.3.3 we used the term “non-negative definite” to de-
scribe the same fact in the finite-dimensional (or matrix) setup. In the general
setup, the expression “positive definite” is used more frequently, even though it is
a bit misleading.

As in the finite-dimensional cases mentioned above, one can identify quantities
describing the distribution of a Gaussian process. A trivial consequence of the
Daniell-Kolmogorov extension theorem and Proposition 3.3.3 is:

Proposition 3.3.6 (Lemma 13.1 in [Kal02]). The distribution of a Gaussian vari-
able G is uniquely determined by the mean m : T → R and the covariance C :
T × T → R, where

m(t) = E(G(t)) and C(s, t) = Cov(G(s), G(t)),

H(t) = E[exp(iG(t))] = exp(im(t)− 1

2
C(t, t)), s, t ∈ T.

As often in probability, we write Cov(X,Y ) = E[XY ]−E[X]E[Y ] for the covari-
ance of two random variables X and Y . One can show that C is symmetric and
positive definite. Similarly H is positive definite if T has a group structure (The-
orem 3.2.2 of [BCR84]). Assuming these properties, the converse of the previous
proposition holds true:

Theorem 3.3.7 (Theorem 3.1 in [Doo01]). Let T 6= ∅ be a set. For a function
m : T → R and a symmetric positive definite C : T 2 → R, there is a Gaussian
process, whose f.d.d. are explicitely given by m and C.

It is time to provide the reader with some examples:

Example 3.3.8.

(a) Let T = R+, m(t) = 0, C(s, t) = s ∧ t = min(s, t), s, t ∈ R+. Then a con-
tinuous version of this Gaussian process is a standard Brownian motion, see
Definition 3.2.3.
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(b) Let T = [0, 1], m(t) = 0, C(s, t) = s ∧ t− st, s, t ∈ [0, 1]. Then, one can show
that C is positive definite. By E(G(t)2) = C(t, t) = t − t2 being equal to 0
for t = 0, 1, one gets the idea that G might be a Brownian bridge, the process
obtained by conditioning a Brownian motion on {B1 = 0} (p.253 in [Kal02]).

(c) Let T = Rq+, m(t) = 0, C(s, t) =
∏q
j=1(sj ∧ tj), s, t ∈ Rq+. Then G is called a

Brownian sheet. It has a continuous version; some more properties of it are
given in Chapter 1 of [Wal86].

Minlos’ Theorem

There is a more concrete setup, which helps if some structure of T is given. We
first give a general exposition leading to Minlos’ Theorem, then specialize to the
case of T = S(R1+q) and finally introduce the Gaussian noises W k and W δ called
colored noise and white noise, respectively.

Following [HKPS93], we want to construct a nuclear space T. Let M be a vector
space with a family of scalar products (·, ·)n, n ∈ N0. Denote by Tn the completion

of M w.r.t. | · |n := (·, ·)1/2
n . Assume that | · |n ≤ | · |m for all n < m, which implies

Tn ⊃ Tm for all n < m. Additionally, we require that if (ξk)k∈N ⊂ M is a Cauchy-
sequence w.r.t. | · |m and |ξk|n → 0 (k →∞), then also |ξk|m → 0 (k →∞), n < m.
Let N =

⋂
n∈N Tn and equip T with the projective limit topology τp given by ξk → ξ

in τp, iff ξk → ξ in all (Tn, | · |n), n ∈ N. One can show that T is a Fréchet-space.
Assume additionally that T is nuclear, that means that for all n ∈ N, there is a

m ∈ N,m ≥ n such that the natural inclusion imn : Tm → Tn is Hilbert-Schmidt,
meaning that its spectrum is a square-integrable sequence. Let T ′ be the dual of
T , i.e. T ′ = {w : T → R : bounded w.r.t. all | · |n and linear} and similarly define
the dual T ′n of Tn; define T−n := T ′n. Write 〈·, ·〉 for the pairing of T and T ′ and
B = B(T ′). Consider a mapping:

H : T → R, φ 7→ H(φ).

Theorem 3.3.9 (Minlos’ Theorem, Theorem 1.1 in [HKPS93]). Assume that H is
positive definite, H(0) = 1 and H is continuous on T . Then there exists a unique
probability measure µH on the measurable space (T ′,B) such that

H(φ) =

∫
T ′

exp(i〈x, φ〉)µH(dx).

Moreover, if H is continuous with respect to | · |m,m ∈ N, and if m > n is such that
the injection imn : Tm → Tn is of Hilbert-Schmidt type, then µH(T−n) = 1.

Of course, this theorem is not limited to Gaussian processes, but we will only
apply it in that setting here. To prepare this application, let us construct such a
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nuclear space T . For this construction we use the notation from Chapter A.5 in
[HKPS93].

Let M = S(R1+q) be equipped with a family of scalar products (·, ·)2,p, p ∈ N0

defined as
(φ, ψ)2,p := (φ, Jpψ)L2 , φ, ψ ∈ S(R1+q), p ∈ N0.

Here, J is the self-adjoint operator (for the L2 scalar product) given by

Jφ(u) :=
(
−∆ + (1 + |u|2)

)
φ(u)

and Jp is its p-th power, p ∈ N0. The operator J is the Hamiltonian of the harmonic
oscillator in q + 1 dimensions (+ the constant function 1) and has an orthogonal
(w.r.t. the L2-scalar product) eigenbasis in S(R1+q) given by the Hermite functions
hn defined as

hn(x) = hn1(x1) · · ·hn1+q(x1+q),

hn1(x1) = c(n1)ex
2
1/2

∂n1

∂xn1
1

e−x
2
1 ,

for n1, . . . , n1+q ∈ Z+, x ∈ R1+q with

Jhn = λnhn = (2(n1 + · · ·+ n1+q) + q + 2)hn, n ∈ Zq+1
+ .

The Hermite functions can be normalized. Recall that they also constitute an
eigenbasis for the Fourier-transform:

Fhn = (−i)|n|hn.

We write Sp(R1+q) for the completion of M = S(R1+q) w.r.t. the norms induced
by (·, ·)p, p ∈ N0. Clearly, S0 = L2. One can show that the topological space

Ŝ(R1+q) :=
⋂
n∈N0

Sp(R1+q)

is topologically isomorphic to S(R1+q) and so we will identify both spaces. More-
over, considering the spectrum of J , it is true that J−(1+ q

2
) : L2 → L2 is Hilbert-

Schmidt. Since, Jp : Sp → L2 is an isometry, we know that I = JpJ−1+ q
2J−p :

Sp → Sp is Hilbert-Schmidt and the image is contained in Sp+1+ q
2
. So, the injection

ip
p+1+ q

2
: Sp(R1+q)→ Sp+1+ q

2
(R1+q)

is Hilbert-Schmidt. Hence, the space S(R1+q) is a nuclear space with

S(R1+q) ⊂ · · · ⊂ S1(R1+q) ⊂ L2(R1+q) ⊂ S−1(R1+q) ⊂ · · · ⊂ S ′(R1+q).

As J is positive, one can also define scalar products (·, ·)2,p for non-integer p. They
embed clearly, within the previous chain and we will later use such spaces Sp for
noninteger p ∈ R. Finally, define B(S ′) to be the Borel-σ-field given by the weak-*-
topology.
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Gaussian Noises

We want to introduce Gaussian processes on S(R1+q), which will be called Gaussian
noises. They will play the role of the integrators, which was played by Brownian
motion in the one-dimensional setting, see the end of the previous section. There
will not be a treatment of Gaussian noises in full generality. We will only present
Gaussian noises on R1+q, which are white in time and have a certain spatial de-
pendence structure. Remember that the main goal of this thesis is to work with
the heat equation, where “time” refers to a selected coordinate of the equation and
“space” is represented by Rq.

In order to obtain Gaussian noises, we want to apply Minlos’ Theorem 3.3.9.
So we need to construct characteristic functions H on the nuclear space S(R1+q).
Remembering the result of Proposition 3.3.6 we first define a covariance functional
and give some regularity results:

Lemma 3.3.10. For k ∈ L1
loc(R2q), which is bounded by

k(x, y) ≤ c(|x− y|−α + 1),

for almost all (x, y) ∈ R2q for a constant c <∞ and α ∈ [0, q), the mapping

Lk :

{
(S(R1+q))2 → R
(φ, ψ) 7→

∫ t
0

∫
Rq
∫
Rq φ(s, x)k(x, y)ψ(s, y) dxdyds

(3.4)

is continuous.

We will not give a proof here, as we will present a slightly stronger statement in
the proof of Lemma 3.3.13. There is a special case, which is not covered in this
lemma, but the same continuity statement holds for putting the Dirac-δ-distribution
δ = δ0 ∈ S ′(Rq) instead of k:

Lδ(φ, ψ) :=

∫ t

0

∫
Rq
φ(s, x)ψ(s, x) dxds. (3.5)

Define the mapping Hk : S(R1+q)→ R by

Hk(φ) := exp

(
−1

2
Lk(φ, φ)

)
.

Lemma 3.3.11. Assume that k is bounded as in Lemma 3.3.10 and Lk is positive
definite and symmetric. There is a Gaussian measure µk on B(S ′(R1+q)), such that
for all φ ∈ S(R1+q) : ∫

S′
exp(i〈x, φ〉)µk(dx) = Hk(φ).

A random variable Ẇ k on S ′ with law µk is a centered Gaussian process on S(R1+q)
with covariance given by Lk.



3.3 Gaussian processes and noises 33

Proof. We want to apply Theorem 3.3.9. Clearly, Hk(0) = 1 and by Lemma 3.3.10
the mapping Lk is continuous and so Hk also is. By Theorem 3.2.2 of [BCR84], Hk

is positive definite since Lk is.
For the second part, denote the expectation w.r.t. µk by Eµk and write S =
S(R1+q) and likewise for S ′. Then, let Ẇ k be a realization of a random variable
with values in S ′ and law µk :

Ẇ k : Ω→ S ′ = L(S,R),

the space of bounded linear maps from S to R. If for φ ∈ S we define (Ẇ k(φ))(ω) :=
(Ẇ k(ω))(φ) observe that the mapping

Ẇ k(ω) : S(R1+q)→ R

is linear: Ẇ k(aφ + ψ) = aẆ k(φ) + Ẇ k(ψ) for any φ, ψ ∈ S, a ∈ R almost surely.
Moreover, Ẇ k(φ) is a centered real-valued Gaussian variable with

Eµk [Ẇ k(φ)2] = −2∂2
t Eµk [H(tφ)]|t=0 = Lk(φ, φ)

and similarly using the symmetry of Lk,

Eµk [Ẇ k(φ)Ẇ k(ψ)] = Lk(φ, ψ), (3.6)

for φ, ψ ∈ S.

Next, we provide some examples:

Example 3.3.12.

(a) Let k(x, y) = δ0(x − y) ∈ H−q(R1+q) the δ-function in each coordinate. Of
course, the reader will note that this is not in the setup as we presented it in
Lemma 3.3.10. One can also prove 3.3.11 for the functional Lδ as defined in
(3.5). The process Ẇ δ is called white noise.

(b) Choosing k(x, y) = kα(x − y) = |x − y|−α, x 6= y ∈ Rq for α ∈ (0, q), the
Riesz kernel, will be a classical example for a stationary Gaussian process.
One can check, that Lk is positive definite in that case. There is a measure
µkα on B(Rq), s.t. µkα = Fkα. Here, µkα = cαkq−αdλ for a constanct cα and
Lebesgue measure dλ (cf. Lemma V.1.2(a) in [Ste67]).

Let us define a space of distributions depending on α ∈ (0, q) :

Lα(Rq) := {f ∈ S ′(Rq) :

∫
Rq
|z|−α(f ∗ f)(z) dz <∞} (3.7)

= {f ∈ S ′(Rq) :

∫
Rq
|ξ|−q+α(Ff(ξ))2 dξ <∞}.
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It is equipped with the norm ‖f‖α :=
∫
Rq |z|

−α(f ∗ f)(z) dz, f ∈ Lα(Rq). Denote
the completion of Lα w.r.t. ‖ · ‖α by Lα(Rq). Formally the space α = q corresponds
to the space L2. We define the product Mα of function spaces in the following way:

Mα := {f · g : R1+q → R : f ∈ L2(R), g ∈ (L1(Rq) ∩ Lα(Rq)), α ∈ (0, q)}.

Continuing with the general setup, the following holds:

Lemma 3.3.13. The Gaussian process Ẇ k defined in Lemma 3.3.11 can be ex-
tended to Mα in the sense that Ẇ : Mα → L2(Ω,P) is a Gaussian variable with
covariance functional Lk as in (3.6).

Proof. We take the proof idea from Theorem 2 of [Dal99]. Let (s, x) 7→ f(s, x) =
p(s)φ(x) ∈ Mα. Let pn → p in L2(R) and for ψ ∈ D(Rq) with ψ ≥ 0,

∫
ψ dx = 1

and support of ψ in the unit ball of Rq define the mollifier

ψn(x) = nqψ(nx), x ∈ Rq.

If we set φn := φ ∗ ψn, then φn ∈ S(Rq) and

‖φn − φ‖α =

∫
Rq
dξ |ξ|−q+α (Fφn −Fφ)2 (ξ)

≤
∫
Rq
dξ |ξ|−q+α|Fψn − 1|2 |Fφ|2.

Since |Fψn−1|2 ≤ 4 and it converges pointwise to zero, the dominated convergence
theorem tells us that φn → φ in Lα. A similar argument holds for convergence in
L1(Rq).

The sequences φn and pn are Cauchy-sequences and so we can do the following
estimate for fn = pnφn, n,m ∈ N : By (3.6) and later (2.5),

E[(Ẇ k(fm)− Ẇ k(fn))2] = Lk(fm − fn, fm − fn)

=

∫ ∞
0

ds

∫
Rq

∫
Rq

(fn(s, x)− fm(s, x))k(x, y)(fn(s, y)− fm(s, y)) dxdy

=

∫ ∞
0

(pn(s)− pm(s))2 ds

∫
Rq

∫
Rq

(φn(x)− φm(x))k(x, y)(φn(y)− φm(y)) dxdy

≤ c‖pn − pm‖2L2(R)

∫
Rq

∫
Rq
|φn(x)− φm(x)| (1 + |x− y|−α) |φn(y)− φm(y)| dxdy

= c‖pn − pm‖2L2(R)

[(∫
Rq
|φn(x)− φm(x)|dx

)2

+

∫
Rq
dz kα(z) ((φn − φm) ∗ (φn − φm)) (z)

]
= c‖pn − pm‖L2(R)

[
‖φn − φm‖2L1(Rq) +

∫
Rq
dz kα(z)F

(
(F(φn − φm))2

)
(z)

]
.
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So, we note that (Ẇ k(fn))n∈N is a Cauchy-sequence in L2(Ω, µk) and we denote its
limit by Ẇ k(f).

Note that the indicator functions 1A : Rq → {0, 1} for A ∈ Bb(Rq), the bounded
Borel sets of Rq, are contained in Lα and 1[0,t] ∈ L2(R) for t ≥ 0.. So we can extend

the defintion of Ẇ k to these sets. Define Ẇ k([0, t] × A) := Ẇ k(1[0,t]1A). It holds
that

Ẇ k([0, t]× (A ∪B)) = Ẇ k([0, t]×A) + Ẇ k([0, t]×B),

almost surely for disjoint A,B ∈ Bb(Rq) since 1A∪B = 1A +1B, recall the linearity
of Ẇ k. By continuity we also have for disjoint A1, A2, · · · ∈ B(Rq), s.t. A =

⋃
k∈NAk

is bounded:

Ẇ k([0, t]×A) = L2 − lim
n→∞

n∑
k=1

Ẇ k([0, t]×Ak).

It can be shown that this limit does not hold almost surely in general (see Example
1.3.16 of [DKRA09]). This refers to the fact that Ẇ k : Mα → R is not a continuous
functional any more.

There is one more remark we want to make in the white noise case. Choosing
A1 =

∏q+1
i=1 [0, si] and A2 =

∏q+1
i=1 [0, ti] for si, ti > 0, gives

E(Ẇ δ(A1)Ẇ δ(A2)) =

q+1∏
i=1

(si ∧ ti),

which is nothing else than the covariance of the Brownian sheet in q+1 dimen-
sions, see Example 3.3.8 (c). As Proposition 3.3.6 uniquely characterizes Gaussian
processes, we can say that a Brownian sheet is “integrated white noise.” Remem-
ber that Example 3.3.8 (c) provided that the Brownian sheet is continuous. So,
if white noise is its “derivative”, we should expect some regularity, at least in a
certain Sobolev space.

As already indicated in the beginning we want to separate the first coordinate of
R1+q sometimes. Therefore, we consider the random linear functional Ẇ (1[0,t] × ·)
on L1(Rq) ∩ Lα(Rq) for t ≥ 0. It will be convenient to write

Wt(φ) = Ẇ (1[0,t] × φ)

for φ ∈ S(Rq), t ≥ 0. We will always consider the extended version of the Gaussian
processes Ẇ . Encouraged by the regularity result on the Brownian sheet, we give
the following regularity lemma for noises:

Lemma 3.3.14. The Gaussian process Ẇ k as in Lemma 3.3.11 can be chosen such
that (Ẇ k([0, t]× ·))t≥0 has values in C(R+,S−q−1(Rq)).
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Proof. Consider the metric space S−q−1(Rq) with the metric given by the operator
J with eigenpairs (λn, hn)n∈Zq+ for p = −q − 1.

E[‖W k
t (·)−W k

s (·)‖22,p] = E[‖Jp(W k
t (·)−W k

s (·))‖2L2(Rq)]

= E[
∑
n∈Nq0

(Jp(W k
t (·)−W k

s (·)), hn)L2 ]

= E[
∑
n∈Nq0

(W k
t (·)−W k

s (·), Jphn)L2 ]

=
∑
n∈Nq0

λpnE[(W k
t (·)−W k

s (·), hn)L2 ]

=
∑
n∈Nq0

λpnE[W k(1[s,t] × hn)2]

= |t− s|
∑
n∈Nq0

λpnLk(hn, hn)

= c|t− s|
∑
n∈Nq0

(2(n1 + · · ·+ nq) + q + 1)p

≤ c|t− s|

 ∑
n1∈N0

(1 + n1)
−1− 1

q

q

≤ c|t− s|.

since Lk(hn, hn) ≤ c‖hn‖2L2 and p is small enough such that series converges. Since
W k is a Gaussian process, one can obtain estimates for the higher moments. These
allow to use the Kolmogorov-Centsov Theorem 3.1.3 to deduce continuity of the
process.

The same proof also holds in the white noise setting, i.e. k = δ ∈ S ′(Rq), however
in neither case do we think the result is optimal in the sense of regularity in the
space variable. The lemma also implies that the paths of (Wt)t≥0 can be chosen in
C(R+,S ′(Rq)), which will be sufficient for the results to come.

We will now give rigorous definitions of the Gaussian noises used in this disser-
tation. While the definition of white noise is standard, we will define colored noise
depending on k ∈ L1

loc(R2q), which is surely not the most general form of colored
noises which can be defined. However, we will always refer to these noises as colored
noise. All of the colored noises defined here, will have the property that they are
“white in time.”
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Definition 3.3.15. Let q ∈ Z+.

(a) Let δ ∈ S ′(Rq) be the Dirac-δ-distribution and Lδ as in (3.5). A white noise
Ẇ = Ẇ δ in 1 + q dimensions is a centered Gaussian process on S(R1+q)
with E[Ẇ δ(φ)Ẇ δ(φ)] = Lδ(φ, ψ), φ, ψ ∈ S(R1+q) and such that the extended
process (Ẇ δ([0, t]× ·))t≥0 has values in C(R+,S ′(Rq)) almost surely.

(b) Let k ∈ L1
loc(R2q) be as in Lemma 3.3.11 and Lk as in (3.4). A colored noise

Ẇ = Ẇ k depending on k in 1 + q dimensions is a centered Gaussian process
on S(R1+q) with E[Ẇ k(φ)Ẇ k(φ)] = Lk(φ, ψ), φ, ψ ∈ S(R1+q) and such that
the extended process (Ẇ k([0, t] × ·))t≥0 has values in C(R+,S ′(Rq)) almost
surely.

(c) In both cases we will say Ẇ is white in time and we will write

Wt(A) = Ẇ ([0, t]×A),

for A ∈ Bb(Rq), t ≥ 0.

Let us finally give an example how to obtain general correlation kernels k used
in the previous definition. For a tempered distribution f ∈ S ′(Rq) define the
continuous mapping Lf : S(Rq) × S(Rq) → R, Lf (φ, ψ) := 〈f, φ ∗ ψ〉 for any
φ, ψ ∈ S(Rq). Note that in the case of continuous f we can write

Lf (φ, ψ) =

∫
Rq

∫
Rq
f(x− y)φ(x)ψ(y) dxdy. (3.8)

Relating to the definition of Lk before, note that for k(x, y) := f(x− y) the defini-
tions of Lk and Lf coincide. Let us require that |f(z)| ≤ c(|z|−α + 1), so that we
are in the setting as in Lemma 3.3.10.

We say that f is a distribution of positive type, if Lf is a positive operator, i.e.

Lf (φ, φ) ≥ 0 ∀φ ∈ S(Rq).

Additionally, call a measure µ on (Rq,B(Rq)) slowly increasing if there exists a
p ∈ Z, s.t. (1 + |x|2)−p is integrable w.r.t. µ. The Bochner-Schwartz Theorem
(Theorem 7.2.1 of [BTA04]) states that any tempered distribution f of positive
type is the Fourier transform Fµ of a slowly increasing positive measure µ and vice
versa.

Given such a slowly increasing measure µ we define f = Fµ ∈ S ′(Rq). Setting
k(x, y) = f(x − y), we can construct a centered Gaussian process Ẇ = Ẇ k on
S(R1+q). In the general case without the bound on |f |, the path regularity results
are not trivially transferable, but we will not consider that here. Instead, let us
comment on the special features of the previous construction: Due to its definition,
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Lf is a symmetric operator resulting in a spatially homogeneous Gaussian process in

the sense that Ẇ f (·) d
= Ẇ f (τx·), x ∈ Rq. Here τx : S(Rq)→ S(Rq), f(·) 7→ f(·+x)

is the translation operator. These kind of spatially homogeneous noises were treated
for example in [Dal99].

We conclude this section with a remark relating white and colored noise.

Remark 3.3.16. If we consider colored noise Ẇ k for k(x) = |x|−α and take the limit
α ↗ q, then pointwise there is weak convergence: Ẇ k(φ) ⇒ Ẇ δ(φ), φ ∈ S(R1+q)
(see Exercise 3.3 on page 52 of [DKRA09]). However, it is not immediately clear
whether convergence in C(R+,S ′) holds.

3.4. Generalized stochastic integration

In Section 3.2 we presented a quick overview on Itô-integration in R1. A natural
extension of that concept should be the integration w.r.t. a random field (Xt)t∈T ,
where T ⊂ R1+q. As in the previous chapter we distinguish one variable the “time.”
When defining integration there are two natural questions: Which random fields
can be chosen as good integrators? Which functions are good integrands?

Here, we will develop the classical theory of Walsh as in [Wal86]. First, we
will speak about the integrators and give the definitions of martingale measures.
We will show that the Gaussian noises defined in Definition 3.3.15 are martingale
measures. Secondly, we will speak about the integrands and the definition of the
integral. However, we will do this definition only in the case of the Gaussian noises
presented in the previous section.

Martingale Measures

We will start with an abstract setting: let E be a Polish space, E the Borel σ-field
on E and A ⊂ E a certain subset.

Definition 3.4.1. Let (Ω,F ,P) be a probability space. A mapping U : Ω×A → R
is called an L2(P)-valued, σ-finite, signed measure on A if

(a) there exist En ↗ E with En = E|En ⊂ A, s.t. U(En) <∞ a.s. for all n ∈ N,

(b) for all A ∈ A the random variable U(A) is in L2(P),

(c) for each n ∈ N the mapping U is countably additive in an L2-sense:

U(A) + U(B) = U(A ∪B) (a.s.), lim
j→∞

U(Aj)
L2

−→ 0

for Aj ↘ ∅ and A,B,Aj ∈ En, j ∈ N and A,B disjoint.
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It is always possible to extend U : Ω × A → R to all of Ω × E by setting
U(A) = limn→∞ U(A ∩ En) if this is a well-defined L2-limit for a given A ∈ E . Set
the value to ∞ if this limit is not well-defined.

Let us show that the Gaussian noises from Definition 3.3.15 satisfy these condi-
tions in the following sense:

Proposition 3.4.2. Let Ẇ be a Gaussian noise, which is white in time. Then for
any t ≥ 0 it is true that Wt : Ω×Bb(Rq)→ R is a σ-finite L2-valued measure on E
and En(t) can be chosen independently of t ≥ 0.

Proof. Fix t ≥ 0. Defining En = Bq(0, n) = {x ∈ Rq : |x| ≤ n}, observe

E[(Wt(En))2] = tLk(1En ,1En) <∞,

by k ∈ L1
loc(R2q), which implies (a) of Definition 3.4.1. Finite additivity and count-

able L2 additivity follow from Lemma 3.3.13. This shows (c). Then also (b) fol-
lows, since by finite additivity for any A ∈ A there is an n ∈ N with A ⊂ En, so
Wt(A) ≤Wt(En) and by the above Wt(En) ∈ L2, so also Wt(A) ∈ L2.

Remember that the R1-stochastic integral is defined for martingales. The concept
of martingales also plays a crucial role here. We give the following definition.

Definition 3.4.3. Let (Ω,F ,Ft,P) be a filtered probability space. A random
variable M : R+ ×A× Ω→ R is called an L2-valued martingale measure, if

(a) M0(A) = 0 almost surely for all A ∈ A.

(b) (Mt(A))t≥0 is a martingale for all bounded sets A ∈ A w.r.t. the filtration
(Ft)t≥0.

(c) Mt(·) is an L2-valued signed finite measure on A for all t ≥ 0.

For the Gaussian noise Ẇ as in Definition 3.3.15 we define for t ≥ 0:

F̃t = F̃Wt = σ(Ws(A) : 0 ≤ s ≤ t, A ∈ B(Rq))

as the natural filtration (F̃t)t≥0. This filtration is not necessarily the one we want
to work with. Call N the P-null sets and define

Ft = FWt =
⋂
u>t

F̃u ∪N . (3.9)

We call the filtration (Ft)t≥0 the natural filtration and note that it satisfies the usual
conditions. Then we can define on the filtered probability space (Ω,F∞,Ft,P) the
random variable

Ẇ : R+ × Bb(Rq)× Ω→ R,
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by setting

Ẇ (t, A, ω) := Ẇ ([0, t]×A)(ω).

For this random variable we can state the following lemma.

Lemma 3.4.4. The Gaussian noises Ẇ defined in Definition 3.3.15 are martingale
measures with respect to their natural filtration and the martingales are continuous.

Proof. We want to check the three conditions of Definition 3.4.3. Proposition 3.4.2
gives (c); (a) is obvious and (b) is true, since Ẇ is Gaussian and

E[(Wt(A)−Ws(A))Wu(B)] = 0 ∀u ≤ s,B ∈ Bb(Rq).

The continuity of the martingales follows from Lemma 3.3.14.

This ends the paragraph on martingale measures, which will be the integrators
and we can go on to the definition of the integrands and the integral itself.

Stochastic Integral

In this subsection we use the results of the previous paragraph and assume that
{Mt(A),Ft : t ≥ 0, A ∈ Bb(Rq)} is always a martingale measure obtained from a
Gaussian noise from Definition 3.3.15. As in the Itô-theory first define the integral
for a small class of functions.

Definition 3.4.5.

(a) A function g : Rq × R+ × Ω→ R is called elementary if

g(x, t, ω) = X(ω)1(a,b](t)1A(x)

where X ∈ Fa is bounded, A ∈ B(Rq), 0 ≤ a < b <∞.

(b) Linear combinations of elementary functions are called simple. The class of
simple functions is denoted by S. Let P = σ(S) be the predictable σ-field.

(c) Let g be elementary as above and M an L2-valued martingale measure. The
stochastic integral of g w.r.t. M is a martingale measure defined by

(g ·M)t(B) = (

∫ t

0
g dM)(B)(ω) := X(ω)[Mt∧b(A ∩B)−Mt∧a(A ∩B)](ω),

where t ≥ 0, B ∈ Bb(Rq), ω ∈ Ω.
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Let us verify the claim in (c) that (g ·M) is an L2-valued martingale measure.
Conditions (a) and (c) in Definition 3.4.3 are trivial, so concentrate on (b): (g ·
M)(B) is the difference of two stopped martingales, so by Proposition 3.2.5 it is a
martingale. When checking the square-integrability, we have

E[(g ·M)t(B)2] = E[X2(〈M·(A ∩B)〉t∧b − 〈M·(A ∩B)〉t∧a)] (3.10)

= E[Lk(g1[0,t]×B, g1[0,t]×B)]

where the brackets 〈·〉 stand for the quadratic variation of the real martingale
(Ms(A ∩B))s≥0. We can also show that the martingales are continuous. As in the
classical Itô-theory, the notion of quadratic variation plays an important role for
the extension of the integral. We define for g ∈ S the norm:

‖g‖0,t := E
[
Lk(g1[0,t]×Rq , g1[0,t]×Rq)

]1/2
, t ≥ 0

and the function

‖g‖0 :=

∞∑
n=1

2−n(1 ∧ ‖g‖0,n).

This function ‖·‖0 induces a metric on S by d0(g, h) := ‖g−h‖0; identifying g, h ∈ S
with ‖g−h‖0 = 0, we observe that (S, d0) is a linear space. By (3.10), we have that
the mapping

IM :

{
(S, d0) → (M2,c, ‖ · ‖),
g 7→ ((g ·M)t(Rq))t≥0

(3.11)

is an isometry. Remember that M2,c is complete (see Proposition 3.2.7).

Lemma 3.4.6. The mapping IM can be extended to the space of predictable, square
integrable processes PM on R+ × Rq × Ω :

PM = {f ∈ P : ‖f‖0,t <∞ ∀t ≥ 0}.

Proof. We only need to show that S is dense in PM w.r.t. d0. For this, see Theorem
2.5 in [Wal86] or Theorem 2 in [Dal99].

Definition 3.4.7 (Stochastic Integral). The extension of the mapping IM to the
space PM is called the stochastic integral. For f ∈ PM , t ≥ 0 it is denoted by the
process

(f ·M)t =

∫ t

0

∫
Rq
f(s, y, ω)M(ds dy).

We list some properties of this generalized stochastic integral in the next lemma.

Lemma 3.4.8. For g, h ∈ PM we have that

(a) (λg + h) ·M = λ(g ·M) + h ·M, where λ ∈ R,



42 Probability Essentials

(b) g ·M is again a martingale measure,

(c) 〈(g ·M)·(A), (h ·M)·(B)〉t = Lk(g1[0,t]×A, h1[0,t]×B).

Proof. The proof for g, h ∈ S was given before and in (3.10). The extension to
g, h ∈ PM is straightforward by approximation.

It might be worth noting that the definition of d0 here and ‖ · ‖α in (3.7) are
similar. The extension of Ẇ was also obtained by a similar procedure. However,
in the martingale approach we obtained that the stochastic integrals are again
martingale measures and that integrands can be predictable. This is a result which
was not attainable in the previous section.

For the generalized stochastic integrals there is also an analogue of the Fubini
Theorem.

Proposition 3.4.9 (Stochastic Fubini Theorem). Let M be a martingale measure
and (A,A, µ) be a finite measure space. Additionally, let f : Rq ×R+×Ω×A→ R
be PM ⊗A-measurable and for a T > 0 assume

EP

[∫
Ω×Rq×Rq×[0,T ]×A

|f(x, t, ω, u)||f(y, t, ω, u)||QM (dxdydt)|µ(du)

]
<∞. (3.12)

Then it holds P-almost surely for any 0 ≤ t ≤ T :∫
A

(∫
Rq×[0,t]

f(x, s, ·, u)M(ds dx)

)
µ(du) =

∫
Rq×[0,t]

(∫
A
f(x, s, ·, u)µ(du)

)
M(ds dx).

This result can be shown using elementary f first and the full proof can be found
on page 296 of [Wal86].

The reader may have noticed that for the Gaussian noises the letters W and
Ẇ are used both. The precise notation and distinction between the two is cho-
sen according to the following heuristic. If B is Brownian motion, we denote its
temporal increments by dBt. The noises defined in Definition 3.3.15 are martin-
gale measurese Wt(dx) = W (t, dx). We could denote their spatial increment by
∂tWt(dx), but using physics notation, it is more convenient to write Ẇ (t, dx). In
a weak setting of an SPDE the notation Ẇ (t, x) will be used, but note that it is
only a formal notation. What we have well-defined in this section is the integration
w.r.t. time and space simultaneously and the notation will be

∫ T
0

∫
Rq W (dt dx).

3.5. Stochastic Partial Differential Equations

There is already quite a large body of introductory literature on SPDE and its
integration theory. However, there are several ways to approach the topic. The
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first one, which we follow here is the approach of Walsh using martingales mea-
sures, as presented in [Wal86]: it is a more analytic treatment of the subject using
martingale measures. The second treatment based on a Hilbert-space approach is
more functional analytic, formulating SPDE as Hilbert-space valued SDE. This is
comparable to the abstract setting of PDE as in Section 2.3. Some good references
are [DPZ08], [PZ00] and [PR07]. Another approach to SPDE theory is Kryloy’s
Lp-theory as presented in [Kry96].

Before defining SPDE rigorously, let us consider another example (see [Wal86]).
Imagine you left a guitar outside your house and a sandstorm came. What would
be the melody the guitar strings are playing then? The amplitude u of the guitar
string can be modeled as a solution to the wave equation. The sandstorm can then
be modeled as an added inhomogeneity Ẇ to the system:{

∂2
t u(t, x) = κ2∂2

xu(t, x) + Ẇ (t, x), (t, x) ∈ R+ × [0, L],

u(0, ·) = ∂tu(0, ·) = 0, u(t, 0) = u(t, L) = 0,

where L is the length of the guitar string and κ2 is the speed of wave propagation.
We will make that more rigorous in a moment.

More abstractly, assume that A and C are partial differential operators (PDO)
as in Section 2.1 on R+ × Rq, then we look for solutions of

A(u) = C(u)Ẇ

with specific initial conditions (suitable for the equation A(u) = 0). As for PDE it
is not possible to treat these equations in full generality if one wants to go to finer
statements. We will single out one variable which will be called the “time” and call
Rq “space”. Consider the following evolution equation:

∂tu(t, x) = A(t, x)u(t, x) + b(t, x, u(t, x)) + C(t, x, u)Ẇ (t, x), u(0, ·) = u0(·) (3.13)

where A(t, x) only acts on spatial derivatives of u; b : R+ × Rq+m → Rm and
u : R+×Rq → Rm for a certain m ∈ N. Usually, C can be chosen quite general (see
e.g. (6.7) in [DPZ08]), but we restrict to C(t, x, u) = σ(t, x, u) for a certain function
σ : R+ × Rq+m → R:

∂tu(t, x) = A(t, x)u(t, x) + b(t, x, u(t, x)) + σ(t, x, u)Ẇ (t, x), u(0, ·) = u0(·) (3.14)

The last term in (3.14) will be called the noise term. We say that the equation has
additive noise if σ does not depend on u and multiplicative noise otherwise. In the
additive noise case, the use of the mild solutions below allows an explicit solution
of (3.14) and thus is well understood. However, we will focus on the multiplicative
noise case.
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Given the concepts developed in the last section we can now make the notion of
a solution to (3.1) precise. Let us fix A a PDO, b, σ, u0 and L(Ẇ ) and denote by
A∗ the formal adjoint of A, see (2.10). Here Ẇ is a Gaussian noise with correlation
functional Lk as defined in Definition 3.3.15.

Definition 3.5.1. We say that a weak solution for (3.14) exists, if there is a filtered
probability space (Ω,F ,Ft,P) supporting a noise Ẇ and an adapted random field
u : R+ × Rq × Ω→ Rm s.t. for all φ ∈ Cc(Rq) it P-almost surely holds that

P(

∫ t

0

∫
Rq
u(s, x)φ(x) dxds <∞) = 1, (3.15)

P(

∫ t

0
dsLk(φ(·)σ(s, ·, u(s, ·)), φ(·)σ(s, ·, u(s, ·))) <∞) = 1, (3.16)∫

Rq
φ(x)u(t, x) dx =

∫
Rq
φ(x)u0(x) dx+

∫ t

0

∫
Rq
A∗φ(x) + b(s, x, us(x)) dxds

+

∫ t

0

∫
Rq
φ(x)σ(s, x, us(x))W (ds dx) ∀t > 0. (3.17)

The random field will u will be called a weak solution.

From the discussion in Section 2.3, we recall that there is also another important
concept of solutions in the PDE setting, the concept of mild solutions. We will
provide a description for this concept only in the following special case (for the
general Hilbert-space setup see [DPZ08]): Assume that A is the generator of a
strongly continuous semigroup (S(t))t≥0 on Cb(Rq) with density st : Rq → Rm×m,
i.e. S(t)f =

∫
Rq st(· − y)f(y) dy, f ∈ Cb(Rq).

Definition 3.5.2. We say that a mild solution for (3.14) exists, if there is a filtered
probability space (Ω,F ,Ft,P) supporting a noise Ẇ and an adapted random field
u : R+ × Rq × Ω → Rm s.t. (3.15), (3.16) hold and for all t > 0, x ∈ Rq, P-almost
surely it holds that

u(t, x) = S(t)u0(x) +

∫ t

0

∫
Rq
st−s(x− y)σ(s, y, u(s, y))W (ds dy) . (3.18)

The random field u will be called a mild solution.

The following theorem relates these two notions:

Theorem 3.5.3 (Thm 6.5 of [DPZ08]). Any weak solution is a mild solution. Any
mild solution satisfying

E[

∫ T

0
Lk(σ(s, ·, u(s, ·)), σ(s, ·, u(s, ·))) ds] <∞

is a weak solution.
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Both of these notions were stochastically weak concepts, see Definition 3.2.10.
There is also a stochastically strong concept of solutions:

Definition 3.5.4. We say that a stochastically strong solution for (3.14) exists, if
for any filtered probability space (Ω,F ,Ft,P) supporting a noise Ẇ we have an
adapted random field u : R+ × Rq × Ω → Rm s.t. (3.15), (3.16) and (3.17) holds
P-almost surely.

There is an essential difference between stochastically weak and stochastically
strong solutions: in the latter case, u needs to be adapted, independent of which
probability space, including the filtration, is chosen. Choose a probability space
supporting a noise Ẇ and its canonical filtration (Ft)t≥0 (see (3.9)). Then, ut is
measurable w.r.t Ft and hence needs to be a function of the noise Ẇ up to time t
(see the considerations after Definition 3.2.10). Obviously, strong existence implies
weak existence.

Oftentimes, it will be convenient that we restrict our attention to certain sub-
classes U of functions (continuous, vanishing at infinity, etc.) of functions. On
these subclasses one can ask for uniqueness of solutions to (3.14). As for stochastic
ordinary differential equations there are several notions of uniqueness:

Definition 3.5.5 (Uniqueness).

(a) We say that uniqueness in law in U holds for (3.14) if for any weak solution
u ∈ U the f.d.d. of the random field u are equal.

(b) We say that pathwise uniqueness (PU) in U holds for (3.14) if any weak
solutions in U defined on the same probability space are indistinguishable.

A certain set of functions will be of special interest to us for the question of
uniqueness. This class was first used in that context by Shiga in [Shi94]. Define for
a real-valued function u : Rq → R:

‖u‖λ,∞ := sup
x∈Rq

e−λ|x||u(x)|.

We consider the following functions spaces.

Ctem = {f : Rq → R : f continuous, ‖f‖λ,∞ <∞ ∀λ > 0},
Crap = {f : Rq → R : f continuous, ‖f‖λ,∞ <∞ ∀λ < 0}.

(3.19)

We could say that functions are increasing subexponentially (tempered) or decreas-
ing subexponentially (rapid), if they are in Ctem or Crap, respectively. Note that
we write C+

tem or C+
rap if we restrict to non-negative functions.
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This chapter contains a general overview on stochastic heat equations. In subse-
quent sections we give results which are already known in the literature.

4.1. The Stochastic Heat Equation with multiplicative
noise

We will focus our attention to a specific class of equations, the stochastic heat
equation in R+ × Rq. In considering the general SPDE (3.14), this corresponds to
u being a real-valued function (i.e. m = 1) and A being a specific operator, (half)
the Laplace-operator 1

2∆ = 1
2(∂2

x1 + · · ·+∂2
xq) on Rq. The PDE part of the equation

is then a classical heat equation plus an inhomogeneity b, which we call the drift
term in the following. Including the stochastic term (and assuming ∂uσ(u) 6= 0),
the SPDE reads then

∂

∂t
u(t, x) =

1

2
∆u(t, x) + b(t, x, u(t, x)) + σ(t, x, u(t, x))Ẇ (t, x). (4.1)

It is called a stochastic heat equation (SHE) with multiplicative noise. The noise Ẇ
stays unspecified yet; it can be white noise Ẇ = Ẇ δ or colored noise Ẇ = Ẇ k.
In the previous chapter the concepts of weak and mild solutions were introduced.
Let us quickly recall these concepts in the special setting considered here. Assume
u0 is a given initial value. We say that u is a weak solution if for all φ ∈ C∞c (Rq)
almost surely:∫

Rq
u(t, x)φ(x) dx =

∫
Rq
u0(x)φ(x) dx+

∫ t

0

∫
Rq
u(s, x)

1

2
∆φ(x) dxds

+

∫ t

0

∫
Rq
b(s, x, u(s, x))φ(x) dxds (4.2)

+

∫ t

0

∫
Rq
σ(s, x, u(s, x))φ(x)W (ds dx)∀t ≥ 0,

compare with Definition 3.5.1. The other solution concept requires the semigroup
related to the operator 1

2∆ (or the fundamental solution of ∂t − 1
2∆). Let

pt(x) = (2πt)−q/2 exp

(
−|x|

2

2t

)
, t > 0, x ∈ Rq (4.3)

46
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denote the q-dimensional heat kernel. We call (St)t≥0 the associated semigroup via
St(ψ)(·) =

∫
pt(· − y)ψ(y) dy for ψ ∈ Ctem. We say that u is a mild solution if for

all t ≥ 0, x ∈ Rq it almost surely holds that

u(t, x) =

∫
Rq
pt(x− y)u0(y)dy +

∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y)) dyds

+

∫ t

0

∫
Rq
pt−s(x− y)σ(s, y, u(s, y))W (ds dy),

(4.4)

compare with Definition 3.5.2. There are many physical situations and stochastic
models in which equations such as (4.1) arise, see the references in the introduction
for an overview. For example, they arise as high density, many particle limits of
branching particle systems. We present such a particle system, mentioned in the
introduction, in more detail. Its description is taken from Chapter 4 of [DMS93]
and [Stu03]. The example underlines why colored noise models are interesting.

Example 4.1.1. Consider the following model of branching Brownian motion. At
time t = 0 consider a Poisson point process on R with intensity nµ, where µ ∈
Mf (R) a finite Borel measure on R and n ∈ N is fixed. Label its points in an

arbitrary fashion with {1, 2, . . . , n(n)
0 } and denote the position of the points in R

by Y i
0 , 1 ≤ i ≤ n

(n)
0 , where i is the label. Put n

(n)
0 particles at these points, so

that we have exactly one particle at each point and label particle according to its
position. Each particle moves independently on the real line as a Brownian motion
until time t = 1

n . At that time, each particle dies and is replaced by either 0 or 2
particles with equal probability. All branching events happen independently. Label
the children of particle i (if existent) by i0 and i1 ∈ N × {0, 1} and denote their
positions by Y α

1
n

:= Y α0
1
n
−, α = (α0, α1) ∈ N0 × {0, 1}. If i has no children then

Y i0
1
n

= Y i1
1
n

= Θ, a cemetery state. Continue to let the particles move according to

independent Brownian motions until the next branching event in n−1N and so on.
Let α ∈

⋃
mN× {0, 1}m denote the labels and define the measure-valued process

X
(n)
t =

1

n

∑
α∼t

δY αt , t ≥ 0,

where α ∼ t means |α|n ≤ t < |α|+1
n . Here, |α| = |(α0, . . . , αn)| = n is the length of

the index α minus 1. Then (X
(n)
t )t≥0 ⇒ (Xt)t≥0 in D(R+,Mf (Rq)) for n → ∞,

where X is the Dawson-Watanabe superprocess (see Thm 4.6.2 in [DMS93]). By
Theorem 2.1 of Konno and Shiga [KS88] it holds that a.s. there is a continuous
process u(t, x) : R+ × Rq → R, s.t. u(t, ·) is the density of Xt, namely∫

u(t, x)φ(x)dx =

∫
Xt(dx)φ(x) ∀φ ∈ C∞c (Rq).
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They also state the following: The process u is the unique in law, weak solution of

∂

∂t
u(t, x) =

1

2
∂2
xu(t, x) +

√
u(t, x)Ẇ δ(t, x), t > 0, x ∈ R.

Here, the noise Ẇ = Ẇ δ is white noise, σ(t, x, u) =
√
u. The differential operator

A = 1
2∂

2
x is the one of the heat equation in one dimension; the drift b ≡ 0.

Now, consider a modification of that model given in [Stu03], see [Myt96] for a
similar model. Consider a centered random field ξ on Rq with correlation

E[ξ(x)ξ(y)] = k̄(x, y), x, y ∈ Rq

for a bounded, continuous k̄ : R2q → R. Assume finite third moment and define
ξn(x) = [(ξn ∧

√
n) ∨ (−

√
n)]. Consider an i.i.d. sequence of such random fields

(ξi)i∈N. In the model above, the offspring Nα,n of particle α were given by

P(Nα,n = 0) = P(Nα,n = 2) =
1

2

and all of the Nα,n are independent. Conditionally on ξ, redefine that to

P(N̄α,n = 0) = n−1/2ξn|α|,−(Y α
|α|+1
n

),

P(N̄α,n = 1) = 1− n−1/2|ξn|α||(Y
α
|α|+1
n

),

P(N̄α,n = 2) = n−1/2ξn|α|,+(Y α
|α|+1
n

),

where ξ+ = ξ ∨ 0 and ξ− = −(ξ ∧ 0). Now, branching events happening at the
same time (same ξ) are dependent! In Theorem 2.2 of [Stu03] it is shown that the
corresponding measure-valued process Xn converges in D(R+,Mf (Rq)). The limit
process allows a density process u, which is the pathwise unique solution of

∂

∂t
u(t, x) =

1

2
∆u(t, x) + u(t, x) Ẇ (t, x)

where Ẇ = Ẇ k̄ is colored noise on Rq in the sense of Definition 3.3.15 with cor-
relation kernel k̄. To show such a convergence result for general noise coefficients
σ(u) is still an open question.

In the next three sections, we will list some results which were already known in
the literature about the stochastic heat equation as in (4.1). This will prepare us
for presenting the main results of this work in the following chapter.
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4.2. Known results on existence and regularity of solutions

In the beginning of the study of SHE, mostly white noise models were of interest.
If b, σ are uniformly Lipschitz-continuous (see below in (4.6)), then strong existence
and uniqueness in C(R+, Ctem) was shown in Theorem 2.2 of [Shi94] in dimension
q = 1. A result in higher dimension was not attainable, since solutions were not
expected to be function-valued (see p. 119 of [DKRA09]).

To get results in higher dimensions, more regular noises were required. This was
one of the motivations for studying SPDE with colored noise Ẇ = Ẇ k, defined as
in Definition 3.3.15. The results we give are either Gaussian white noise results
(Ẇ ) or for this kind of Gaussian colored noise (Ẇ k). We assume the kernel k to
be bounded by a Riesz-kernel in the following way for α ∈ (0, q),

k(x, y) ≤ c4.5(|x− y|−α + 1), (4.5)

x 6= y ∈ Rq, for a certain c4.5 <∞. This assumption on k will appear frequently in
this work. Then as one of the first results, Dalang showed in [Dal99]:

Theorem 4.2.1 (Theorem 13 of [Dal99]). Let q ∈ N and u0 be measurable and
bounded. Assume that the functions b, σ : R+ × Rq × R→ R satisfy

|b(t, x, u)− b(t, x, v)|+ |σ(t, x, u)− σ(t, x, v)| ≤ c|u− v| ∀t ≥ 0, x ∈ Rq. (4.6)

for a constant c <∞. Assume that (4.5) holds and α ∈ (0, 2∧q). Then, there exists
a pathwise unique, strong solution u to (4.1), where Ẇ = Ẇ k is colored noise. The
process u satisfies a uniform moment bound: For any T > 0, and p ∈ [1,∞),

sup
0≤t≤T

sup
x∈Rq

E[|u(t, x)|p] <∞. (4.7)

Dalang’s proof is based on Fourier techniques, which are apt for spatially ho-
mogeneous noise. However, his proof transfers to the general inhomogeneous case
assuming (4.5) without any difficulties. This was already remarked after Theorem
A.1 of [MPS06].

More results for the SHE with colored noise were obtained, such as the following
regularity result:

Proposition 4.2.2 (Theorem 2.1 in [SSS02]). Assume that the initial condition
u0 is a bounded ρ-Hölder-continuous function for some ρ ∈ (0, 1). We also suppose
that the coefficients σ, b : R→ R are Lipschitz-continuous functions as in (4.6) and
that Ẇ = Ẇ k is colored noise where the kernel obeys (4.5), α ∈ (0, 2 ∧ q).
Then the trajectories of u are a.s. β1-Hölder continuous in t and β2-Hölder contin-
uous in x for any β1 ∈ (0, 1

2(ρ ∧ (1− α
2 ))), β2 ∈ (0, ρ ∧ (1− α

2 )).



50 The Stochastic Heat Equation

The proof of this result uses a deconvolution technique, called the factorization
method, which was often of help for colored noise models. In the white noise case,
Proposition 3.4 of [Wal86] stated a similar regularity result in dimension q = 1
replacing α by 1.

For both of the above results, however, the assumption on σ to be a Lipschitz-
function was essential. However, this restriction excludes many prominent exam-
ples, such as the Dawson-Watanabe SPDE (1.1). In the white noise case, Theorem
2.6 in [Shi94] gave a positive answer to the question of existence (and a good proof
strategy) for more relaxed conditions on b and σ. His theorem applies to non-
negative solutions, but his proof does not require that assumption. Nevertheless,
there is a drawback: the solutions, which are obtained in a limiting procedure, are
not necessarily strong solutions anymore (see Remark 8.2.5).

In [MPS06], Mytnik, Perkins and Sturm transfered Shiga’s proof and the regu-
larity result to the colored noise case, but with b ≡ 0. Additionally, they showed
that solutions lie in a certain function space.

Theorem 4.2.3 (Theorem 1.2 and 1.8 of [MPS06]). Let u0 ∈ Ctem, b ≡ 0 and σ
be a continuous function satisfying the growth condition σ(u) ≤ c(1 + |u|) for some
c <∞. Assume that (4.5) holds for α ∈ (0, 2 ∧ q) and Ẇ = Ẇ k is colored noise.
Then there exists a (stochastically weak) mild solution to (4.1) with sample paths
a.s. in C(R+, Ctem). Any solution u ∈ C(R+, Ctem) satisfies:

(a) For T, λ, p > 0:

E

(
sup

0≤t≤T
sup
x∈Rq

|u(t, x)|pe−λ|x|
)
<∞. (4.8)

(b) For any ξ ∈ (0, 1−α/2) the process u(·, ·) is a.s. uniformly Hölder continuous
on compact sets in (0,∞) × Rq, and the process Z(t, x) ≡ u(t, x) − Stu0(x)
is uniformly Hölder continuous on compacts in [0,∞)×Rq, both with Hölder
coefficients ξ

2 in time and ξ in space. For K ≥ 0 the random variable

H = HK = sup
t≤K

sup
|x|∨|x′|≤K,x6=x′

|Z(t, x)− Z(t, x′)|
|x− x′|ξ

, (4.9)

is p-integrable: E[Hp] <∞ for any p ≥ 2.

We will repeat parts of their argument in the proof of Theorem 5.2.1. Regarding
the regularity, this result also holds in the white noise case and can be found in
Theorem 1.1 of [MP11] (no explicit proof is given there).
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4.3. Known results on uniqueness

In the previous theorem, weak existence of u ∈ U = C(R+, Ctem) was shown for
continuous σ. But, pathwise uniqueness as in Theorem 4.2.1 could not be shown
for general σ. To obtain uniqueness results was an open question for many years
as mentioned in the introduction. We will address pathwise uniqueness for these
kinds of SHE in the space U = C(R+, Ctem).

Note that in the case of Lipschitz b and σ, Dalang’s result Theorem 4.2.1 gave
an answer on pathwise uniqueness. We first remark that it is unlikely to expect
that the conditions on b can be relaxed significantly (remember the classical ODE
example du = uβdt, β < 1). So let us focus our attention on σ.

In some cases where the SPDE (4.1) has a corresponding measure-valued process,
uniqueness in law was shown using a duality argument. That was done for the
Dawson-Watanabe SPDE (1.1) in [Daw75]. In the case of σ(u) = uγ , γ ∈ (1

2 , 1), b =
0, Mytnik in [Myt98] applied an approximate duality in order to show uniqueness
in law. For colored noise SPDE duality was used in Theorem 4.20 of [Myt96].
However, these techniques rely on a good understanding of a particle picture of the
process and thus, are not very robust. To summarize, duality techniques will not
help for general σ : R+ × Rq × R→ R.

Another idea comes from the study of ordinary SDE. There is a classical result
proven by Yamada and Watanabe [YW71] for fairly general σ :

Theorem 4.3.1 (Theorem 3.1 of [YW71]). Let x0 ∈ R and B be a Brownian
motion. Assume that b, σ : R→ R satisfy |b(x)− b(y)| ∨ |σ(x)− σ(y)|2 ≤ C|x− y|
for all x, y ∈ R and a certain C <∞. Then, pathwise uniqueness holds for the SDE

dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x0.

Essentially, this tells us that the Hölder-regularity of the diffusion coefficient σ
plays an important role. In this zero-dimensional case (there is only time, but no
space in our context), a Hölder-exponent of order 1/2 suffices.

Of course, the hope was that this result could be transfered to SPDE, possibly
using the same proof strategy. First, Viot [Vio76] succeeded in proving pathwise
uniqueness on a bounded domain in R for σ(u) =

√
u(1− u). Nevertheless, for many

years it was not possible to use their SDE techniques in the general SPDE setting.
In 2006, Mytnik, Perkins and Sturm [MPS06] applied Yamada and Watanabe’s
technique to colored noise and obtained

Theorem 4.3.2 (Theorem 1.4 of [MPS06]). Let q ∈ N and Ẇ = Ẇ k be colored
noise. Assume that b ≡ 0, the function σ : R→ R satisfies

|σ(u)| ≤ c(1 + |u|), |σ(u)− σ(v)| ≤ c|u− v|γ , (4.10)
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for u, v ∈ R, c < ∞ and γ ∈ (0, 1). For the kernel k assume that equation (4.5)
holds for some α ∈ (0, 1), c < ∞. If γ ∈ (1+α

2 , 1], then pathwise uniqueness holds
for solutions of (4.1) in C(R+, Ctem).

Few years later, Mytnik and Perkins in [MP11] proved an analogue of that result
in the white noise case that used a refined proof technique:

Theorem 4.3.3 (Theorem 1.2 of [MP11]). Let q = 1 and Ẇ = Ẇ δ be white noise.
Assume that b ≡ 0, the function σ : R→ R satisfies (4.10). If γ > 3

4 , then pathwise
uniqueness holds for solutions of (4.1) in C(R+, Ctem).

Their result was more general in the sense that it included Lipschitz drift b
and space and time dependence of b and σ. We have mentioned in Remark 3.3.16
that in dimension q = 1, the Gaussian noises Ẇ k, colored noise, and Ẇ δ, white
noise, are related for α → 1. The condition for pathwise uniqueness in [MPS06]
is γ ∈ (1+α

2 , 1]. For α → 1, this reduces to an empty set, whereas the [MP11]
result says that γ ∈ (3

4 , 1] is sufficient for pathwise uniqueness. So there is a gap
between the two results, which was believed to be closable. In [MP11], the following
conjecture was stated, which we repeat:

Conjecture 1 (Conjecture 1.6 of [MP11]). Pathwise uniqueness in C(R+, Ctem)
for (1.2) holds in the colored noise case if α < 2(2γ − 1).

To prove this conjecture is the main goal of this work. We will comment on the
last two results and the proof strategy in more detail in Chapter 5.

In 2012, Mueller, Mytnik and Perkins also showed the converse to Theorem 4.3.3
in a special case (see Theorem 1.1 of [MMP12] or Section 6.3). Within the last
couple of years more results on pathwise uniqueness appeared. A very interesting
one is that of Xiong in [Xio12], who showed pathwise uniqueness for an SPDE
related to the distribution function v(t, y) =

∫ y
−∞ u(t, x) dx of a one-dimensional

SHE with white noise and γ ≥ 1
2 .

4.4. Known results on the compact support property

Given a density process of a population, an interesting question is the following:
How fast does the population spread from a given initial state and, even simpler,
does it colonize the whole space immediately or does it stay within a compact set.
As SHE are believed to be equations which hold for limit densities of branching
particle systems as in Example 4.1.1, this is also a natural question to ask for
solutions of SHE. As these densities are non-negative, we restrict to nonnegative
solutions in this section. Let us make the following definition.
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Definition 4.4.1. (a) We define the support supp (f) of a function f : Rq → R
to be the smallest closed set in Rq outside which f vanishes. If q = 1, we call
the supremum of the support the point

S(f) := sup supp (f) ∈ R.

(b) We say that a random field X : R+ × Rq → R+ has the compact support
property (CSP), if whenever X(0, ·) is deterministic and a function of compact
support, then supp (Xt) is compact for all t > 0 almost surely.

For PDE it is well-known that a solution of the heat equation (without drift)
does not have the compact support property. Solutions cover the whole space
instantaneously. Going back to the stochastic heat equation, the main results in
the literature for the white noise case are the following:

Theorem 4.4.2. Let u ∈ C(R+, Crap) be a nonnegative solution of

∂tu(t, x) =
1

2
∂2
xu(t, x) + uγ Ẇ (t, x), t ≥ 0, x ∈ R. (4.11)

Then,

(a) for γ = 1
2 the CSP holds ([Isc88]),

(b) for γ = 1 the CSP does not hold ([Mue91]),

(c) for γ ∈ (0, 1) the CSP holds ([MP92]).

For (c) the proof was rather complicated and relied on the construction of a
historical process, which was introduced in [DP91]. In the cases related to su-
perprocesses, Laplace-transform techniques play an important role and have lead
to many generalizations, e.g. including Lévy-noise. An interesting survey on that
question is in Chapter 6 of [Eng07]. The linear case γ = 1 is related to the parabolic
Anderson model, where the phenomen of intermittency appears, see e.g. [FK10].



5. Main Results

In this section the main results of this work are presented. By far the most sig-
nificant result is that of pathwise uniqueness as presented in Section 5.3, followed
by the result on compact support property in Section 5.4. All of these results are
proven in Part II of this work; mathematically, the proof of the results presented
in Section 5.x is given in Chapter 6 + x, x ∈ {1, 2, 3, 4}.

We rely on notation and definitions introduced in the previous chapters, but will
shortly recall some: We consider the stochastic heat equation in R+ × Rq with
multiplicative noise in the following form:

∂

∂t
u(t, x) =

1

2
∆u(t, x) + b(t, x, u(t, x)) + σ(t, x, u(t, x))Ẇ (t, x). (5.1)

We list a number of frequently used hypotheses on the jointly continuous functions
b, σ : R+ × Rq × R → R. The first is a linear growth condition, stating that there
exists a constant c5.2 such that for all (t, x, u) ∈ R+ × Rq+1,

|σ(t, x, u)|+ |b(t, x, u)| ≤ c5.2(1 + |u|). (5.2)

Next, we state a Hölder condition on σ: For some γ ∈ (0, 1), there are R1, R2 > 0
and for all T > 0 there is an R0(T ) so that for all t ∈ [0, T ] and all (x, u, v) ∈ Rq+2,

|σ(t, x, u)− σ(t, x, v)| ≤ R0(T )eR1|x|(1 + |u|+ |v|)R2 |u− v|γ . (5.3)

We sometimes assume a Lipschitz condition for b: There is a B = B5.4 > 0 such
that for all (t, x, u, v) ∈ R+ × Rq+2,

|b(t, x, u)− b(t, x, v)| ≤ B5.4|u− v|. (5.4)

In this chapter the noise Ẇ = Ẇ k is always a colored noise in the sense of
Definiton 3.3.15. That means it is a centered Gaussian noise on R+ ×Rq, which is
white in time and colored in space. It is uniquely characterized by

E[Ẇ (φ)Ẇ (ψ)] =

∫ ∞
0

ds

∫
Rq
dw

∫
Rq
dz φ(s, w)k(w, z)ψ(s, z)

for φ, ψ ∈ S(R+ × Rq). The kernel k ∈ L1
loc(R2q) is assumed to be bounded by a

Riesz-kernel for α ∈ (0, q) in the following way:

k(x, y) ≤ c5.5(|x− y|−α + 1), (5.5)

for all x 6= y ∈ Rq.
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5.1. An abstract result on strong solutions

In 1971, Yamada and Watanabe showed that in an SDE context we have the fol-
lowing statement:

weak existence + pathwise uniqueness ⇒ strong existence. (5.6)

They gave a rigorous proof which was technically demanding and based on regular
conditional probabilities (see Section V.17 in [RW87]). Some years later, Jacod
[Jac80] generalized their result to equations for semimartingales in the Skorohod
space. Then in [Kur07], Kurtz gave a more abstract statement of (5.6) for general
stochastic equations. Applying his statement in the context of SPDE as suggested
by his Example 3.9, leads to the following lemma.

Lemma 5.1.1. Let u0 ∈ Ctem. Assume U ⊂ C(R+, Ctem) and Ẇ is a Gaussian
noise, which is white in time as in Definition 3.3.15. If the SPDE (3.14) admits a
weak solution u in U with

E[ sup
t≥0,x∈K

|u(t, x)|2] <∞ for any compact K ⊂ Rq

and pathwise uniqueness holds in U , then there exists a strong solution in U .

We give the proof in Chapter 7. It relies, as mentioned, on Kurtz’s result. First,
the SPDE is described by a set of (approximating) conditions. It is shown that
solutions of SPDE equivalently satisfy these conditions. Then it is not difficult any
more to check the compatibility conditions, which rely on W having independent
increments in time.

A result similar to Lemma 5.1.1 in a Banach-space setting can be found in The-
orem E.1.8 of [PR07].

5.2. Existence and regularity of solutions

The first question related to an SPDE such as (5.1) is that of existence of a solution.
Assuming rather mild conditions, we can prove a slight generalization of Theorem
4.2.3 that suits the setting we use in this chapter.

Theorem 5.2.1. Let u0 ∈ Ctem and let b and σ be continuous functions satisfying
the growth condition (5.2). Assume that (5.5) holds for k and that α ∈ (0, 2 ∧ q).
Then there exists a stochastically weak mild solution to (5.1) with sample paths
a.s. in C([0,∞), Ctem). Any solution u ∈ C([0,∞), Ctem) satisfies:

(a) For T, λ, p > 0:

E

(
sup

0≤t≤T
sup
x∈Rq

|u(t, x)|pe−λ|x|
)
<∞. (5.7)
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(b) For any ξ ∈ (0, 1−α/2) the process u(·, ·) is a.s. uniformly Hölder continuous
on compact sets in (0,∞) × Rq, and the process Z(t, x) ≡ u(t, x) − Stu0(x)
is uniformly Hölder continuous on compacts in [0,∞) × Rq, both Hölder-
continuities with Hölder coefficients ξ

2 in time and ξ in space. For K ≥ 0 the
random variable

H = HK = sup
t≤K

sup
|x|∨|x′|≤K,x6=x′

|Z(t, x)− Z(t, x′)|
|x− x′|ξ

, (5.8)

is p-integrable: E[Hp] <∞ for any p ≥ 2.

It was remarked in [MPS06] (Remark 1.7) that the proof is only an extension of
Theorem 4.2.3 by standard arguments. We give the proof in Chapter 8 and quickly
summarize the idea here:

Assuming the existence of solutions, show regularity properties as (a) and (b) by
calculations as that of [SSS02]. For the existence, define Lipschitz-functions σn and
bn which approximate σ and b. Consider the (strong) solutions un ∈ C(R+, Ctem)
obtained by Theorem 4.2.1 for (5.1), where σ and b are replaced by σn and bn. By
the regularity properties from the beginning, show that the sequence (un)n∈N is
tight. Finally, by a Skorohod representation (introducing a new probability space)
any weak limit point u of that sequence solves (5.1) and has the required regularity
properties. This last step is the point that leads to obtaining a stochastically weak
instead of a stochastically strong solution, see Remark 8.2.5.

The reader familiar with heat equations will realize that also in the stochastic
setting the different behavior of time t and space x appears, here in the regularity
statement.

5.3. Pathwise Uniqueness

The central statement of this work is the following theorem:

Theorem 5.3.1. Let u0 ∈ Ctem and assume that b, σ : R+ × Rq × R → R satisfy
the linear growth bound (5.2), the Hölder-condition on σ in (5.3) and the Lipschitz-
condition (5.4) for b. Assume that (5.5) holds for k for some α ∈ (0, 2 ∧ q). Then,
pathwise uniqueness for solutions of (5.1) holds in C(R+, Ctem), if

α < 2(2γ − 1).

Before giving a short explanation of the proof, let us note some of the con-
sequences. First, using Lemma 5.1.1 and this theorem we obtain the following
theorem as a corollary:
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Theorem 5.3.2. Assume that the assumptions of Theorem 5.3.1 above hold. Let
(Ω,F ,Ft,P) be a filtered probability space with adapted colored noise Ẇ k and let
u0 ∈ Ctem be F0-measurable. Then there exists a strong adapted solution u to (5.1)
with respect to the prescribed u0 and Ẇ .

Proof. By Theorem 5.2.1 any solution u with values in U = C(R+, Ctem) satisfies

E[ sup
t≥0, x∈K

|u(t, x)|2] <∞ for any compact K ⊂ Rq.

Pathwise uniqueness holds for solutions in U , so applying Lemma 5.1.1 completes
the proof.

Second, our uniqueness result is also an important ingredient for showing con-
vergence of particle densities arising from discrete branching particle systems. The
reason is that a classical weak convergence proof involves “tightness” and “unique-
ness of the limit.” If tightness is known and limits are known to be (stochastically
weak) solutions of an SPDE, then our uniqueness result may help to obtain directly
the desired weak convergence result. So far, except in some special cases no unique-
ness results of this kind were available and no convergence results were attainable
for colored noise equations.

Finally, Mytnik and Perkins stated the now proven Theorem 5.3.1 as a conjecture
(see Conjecture 1 here). It related the results of their work [MP11] for white noise
and that of [MPS06] for colored noise. If one considered the sufficient condition for
pathwise uniqueness on γ in the colored noise case of [MPS06]: γ > 1+α

2 , it was
clear that for α → 1 this condition was not consistent with γ > 3

4 , which was the
result of [MP11]. So, there was a gap between the result of [MPS06] and the result
of [MP11] for α = 1. This gap needed to be closed.

The proof of the theorem is the longest and technically most challenging part
of this work and is a transfer of the idea of [MP11]. However, the idea should be
possible to be explained in the next pages. First, we give an idea why the result
should hold and second, at page 62, why using this proof technique the result cannot
be extended to less restrictive conditions on α and γ.

We do the heuristics in three steps: for ODE, SDE and SPDE. Assume the
Hölder-condition (5.3) on σ and b ≡ 0 throughout.

1) ODE: Recall the uniqueness proof for Lipschitz ODE: Consider the equation

du(t) = f(u) dt, t > 0; u(0) = u0 ∈ R.

If g : R → R is absolutely continuous and u1 and u2 are two continuous solutions
with u1(0) = u2(0), then

g(u1(t)− u2(t)) = g(0) +

∫ t

0
g′(u1(s)− u2(s))[f(u1(s))− f(u2(s))] ds.
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If g(·) = | · | (g′(0) arbitrary) and |f(u)− f(v)| < K|u− v| (Lipschitz), then

|u1(t)− u2(t)| ≤ K
∫ t

0
|u1(s)− u2(s)| ds

and an application of Gronwall’s inequality allows to deduce uniqueness: u1(t) =
u2(t) for any t ≥ 0.

2) SDE: In the stochastic setup of SDEs, similar ideas can be used. The Itô-
formula helps to estimate g(u1 − u2) for the SDE as in Theorem 4.3.1:

g(u1(t)− u2(t)) =

∫ t

0
g′(u1(s)− u2(s))

(
σ(u1(s))− σ(u2(s))

)
dBs

+
1

2

∫ t

0
g′′(u1(s)− u2(s))

(
σ(u1(s))− σ(u2(s))

)2
ds.

Taking expectations, the stochastic integral vanishes (for details, see Chapter 5.2
in [KS00]). The important term is E[I1], where

I1 =

∫ t

0
g′′(u1(s)− u2(s))

(
σ(u1(s))− σ(u2(s))

)2
ds.

is the second-order/quadratic-variation term. Note that when approximating the
modulus gn → | · |, for example such that g′′n(·) = n1[0, 1

n
)(| · |) → δ0 and using the

Hölder-exponent γ of σ we can bound I1:

I1 ≤ n
∫ t

0
1[0, 1

n
)

(
|u1(s)− u2(s)|

)
c2γ |u1(s)− u2(s)|2γ ds ≤ c2γtn1−2γ . (5.9)

This goes to zero for n→∞, if γ > 1
2 ; which is a part of [YW71]’s result as given

in Theorem 4.3.1; a finer choice of gn leads to their full result including γ = 1
2 .

Note that only small differences |u1 − u2| of the solutions played a role for I1 and
we obtained the result transfering that bound to |u1 − u2|γ .

3) SPDE: In the SPDE setting the estimates are more intricate. Let u = u1−u2

be the difference of two stochastically weak solutions defined on the same probability
space. We will use the weak formulation (4.2) of the SHE. For Φ ∈ C∞c (Rq) the
term

∫
Φ(y)u(t, y) dy is a semimartingale. Loosely define for any n ∈ N, x ∈ Rq,

Φ(·) = Φn
x(·) = nλ0q1(| · −x| ≤ n−λ0)

for a certain λ0 > 0. The function Φn
x(·) converges weakly to a multiple of δx as n→

∞. For gn as before and Ψ ∈ C∞c (R+×Rq) apply Itô’s formula to the semimartingale
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∫
dxΨ(t, x)

∫
Φn
x(y−x)u(t, y) dy. The goal is to show that this integral is zero. The

quadratic-variation term, similar to (5.9) will take the form

In(t) = n

∫ t

0

∫
R3q

1(|〈us,Φn
x〉| < 1

n)|u(s, w)|γ |u(s, z)|γ (5.10)

Φn
x(w)Φn

x(z)(|w − z|−α + 1) dwdzΨs(x) dxds.

We need bounds for the values |u(s, w)|γ and |u(s, z)|γ similar to the ODE and SDE
setting. Note, that the indicator function in the definition of In(t) implies that there
is an x̂0 ∈ B(x, n−λ0) such that |u(s, x̂0)| ≤ 1

n . If we could take x̂0 = w = z, we
could bound In(t) by C(t)n1−2γ+λ0α using that∫

R2q

dwdzΦn
x(w)Φn

x(z)(|w − z|−α + 1) ≤ cnλ0α, (5.11)

see Lemma 9.11.1. So In(t) would go to zero for α < 2(2γ − 1) if λ0 = 1
2 . However,

choosing |u(s, w)| ≈ |u(s, x̂0)| ≤ n−1 for all w ∈ B(x, n−1/2) ⊂ B(x̂0, 2n
−1/2) is not

justified, since there are no such strong regularity results on u. But, more formally,
using the 1 − α

2 − ε-Hölder modulus of Theorem 5.2.1 gives for w ∈ B(x, n−λ0) ⊂
B(x̂0, 2n

−λ0) as before:

|u(s, w)| ≤ |u(s, x̂0)|+ c|w − x̂0|1−
α
2
−ε

≤ n−1 + c
(

2n−λ0
)1−α

2
−ε

(5.12)

≤ (1 + 2c)n−1,

if n−λ0 ≈ n−
2

2−α , which is optimal balancing the terms. Using that estimate in
(5.10), we obtain that In goes to zero, if α < (1− α

2 )(2γ − 1). This is weaker than
the result in Theorem 4.3.2, but yet a first step. We require better bounds on
|u(s, w)| for w ∈ B(x̂0, n

−λ0). In [MPS06], provided that α < 2γ − 1 the Hölder
modulus near points where u is small was improved to 1 − ε for any ε > 0. More
precisely, let for N,K ∈ N

TK = inf{s ≥ 0 : sup
y

(|u1(s, y)| ∨ |u2(s, y)|)e−|y| > K} ∧K, (5.13)

a stopping time and define a metric on R+×Rq: d((t, x), (s, y)) = |t−s|1/2 + |x−y|,
appropriate for the study of the heat-equation. We define the following set of points
(t, x) ∈ R+ × Rq which are close to a point (t̂0, x̂0) with small value u(t̂0, x̂0):

Z(N,K)(ω) = {(t, x) ∈ [0, TK ]× [−K,K]q : there is a (t̂0, x̂0) ∈ [0, TK ]× Rq s.t.

|u(t̂0, x̂0)| ≤ 2−N and d((t̂0, x̂0), (t, x)) ≤ 2−N}.
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Then the following analogue of Theorem 2.3 in [MP11] or Theorem 4.1 in [MPS06]
holds:

Theorem 5.3.3. For each K ∈ N and 0 < ξ <
1−α

2
1−γ ∧ 1 there is an N0 =

N0(ξ,K, ω) ∈ N a.s. such that for all natural numbers N ≥ N0 and all (t, x) ∈
Z(N,K),

d((t′, x′), (t, x)) ≤ 2−N and t′ ≤ TK implies |u(t′, x′)− u(t, x)| ≤ 2−Nξ.

We give a proof of this Theorem in Section 9.9. The theorem suggests that for a
choice of α < 2γ − 1,

u(t, ·) is ξ-Hölder continuous near its zero set for ξ < 1 (5.14)

Using a similar calculation as (5.12), now for λ0 = ξ−1 (balancing terms), gives

In(t) ≤ C(t)n1−2γ+ξα.

This allows us to derive the sufficiency of α < 2γ − 1 for pathwise uniqueness as it
was shown in [MPS06].

To obtain an improved result we need to extend the range of ξ beyond 1. We
will obtain a statement close to the following one:

∇u(t, ·) is ξ-Hölder on {x : u(t, x) ≈ ∇u(t, x) ≈ 0} for ξ < 1, (5.15)

where ∇u denotes the spatial derivative (in a loose sense as u is not differentiable).
Actually, we will not be able to write down (5.15) formally, but some statements
come close to it, e.g. Corollary 9.4.12 for m = m̄+ 1.

Assuming (5.15) and α < 2(2γ−1), we give an idea how we will be able to derive
that In given in (5.10) goes to zero. First, choose 0 = β0 < β1 < · · · < βL = β̄ <∞,
a finite grid, and define

În,i(t) := n

∫ t

0

∫
1Ĵn,i(s)

(x)|u(s, w)|γ |u(s, z)|γ

Φn
x(w)Φn

x(z)(|w − z|−α + 1) dwdzΨs(x) dxds,

as n→∞ for all i = 0, . . . , L, where

Ĵn,i(s) = {x ∈ Rd : |〈us,Φn
x〉| < 1

n , |∇u(s, x)| ≈ n−βi}

for i < L and for i = L,

Ĵn,L(s) = {x ∈ Rq : |〈us,Φn
x〉| < n−1, |∇u(s, x)| ∈ [0, n−βL ]}.
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Since In(t) ≤
∑L

i=0 În,i(t), our goal of proving In(t)→ 0 will be attained, if we can
show that

În,i(t)→ 0 for all i = 0, . . . , L. (5.16)

Using the support of Φn
x, note that for x ∈ Ĵn,i(s) there must be x̂n(s) ∈

B(x, n−λ0) such that |u(s, x̂n(s))| < 1
n . By a Taylor expansion, (5.15) (a cal-

culation similar as in (5.12)) we have for w ∈ B(x, n−λ0), x ∈ Ĵn,i(s) :

|u(s, w)| ≤ n−1 + sup
w̃∈[x̂n(s),w]

∇u(s, w̃) · |x̂n(s)− w|

≤ n−1 + sup
w̃∈[x̂n(s),w]

(|∇u(s, x)|+ |w̃ − x|ξ)|x̂n(s)− w|

≤ n−1 + (n−βi + 2n−λ0ξ)n−λ0

≤ 7(n−1 ∨ n−βi−
1
2 ), (5.17)

if we choose λ0 = 1
2 , which is the smallest possible value for balancing terms.

Similarly, βi ≤ 1
2 is optimal in (5.17). If we put the estimate into (5.16), then we

can bound În,i(t) by

n(n−2γ ∨ n−2γβi−γ)

∫ t

0

∫
1Ĵn,i(s)

(x)Φn
x(w)Φn

x(z)(|w − z|−α + 1)Ψs(x) dwdzdxds

and (5.11) with λ0 = 1
2 leads to the bound

n1+α
2 (n−2γ ∨ n−2γβi−γ)

∫ t

0

∫
B(0,K1)

1Ĵn,i(s)
(x) dxds, (5.18)

for some K1 > 0, since Ψ is compactly supported. If βi is rather small, we find
ourselves in the situation that the Hölder-estimate (5.17) is not that strong. With
a choice of λ0 = 1 we would just get back to the case α < 2γ−1, since low βi refers
to neglecting the estimate on derivatives. However, particularly in that case we can
give a good estimate on |Ĵn,i(s)| the q-dimensional Lebesgue-measure of Ĵn,i(s).

Let us first consider β = βL. Then, by the estimate in (5.18) we have

În,L(t) ≤ ct(n−2γ+1+α/2 ∨ n−(2βL+1)γ+1+α/2)→ 0

as n → ∞ as long as we require βL ≥ 1/2. From this and the considerations just
after (5.17), we know that it should suffice to choose βL = 1/2, or more precisely,
choosing βL lower will not lead to an optimal result, whereas βL > 1

2 will not
improve the result.

We still need to check the convergence for i = 0, . . . , L− 1 and write in order to
simplify notation β = βi and Jn = Ĵn,i(s). From (5.15) we see that if x ∈ Jn, then
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there is a direction σx ∈ Sq−1 := {x ∈ Rq : |x| = 1} with σx · ∇u(s, y) ≥ 1
2n
−β

if |y − x| ≤ Ln−β/ξ for an appropriate constant L and (y − x) ‖ σx, meaning that
(y−x) is parallel to σx. Assuming for the moment that u(s, x) > − 1

n (which we only

know precisely for a point x̂n(s) ∈ B(x, n−1/2) due to |〈us,Φn−1/2

x 〉| < 1
n) we obtain

because of the positive gradient for y ∈ x+ R+σx by the Fundamental Theorem of
Calculus:

u(s, y) >
1

n
if 4nβ−1 < |y − x| ≤ Ln−β/ξ.

Similarly, if x, z ∈ Jn and |x − z| < Ln−β/ξ, we also have for z′ ∈ z + σx ·
[4nβ−1;Ln−β/ξ] that u(s, z′) > 1

n and thus z′ /∈ Jn. So for x ∈ Jn, denoting by
{x+ σorthox } the plane through x orthogonal to σx, we have

|B(x, Laβ/ξn ) ∩ Jn| ≤
∫
{x+σorthox }∩B(x,Ln−β/ξ)

dz

∫ Ln−β/ξ

−Laβ/ξn

dz′1{z + σxz
′ ∈ Jn}

≤ c(n−β/ξ)q−1nβ−1. (5.19)

Covering the box [−K1,K1]q with finitely many balls of radius L
2n
−β/ξ and using

(5.19) we obtain |Jn| ≤ c(L,K1)a1−β
n nβ/ξ. We can use this in (5.18) to get

În,i(t) ≤ Ctn1+α
2
−2γ(1∧(βi+

1
2

))−1+βi+βi/ξ ≤ Ctn1+α
2
−2γ(1∧(βi+

1
2

))−1+βi(1+1/ξ)

(5.20)

for all βi ≤ β̄. This tends to zero for all βi ≤ β̄, if −α
2 + 2γ(1 ∧ (β̄ + 1

2))− 2β̄ > 0,
i.e.

γ >
1

2
(1 ∧ (β̄ +

1

2
))−1(

α

2
+ 2β̄).

The right-hand side is decreasing in β̄ and attains its minimum value 1
2(1− α

2 ) for

β̄ = 1/2. Then the estimate shows that: În,i(t) tends to zero for all 0 ≤ βi ≤ β̄, if

α < 2(2γ − 1).

This is what we wanted to show and ends the heuristic outline of the proof (for
more about the heuristics we refer to Section 2 in [MP11]).

However, the real proof is somewhat more delicate and consists of splitting u in
two components, where the first follows more or less the heuristics and the second
one can be shown to be small. The proof can be found in Chapter 9.

Why should there not be a further improvement beyond the restriction α <
2(2γ−1) using higher spatial derivatives on u? To show that heuristically, we make
the case that for α > 2(2γ−1), we cannot expect the following slight strengthening
of (5.15):

u(t, ·) is C2 on {x : u(t, x) ≈ ∇u(t, x) ≈ 0}. (5.21)
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Assume that (t, x) is such a point. Then for s very close to t, we have by a Taylor
series expansion in space,

|u(s, y)| ≈ |Hessu(s, x)| |y − x|
2

2
≈ c|y − x|2

for a certain c > 0. Furthermore, a formal differentiation of (4.4) (for b ≡ 0 and u
is the difference of u1 and u2) with respect to the first coordinate x1 gives

∂2
x1u(t, x) =

∫ t

0

∫
∂2
x1pt−s(y − x)[σ(s, y, u1(s, y))− σ(s, y, u2(s, y))]W (ds, dy).

If σ is a Weierstrass-type function that realizes its Hölder modulus at typical points,
we have

|σ(s, y, u1(s, y))− σ(s, y, u2(s, y))| ≈ L|u(s, y)|γ

and we can check that the stochastic integral defining ∂2
x1u(t, x) is not well-defined,

i.e. has infinite quadratic variation. We can see this by giving a lower bound:

E[
(
∂2
x1u(t, x)

)2
] ≈ c2γ

∫ t

t−δ

∫
Rq

∫
Rq
∂2
x1pt−s(w − x)∂2

x1pt−s(z − x)|w − x|2γ |z − x|2γ

(|w − z|−α + 1) dwdzds.

After a longer calculation using the explicit value of the derivative

∂2
x1pt−s(y − x) = (t− s)−1pt−s(y − x)

(
(y − x)2

1

t− s
+ 1

)
,

then restriction to |w−x| > (t−s)1/2 and the change of variable w′ = (t−s)−1/2(w−
x) and z′ = (t− s)−1/2(z − x), obtain

E[
(
∂2
x1u(t, x)

)2
] ≥ c

∫ t

t−δ
ds (t− s)2γ−2−α

2 ,

for some δ > 0. Thus, the quadratic variation is infinite if 2γ − 1− α/2 ≤ 0 which
implies the necessity of α ≤ 2(2γ − 1). Clearly, the proof techniques are not fine
enough to make a comment on the case α = 2(2γ − 1).

The main difficulty not allowing an easy proof as for SDE is the following:
For fixed x ∈ Rq start with the mild formulation for two solutions u1(t, x) and
u2(t, x). Their difference process (u(t, x))t≥0 is a continuous process, but only
Hölder-continuous of order 1

2(1− α
2 ) < 1

2 . So, this process cannot be a semimartin-
gale for α > 0, since continuous semimartingales need to be Hölder-continuous up
to order 1

2 . So Itô’s formula cannot be applied directly.

Remark 5.3.4. In the previous heuristics it suffices to consider one direction of the
gradient. This will be sufficient to obtain uniqueness for α < 2(2γ − 1) rigorously.
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However, it is tempting to include further information on the gradient, e.g. ∇u ≈
(aβ

1

n , a
β2

n , . . . ). We believe that no further improvement can be achieved, since (5.17)
only requires the size of the principal component of the gradient.

5.4. The compact support property

In Section 4.4 the definitions and the known compact support property (CSP)
results for white noise were summarized. Apart from the compact support property,
there are also some results which hold about the growth of the support. For the
Dawson-Watanabe process Dawson, Iscoe and Perkins [DIP89] showed, using the
historical process, that the support grows within a certain bounded way. The
historical process allows an analysis of the detailed structure of the support: they
obtain path-regularity results jointly on the path of all particles simultaneously.
We will not obtain such a strong result, but we can show that the supremum of the
support grows in a bounded way, so we have control of “the rightmost particle.”

Define h(r) ≡ (r log(1/r))1/2 for any r ∈ (0, 1). Our main result holds in the
colored noise case in dimension q = 1 :

Theorem 5.4.1. Assume that q = 1, σ(u) ≥ σ0u
γ , u ≥ 0, γ ∈ (0, 1), for certain

σ0 > 0 and

k(x, y) = |x− y|−α for α ∈ (0, 1).

Let u ∈ C(R+, Crap) be a nonnegative weak solution of (5.1) with b ≡ 0 and compact
initial value u0 ≥ 0, i.e. there is a compact set K ⊂ R with supp (u0) ⊂ K. Then,
there is a constant c5.4.1(α, ‖u‖∞) < ∞ such that P-almost surely there is a δ =
δ(ω) > 0 such that for all 0 < s− r < δ we have

sup supp (us)− sup supp (ur) ≤ c5.4.1(1− γ)−1h(s− r).

Existence of non-negative solutions should be possible to be established using a
proof along the lines of that of Theorem 2.5 in [Shi94].

Non-negative solutions are believed to be the limit of densities for branching
particle systems. For branching processes, in general, the question of extinction is
one of the first that poses itself. We show that exinction holds for a solution u to
(5.1) in the colored noise case: Let U0 = inf{t ≥ 0 : 〈u(t, ·), 1〉 = 0} denote the
extinction time of the nonnegative solution u.

Proposition 5.4.2. If the assumptions of Theorem 5.4.1 hold and σ(u) ≤ σ1(u+
uγ), u ≥ 0 for σ1 > 0, then

P (U0 <∞) = 1 and u(U0 + s, x) = 0 ∀s > 0, x ∈ R a.s.
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The combination of the two previous results directly yields:

Theorem 5.4.3. If the assumptions of Theorem 5.4.1 hold, then the compact sup-
port property holds for non-negative solutions in C(R+, Crap).

The compact support property is of interest on its own. However, the remarkable
result is that of Theorem 5.4.1. It states that no matter how correlated the noise is,
the process behaves like the white noise driven SHE solution regarding its support.
We hope that this result will help to establish a counterexample to Theorem 5.3.1
in the case where α > 2(2γ − 1) as mentioned in Section 6.3

Let us give an outline of the proof of Theorem 5.4.1, which can be found in
Chapter 10. The finite time extinction can be shown using standard methods for
one-dimensional diffusions such as in [RW87] and is adapted from [MP92].

For the growth of the support we use an idea of Krylov in [Kry97]. He also gave
a nice heuristics for his result which is based on a lemma similar to our Lemma
10.2.1. Consider the following ODE

u′′(x)− uγ(x) = 0 in R+

with a certain boundary condition u(0) = 1, u′(0) = 0 say. If u is bounded (as
we assume due to the fact solutions are in Crap), say ‖u‖∞ ≤ K < ∞, then
u′′(x) − Kγ−1u ≥ 0 on R+. By the maximum principle (e.g. Theorem 6.4.2 in
[Eva10]) we get u(x) ≤ u(0) exp(−K(γ−1)/2x). Then for x ≥ µ1 := K2/(γ−1) we
have u(x) ≤ e−1. Using this new upper bound on the region (µ1,∞) obtain

u′′(x)− e1−γu(x) ≥ 0, x ≥ µ1.

Iterating the procedure now, gives the bound u(x) ≤ e−n for x ≥ K2/(γ−1) +∑n
k=1 e

k(γ−1). Finally, obtain:

u(x) = 0 for any x ≥ K2/(γ−1) + (1− eγ−1).

So a solution to the above ODE has compact support.

Clearly, the SPDE proof is a bit more complicated. The idea, however, is similar.
Imagine again no mass at the right side of the origin, initially. If little “mass” flows
over the point r ∈ (0, 1), then in a next time step little mass will flow over the point
r + r2 to the right, and so forth. The Itô-formula is a clever tool to formalize this
idea in the martingale setup. Finally, an argument as that used for the proof of
Kolmogorov-Centsov’s Theorem 3.1.3 establishes the “modulus of continuity”.
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In this final chapter of Part I, we give some ideas for the extension of some of the
results obtained in the previous chapters. We list some conjectures and if there are
proof ideas, we provide them.

6.1. Stable Motion

One of the classical generalizations of parabolic equations is to replace the Laplace
operator by a certain pseudo-differential operator. Write Aν = −(−∆)ν/2 short
for the fractional Laplacian with ν ∈ (0, 2). Thus, as a generalization of (5.1) we
consider:

∂X

∂t
=

1

2
AνX + σ(t, x,X)Ẇ (t x) + b(t, x,X) (6.1)

Probabilistically, Aν arises if one replaces 2-stable motion (Brownian motion) by
ν-stable motion in the underlying particle model. Then, the following holds.

Lemma 6.1.1. If b and σ are both Lipschitz-continuous as in Theorem 4.2.1 and
Ẇ k is colored noise as in Definition 3.3.15 with k(x, y) = |x − y|−α, α > 0, then
there exists a strong unique solution to (6.1) if α ∈ (0, ν ∧ q).

Proof. The condition that α < q was required in Lemma 3.3.10 for the existence
of the Gaussian colored noise Ẇ . The Fourier transform of the correlation kernel
k is given by µ(dξ) = |ξ|−q+αdξ. Let (St)t≥0 denote the fundamental solution for
(∂t − Aν)u = 0. Its Fourier-transform is given by FSt(ξ) = exp(−t|ξ|ν). We need
to check Condition (26) of [Dal99]. Let T > 0,∫ T

0
dt

∫
Rq
µ(dξ)|FSt(ξ)|2 =

∫ T

0
dt

∫
Rq
µ(dξ) exp(−2t|ξ|ν)

≤
∫ T

0
dt

∫
Rq
dξ |ξ|α−q exp(−2t|ξ|ν)

=

∫ T

0
dt

∫
Rq
t−q/νdη t(q−α)/ν |η|α−q exp(−2|η|ν) (η = t1/νξ)

≤ c
∫ T

0
dt t−α/ν

(∫
Rq
dη |η|α−q exp(−2|η|ν)

)
<∞

66
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if and only if α < ν. By Theorem 13 of [Dal99] the finiteness of the integral ensures
the existence of a strong unique solution.

We believe that the following result holds for colored noise:

Conjecture 2. The existence result as Theorem 5.2.1 should hold for α < ν ∧ q,
when ∆ is replaced by Aν in (5.1).

Surely, the question of pathwise uniqueness is also of interest in that case. We
give some model calculations for the white noise case (so q = 1 will be used). Of
course, one could repeat the calculations of [SSS02], [MPS06] and of [MP11] - a
task probably to ambitious for this thesis. So we give some ideas which lead to a
conjecture in the end.
The ν-stable heat kernel p(ν), required in the mild formulation (4.4), allows the
following decomposition:

p
(ν)
t (x) =

∫ ∞
0

ds q
ν/2
t (s)p(2)

s (x), t > 0, x ∈ R,

where q
ν/2
t is the density of the positive ν/2-stable subordinator (there is only

an explicit formula for ν ∈ {1, 2}, but its Laplace-transform is explicitely known,

e.g. page 7 of [Ber99]). As before, p
(2)
s (x) = (2πs)−q/2 exp(−x2

2s ), s > 0, x ∈ Rq, is
the ordinary heat kernel, which we also sometimes write as ps(x) with an abuse of
notation. The formula itself holds by the subordination formula as in Theorem 8.6

of [Ber99]. Additionally, p
(ν)
t also has the following self-similarity property:

p
(ν)
t (x) = t−1/νp

(ν)
1 (t−1/νx).

We present some estimates which are much in the spirit of the technical lemmas in
Section 9.3 needed for the proof of pathwise uniqueness.

Lemma 6.1.2. Let ν ∈ (1, 2]. Then there is a c > 0 such that for all t > 0, x ∈ R,

|∂xp(ν)
t (x)| ≤ ct−1/νp

(ν)
2t (x).
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Proof. We use self-similarity and the subordination formula to obtain

|∂xp(ν)
t (x)| = |∂xt−1/ν

∫ ∞
0

ds q
ν/2
1 (s)p(2)

s (t−1/νx)|

= |t−1/ν

∫ ∞
0

ds q
ν/2
1 (s)

−x
√
st2/ν

p(2)
s (t−1/νx)|

= |t−2/ν

∫ ∞
0

ds q
ν/2
1 (s)

t−1/νx√
s

p(2)
s (t−1/νx)|

≤ c|t−2/ν

∫ ∞
0

ds s−
1
2 q
ν/2
1 (s)p

(2)
2s (t−1/νx)|

=
c√
2
|t−2/ν

∫ ∞
0

ds s−
1
2 q
ν/2
1 (s)p(2)

s (
t−1/ν

√
2
x)|

= c|t−1/νt−1/νp
(ν)
1 (

t−1/ν

√
2
x)|

= ct−1/νp
(ν)

2ν/2t
(x)

≤ ct−1/νp
(ν)
2t (x).

In the end we used Lemma 1 of [Haw71].

Lemma 6.1.3. For every δ ∈ (0, 1], there is a c = c(δ, ν) <∞, s.t. for t > 0, x, x′ ∈
R: ∫

R
dy (p

(ν)
t (x− y)− p(ν)

t (x′ − y))2 ≤ ct−1/ν(t−2δ/ν |x− x′|2δ ∧ 1).

Proof. Applying the proof strategy of Lemma 4.3 in [MP11] and using self-similarity
we have for the second part of the minimum:∫

dy (p
(ν)
t (x− y)− p(ν)

t (x′ − y))2

=

∫
dy t−2/ν(p

(ν)
1 (t−1/ν(y − x′))− p(ν)

1 (t−1/ν(y − x)))2

≤ t−1/ν

∫
dy

t1/ν

(
p

(ν)
1 (

y − x′

t1/ν
) + p

(ν)
1 (

y − x
t1/ν

)

)2

.

And for the first part we obtain by Lemma 2.1 of [FMW10] for δ ∈ (0, 1] :∫
dy (p

(ν)
t (x− y)−p(ν)

t (x′ − y))2 ≤ c
∫

dy
|x− x′|2δ

t2δ/ν
(p

(ν)
t (

x− y
2

) + p
(ν)
t (

x′ − y
2

))2

= c
|x− x′|2δ

t2δ/ν

∫
dy

t1/ν
t−1/ν

(
p

(ν)
1 (

y − x
2t1/ν

) + p
(ν)
1 (

y − x′

2t1/ν
)

)2

≤ ct−(2δ+1)/ν |x− x′|δ.
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We state another lemma, which can be proved in a similar way to the previous
one by applying the bound on the derivative.

Lemma 6.1.4. There is a c = c(ν) <∞, s.t. for t > 0, x, x′ ∈ R∫
dy (∂xp

(ν)
t (x− y)− ∂x′p

(ν)
t (x′ − y))2 ≤ ct−3/ν(t−2δ/ν |x− x′|δ ∧ 1).

If one compares the spirit of these lemmas with Lemmas 9.6.2 of Section 9.6 and
9.3.4 of Section 9.3, one sees the 2 there is replaced by ν (setting α = 1, since we
consider colored noise here). We do not know how many of the lemmas we see
in Chapter 9, especially in Section 9.3, can be transferred to the stable setting,
in colored or white noise. However one might guess that the following conjecture
holds:

Conjecture 3. Pathwise uniqueness in C(R+, Ctem) holds for (6.1), if α < ν(2γ−
1).

6.2. Particle picture

As already mentioned in Example 4.1.1, the large population limits for densities
of branching particle systems are known to approach solutions of stochastic heat
equations (5.1); [Daw75] or [Blo96] are two references. A similar convergence result
holds true for certain interacting particle systems, called long-range voter models;
[MT94] or [Kli11] are two references. However, all of these results are limited
to the noise coefficient being of the following form: σ(u) = c

√
u, σ(u) = cu or

σ(u) = c
√
u(1− u) for a constant c. So, many of the SHE described by the class

(5.1) do not have a so-called “particle picture”, i.e. there is no weakly converging
density of a particle system. However, on page 326 of [MP92] an idea for density-
dependent branching is given.

A classical weak convergence proof includes the two steps 1) Tightness; 2) Unique-
ness of the limit. Even if tightness results were possible, the lack of a uniqueness
result for the SHE made it difficult to obtain such convergence results. Now we
have two such results: Theorem 4.3.3 for white noise and Theorem 5.3.1 for colored
noise. So, it seems possible to attain weak convergence results as we describe in
the following.

We will present a model which we conjecture to converge to a solution of (5.1)
with diffusion coefficient σ(u) = uγ and white noise. In order to describe the model,
we need a certain class of offspring distributions νγ′(u, ·) ∈M1(Z+), u ∈ R+, γ

′ ∈ R,
whose heuristic derivation we present in Chapter 11.
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The model describes density-dependent branching with independent branching
events. This will lead to a white noise SHE. Surely, it would be desirable to extend
that to spatially correlated Gaussian noise (colored noise) as well, as the present
work gives the required uniqueness result, but it is technically more demanding. So
far, there are few convergence results (for example [Myt96] or [Stu03]) available for
colored noise as in Definition 3.3.15.

For the description of the model we borrow notation from [Per02] and it is similar
to Example 4.1.1.

Definition of the model

There are some properties of the class of offspring distributions. Let N be dis-
tributed according to νγ′(u, ·) ∈M1(Z+) for fixed u ∈ R+, γ

′ ∈ R. Then

E[N ] = 1, E[(N − 1)2] = uγ
′
. (6.2)

Let n ∈ N be the renormalization constant which is kept fixed throughout this
definition.

We want to consider a population model in discrete time, where each individual
gets a label α ∈ I = Z∗+ =

⋃
n∈Z+

Nn. If α = α0α1 · · ·αn ∈ I, then we write |α| = n
for the generation of individual α. For i ∈ {0, 1, . . . , |α|} we can write α|i = α0 . . . αi
if we restrict α to its first i + 1 elements. This gives a natural ancestral relation:
Write α ≺ β, whenever α = β|i holds for a certain i ∈ {0, . . . , |β|}. Then α is called
an ancestor of β.

Our population inhabits a space E, which we suppose from now on to be R.
Either we can think of E as a geographical space or a certain trait space of the
individuals. Let A be the generator of a Feller semigroup on Cb(E) describing
the motion of the individuals. Here we will specialize to the case A = 1

2∆. The
corresponding semigroup (here the heat semigroup) is denoted by (St)t≥0.

Let M be a Poisson point process on R with intensity nµ, where µ ∈ Mf (R) a
finite Borel measure on R. Label its points in an arbitrary fashion with {1, 2, . . . , kn}
and denote the position of the points in R by xα0 , 1 ≤ α0 ≤ kn, where α0 is the
label.

The population to be considered will evolve in time and the kn initial individuals
labeled {1, . . . , kn} start at position xα0 for α0 ∈ {1, 2, . . . , kn}. The evolution of
the individuals is characterized by two meachanisms: First, motion in space E and
second, resampling after discrete time steps of length n−1.

Let therefore {Y α,n : α0 ≤ kn, α ∈ I} be a collection of Feller-processes, with
generator A, started at xα0 and stopped at time (|α|+1)n−1 each. We require that
individuals share a common path up to their most recent common ancestor

Y α,n(t) = Y α||α|−1,n(t), 0 ≤ t ≤ |α|
n
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and that {Y α,n : |α| = k} are independent given σ(Y β,n : |β| < k) for a fixed k ∈ N.
Note that the first requirement gives a tree structure.

Recursively, we define variables τ and N . The n−1Z+-valued random variables
τα,n will stand for the first point in time when an ancestor of α had no offspring or,
even, there were not enough initial individuals. Then α will be called “dead.” The
Z+-valued random variables Nα,N stand for the number of offspring of individual
α.

Let ᾱ ∈ I with |ᾱ| = k ∈ Z+ be fixed. Assume that

(τβ,n, Nβ,n) for β ∈ I, |β| < k

are given (this includes the case k = 0). Then let

τ ᾱ,n :=


0 if ᾱ0 > kn,

min{ i+1
n : N ᾱ|i,n = 0, 0 ≤ i < |ᾱ|} if set 6= ∅ and ᾱ0 ≤ kn,

|ᾱ|+1
n otherwise.

For t ∈ [0, k+1
n ) = [0, |ᾱ|+1

n ) we define the following (random) relation

ᾱ ∼n t ⇔ t ∈ [ |ᾱ|n ,
|ᾱ|+1
n ) and t < τ ᾱ,n,

indicating up to which time the direct ancestor of individual ᾱ was alive. For
B ∈ B(R) define for 0 ≤ t < |ᾱ|+1

n the renormalized number of alive individuals in
the region B by

Xn
t (B) =

1

n
#{β : β ∼n t, Y β,n(t) ∈ B} =

1

n

∑
β∼nt

δY β,n(t)(B)

For any y ∈ R define:

un(t, y) :=
1

n

∑
β∼nt

p1/n(Y β,n(t)− y),

where p1/n(·) is the 1-dimensional heat kernel at time n−1. The non-negative func-
tion un describes an approximate density of individuals close to y.
Now, we have defined what is happening up to time t = |ᾱ|+1

n − with individual ᾱ.

At time |ᾱ|+1
n a branching event happens with a certain offspring we define now.

Consider the Z+-valued random variable N ᾱ,n with distribution

P
(
N ᾱ,n = ·|{Y β,n(

|β|+ 1

n
), |β| = |ᾱ|, τβ,n =

|β|+ 1

n
}
)

= ν2γ−1

(
un((
|ᾱ|+ 1

n
)−, Y

ᾱ,n(
|ᾱ|+ 1

n
)), ·
)
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in the case τ ᾱ,n = k+1
n . Here, νγ′ is a probability law on Z+ with the properties in

(6.2); the definition is given in (11.2) for γ′ ∈ R. We assume that conditionally on
Fn(k+1)n−1 = σ

(
Y β,n(s), |β| ≤ k + 1, s ≤ (k + 1)n−1, Nβ′,n, |β′| ≤ k

)
the collection

{Nα,n : |α| = k + 1} is independent. This completes the iterative description.

Convergence conjecture

Let us write 〈f, g〉 =
∫
R f(x)g(x)dx for the L2-scalar product. For the density uN

as defined above, we conjecture the following fact:

Conjecture 4. Assume q = 1, γ ∈ (1/2, 1) and assume that un0 , u0 ∈ Ctem are
deterministic for n ∈ N. If un0 → u0 in Ctem, then un is relatively compact in
D(R+, Ctem). Each weak limit u is defined on a filtered probability space which also
supports a white noise W such that for each φ ∈ C∞c (R) we have almost surely for
all t ≥ 0

〈u(t, ·), φ〉 = 〈u(0, ·), φ〉+

∫ t

0
〈u(s, ·), 1

2
φ′′〉ds+

∫ t

0

∫
R

√
λu(s, y)γφ(y)W (ds dy).

If γ ∈ (3/4, 1), then un converges weakly to u.

In order to show such a result, there are two things to do: 1) Tightness, 2)
Identification of the limit.
Our idea of proof is based on the classic ways which one can use for measure-valued
processes or densities, carried out e.g. in [MT94], [Blo96] or [Per02]. We give a
more precise description of the idea in Section 11.2. Here, we will only consider
part of what belongs to “identification of the limit:”

We will follow Perkins’ notation again and only write down the “branching mar-
tingale” (defined in (11.4)), leading to the diffusion term in the SPDE:

M b,n
t (φ) =

1

n

∑
s<t

∑
α∼ns

φ(Y α,n
s+n−1)(Nα,n − 1)

for t ∈ n−1N. This is a discrete time martingale (E[N ] = 1) and we calculate its
quadratic variation:

E[(M b,n
s+n−1(φ)−M b,n

s (φ))2|F̄s]

= n−2
∑
α∼ns

φ(Y α,n
s+n−1)2E[(Nα,n − 1)2|F̄s]

= n−2
∑
α∼ns

φ(Y α,n
s+n−1)2λun(s+ n−1, Y α,n(s+ n−1))2γ−1.
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Therefore summing up over s < t, we get

〈M b,n(φ)〉t =
1

n

∑
s<t

1

n

∑
α∼ns

φ(Y α,n
s )2λun(s, Y α,n(s))2γ−1 (6.3)

+ εnt,1(φ),

where

εnt,1(φ) = n−2
∑
s<t

∑
α∼ns

[
φ(Y α,n

s+n−1)2λun(s+ n−1, Y α,n(s+ n−1))2γ−1

− φ(Y α,n
s )2λun(s, Y α,n(s))2γ−1

]
.

Suppose that supt≤K |εnt,1(φ)| L
1

→ 0 as n → ∞ for all K > 0. Hence, neglecting εnt,n
in the forthcoming we can write:

〈M b,n(φ)〉t =
1

n

∑
s<t

1

n

∑
α∼ns

∫
Rq
δY αs (dy)(φ(y)2λun(s, y)2γ−1)

=
1

n

∑
s<t

∫
Rq
dy un(s, y)φ(y)2λun(s, y)2γ−1

+
1

n

∑
s<t

1

n

∑
α∼ns

∫
Rq

(δY αs (dy)− p1/n(Y α,n(s)− y)dy) (φ(y)2λun(s, y)2γ−1)

=

∫ t

0
ds

∫
Rq
dy un(s, y)2γλφ(y)2 + εnt,2(φ). (6.4)

Suppose that supt≤K |εnt,2(φ)| L
1

→ 0 as n → ∞ for all K > 0. If we calculate the
quadratic variation of the stochastic integral in Conjecture 4 we get:

〈
∫ ·

0

∫
R

√
λu(s, y)γφ(y)W (ds dy)〉t =

∫ t

0

∫
R
λu(s, y)2γφ(y)2 dyds.

As this expression is analogous to (6.4), we believe that the model described here
is a good candidate for Conjecture 4 to hold. More explanations and calculations
are given in Section 11.2.

6.3. Non-Uniqueness

The main result, Theorem 5.3.1 indirectly raises another question: Is the result
sharp? In the case of white noise, Mueller, Mytnik and Perkins [MMP12] could
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find an SPDE which does not satisfy pathwise uniqueness (not even uniqueness in
law), if the sufficient conditions of Theorem 4.3.3 are not fulfilled:

Theorem 6.3.1 (Theorem 1.1 in [MMP12]). Consider

∂tu(t, x) =
1

2
∂2
xu(t, x) + |u|γẆ (t, x), t > 0, x ∈ R; u(0, x) = 0, x ∈ R. (6.5)

If Ẇ is white noise and 0 < γ < 3/4, there is a Crap-valued solution u(t, x) such
that with positive probability u is not identically zero. In particular, uniqueness in
law and pathwise uniqueness fail.

One might believe that this result also holds in the colored noise case, at least
in dimension q = 1. It was not possible yet to transfer their result, but the first
steps in that direction were already taken: the compact support property, finite
time extinction and additionally, the growth behavior of the support were given in
Theorem 5.4.1 and Proposition 5.4.2.

The most difficult part of transfering their proof techniques seems to be the
lower bound on the growth of the emerging cluster in their Lemma 4.1. There
is a heuristic (personal communication, Leonid Mytnik) explaining their Lemma
4.1 in the colored noise setting requiring (spatial) Hölder-continuity of order 2 at
points where the solution is small. However, we have not yet been able to make
this rigorous.

In [MMP12], real-valued solutions were considered. Also Theorem 5.3.1 and
Theorem 4.3.3 deal with real-valued solutions. If we restrict the SHE to non-
negative solutions, it might be true that less strict conditions on γ are sufficient
for pathwise uniqueness. A first indication towards that is the result in [Myt98]
which says that uniqueness in law holds for (6.5) if solutions are required to be
non-negative. Whether the uniqueness in law result holds in the case of general
Hölder-continuous σ for nonnegative solutions remains unclear. Considering the
convergence conjecture of the previous section, it is true that particle densities of a
branching particle system are always non-negative. If rescaled particle densities are
tight and their limit points solve a SHE, such as (6.5) then the limit points are also
non-negative solutions of the SHE. So, to obtain strict conditions for uniqueness
results (pathwise or in law) for the SHE with non-negative solutions is a highly
interesting question.

6.4. The compact support property in higher dimensions

For the white noise case the compact support result is limited to one spatial dimen-
sion as otherwise solutions will not exist (as functions). However, the superprocess
results on compact support go beyond one dimensional results. For the colored
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noise case the dimension restriction, q = 1, does not exist (except α < q), so it is
natural to ask whether the compact support property holds in higher dimensions.

The main trick in our argument which relied on some spatial structure of R1 is
done in (10.6), where the Itô-formula is applied to the function ζ(x) = (x ∨ 0).
The function ζ is a harmonic function (w.r.t. ∆) outside the support (−∞, 0] of u0.
In higher dimensions imagine that the support of u0 is contained in B(0, 1) ⊂ Rq.
Then we need a harmonic function v, which will not grow too fast:

∆v(x) = 0, x ∈ Rq \B(0, 1),

v(x) = 0, x ∈ ∂B(0, 1),

lim sup|x|→∞
v(x)
|x|p = 0,

for some p > 0. The last criterion is used in order to ensure finiteness of the integral∫
Rq v(x)u(s, x) dx. Nontrivial solutions for this problem are well-known:

v(x) =

{
log |x|, q = 2,

1− |x|q−2 q ≥ 3.

So we are led to the following conjecture:

Conjecture 5. Assume σ(u) = σ0u
γ , γ ∈ (0, 1) and σ0 > 0. Then, the compact

support property holds for nonnegative solutions u ∈ C(R+, Crap) of (5.1) with
b ≡ 0 and Ẇ = Ẇ k, k(x, y) = |x− y|−α, α ∈ (0, 2 ∧ q).

There are surely other minor modifications of equation (4.11) which might still
lead to compact support property. The lower bound on σ(u) ≥ σ0u

γ should be
possible to be relaxed to one which only holds close to zero. This would be helpful
to include cases such as Fisher-Wright noise σ(u) =

√
u(1− u) or similar models.

Another minor modification should be the relaxation of the diffusion operator ∆
in a similar way as in Krylov’s work [Kry97], where he used a uniformly elliptic
operator L = a∂2 + b∂ + c. In fact, this would allow a (small) nonnegative drift. A
very interesting other modification would be the use of this technique in the case
of Lévy-noise driven SPDE.
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7. An abstract result on strong solutions

We start this chapter with a lemma characterising (weak) solutions of SPDE via
an approximation procedure. The proof of Lemma 5.1.1 is done after that.

Lemma 7.1.1. Let (Ω,F ,Ft,P) be a filtered probability space with a noise Ẇ ,
which is white in time (see Definition 3.3.15). Let u : R+ × Rq → R be a jointly
continuous random field such that for any compact set K ⊂ Rq the following holds:
E[sups≤t supx∈K |u(s, x)|2] <∞. Let b : R→ R and σ : R+ × Rq × R be continuous
with

b(t, x, u) + σ(t, x, u) ≤ C(T,K)(1 + |u|) ∀t ≤ T, x ∈ K

for a certain constant C(T,K), where T > 0 and K ⊂ Rq compact. Let A be a
partial differential operator with adjoint A∗. If φ ∈ C∞c (Rq) then the two following
conditions are equivalent:

(a) ∫
Rq
φ(x)u(t, x)dx =

∫
Rq
φ(x)u0(x)dx+

∫ t

0

∫
Rq
us(x)A∗φ(x) + b(us(x))φ(x)dxdt

+

∫ t

0

∫
Rq
φ(x)σ(s, x, us(x))W (ds dx) ∀t > 0 a.s.,

(b) For any T ≥ 0 :

lim sup
n→∞

E

[
sup
t≤T
|〈ut − u0, φ〉 −

bntc∑
k=1

∑
l∈Zq

n−(q+1)u( kn ,
l
n)A∗φ( ln) + b(u( kn ,

l
n))φ( ln)

+

bntc∑
k=1

∑
l∈Zq

σ( kn ,
l
n , u( kn ,

l
n))φ( ln)Ẇ ([ kn ,

k+1
n ]× [ ln ,

l+1
n ])|2

 = 0,

where 1 = (1, . . . , 1) ∈ Rq.

Proof. Assume that φ is supported within the compact set K ⊂ Rq and for sim-
plicity that b and σ only depend on u; the proof can also be done more general,

77
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but notations get lengthier.
(a) ⇒ (b): Let T ≥ 0 and 1 = (1, . . . , 1) ∈ Rq. Use (a) to get

E

sup
t≤T
|〈ut − u0, φ〉 −

bntc∑
k=1

∑
l∈Zq

n−(q+1)u( kn ,
l
n)A∗φ( ln) + b(u( kn ,

l
n))φ( ln)

+

bntc∑
k=1

∑
l∈Zq

n−1σ(u( kn ,
l
n))φ( ln)Ẇ ([ kn ,

k+1
n ]× [ ln ,

l+1
n ])|2


≤ E

[
sup
t≤T
|
∫ t

0

∫
Rq
us(x)A∗φ(x) + b(us(x))φ(x) dxds

−
bntc∑
k=1

∑
l∈Zq

n−(q+1)u( kn ,
l
n)A∗φ( ln) + b(u( kn ,

l
n))φ( ln)|2

+|
∫ t

0

∫
Rq
σ(s, x, u)φ(x)Ẇ (dx ds)

−
bntc∑
k=1

∑
l∈Zq

σ(u( kn ,
l
n))φ( ln)Ẇ ([ kn ,

k+1
n ]× [ ln ,

l+1
n ])|2


= I1 + I2.

As I2 is the sum of two martingales we can use Doob’s inequality to obtain:

I2 ≤ 2E
[
|
∫ t

0

∫
Rq

(
σ(us(x))φ(x)− σ(u( bnscn , bnxcn ))φ( bnxcn )

)
W (ds dx)|2

]
≤ 2E[

∫ t

0
ds

∫
Rq

∫
Rq
dwdz

(
(σ(us(w))φ(w)− σ(u( bnscn , bnwcn ))φ( bnwcn )

)
(

(σ(us(z))φ(z)− σ(u( bnscn , bnzcn ))φ( bnzcn )
)
k(w, z)]

= o(1),

by dominated convergence, since k is locally integrable, φ has compact support and
E[sups,z∈K |u(s, z)|2] < ∞ on the one hand and continuity of u(·, ·) on the other
hand.

Treating I1 is even easier. We use the bound on b and that ‖A∗φ‖∞ ≤ C1, since
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A∗ is a bounded operator on D = C∞c . Then

I1 ≤ E

[
sup
t≤T
|
∫ t

0

∫
Rq

(us(x)A∗φ(x) + b(us(x))φ(x))

−(u( bnscn , bnxcn )A∗φ(x) + b(u( bnscn , bnxcn ))φ(x))dxds|2
]

+ E

[
sup
t≤T
|
∫ t

0

∫
Rq

(
u( bnscn , bnxcn )A∗φ(x)− u( bnscn , bnxcn )A∗φ( bnxcn )

+b(u( bnscn , bnxcn ))φ(x)− b(u( bnscn , bnxcn ))φ( bnxcn )
)
dxds|2

]
≤ C1E

[
sup

s≤t,x∈K
|u(s, x)− u( bnscn , bnxcn )|2

]
+ E

[
sup

s≤t,x∈K
2|u(s, x)|2

]
tLeb(K) sup

x∈K
|A∗φ(x)−A∗φ( bnxcn )|2

= o(1).

by the dominated convergence theorem and continuity of u.

(b) ⇒ (a): By definition of the Riemann integral and by the assumption on u
being continuous, we have

|Jc − Jd| := |
∫ t

0

∫
Rq

(us(x)A∗φ(x) + b(us(x))φ(x)) dxds

−
bntc∑
k=1

∑
l∈Zq

n−(q+1)u( kn ,
l
n)A∗φ( ln) + b(u( kn ,

l
n))φ( ln)| = o(1) (n→∞),

pointwise and hence in L2 by square-integrability of the limit. With a similar
argument as that for I2, we obtain for Mc and Md defined in the following obvious
manner:

E[|Mc−Md|2] = E

[
sup
t≤T
|
∫ t

0

∫
Rq
σ(u(s, x))φ(x)W (ds dx)

−
bntc∑
k=1

∑
l∈Zq

σ(u( kn ,
l
n))φ( ln)Ẇ ([ kn ,

k+1
n ]× [ ln ,

l+1
n ])|2

 = o(1).
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Use (b) and these two observations in the following:

E

[
sup
t≤T
|〈φ, ut − u0〉 −

∫ t

0

∫
Rq
us(x)A∗φ(x) + b(us(x))φ(x) dxds

−
∫ t

0

∫
Rq
φ(x)σ(s, x, u)W (ds dx)|2

]
≤ E[sup

t≤T
|
∫
Rq
φ(x)(u(t, x)− u0(x))dx− Jd −Md|2 + |Md −Mc|2 + |Jd − Jc|2]

= o(1) (n→∞).

This completes the proof.

Remark 7.1.2. The assumption “white noise” in time is essential for the martingale
techniques to apply. The requirement having a.s. continuous solutions might be
possible to be relaxed to the case of continuity in probability.

Then we can do the proof of Lemma 5.1.1:

Proof of Proposition 5.1.1. Assume that we are given a filtered probability space
(Ω,F ,Ft,P) with adapted weak solution u and noise Ẇ . The latter implies Fu,Wt ⊂
Ft. We want to apply Proposition 3.14 a) ⇒ b) in [Kur07]. Some of his notation is
required here.

Let S1 = U and S2 ∈ C([0,∞),S ′(Rq)), both Polish spaces. By Definition 3.3.15
we know that W takes values in S2. First, we check that u is compatible with W
with respect to the compatibility structure C = {(FUt ,FS

′
t ) : t ∈ R+}. Since B(S ′)

is generated by S it suffices to check compatibility for all φ ∈ S(R1+q). Let t > 0
fixed and define φ1(s, x) = 1[0,t](s)φ(s, x) and φ2 = φ − φ1, both in Mα. So, by
Lemma 3.3.13 we can use linearity

E[Ẇ (φ)|FWt ∨ Fut ] = E[E[Ẇ (φ1) + Ẇ (φ2)|Ft]|FWt ∨ Fut ]

= E[(Ẇ (φ1) + 0)|FWt ∨ Fut ]

= Ẇ (φ1)

= E[Ẇ (φ)|FWt ]

since Ẇ is a (centred) noise white in time w.r.t. the filtration (Ft)t≥0.. By the usual
induction, this result extends to all bounded measurable functions on S ′(R1+q). So
u is compatible to Ẇ .

By construction, ν = L[Ẇ ] on C(R+ × H−q(Rq). Finally, the set of convex
restrictions Γ needs to be given. Let {φm ∈ D(Rq) : m ∈ N} be a dense subset of



81

D(Rq) (separable!). Let for m,n ∈ N:

hm,n,t(u, Ẇ ) =|〈ut − u0, φ
m〉 −

bntc∑
k=1

∑
l∈Zq

n−(q+1)u( kn ,
l
n)A∗φm( ln) + b(u( kn ,

l
n))φm( ln)

+

bntc∑
k=1

∑
l∈Zq

σ( kn ,
l
n , u( kn ,

l
n))φm( ln)Ẇ ([ kn ,

k+1
n ]× [ ln ,

l+1
n ])| ∧ 1

and

gn(u) =

dnte∑
k=1

1

n

∑
l∈Zq ,|l|∞≤n

(2n+ 1)−q

|uk/n(
l

n
)|+

∑
j∈Zq ,|j|∞≤n

(2n+ 1)−q|k(
l

n
,
j

n
)uk/n(

l

n
)uk/n(

m

n
)|

 .
Clearly the conditions lim supn∈N E[supt≤T h

2
m,n,t] = 0 and gn < ∞ a.s. are convex

constraints on M1(U × S ′(R1+q)). Let

Γ = {lim sup
n→∞

gn <∞ a.s., sup
m∈N

lim sup
n→∞

E[sup
t≤T

h2
m,n,t] = 0}

be the convex constraints. Since there is a weak solution, by Lemma 7.1.1 the law
µ := P ◦ (u, Ẇ )−1 lies in SΓ,C,ν . By pointwise uniqueness (which is just pathwise
uniqueness, where joint compatibitility follows as in the compatibility proof before)
we know that there exists a strong compatible solution, i.e. u = F (Ẇ ).



8. Existence and regularity

In this chapter we want to prove the existence and regularity result Theorem 5.2.1.
Right after the theorem there was an overview of the proof. However, we quickly
repeat the important steps in a more technical description.

The proof will follow closely the one given in the appendix of [MPS06] and is
decomposed into several lemmas. First, we quote the classical existence result for
Lipschitz coefficients. Then we derive uniform regularity results for an approximat-
ing sequence of coefficients σn → σ for general σ. This regularity allows to get a
certain tightness result; one of the limit points is then shown to be a mild solution.
The proofs will be less explicit in the first steps, but more explicit in the last step,
the “convergence” argument from Theorem 2.6 of [Shi94].

8.1. Regularity results for solutions

First, write down the analogues of Theorem A.1, Lemma A.3, Lemma A.5 and
Lemma A.4 from [MPS06] (we changed the order). The modifications to include
the inhomogeneity b into the proof are given in the proof sketches. The first theorem
is taken from Theorem 13 of [Dal99] and was written here in Theorem 4.2.1:

Theorem 8.1.1 (Theorem A.1). Let q ∈ N and u0 be measurable and bounded.
Assume that b, σ : R+ × Rq × R → R satisfy: For any T > 0, n ∈ N there is a
constant c <∞ such that

|b(t, x, u)− b(t, x, v)|+ |σ(t, x, u)− σ(t, x, v)| ≤ c|u− v| ∀0 ≤ t, x ∈ Rq.

Assume that the bound (5.5) on the kernel k holds with α ∈ (0, 2 ∧ q). Then, there
exists a pathwise unique strong solution u to (5.1). The process u satisfies a uniform
moment bound: For any T > 0, and p ∈ [1,∞),

sup
0≤t≤T

sup
x∈Rq

E[|u(t, x)|p] <∞. (8.1)

Dalang’s theorem requires spatially homogeneous noise. However his proof carries
over if we require k to be bounded such as in (5.5) as remarked in [MPS06].
Let L∞tem = {u : ess supx∈Rq |u(x)|e−λ|x| <∞ for all λ > 0}. Define for any function
v : R+ × Rq → R, λ, p > 0 and a stopping time τ :

Gτλ,pv(t, x) := E
[
|v(t, x)|p1(t ≤ τ)e−λ|x|

]

82
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and write Gλ,p = G∞λ,p if τ =∞.
From now on drop the assumption of σ being Lipschitz. The function b, however,

will still be Lipschitz. Even in that more general setup it is possible to deduce
several properties of solutions (assuming their existence).

Lemma 8.1.2 (Lemma A.3). Let u0 ∈ L∞tem and let σ, b be as in Theorem 5.2.1. If
u is any solution to (5.1) such that

sup
0≤t≤T

sup
x∈Rq

E
(
|u(t, x)|pe−λ|x|

)
<∞

for some T > 0, p > 0, λ > 0, then there exists p̃ ≥ p such that

E

(
sup

0≤t≤T
sup
x∈Qq

|u(t, x)|pe−λ|x|
)
≤ CT,λ,p(c, ‖u0‖λ/p,∞)

×

(
1 + sup

0≤t≤T
sup
x∈Rq

Gλ/2,p̃u(t, x)

)
,

(8.2)

where CT,λ,p(·, ·) is bounded on the compacts of R2
+.

Proof. First assume that p ≥ 1+q and directly start with equation (119) in [MPS06].
The constant C depends on p only.

E

(
sup

0≤t≤T
sup
x∈Qq

|u(t, x)|pe−λ|x|
)

≤ CE

(
sup

0≤t≤T
sup
x∈Rq

|
∫
Rq
pt(x− y)u0(y)dy|pe−λ|x|

)

+ CE

(
sup

0≤t≤T
sup
x∈Qq

|
∫ t

0

∫
Rq
pt−s(x− y)σ(s, x, u(s, y))W (ds dy)|pe−λ|x|

)

+ CE

(
sup

0≤t≤T
sup
x∈Rq

|
∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y)) dyds|pe−λ|x|

)
.

Only the last term will get attention here as the others can be treated with the
methods of [MPS06]. Using the growth bound on b and Hölder-inequality with
a = 1 + q−1.∫
Rq
pt−s(x− y)|b(s, y, u(s, y))|dy ≤

≤ c5.2

(∫
Rq

(pt−s(x− y)eλ|y|)ady

)1/a(∫
Rq

(
(1 + |u(s, y)|)e−λ|y|

)q+1
dy

)1/(1+q)

≤ c(t− s)−1/2e
λ
p
|x|
(∫

Rq
(1 + |u(s, y)|q+1)e

−λ
p
|y|
e
−λ
p
q|y|
dy

)1/(1+q)

.
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We used Lemma 6.2 of [Shi94]. Since p ≥ 1 + q ≥ 2, obtain by using Hölder-
inequalities,

E

(
sup

0≤t≤T
sup
x∈Rq

|
∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y))dy|pe−λ|x|

)

≤ cE

[(∫ T

0
ds(T − s)−1/2

(∫
Rq

(1 + |u(s, y)|)q+1e
−λ
p
|y|
e
−λ
p
q|y|
dy

)1/(1+q)
)p]

≤ cE

[(∫ T

0
ds(T − s)−p/(2(p−1))

)p−1(∫ T

0
ds(

∫
Rq
. . . dy)

p
1+q

)p/p]

≤ c
∫ T

0
dsE

[(∫
Rq
dy e−λ|y|/(p−1−q)

)p−1−q/p(∫
Rq
dy (1 + |u(s, y)|)pe−λ

q
1+q
|y|
)1
]

≤ cT sup
0≤s≤T

∫
Rq
dy E[(1 + |u(s, y)|)pe−λ

q
q+1
|y|

]

≤ c

(
1 + sup

0≤s≤T
sup
y∈Rq

Gλ̃,pu(s, y)

)
,

where λ̃ = λ q
q+1 ≥

λ
2 .

If p ≤ 1 + q set p̃ = 1 + q and after using the estimate up ≤ c(p)(1 + up̃) we can
apply the calculations from above.

One can improve that result to

Lemma 8.1.3 (Lemma A.5). Let u0 ∈ Ctem and the conditions of Lemma 8.1.2
be satisfied. If u ∈ C(R+, Ctem) a solution to (5.1), then it satisfies the following
moment bound:

For any T > 0 and p ≥ 1,

sup
0≤t≤T

sup
x∈Rq

E
[
|u(t, x)|pe−λ|x|

]
≤ CT,λ,p(c5.2, ‖u‖λ/p,∞), (8.3)

where CT,λ,p(·, ·) is bounded on the compacts of R2
+.

The proof of this result is just an application of Gronwall’s lemma to a similar
statement as that of Lemma 8.1.2 (leave the time-integral unevaluated) and we
refer to Lemma A.5 of [MPS06] for the details. Finally, there is a lemma about the
regularity:
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Lemma 8.1.4 (Lemma A.4). Let u be a solution to (5.1) satisfying the conditions
of the previous lemma. Define

Z(t, x) =

∫ t

0

∫
Rq
pt−s(x− y)σ(s, y, u(s, y))W (ds dy)

+

∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y))dyds

for t ≥ 0, x ∈ Rq. Then, for T,R > 0 and 0 ≤ t ≤ t′ ≤ T , x, x′ ∈ Rq such that
|x− x′| ≤ R, as well as p ∈ [2,∞) and ξ ∈ (0, 1− α/2),

E
[
|Z(t, x)− Z(t′, x′)|pe−λ|x|

]
≤ C(T, λ, p)

(
1 + sup

0≤t≤T
sup
z∈Rq

Gλ/(p+1),pu(s, z)

)
×
(
|t− t′|ξp/2 + |x− x′|ξp

)
.

Proof. The difficult part of the proof can be found in [MPS06]. We content ourselves
here with the statement that Lemma 8.1.2 and Lemma 5.2 (a) of [MPS06], combined
with the growth bound on b give sufficient estimates for

Y (t, x) =

∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y))dyds.

One could remark that as there is a Riemann integral it is not surprising to have
very high Hölder-regularity, even better than the one proposed in the lemma for
this integral.

8.2. Tightness and construction of the solution

We give the proof of Theorem 5.2.1 and decompose it into several steps. First we
define a family of approximate mild solutions to (5.1), show that it has a limit point
(at least one) and then show that any limit point is a mild solution. Finally, the
specific filtration chosen is considered.

Step 1: Family of approximate solutions
Let (σn)n be a sequence of Lipschitz-continuous functions with

• |σn(u)| ≤ c5.2(1 + |u|) and

• σn → σ uniformly on compacta.
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An example of such a sequence is constructed in [MP11] (proof of Theorem 1.1).
Furthermore define for any x ∈ Rq:

um0 (x) :=


−m if u0(x) < −m,
u0(x) if |u0(x)| < m,

m if u0(x) > m.

(8.4)

Then um0 ∈ Cb(Rd) and

sup
m

sup
x∈Rd

|um0 (x)|e−λ|x| ≤ sup
m

sup
x∈Rd

|u0(x)|e−λ|x| <∞,

since u0 ∈ Ctem. If we fix m and n then we can use Theorem 8.1.1 and obtain unique
solutions um,n, i.e. for given t ≥ 0 it almost surely holds, that for any x ∈ Rq

um,n(t, x) =

∫
Rd
pt(x− y)um0 (y)dy +

∫ t

0

∫
Rd
pt−s(x− y)σn(um,n(s, y))W (ds dy).

(8.5)
Step 2: Tightness of um,n

Tightness in C(R+, Ctem) can be shown using Lemma 6.3 (ii) of [Shi94]. The esti-
mates obtained in Lemma 8.1.4 do not depend on the specific value of the Lipschitz-
constant for σn only on the constant of the growth bound.

Step 3: The limit points are mild solutions

By Skorohod’s representation theorem (cf. Theorem 3.1.8 of [EK86]) extract an
a.s. converging subsequence on a joint probability space. Let u be an almost sure
limit point of um,n on (Ω,F ,P), where F is assumed to be P-complete. That means
there is a sequence (n(l),m(l))l s.t. both m(l) and n(l) tend to infinity as l → ∞
and

um(l),n(l) → u in C(R+, Ctem) almost sure.

In order to simplify notation we will write ul := um(l),n(l).

Lemma 8.2.1. Then u is a mild solution of the limiting equation:

u(t, x) =

∫
Rd
pt(x− y)u0(y)dy +

∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y)) dyds (8.6)

+

∫ t

0

∫
Rd
pt−s(x− y)σ(s, y, u(s, y))W (ds dy)



8.2 Tightness and construction of the solution 87

for any x ∈ Rq almost surely for all t > 0. Additionally Ẇ is a noise, white in time
w.r.t. Ft, where

Ft =
∨
n,m

Fn,mt , Fn,mt = σ(um,ns ,Ws, s ≤ t+)complete.

The superscript stands for completion with respect to P.

The last point is shown in Step 4. Before giving a proof we state some lemmas.

Lemma 8.2.2. For any λ > 0, T > 0 and solutions ul, u to the SPDE with diffusion
coefficient σl, σ, respectively, the following holds

(a) supl≥1 supt≤T supx∈Rd e
−λ|x|E[|ul(t, x)|k] < c(λ, T ) <∞, k ∈ N

(b) supt≤T supx∈Rd e
−λ|x|E[|u(t, x)|k] <∞, k ∈ N

(c) The family (e−λ|x||ul(t, x)|k)t≤T,x∈Rd,l∈N is uniformly integrable for any k ∈ N.

Proof. The first line (a) follows by Lemma 8.1.3, since we never used the Lipschitz-
coefficient in the proof (consider line (131) in [MPS06] for the explicit statement).
The proof of (b) is taken from Lemma 6.19 of [Zäh04]:

sup
t≤T

sup
x∈Rd

e−λ|x|E[u(t, x)] = sup
t≤T

sup
x∈Rd

e−λ|x|E[ lim
N→∞

N ∧ |u(t, x)|)]

≤ sup
t≤T

sup
x∈Rd

e−λ|x| lim inf
N→∞

E[N ∧ |u(t, x)|]

≤ sup
t≤T

sup
x∈Rd

e−λ|x| lim inf
N→∞

lim
l→∞

E[N ∧ |ul(t, x)|]

≤ sup
t≤T

sup
x∈Rd

sup
l≥1

e−λ|x|E[|ul(t, x)|]

≤ sup
l≥1
‖E[|ul(·, ·)|]‖λ,∞,T

< c(λ, T ).

(8.7)

The last assertion (c) follows by the uniform bound on higher moments of order 2k
and using (a), when replacing λ by λ/2 there.

Define the cut-off functions FN : R→ R for any natural number N ∈ N:

FN (x) = −N, x ≤ −N ; FN (x) = x, −N < x < N ; FN (x) = N, x ≥ N.

Then
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Lemma 8.2.3.

sup
l≥1

E
[
|
∫ t

0

∫
Rd
pt−s(x− y)(σn(l)(FNu

l(s, y))− σn(l)(ul(s, y)))W (ds dy)|2
]
→ 0

(8.8)
for N →∞. The same holds true for σ and u without the superscripts.

Proof. Write AN for the expression inside the modulus in the lemma.

E[|AN |2] ≤ E[

∫ t

0

∫
R2d

|pt−s(x− y)pt−s(x− z)|(σn(l)(FNu
l(s, y))− σn(l)(ul(s, y)))

× (σn(l)(FNu
l(s, z))− σn(l)(ul(s, z)))| k(y, z)dy dz ds]

≤c2
5.2

∫ t

0

∫
R2d

|pt−s(x− y)pt−s(x− z)|eλ(|z|+|y|)k(y, z)

× (1 + E[|ul(s, y)|]e−λ|y|)1|ul(s,y)|>N (1 + E[|ul(s, z)|]e−λ|z|)1|ul(s,z)|>Ndy dz ds

≤c2
5.2

∫ t

0

∫
R2d

|pt−s(x− y)pt−s(x− z)|eλ(|z|+|y|)k(y, z)
(

(1 + E[|ul(s, y)|]e−λ|y|)2

×1|ul(s,y)|>N + (1 + E[|ul(s, z)|]e−λ|z|)21|ul(s,y)|>N

)
dy dz ds

(8.9)

By Lemma 5.1 in [MPS06] it is true that∫ t

0

∫
R2d

|pt−s(x− y)pt−s(x− z)|eλ(|z|+|y|)k(y, z) dy dz ds

constitutes a finite measure on R+ × R2q. Using Lemma 8.2.2 we also know that

sup
l
1{ul(s, y) > N} → 0 a.s. as N →∞.

Hence, we can use a standard argument for uniformly integrable random variables
(e.g. [Kle08, Thm 6.24(iii)]) and see that

E[|AN |2]→ 0 as N →∞.

The fact that the same holds true in the case without the superscripts l can be
shown just the same way.

Now we try to put things together to show that u is a mild solution of the
SPDE. We need to show (8.6). We do that by showing that the second moment
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of the differences from left and right hand side is zero. Using that um(l) are mild
solutions, consider

E
[(
u(t, x)−

∫
Rd
pt(x− y)u0(y)dy −

∫ t

0

∫
Rd
pt−s(x− y)σ(u(s, y))W (dy ds)

−
∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y)) dyds

)2
]

≤E[|u(t, x)− um(l)(t, x)|2]

+ E[|
∫
Rd
pt(x− y)u0(y)dy −

∫
Rd
pt(x− y)u

m(l)
0 (y)dy|2]

+ E[|
∫ t

0

∫
Rd
pt−s(x− y) (σn(l)(um(l)(s, y))− σn(l)(FNu

m(l)(s, y)))W (ds dy)|2]

+ E[|
∫ t

0

∫
Rd
pt−s(x− y) (σn(l)(FNu

m(l)(s, y))− σ(FNu
m(l)(s, y)))W (ds dy)|2]

+ E[|
∫ t

0

∫
Rd
pt−s(x− y) (σ(FNu

m(l)(s, y))− σ(FNu(s, y)))W (ds dy)|2]

+ E[|
∫ t

0

∫
Rd
pt−s(x− y) (σ(FNu(s, y))− σ(u(s, y)))W (ds dy)|2]

+ E[|
∫ t

0

∫
Rq
pt−s(x− y) (b(s, y, u(s, y))− b(s, y, um(l)(s, y))) dyds|2]

=I1 + I2 + I3 + I4 + I5 + I6 + I7,

(8.10)

where FN was the cut-off function defined above. If for l → ∞ all expressions
vanish, we know that u is a mild solution. This looks complicated, but reduces to
two problems since

• I1 goes to zero since ((um(t, x))2)m is a uniformly integrable family (Lemma
8.2.2) and combined with its almost sure convergence we have L2-convergence
(as l→∞).

• I2 goes to zero by an estimate on
∫
|y|≥m(l) pt(x− y)eλ|y|dy (as l→∞).

• I3 and I6 go to zero by Lemma 8.2.3 (as N →∞).

• I7 vanishes in the limit, since
∫ t

0 ds
∫
Rq dy p

2
t−s(· − y) is a finite measure on

R+ × Rq and (e−|·|um)2
m is uniformly integrable by Lemma 8.2.2.

Therefore given an ε > 0 we can bound each of the previous Ii by ε
7 when choosing

l sufficiently large, say l ≥ L1 and N sufficiently large, say N ≥ N1 (keep that N
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fixed). We have to deal with I4 and I5.
Before going ahead we define two integrals

M1(t, x) :=

∫ t

0
ds

∫
R2d

dx dy pt−s(x− y)pt−s(x− z)k(z, y), (8.11)

M2(k, t, x) :=

∫ t

0
ds

∫
y∈Rd

dy

∫
|z|>k

dz pt−s(x− y)pt−s(x− z)k(z, y). (8.12)

To obtain a bound on I4 choose ε1 <
√

ε
7(M1(t,x)) and L2 so large that (for the fixed

N)

sup
|u|<N

|σ(u)− σn(l)(u)| < ε1 ∀l ≥ L2. (8.13)

Then we get that

I4 ≤ ε21
∫ t

0

∫
R2d

pt−s(x− y)pt−s(x− z)k(z, y)dy dz ds <
ε

7
∀l ≥ L2. (8.14)

So it remains to work with I5. First we take a K1 so large that

c2
5.2(1 +N)2M2(k, t, x) ≤ ε

18
∀k ≥ K1. (8.15)

The trick somehow needs to be that we have some information about the closeness
of σ(um(l)) and σ(u). As σ is a continuous function it is uniformly continuous on
the compactum [−N,N ] and for any ε4 > 0 we can find a δ4(ε4) > 0 such that

u, u′ ∈ [−N,N ] and |u− u′| < δ4 ⇒ |σ(u)− σ(u′)| < ε4. (8.16)

Let us take ε24 ∈ (0, ε
36c5.2(1+N)M1

).

Hence, the only thing which is required is that we need to know about the close-
ness of u and um(l). As we have almost sure convergence in the path space with
values in Ctem we also have almost sure convergence on any compact set, e.g.
{(t, x) : t ≤ T, |x| ≤ K1}, where K1 is the constant from above. Hence, let an
ε2 ∈ (0, δ4(ε4) ∧ ε

18M1c25.2(1+N)2
) be given. Choose for given λ > 0 an L3(ε2, λ) so

large that

P[‖u− um(l)‖λ,∞,T < ε2] > 1− ε2 ∀l ≥ L3. (8.17)

We can take λ = K−1
1 . Then we get

P[sup
s≤T

sup
|y|<K1

|FNu(s, y)− FNul(s, y)| < ε2e
1] > 1− ε2 ∀l ≥ L3. (8.18)
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Then we we can start putting the things together

E[|
∫ t

0

∫
Rd
pt−s(x− y) (σ(FNu

m(l)(s, y))− σ(FNu(s, y)))W (ds dy)|2]

≤E[|
∫ t

0

∫
R2d

pt−s(x− y)pt−s(x− z)|σ(FNu
m(l)(s, y))− σ(FNu(s, y))|

× |σ(FNu
m(l)(s, z))− σ(FNu(s, z))|k(z, y) dydzds)]

≤E
∫ t

0
ds

∫
y∈Rd

∫
|z|<K1

· · ·+
∫ t

0
ds

∫
|y|<K1

∫
z∈Rd

· · ·+
∫ t

0
ds

∫
|y|>K1

∫
|z|>K1

· · ·

(8.19)

The first two summands are similar and we will only consider the first one:

E[|
∫ t

0

∫
y∈Rd

∫
|z|<K1

pt−s(x− y)pt−s(x− z)|σ(FNu
m(l)(s, y))− σ(FNu(s, y))|

× |σ(FNu
m(l)(s, z))− σ(FNu(s, z))|k(z, y)dy dz ds)]

≤ E[|
∫ t

0

∫
y∈Rd

∫
|z|<K1

pt−s(x− y)pt−s(x− z)k(z, y)|σ(FNu
m(l)(s, y))− σ(FNu(s, y))|

× |σ(FNu
m(l)(s, z))− σ(FNu(s, z))|1{sups≤T sup|y|<K1

|FNu(s,y)−FNul(s,y)|<ε2} dydzds)]

+ E[|
∫ t

0

∫
y∈Rd

∫
|z|<K1

pt−s(x− y)pt−s(x− z)k(z, y)|σ(FNu
m(l)(s, y))− σ(FNu(s, y))|

× |σ(FNu
m(l)(s, z))− σ(FNu(s, z))|1{sups≤T sup|y|<K1

|FNu(s,y)−FNul(s,y)|≥ε2} dydzds)],

now use (8.18) and (8.15) to bound that by

≤ ε24c5.2(1 +N)M1(t, x) + ε2M1(t, x)c2
5.2(1 +N)2

<
ε

9
∀l ≥ L3.

So, we are left to deal with the last integral in (8.19):

E[|
∫ t

0

∫
|y|>K1

∫
|z|>K1

pt−s(x− y)pt−s(x− z)|σ(FNu
m(l)(s, y))− σ(FNu(s, y))|

× |σ(FNu
m(l)(s, z))− σ(FNu(s, z))|dy dz ds)]

≤c2
5.2(1 +N)2M2(K1, t, x) <

ε

18
.

(8.20)

where again we used (8.15). Hence, the sum of the three integrals in (8.19) is at
most ε/6.
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Therefore we have shown that for the given ε we could choose (in a cascade of many
εi) an l ≥ L1 ∨ L2 ∨ L3 such that the expression in (8.10) is bounded by ε and we
see that u is a mild solution to the SPDE.

Step 4: u is adapted
It remains to show that u is adapted to the filtration chosen. We provide the
following proposition:

Proposition 8.2.4. Let Xn,W,X be stochastic processes with values in a Polish
space (E, E), s.t. Fnt =

⋂
s>t σ(Wr, X

n
r : r ≤ s) is the right-continuous filtration of

the pair (Xn,W ), n ∈ N, t ≥ 0. Assume (Xn,W ) → (X,W ) P -almost surely on
a complete probability space (Ω,F , P ) and W is an Fnt -Brownian Motion for each
n ∈ N. Define Ft =

∨
nFnt ∨ F̄0, t ≥ 0. Then,

(a) Xt ∈ Ft, t ≥ 0.

(b) (Wt) is an Ft-Brownian Motion, i.e. Wt ∈ Ft,Wt+u −Wt is independent of
Ft (and the distribution is Gaussian).

Proof. (a) Let A ∈ E . Then,

{Xt ∈ A} = {Xt ∈ A, limXn = X} ∪ {Xt ∈ A, limXn 6= X}
= {limXn

t ∈ A, limXn = X} ∪ C
= ({limXn

t ∈ A} ∩ Cc) ∪ C

= {limXn
t ∈ A} ∪ C ∈

∨
n

Fnt ∨ F̄0 = Ft,

with obvious notation for C.

(b) Wt ∈ Ft by definition. And for measurable functions f, g : E → R.

E[f(Wt+u −Wt)g(Xn
t )] = E[E[f(Wt+u −Wt)|Fnt ]g(Xn

t )] = 0,

for all n ∈ N, t, u ≥ 0, since we require W to be a Fnt -Brownian Motion.

Remark 8.2.5. The proof of Proposition 8.2.4 suggests, that the limit point X is
adapted to Ft, a filtration which can be chosen to be the one of the noise Ẇ , if
Xn are strong solutions. But keep in mind, that after having used the Skorohod
representation the probability space has changed. So we do not have a strong
solution in general.



9. Pathwise Uniqueness

The proof of Theorem 5.3.1 is inspired by the idea of Yamada-Watanabe [YW71]
that was already used in [MPS06] and [MP11]. The heuristics was given right after
Theorem 5.3.1. Most parts of the proof follow directly [MP11], however they are
extensions to a multi-dimensional setup. One improvement to the results of [MP11]
is given in Proposition 9.5.8, which also allows a better bound in the white noise
case.

As the proof is extremely long one might look for a proof overview. We will give
it at the end of Section 9.1. First, we will say something more about the regularity
conditions on σ stated in (5.3):

(a) When (5.2) holds, it suffices to assume (5.3) for |u− v| ≤ 1.

(b) Condition (5.3) implies the following local Hölder condition: For all K > 0
there is an LK so that for all t ∈ [0,K] and x ∈ Bq(0,K), u, v ∈ [−K,K],

|σ(t, x, u)− σ(t, x, v)| ≤ LK |u− v|γ . (9.1)

9.1. Proof of Theorem 5.3.1

We closely follow Chapter 2 in [MP11] as most of the ideas can be translated from
white to colored noise. For notational convenience replace the name of solutions u
to (5.1) by X (we will, analogously to [MP11] in Section 9.2 define u1 and u2, so
we do not want to use the terms u1, u2 yet).
Now, consider Theorem 5.3.1 and assume its hypotheses throughout. Let (Ω,F ,Ft,P)
be a filtered probability space supporting a colored noise Ẇ , and X1 and X2, two
mild solutions of (5.1) on with sample paths in C(R+, Ctem) a.s., with the same
initial condition, X1

0 = X2
0 = X0 ∈ Ctem. Since Xi ∈ C(R+, Ctem) for i = 1, 2, they

satisfy (4.2), the weak form of (5.1): For Φ ∈ C∞c (R) we have that∫
Rq
Xi(t, x)Φ(x)dx =

∫
Rq
Xi

0(x)Φ(x)dx+

∫ t

0

∫
Rq
Xi(s, x)

1

2
∆Φ(x)dxds

+

∫ t

0

∫
Rq
σ(s, x,Xi(s, x))Φ(x)W (ds dx) (9.2)

+

∫ t

0

∫
Rq
b(s, x,Xi(s, x))Φ(x)dxds ∀t ≥ 0 a.s.
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Remember the definition of TK in (5.13):

TK = inf{s ≥ 0 : sup
y

(|X1(s, y)| ∨ |X2(s, y)|)e−|y| > K} ∧K. (9.3)

We will only show Theorem 5.3.1 for σ such that for some 1 > γ > 1
2 + α

4 there are
R0, R1 ≥ 1 so that for all t ≥ 0 and all (x,X,X ′) ∈ Rq+2,

|σ(t, x,X)− σ(t, x,X ′)| ≤ R0e
R1|x||X −X ′|γ . (9.4)

This is sufficient since we can easily extend the result from compact time intervals
to all of R+ and since we will consider solutions stopped at time TK and TK →∞
almost surely. In order apply an argument similar to that of Yamada and Watanabe,
we set for any n ∈ N as in [MP11]

an = exp{−n(n+ 1)/2}

and fix a positive function ψn ∈ C∞(R,R+) with suppψn ⊂ (an, an−1), ψn(x) ≤ 2
nx

and ∫ an−1

an

ψn(x)dx = 1.

As this function converges to δ0 ∈ S ′(R), we define

φn(x) :=

∫ |x|
0

dy

∫ y

0
dz ψn(z), x ∈ R (9.5)

which then approximates the modulus. More precisely, we have

• φn(x)→ |x| uniformly in x ∈ R,

• |φ′n(x)| ≤ 1 and

• |φ′′n(x)| ≤ 2
nx for all x 6= 0.

Recall that in the heuristics of Chapter 5 we had used a simpler function gn instead
of φn. Next, we fix a point x ∈ Rq, t0 > 0 and a positive function Φ ∈ C∞c (Rq,R+)
such that supp Φ ⊂ Bq(0, 1) and

∫
Φ(y)dy = 1. Let Φm

x (y) = mqΦ(m(y − x)) for
m > 0. Define the difference of the solutions

u := X1 −X2

and note that we can write down an equation of the form (9.2) for u. Let 〈·, ·〉
denote the scalar product on L2(Rq) and assume t ∈ (0, t0). We apply the Itô-
formula for the semimartingales 〈Φm

x (·), ut(·)〉, which is the difference of the two
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semimartingales given in (9.2), and φn as in (9.5) in order to obtain

φn(〈ut,Φm
x 〉)

=

∫ t

0

∫
Rq
φ′n(〈us,Φm

x 〉)
(
σ(s, y,X1(s, y))− σ(s, y,X2(s, y))

)
Φm
x (y)W (ds dy)

+

∫ t

0
φ′n(〈us,Φm

x 〉)〈us,
1

2
∆Φm

x 〉 ds

+
1

2

∫ t

0
ds

∫
Rq
dw

∫
Rq
dz ψn(|〈us,Φm

x 〉|)Φm
x (w)Φm

x (z)k(w, z)

×
(
σ(s, w,X1(s, w))− σ(s, w,X2(s, w))

) (
σ(s, z,X1(s, z))− σ(s, z,X2(s, z))

)
+

∫ t

0

∫
Rq
φ′n(〈us,Φm

x 〉)
(
b(s, y,X1(s, y))− b(s, y,X2(s, y))

)
Φm
x (y) dyds.

We integrate this function of x against another non-negative test function Ψ ∈
C∞c ([0, t0]× Rq). Choose K1 ∈ N large so that for λ = 1,

‖X0‖λ,∞ < K1 and Γ ≡ {x : ∃s ≤ t0 with Ψs(x) > 0} ⊂ Bq(0,K1). (9.6)

We then apply the classical and stochastic versions of Fubini’s Theorem, here in
Proposition 3.4.9 for the latter. Condition (3.12) can be verified using localization
and the stopping times {TK}. Arguing as in the proof of Proposition II.5.7 of
[Per02] to handle the time dependence in Ψ, we then obtain that for any t ∈ [0, t0],

〈φn(〈ut,Φm
· 〉),Ψt(·)〉

=

∫ t

0

∫
Rq
〈φ′n(〈us,Φm

· 〉)Φm
· (y),Ψs〉

(
σ(s, y,X1(s, y))− σ(s, y,X2(s, y))

)
W (ds dy)

+

∫ t

0
〈φ′n(〈us,Φm

· 〉)〈us,
1

2
∆Φm

· 〉,Ψs〉 ds

+
1

2

∫ t

0
ds

∫
R3q

dx dwdzΨs(x)ψn(|〈us,Φm
x 〉|)Φm

x (w)Φm
x (z)k(w, z)

×
(
σ(s, w,X1(s, w))− σ(s, w,X2(s, w))

) (
σ(s, z,X1(s, z))− σ(s, z,X2(s, z))

)
+

∫ t

0
〈φn(〈us,Φm

· 〉), Ψ̇s〉 ds (9.7)

+

∫ t

0

∫
Rq
〈φ′n(〈us,Φm

· 〉)Φm
· (y),Ψs〉

(
b(s, y,X1(s, y))− b(s, y,X2(s, y))

)
dyds

≡ Im,n1 (t) + Im,n2 (t) + Im,n3 (t) + Im,n4 (t) + Im,n5 (t).

Now, set mn = a
−1/2
n−1 = exp{(n − 1)n/4} for n ∈ N (this choice is where the

improvement to [MPS06] is made, see their Lemma 4.3).
We quote Lemma 2.2 from [MPS06] and add a last point treating Imn,n5 (t):
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Lemma 9.1.1. [Lemma 2.2 in [MPS06]] For any stopping time T and constant
t ≥ 0 we have:

(a)

E(Imn,n1 (t ∧ T )) = 0 for all n. (9.8)

(b)

lim sup
n→∞

E(Imn,n2 (t ∧ T )) ≤ E
(∫ t∧T

0

∫
R
|u(s, x)|1

2
∆Ψs(x)dxds

)
. (9.9)

(c)

lim
n→∞

E(Imn,n4 (t ∧ T )) = E
(∫ t∧T

0

∫
Rq
|u(s, x)|Ψ̇s(x) dxds

)
. (9.10)

(d)

lim
n→∞

E(Imn,n5 (t∧T )) ≤ BE
(∫ t∧T

0

∫
Rq
|u(s, x)|Ψs(x) dxds

)
with B as in (5.4).

(9.11)

Proof. We only need to show the last point, where we follow (2.48) of [MP11]. Since
|φ′n| ≤ 1, (5.4) implies that for a stopping time T ,

Imn,n5 (t ∧ T ) ≤ B
∫ t∧T

0

∫ ∫
|u(s, y)|Φmn

x (y)Ψs(x)dydxds =: BĨn5 (t ∧ T ). (9.12)

It follows using (5.7) to obtain an integrable bound for the integrand and Lebesgue’s
Dominated Convergence Theorem that as n→∞,

Ĩn5 (t ∧ T )→
∫ t∧T

0

∫
|u(s, x)|Ψs(x)dxds a.s. (9.13)

and hence in L1 since, again by (5.7), {Ĩn5 (t0) : n ∈ N} is L2-bounded.

It will be I
mn+1,n+1
3 which will mostly concern us for the rest of the work. In its

integral definition we may assume |x| ≤ K1 by (9.6) and so |w| ∨ |z| ≤ K1 + 1. If
K ≥ K1, s ≤ TK and |w| ≤ K1 + 1 we have

|Xi(s, w)| ≤ Ke|w| ≤ Ke(K1+1) for i = 1, 2.
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Therefore, (5.5), (9.1), and the fact that ψn(x) ≤ 2
nx1{an+1 < x < an} show that

if K ′ = Ke(K1+1)(≥ K1 + 1), then for all t ∈ [0, t0],

I
mn+1,n+1
3 (t ∧ TK) (9.14)

≤ c5.5

2

∫ t∧TK

0

∫
R3q

2(n+ 1)−1|〈us,Φmn+1
x 〉|−11{an+1 < |〈us,Φmn+1

x 〉| < an}

× L2
K′ |u(s, w)|γ |u(s, z)|γΦmn+1

x (w)Φmn+1
x (z)(|w − z|−α + 1)Ψs(x)dwdzdxds

≤ c5.5L
2
K′a
−1
n+1

∫ t∧TK

0

∫
R3q

1{an+1 < |〈us,Φmn+1
x 〉| < an}|u(s, w)|γ |u(s, z)|γ

× Φmn+1
x (w)Φmn+1

x (z)(|w − z|−α + 1)Ψs(x)dwdzdxds.

We note that a−1
n+1 = a

−1−2/n
n . Thus, as the quantity of interest, we define

In(t) = a−1−2/n
n

∫ t

0

∫
R3q

1(|〈us,Φmn+1
x 〉| < an)|u(s, w)|γ |u(s, z)|γ (9.15)

Φmn+1
x (w)Φmn+1

x (z)(|w − z|−α + 1)Ψs(x)dwdzdxds.

The following result holds:

Proposition 9.1.2. Suppose {UM,n,K : M,n,K ∈ N,K ≥ K1} are Ft-stopping
times such that for each K ∈ N≥K1,

(H1) UM,n,K ≤ TK for all M,n ∈ N,
UM,n,K ↗ TK as M →∞ for all n ∈ N,

lim
M→∞

sup
n∈N

P(UM,n,K < TK) = 0,

and

(H2) lim
n→∞

E(In(t0 ∧ UM,n,K)) = 0 for all M ∈ N,

are satisfied. Then, the conclusion of Theorem 5.3.1 holds.

The proof of this proposition is exactly the same as the proof of Proposition 2.1
in [MP11], here using Lemma 9.1.1. So we omit it.

We observe that all that is left is the construction of the stopping times UM,n,K

and the verification of (H1) and (H2). This will take the rest of this work. The
reader who has not taken a look at the heuristics after the statement of Theorem
5.3.1 is encouraged to do so before proceeding. The others might note that the
quadratic variation term (9.15) is in fact quite similar to (5.10). We remark the
differences of the heuristics to the preceding quickly:

Remark 9.1.3. Here, an is used instead of n−1, but the argument should also work
with n−1 instead. The gn from the heuristics are called φn here and finally Φm

x is
really chosen as a C∞-function, whereas there it was an indicator function.
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It is now time for the overview of this chapter. Section 9.2 contains the verification
of the hypotheses of Proposition 9.1.2. The proof there also relies on another result,
Proposition 9.2.2, which we can prove in Section 9.5. The rest of the work is devoted
to provide results for this section. In Section 9.3 some heat kernel estimates are
given, which are used in Section 9.4 to give in fact the proof of the “Hölder-regularity
up to order 2”, stated in Proposition 9.4.2. For this section, the results from Sections
9.9, 9.6 and Section 9.7 are needed. Section 9.9 contains the extension of the proof
of [MPS06]’s Theorem 4.1. This chapter contains three more sections: Section 9.8
contains a Kolmogorov-Centsov result apt for the proofs here, Section 9.10 contains
the necessary modifications to include in drift component in all of the sections and
finally, Section 9.11 contains an integral estimate.

9.2. Verification of the hypotheses of Proposition 9.1.2

We follow Chapter 3 in [MP11]. First, recall the canonical distance for the heat-
equation:
Notation. For t, t′ ≥ 0 and x, x′ ∈ Rq let d((t, x), (t′, x′)) =

√
|t′ − t|+ |x′ − x|.

Assume the setting of the beginning of the last chapter. That means that X1 and
X2 are two solutions of the SPDE (5.1) with the same noise Ẇ and u := X1 −X2

is the difference of the two, i.e.

u(t, x) =

∫ t

0

∫
Rq
pt−s(y − x)D(s, y)W (ds dy) a.s. for all t ≥ 0, x ∈ Rq, (9.16)

where pt(x) is the q-dimensional heat kernel andD(s, y) = σ(X1(s, y))−σ(X2(s, y)),
which by (9.4) obeys

|D(s, y)| ≤ R0e
R1|y||u(s, y)|γ . (9.17)

Let (Pt)t≥0 be the heat-semigroup acting on Ctem. To verify (H2) of Propositon
9.1.2, we need to consider (9.15) and hence need to know what happens close to
(t, x) ∈ R+ × Rq where |u(t, x)| ≈ an. It will be a key idea to split up u into a
smooth part u1 and the difference u2 = u−u1. The smooth part u1 will allow to be
differentiated and follow more or less the heuristics given in Chapter 5. Therefore,
for δ ≥ 0 set

u1,δ(t, x) := Pδ(u((t− δ)+, ·))(x), u2,δ := u− u1,δ. (9.18)

We will show that for u1,δ there is more or less a Hölder-continuous derivative
in the space-coordinate and for u2,δ we can find good estimates for small δ. By
uniform continuity of the heat kernel Pδ : Ctem → Ctem it is true that both u1,δ and
so u2,δ have sample paths in C(R+, Ctem). By definition, we have

u1,δ(t, x) =

∫
Rq

∫ (t−δ)+

0

∫
Rq
p(t−δ)+−s(y − z)D(s, y)W (ds dy)pδ(z − x)dz
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and with the help of the Stochastic-Fubini-Formula (Proposition 3.4.9, where (5.7)
is used for the expectation condition) reformulate that for δ ≤ t to

u1,δ(t, x) =

∫ (t−δ)+

0

∫
Rq
pt−s(y − x)D(s, y)W (ds dy).

We define the following functions

Gδ(s, t, x) = P(t−s)++δ(u(s−δ)+)(x), Fδ,l(s, t, x) = −∂xlGδ(s, t, x),

1 ≤ l ≤ q, for which we easily have u1,δ(t, x) = Gδ(t, t, x). We denote by

pt,l(x) = ∂xlpt(x), 1 ≤ l ≤ q, (9.19)

the spatial derivative of the heat kernel. The following result holds, which is anal-
ogous to Lemma 3.1 in [MP11] and has essentially the same proof:

Lemma 9.2.1. The random fields Gδ and Fδ,l are jointly continuous in (s, t, x) ∈
R2

+ × Rq and

Gδ(s, t, x) =

∫ (s−δ)+

0

∫
p(t∨s)−r(y − x)D(r, y)W (dr dy),

Fδ,l(s, t, x) =

∫ (s−δ)+

0

∫
p(t∨s)−r,l(y − x)D(r, y)W (dr dy), where 1 ≤ l ≤ q.

Note that for the special choice of s = t in the previous lemma:

∂xlu1,δ(t, x) =

∫ (t−δ)+

0

∫
pt−r,l(y − x)D(r, y)W (dr dy) = Fδ,l(t, t, x).

For (t, x) ∈ R+ × Rq and n ∈ N let

Bn(t, x) := {y ∈ Rq : |y − x| ≤
√
an, |u(t, y)| = inf{|u(t, z)| : |z − x| ≤

√
an}}

be the set of points with the smallest u-values in a certain neighborhood close to x
and let

x̂n(t, x)

be a measurable choice of a point in Bn(t, x) (e.g. with the smallest first coordinate,
if this does not suffice to uniquely select a point, take the smallest second coordinate
and so on). Let us fix two positive but very small constants ε0, ε1 throughout the
paper

ε1 ∈
(

0,
1

32
(2(2γ − 1)− α)

)
, ε0 ∈

(
0,

1

4
(1− γ)ε1

)
. (9.20)
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Let L = L(ε0, ε1) = bε−1
0 (1/2− 6ε1)c ∈ N and set for i = 0, . . . , L

βi = iε0 ∈ [0,
1

2
− 6ε1], λi = 2(βi + ε1) ∈ [0, 1] (9.21)

and βL+1 = 1
2 − ε1. So alltogether for i = 0, . . . , L+ 1:

βi ∈ [0,
1

2
− ε1]. (9.22)

We define the following subsets of Rq:

Jn,0(s) := {x ∈ Rq : |x| ≤ K0, |〈us,Φmn+1
x 〉| ≤ an, |∇u1,an(s, x̂n(s, x))| ≥ a

ε0
n
4 ]},

Jn,L(s) := {x ∈ Rq : |x| ≤ K0, |〈us,Φmn+1
x 〉| ≤ an, |∇u1,an(s, x̂n(s, x))| ≤ a

βL
n
4 ]}

and for i = 1, . . . , L− 1:

Jn,i(s) := {x ∈ Rq : |x| ≤ K0, |〈us,Φmn+1
x 〉| ≤ an, |∇u1,an(s, x̂n(s, x))| ∈ [a

βi+1
n
4 , a

βi
n
4 ]}.

Recall (9.15) and observe that for t ≥ 0, n ∈ N:

In(t) ≤ a−1−2/n
n

L(ε0,ε1)∑
i=0

∫ t

0
ds

∫
R3q

dxdwdz 1Jn,i(s)(x)|u(s, w)|γ |u(s, z)|γ

× Φmn+1
x (w)Φmn+1

x (z)(|w − z|−α + 1)Ψs(x)

=:

L(ε0,ε1)∑
i=0

In,i(t). (9.23)

To verify the hypotheses of Proposition 9.1.2, it suffices to show the existence of
stopping times UM,n,K satisfying (H1) as well as for i = 0, . . . , L,

(H2,i) for all M,K ∈ N with K ≥ K1 lim
n→∞

E(In,i(t0∧UM,n,K)) = 0.

We will get to the definition of these stopping times in Chapter 9.5. We now define

σx := σx(n, s) := ∇u1,an(s, x̂n(s, x))(|∇u1,an(s, x̂n(s, x))|)−1

as the direction of the gradient ∇u1,an at the point x̂n(s, x) close to x. We also set

l̄n(βi) = aβi+5ε1
n ,

where dependence on βi is not written out explicitly if there are no disambiguities.
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To get (H2,i) we want to derive some properties of points in Jn,i. Therefore, set

J̃n,0(s) := {x ∈ Rq : |x| ≤ K0, |〈us,Φmn+1
x 〉| ≤ an,

σx · ∇u1,a
2ε0
n

(s, x′) ≥ aε0n /16 for all x′ ∈ Rq s. t. |x′ − x| ≤ 5l̄n(β0)

and |u
2,a

λ0
n

(s, x′)− u
2,a

λ0
n

(s, x′′)| ≤ 2−75aβ1n (|x′ − x′′| ∨ a
2
α

(γ−β1−ε1)
n ∨ an)

for all x′, x′′ ∈ Rq s.t. |x′ − x| ≤ 4
√
an, |x′′ − x′| ≤ l̄n(β0)

and |u(s, x′)| ≤ 3a(1−ε0)/2
n for all x′ ∈ Rq s.t. |x′ − x| ≤

√
an},

J̃n,L(s) := {x ∈ Rq : |x| ≤ K0, |〈us,Φmn+1
x 〉| ≤ an,

|∇u
1,a

λL
n

(s, x′)| ≤ aβLn for all x′ ∈ Rq s.t. |x′ − x| ≤ 5l̄n(βL)

and |u
2,a

λL
n

(s, x′)− u
2,a

λL
n

(s, x′′)| ≤ 2−75a
βL+1
n (|x′ − x′′| ∨ a

2
α

(γ−βL−ε1)
n ∨ an)

for all x′, x′′ ∈ Rq s.t. |x′ − x| ≤ 4
√
an, |x′′ − x′| ≤ l̄n(βL)}

and for i = 1, . . . , L− 1:

J̃n,i(s) :={x ∈ Rq : |x| ≤ K0, |〈us,Φmn+1
x 〉| ≤ an,

|∇u
1,a

λL
n

(s, x′)| ≤ aβLn and σx · ∇u1,a
λi
n

(s, x′) ≥ aβi+1
n /16

for all x′ ∈ Rq s.t. |x′ − x| ≤ 5l̄n(βi)

and |u
2,a

λi
n

(s, x′)− u
2,a

λi
n

(s, x′′)| ≤ 2−75a
βi+1
n (|x′ − x′′| ∨ a

2
α

(γ−βi+1−ε1)
n ∨ an)

for all x′, x′′ ∈ Rq s.t. |x′ − x| ≤ 4
√
an, |x′′ − x′| ≤ l̄n(βi)}.

We also define two deterministic constants

nM (ε1) = inf{n ≥ 1 : aε1n ≤ 2−M−8}, n0(ε0, ε1) = sup{n ∈ N :
√
an < 2−a

−ε0ε1/4
n }

and will from now on always assume that

n > nM (ε1) ∨ n0(ε0, ε1). (9.24)

The next proposition shows that we can ultimately estimate the size of the sets
J̃n,i(s) instead of that of Jn,i(s) :

Proposition 9.2.2. J̃n,i(s) is a compact set for all s ≥ 0, i ∈ {0, . . . , L}. There
exist stopping times UM,n,K satisfying (H1) such that for all n ≥ nM , i ∈ {0, . . . , L}
and s ≤ UM,n,K :

Jn,i(s) ⊂ J̃n,i(s).
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The proof of this proposition can be found in Chapter 9.5. We will use this propo-
sition to show (H2,i) at the end of this chapter. We need the following notation for
i ∈ {0, . . . , L}:

ln(βi) := (129a
1−βi+1
n ) ∨ a

2
α

(γ−βi+1−ε1)
n ,

where we omit the dependence on βi if there are no disambiguities and obtain:

Lemma 9.2.3. If i ∈ {0, . . . , L} and n > nM (ε1), then

ln(βi) <
√
an <

1

2
l̄n(βi).

Proof.

ln(βi)a
−1/2
n = (129a

1
2
−βi+1

n ) ∨ a
2
α

(γ−βi+1−ε1)− 1
2

n

≤ (129aε1n ) ∨ a
1
2α

(4γ−4βi−4ε0−ε1−α)
n

< 1

by (9.20), (9.22) and because aε1n < 2−8 by (9.24). This gives the first inequality.
For the second one, use βi ≤ 1

2 − 6ε1 and (9.24) to see that

√
an l̄n(βi)

−1 = a
1
2
−βi−5ε1

n ≤ aε1n < 1/2.

We give some elementary properties of the sets J̃n,i(s).

Lemma 9.2.4. Assume s ≥ 0, i ∈ {0, . . . , L}, x ∈ J̃n,i(s), x′ ∈ Rq and |x′ − x| ≤
4
√
an.

(a) If i > 0, x′′ ∈ Rq s. t. |x′′ − x′| ≤ l̄n(βi), then |u(s, x′′) − u(s, x′)| ≤
2aβin (|x′ − x′′| ∨ a

2
α

(γ−βi+1−ε1)
n ∨ an).

(b) If i < L, x′′ ∈ Rq s. t. (x′′−x′) ‖ σx and a
2
α

(γ−βi+1−ε1)
n ∨an ≤ |x′−x′′| ≤ l̄n(βi),

then

u(s, x′′)− u(s, x′)

{
≥ 2−5a

βi+1
n (x′′ − x′) · σx if (x′′ − x′) · σx ≥ 0,

≤ 2−5a
βi+1
n (x′′ − x′) · σx if (x′′ − x′) · σx < 0.

(c) Let y ∈ J̃n,i(s), |x − y| ≤ l̄n(βi). Additionally let y′, y′′ ∈ Rq, s.t |y − y′| ≤
√
an, (y

′′ − y′) ‖ σx and |y′′ − y′| ∈ (a
2
α

(γ−βi+1−ε1)
n ∨ an, l̄n(βi)). Then

u(s, y′′)− u(s, y′)

{
≥ 2−5a

βi+1
n (y′′ − y′) · σx if (y′′ − y′) · σx ≥ 0,

≤ 2−5a
βi+1
n (y′′ − y′) · σx if (y′′ − y′) · σx < 0.
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(d) If i > 0, then for |w − x| < √an,

|u(s, w)| ≤ 5aβi+1/2
n .

Proof. To prove (a) let n, i, s, x, x′, x′′ be as above. Since

|x′ − x| ∨ |x′′ − x| ≤ 4
√
an ∨ (4

√
an + l̄n(βi)) ≤ 5l̄n(βi)

the distance to x of any point on the line between x′ and x′′ is bounded from above
by 5l̄n(βi). By the Mean Value Theorem and the definition of J̃n,i(s), we get

|u(s, x′′)− u(s, x′)| ≤ |u
1,a

λi
n

(s, x′′)− u
1,a

λi
n

(s, x′)|+ |u
2,a

λi
n

(s, x′′)− u
2,a

λi
n

(s, x′)|

≤ aβin |x′′ − x′|+ 2−75a
βi+1
n (|x′′ − x′| ∨ a

2
α

(γ−βi+1−ε1)
n ∨ an)

≤ 2aβin (|x′′ − x′| ∨ a
2
α

(γ−βi+1−ε1)
n ∨ an).

To prove (b) w.l.o.g. consider (x′′ − x′) · σx ≥ 0 and do the same estimate as just
done:

u(s, x′′)− u(s, x′) ≥ inf
y∈[x′,x′′]

[∇u
1,a

λi
n

(s, y) · (x′′ − x′)]− |u
2,a

λi
n

(s, x′′)− u
2,a

λi
n

(s, x′)|

≥ (a
βi+1
n /16)σx · (x′′ − x′)− 2−75a

βi+1
n |x′′ − x′|

≥ (a
βi+1
n /32)(x′′ − x′) · σx.

Next, we prove (c) using that |y′ − x| ∨ |y′′ − x| < √an + l̄n(βi) + l̄n(βi) ≤ 5l̄n(βi).

u(s, y′′)− u(s, y′) ≥ inf
z∈[y′,y′′]

[∇u
1,a

λi
n

(s, z) · (y′′ − y′)]− |u
2,a

λi
n

(s, y′′)− u
2,a

λi
n

(s, y′)|

≥ (a
βi+1
n /16)(y′′ − y′) · σx − 2−75a

βi+1
n |y′′ − y′|

≥ (a
βi+1
n /32)(y′′ − y′) · σx,

where, in the next to last inequality, we used that x ∈ J̃n,i(s) for the ∇u
1,a

λi
n

-part

and y ∈ J̃n,i(s) for the u
2,a

λi
n

-part.

Finally, prove (d) much in the same way as the previous claims: We have
|x̂n(s, x) − w| < |x̂n(s, x) − x| + |x − w| ≤ 2

√
an ≤ l̄n(βi) by Lemma 9.2.3. So

we can apply (a) for x′ = x̂n(s, x) and x′′ = w to obtain

|u(s, w)| ≤ |u(s, x̂n(s, x))|+ |u(s, x̂n(s, x))− u(s, w)|

≤ an + 2aβin (|w − x̂n(s, x)| ∨ a
2
α

(γ−βi+1−ε1)
n ∨ an)

≤ 5aβi+1/2
n

since a
2
α

(γ−βi+1+ε1)
n <

√
an, again by Lemma 9.2.3.
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Now, define

Fn(s, x) := 〈Φmn+1
x , us〉 =

∫
B(0,
√
an)

Φmn+1(z)u(s, x+ z) dz

and recall that we write x ‖ y if x, y ∈ Rq are collinear.

Lemma 9.2.5. Assume i ∈ {0, . . . , L− 1}, s ∈ R+.

(a) If x ∈ J̃n,i(s), x̃ ∈ Rq with (x̃ − x) ‖ σx and ln(βi) < |(x̃ − x) · σx| ≤ l̄n(βi),
then

Fn(s, x̃)− Fn(s, x)

{
≥ 2−5a

βi+1
n |x̃− x| , if (x̃− x) · σx ≥ 0,

≤ −2−5a
βi+1
n |x̃− x| , if (x̃− x) · σx < 0.

(b) If x, y ∈ J̃n,i(s), |x− y| ≤ l̄n(βi). Then for ỹ ∈ Rq, such that (y− ỹ) ‖ σx and
ln(βi) < |y − ỹ| < l̄n(βi) it holds that

ỹ /∈ J̃n,i(s).

(c) If x ∈ J̃n,i(s), z ∈ Rq and |x− z| ≤ l̄n(βi)/2, then∫
(−l̄n/2,l̄n/2)

db1{z + σxb ∈ J̃n,i(s) ∩B(x, l̄n/2) } ≤ 2ln(βi).

Proof. For (a) assume (x̃− x) · σx ∈ [ln(βi), l̄n(βi)]. Then

Fn(s, x̃)− Fn(s, x) =

∫
Bq(0,

√
an)

Φmn+1(z)(u(s, x̃+ z)− u(s, x+ z)) dz.

Clearly, |z| ≤ √an and for x′′ = x̃+ z, x′ = x+ z, we have

|x′ − x| ≤
√
an, (x′′ − x′) = (x̃− x) ‖ σx, |x′ − x′′| ∈ [ln(βi), l̄n(βi)].

Therefore, we can apply Lemma 9.2.4 (b) to obtain:

Fn(s, x̃)− Fn(s, x) ≥
∫
Bq(0,

√
an)

Φmn+1(z)|x̃− x|2−5a
βi+1
n dz

≥ 2−5a
βi+1
n |x̃− x|. (9.25)

The same can be done in the case (x̃− x) · σx < 0.
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To do (b) use the same ideas as before, where Lemma 9.2.4 (b) is replaced by
Lemma 9.2.4 (c), to obtain

|Fn(s, ỹ)| ≥ |Fn(s, ỹ)− Fn(s, y)| − |Fn(s, y)|

≥ 2−5a
βi+1
n ln(βi)− an

≥ 97

32
an.

Hence, ỹ /∈ J̃n,i(s).
For (c) assume y = z+σxb ∈ J̃n,i(s) for a certain b ∈ [−l̄n/2, l̄n/2] (otherwise the

integral is 0 anyway). Observe that

|y − x| ≤ |y − z|+ |b| ≤ l̄n.

So, we can apply (b) for x, y ∈ J̃n,i(s) to obtain that∫
(−l̄n/2,l̄n/2)

db1{z + σxb ∈ J̃n,i(s) ∩B(x, l̄n/2)}

≤
∫

(−l̄n,l̄n)
db1{y + σxb ∈ J̃n,i(s) } ≤ 2ln(βi).

Let Σx be a q× (q− 1) dimensional matrix consisting of an orthonormal basis of
the orthogonal space σorthox = {y ∈ Rq : σx · y = 0} and let |A| denote the Lebesgue
measure of a measurable set A ⊂ Rq.

Lemma 9.2.6. For i ∈ {0, . . . , L − 1} and s ≥ 0, n ∈ N there is a constant
c9.2.6 = c9.2.6(q) such that

|J̃n,i(s)| ≤ c9.2.6K
q
0 ln(βi)l̄n(βi)

−1.

Proof. Set Bx = Bq(x, l̄n(βi)/4) and cover the compact set J̃n,i(s) with a finite
number of these balls, say Bx′1 , . . . , Bx′Q′ . If |x′j − x′k| ≤ l̄n(βi)/4, then Bx′j ⊂
Bq(x′k, l̄n(βi)/2). So, if we increase the radius of the balls around x′1, . . . , x′Q

′
to

l̄n(βi)/2, it suffices to use those balls whose centers have at least distance l̄n(βi)/4,
which we denote by x1, . . . , xQ. If we consider Bq(xk, l̄n(βi)/8), k = 1, . . . , Q, then
all of these balls are disjoint. Thus, we have

Q ≤ Kq
0(l̄n(βi)/8)−q (9.26)

and also

J̃n,i(s) ⊂
Q⋃
k=1

Bq(xk, l̄n(βi)/2) ∩ J̃n,i(s). (9.27)
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Next we want to consider the Lebesgue measure of the sets on the right-hand-
side using some kind of Cavalieri decomposition and Lemma 9.2.5 (c). Fix k ∈
{1, . . . , Q} and denote by c(q) the volume of the q-dimensional Euclidean ball. We
have

|Bq(xk,l̄n(βi)/2) ∩ J̃n,i(s)| =
∫
Bq(0,l̄n/2)

dz 1{xk + z ∈ J̃n,i(s) }

≤
∫
Bq−1(0,l̄n/2)

dz

∫
(−l̄n/2,l̄n/2)

db1{xk + Σxkz + σxkb ∈ J̃n,i(s) }

≤
∫
Bq−1(0,l̄n/2)

dz 2ln(βi)

= 2c(q − 1)(l̄n(βi)/2)q−1ln(βi),

since |xk + Σxz − xk| = |Σxz| = |z| ≤ l̄n/2. And therefore, by (9.26) and (9.27) for
c9.2.6 = 4 · 4qc(q − 1):

|J̃n,i(s)| ≤ c9.2.6K
q
0 ln(βi)(l̄n(βi))

−1.

We are now in the position to complete the
Verification of the Hypothese (H2) in Proposition 9.1.2
Let n ∈ N, t > 0 and M ∈ N fixed.
First, consider i = 0. For x ∈ Jn,0(s) and |y − x| ≤ √an we have |u(s, y)| ≤
3a

(1−ε0)/2
n due to Proposition 9.2.2. So, we obtain in (9.23) for n large enough so

that ε1 >
2
n :

In0 (t0 ∧ UM,n,K) ≤ a−1−2/n
n 32γaγ(1−ε0)

n

∫ t0∧UM,n,K

0
ds

∫
Rq
dxΨs(x)1Jn,0(s)(x) (9.28)∫

Rq
dw

∫
Rq
dzΦmn+1

x (w)Φmn+1
x (z)(|w − z|−α + 1)

≤ C1(‖Ψ‖∞, ‖Φ‖∞)a−1−ε1
n aγ(1−ε0)

n

a−α/2n t0K
q
0 ln(β0)l̄n(β0)−1 (by (9.24) and Lemma 9.2.6)

≤ C ′1t0K
q
0a
−1−α/2+γ(1−ε0)
n (a1−ε0−5ε1

n ∨ a
2
α

(γ−ε1−ε0)−5ε1
n ).

And this expression tends to zero as n→∞ since, using that ε0 < ε1 by (9.20),

−1− α/2 + γ(1− ε0) + 1− ε0 − 5ε1 ≥ γ − α/2− 7ε1 > 9ε1 > 0
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also by (9.20) and

−1− α/2 + γ(1− ε0) +
2

α
(γ − ε1 − ε0)− 5ε1 ≥ γ − 1− α/2 + (γ − ε1 − ε0)− 6ε1

≥ 2γ − 1− α/2− 8ε1 > 24ε1 > 0,

again by (9.20).
Next, let i ∈ {1, . . . , L} and assume x ∈ J̃n,i(s), y ∈ Rq, |y − x| ≤ √an. So, we can
use Lemma 9.2.4 (d) to get that

|u(s, y)| ≤ 5a
βi+

1
2

n . (9.29)

Put that into (9.23) for y = w and y = z to obtain that

Ini (t0 ∧ UM,n,K) ≤ 52γa−1−2/n
n a2βiγ+γ

n

∫ t

0
ds

∫
Rq
dx 1Jn,i(s)(x)Ψs(x)

×
∫
R2q

dwdzΦmn+1
x (w)Φmn+1

x (z)(|w − z|−α + 1). (9.30)

To treat the integral in w and z, we use Lemma 9.11.1 to obtain:

Ini (t0 ∧ UM,n,K) ≤ 25ca−1−2/n
n a2βiγ+γ

n mα
n+1

∫ t0∧UM,n,K

0

∫
Rq

1Jn,i(s)(x)Ψs(x) dx ds

(9.31)

≤ C1(α, d, ‖Ψ‖∞, ‖Φ‖∞)a−1−ε1
n a2βiγ+γ

n a
−α

2
n

∫ t0∧UM,n,K

0
|J̃n,i(s)|ds.

Next, we use Lemma 9.2.6 in the case i ∈ {1, . . . , L− 1}:

Ini (t0 ∧ UM,n,K) ≤ C1a
−1−ε1
n a2βiγ+γ

n a
−α

2
n t0c(q)K

q
0 ln(βi)l̄n(βi)

−1

≤ C2t0a
−1−α

2
+2βiγ+γ−ε1

n (a
1−βi+1
n ∨ a

2
α

(γ−βi+1−ε1)
n )a−βi−5ε1

n

= C2t0(a
−1−α

2
+2βiγ+γ+1−βi+1−βi−6ε1

n

∨ a−1−α
2

+2βiγ+γ+ 2
α

(γ−βi+1−ε1)−βi−6ε1
n )

=: C2t0[a
ρ1,i
n ∨ aρ2,in ].

Hence, it suffices to check for positivity of ρ1,i and ρ2,i to obtain the desired result.

ρ1,i = −1− α

2
+ 2βiγ + γ + 1− βi+1 − βi − 6ε1

= −α
2

+ γ + 2γβi − 2βi − 6ε1 − ε0

≥ 1

2
(2(2γ − 1)− α) + 1− γ − 2βi(1− γ)− 7ε1

> 8ε1 + (1− γ)(1− 2βi)− 7ε1 > ε1 > 0
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by (9.20). Additionally, note that by (9.20),

2

α
(γ − βi+1 − ε1) =

2γ − 1

α
+

1− 2βi+1 − 2ε1

α

≥ 1

2
+

1

2
(1− 2βi − 4ε1)

= 1− βi − 2ε1.

So we can calculate

ρ2,i = −1− α

2
+ 2βiγ + γ +

2

α
(γ − βi+1 − ε1)− βi − 6ε1

≥ −1− α

2
+ 2βiγ + γ + 1− βi − 2ε1 − βi − 6ε1

= 2γ − 1− α

2
− 8ε1 > ε1 > 0

by (9.20).
To finish the proof, we note that in the case i = L it suffices to use a trivial bound
on the integral in (9.31) and obtain with βL ≥ 1

2 − 6ε1 − ε0 ≥ 1
2 − 7ε1 from (9.20):

InL(t0 ∧ UM,n,K) ≤ C3a
−1−ε1
n a2βLγ+γ

n a
−α

2
n t0K

q
0

≤ C4a
γ−1−α/2+2( 1

2
−7ε1)γ−ε1

n

= C4a
2γ−1−α/2−15ε1
n ≤ C4a

ε1
n

by (9.20). And so, we are done with the proof of Propostion 9.1.2. 2

9.3. Heat kernel estimates

Remember that C, c > 0 denote constants that may change its values from line to
line. As necessary we will highlight the dependence of c on various quantities. This
section will be concerned with estimates for the heat kernel in Rq defined by

pt(x) = (2πt)−
q
2 exp

(
−|x|

2

2t

)
,

and its derivative in space

pt,l(x) := ∂xlpt(x) = −xl
t
pt(x), 1 ≤ l ≤ q,

for x ∈ Rq, t > 0. There are already a number of results in Section 5 of [MPS06]
regarding bounds on heat kernels, in particular when they are connected by a
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correlation kernel as well as in Section 4 of [MP11] regarding the derivatives of heat
kernels.

Here, we will combine the techniques used for those results in order to obtain
bounds on integrals of the derivatives pt,l that are connected by a correlation kernel
related to colored noise.
This first simple lemma will be used frequently later on:

Lemma 9.3.1. Let 0 < r0 ≤ r1. Then there is a constant C = C(r0, r1) > 0 such
that for all r ∈ [r0, r1] and a ≥ 0, u > 0,

a ≤ Cu1/r exp

(
ar

u

)
≤ Cu1/r0 exp

(
ar

u

)
. (9.32)

Proof. Consider for r, u > 0 the function

f(a) = a exp

(
−a

r

u

)
, a ≥ 0,

which attains its maximal value u1/r(1
r )1/r exp(−1/r) at a = (ur )1/r. Hence, choose

C(r0, r1) = maxr∈[r0,r1](
1
r )1/r exp(−1/r) to obtain the result.

We apply that lemma to get the following basic estimate:

Lemma 9.3.2. For the heat kernel in Rq there is a uniform constant C > 0 such
that for all l = 1, . . . , q, t > 0, x ∈ Rq :

|pt,l(x)| ≤ C 1√
t
p2t(x).

Proof. We have by Lemma 9.3.1 applied with a = |x|
2
√
t
, u = 1, r = 2,

|pt,l(x)| ≤ 1√
t

|x|√
t
(2πt)−q/2 exp

(
−|x|

2

2t

)
≤ C 1√

t
(4πt)−q/2 exp

(
−|x|

2

4t

)
,

which proves the result.

Next, we state a lemma about the spatial and temporal distances of heat kernel
derivatives:

Lemma 9.3.3. There is a uniform constant C > 0 such that for any 0 < t < t′,
w, v ∈ Rq the following holds for l = 1, . . . , q :

(a) Setting v̂0 := 0 and v̂i := v̂i−1 + viei, 1 ≤ i ≤ q, where ei is the i-th unit
vectors in Rq, we have for the spatial differences

|pt,l(w + v)− pt,l(w)| ≤ Ct−1
q∑
i=1

∫ |vi|
0

dri p2t(w + v̂i−1 + riei). (9.33)
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(b) We obtain for the time differences

|pt,l(w)− pt′,l(w)| ≤ C|t− t′|
1
2 t−

1
2 (t−1/2p2t(w) + t′−1/2p4t′(w)). (9.34)

Proof. We follow [MPS06, page 1932]. Without loss of generality we can assume
that l = 1. Then we consider for (a):

|w1

t
exp(−|w|

2

2t
)− w1 + v1

t
exp(−|w + v|2

2t
)|

≤ |w1

t
exp(−|w|

2

2t
)− w1 + v1

t
exp(−|w + v̂1|2

2t
)|+

+

q∑
i=2

|w1 + v1

t
|| exp(−|w + v̂i−1|2

2t
)− exp(−|w + v̂i|2

2t
)|

Now, observe that

∂x1
(
x1/t exp(−|x|2/(2t))

)
= t−1 exp(−|x|2/(2t))− (x1/t)

2 exp(−|x|2/(2t))

and ∂x1 exp(−|x|2/(2t)) = −(x1/t) exp(−|x|2/(2t)). Hence, the above is bounded
by

|
∫ |v1|

0
dr1 [t−1 exp(−|w + r1e1|2

2t
)− (

w1 + r1

t
)2 exp(−|w + r1e1|2

2t
)]|

+
|w1 + v1|

t

q∑
i=2

|
∫ |vi|

0
dri

wi + ri
t

exp(−|w + v̂i−1 + riei|2

2t
)|.

Now use (9.32) twice with a = wi+ri√
t
, u = 4 and r = 1 respectively r = 2 to bound

this further by

t−1

∫ |v1|
0

dr1

(
exp(−|w + r1e1|2

2t
) + C exp(−|w + r1e1|2

2t
+
|w1 + r1|2

4t
)

)
+ C

q∑
i=2

∫ |vi|
0

dri exp(−|w + v̂i−1 + riei|2

2t
+
|wi + ri|2

4t
+
|w1 + v1|2

4t
)

≤ ct−1

∫ |v1|
0

dr1 exp(−|w + r1e1|2

4t
) + ct−1

q∑
i=2

∫ |vi|
0

dri exp(−|w + v̂i−1 + riei|2

4t
).

And the result follows by multiplication with (2πt)−q/2.
To prove (b) we consider the time differences, following (52) in [MPS06]. First,



9.3 Heat kernel estimates 111

rewriting and then using the Mean Value Theorem we get

|pt,1(w)− pt′,1(w)| = (2π)−q/2|w1

t
t−q/2 exp(−|w|

2

2t
)− w1

t′
t′−q/2 exp(−|w|

2

2t′
)|

≤ (2π)−q/2|(t1/2)−q−2 − (t′1/2)−q−2| |w| exp(−|w|
2

2t
)

+ (2π)−q/2|w|t′−q/2−1| exp(−|w|
2

2t
)− exp(−|w|

2

2t′
)|

≤ (2π)−q/2(q + 2)|w||t1/2 − t′1/2|(t1/2)−q−3 exp(−|w|
2

2t
)+

+ (2π)−q/2|w|t′−1−q/2
∫ t′1/2

t1/2
exp(−|w|

2

2s2
)
|w|2

s3
ds.

Using a ≤ exp(a) for a = |w|2/(4s2), we have

∫ t′1/2

t1/2
exp(−|w|

2

2s
)
|w|2

s3
ds ≤

∫ t′1/2

t1/2

4

s
exp(−|w|

2

4s2
) ds ≤ |t1/2 − t′1/2| 4

t1/2
exp(−|w|

2

4t′
).

Using further (9.32) in both lines of the above expression, we can bound it by

|pt,1(w)− pt′,1(w)| ≤ (2π)−q/2ct−1−q/2|t1/2 − t′1/2| exp(−|w|
2

4t
)

+ (2π)−q/2ct′−1/2−q/2|t1/2 − t′1/2|t−1/2 exp(−|w|
2

8t′
)

≤ c|t1/2 − t′1/2|t−1/2(t−1/2p2t(w) + t′−1/2p4t′(w)).

Now, we can state a lemma concerning the distances of heat kernel derivatives:

Lemma 9.3.4. For α ∈ (0, q),K ≥ 0, there is a positive constant C = C(α, q,K) <
∞ such that for any x, x′ ∈ Rq, 0 < t ≤ t′ ≤ K∫
Rq

∫
Rq
| (pt,l(w − x)− pt′,l(w − x′))(pt,l(z − x)− pt′,l(z − x′))| (|w − z|−α + 1) dw dz

≤ Ct−1−α/2
(

1 ∧ |x− x
′|2 + |t− t′|
t

)
.

Proof. There are two estimates to make, one for each part of the ∧.
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First, let us consider the left part. Expanding the product in the integral gives

∫
Rq

∫
Rq
| (pt,l(w − x)− pt′,l(w − x′))(pt,l(z − x)− pt′,l(z − x′))| (|w − z|−α + 1) dwdz

≤
∫
Rq

∫
Rq
|pt,l(w − x)pt,l(z − x)|(|w − z|−α + 1) dwdz

+

∫
Rq

∫
Rq
|pt′,l(w − x′)pt′,l(z − x′)|(|w − z|−α + 1) dwdz

+

∫
Rq

∫
Rq
|pt,l(w − x)pt′,l(z − x′)|(|w − z|−α + 1) dwdz (9.35)

+

∫
Rq

∫
Rq
|pt′,l(w − x′)pt,l(z − x)|(|w − z|−α + 1) dwdz.

Note that by a change of variables (and |w| = | − w|) the last two lines coincide.
The same is true for the first two lines except that t and t′ differ. Thus, expression
(9.35) is equal to

∫
Rq

∫
Rq
|pt,l(w)pt,l(z)|(|w − z|−α + 1) dwdz

+

∫
Rq

∫
Rq
|pt′,l(w)pt′,l(z)|(|w − z|−α + 1) dwdz

+ 2

∫
Rq

∫
Rq
|pt,l(w − (x− x′)) pt′,l(z)|(|w − z|−α + 1) dwdz.

(9.36)

For the first line of (9.36) we write, using |wl| ≤ |w| and (9.32):

t−1

∫
Rq

∫
Rq

(2πt)−q
|wl|√
t

exp(−|w|
2

2t
)
|zl|√
t

exp(−|z|
2

2t
)(|w − z|−α + 1) dw dz

≤ ct−1

∫
Rq

∫
Rq

(2πt)−q exp(−|w|
2

4t
) exp(−|z|

2

4t
)(|w − z|−α + 1) dw dz,

≤c(α, q)(t−α/2−1 + t−1)

by an application of Lemma 5.1 in [MPS06] and the fact that t ≤ t′. For the second
line (with t′) we can do exactly the same and obtain the same even with t instead
of t′, since t ≤ t′.
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For the third line of (9.36) the same reasoning leads to the bound

2(tt′)−1/2

∫
Rq

∫
Rq

(2π)−q(tt′)−q/2
|(w − (x− x′))l|√

t
exp(−|w − (x− x′)|2

2t
)

|zl|√
t′

exp(−|z|
2

2t′
)(|w − z|−α + 1) dw dz

≤ct−1

∫
Rq

∫
Rq

(2πt)−q exp(−|w − (x− x′)|2

4t
) exp(−|z|

2

4t′
)(|w − z|−α + 1) dw dz,

≤ c(α, q)(t−α/2−1 + t−1)

by an application of Lemma 5.1 in [MPS06] and t ≤ t′ ≤ K.

So this was the first part of the ∧. To consider the second estimate, we start
with a decomposition:

| (pt,l(w − x)− pt′,l(w − x′))(pt,l(z − x)− pt′,l(z − x′)) |
≤ | (pt,l(w − x)− pt,l(w − x′))(pt,l(z − x)− pt,l(z − x′)) |

+ | (pt,l(w − x)− pt,l(w − x′))(pt,l(z − x′)− pt′,l(z − x′)) |
+ | (pt,l(w − x′)− pt′,l(w − x′))(pt,l(z − x)− pt,l(z − x′)) |
+ | (pt,l(w − x′)− pt′,l(w − x′))(pt,l(z − x′)− pt′,l(z − x′)) |.

(9.37)

We start with the simplest case in (9.37):∫
Rq

∫
Rq
|(pt,l(w − x)− pt,l(w − x′))(pt,l(z − x)− pt,l(z − x′))|(|w − z|−α + 1) dwdz.

Changing variables, setting v = x− x′ and using Lemma 9.3.3, we bound this by

c

∫
Rq

∫
Rq

[
t−1

q∑
i=1

∫ |vi|
0

dri p2t(w + v̂i−1 + riei)
][
t−1

q∑
j=1

∫ |vj |
0

dr̃j p2t(z + v̂j−1 + r̃jej)
]

(|w − z|−α + 1) dw dz

= ct−2
q∑
i=1

∫ |vi|
0

dri

q∑
j=1

∫ |vj |
0

dr̃j∫
Rq

∫
Rq
p2t(w + v̂i−1 + riei)p2t(z + v̂j−1 + r̃jej)(|w − z|−α + 1) dw dz

≤ ct−2(t−α/2 + 1) max
i,j
|vivj | ≤ ct−2(t−α/2 + 1)|v|22 = ct−2(t−α/2 + 1)|x− x′|22.

using Lemma 5.1 (a) of [MPS06] in the last step (compare this with Lemma 5.2 (b)
in [MPS06]).
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Now, we consider the temporal distances in (9.37), i.e. the last line. There we get
by Lemma 9.3.3 and Lemma 5.1 (a) of [MPS06]:∫
Rq

∫
Rq
|(pt,l(w − x′)− pt′,l(w − x′))(pt,l(z − x′)− pt′,l(z − x′))|(|w − z|−α + 1) dwdz

≤ c|t− t′|t−2(t−α/2 + 1)

and this is the next part of the proposition - similar to Lemma 5.3 in [MPS06].
The mixed parts in (9.37) just lie in between the two extreme cases (use 2ab ≤
a2 + b2).

Now we give two technical lemmas required in the next chapters:

Lemma 9.3.5. For R > 0 there is a constant C = C(R) such that for any y, ỹ ∈ Rq,
0 < t ≤ t′ and η0 ∈ (1/R, 1/2) the following holds for l = 1, . . . , q:

(a) 1{|ỹ| > t′1/2−η0 ∨ 2|y − ỹ|} |pt,l(y)| ≤ C exp(− 1
64 t
−2η0)p4t(y).

(b) 1{|ỹ| > t′1/2−η0 ∨ 2|y − ỹ|} |pt,l(y)| ≤ 2qC exp(− 1
64 t
−2η0)p16t(ỹ).

Proof. Let us write A := {|ỹ| > t′1/2−η0 ∨2|y− ỹ|}, then on that event it holds that

|y| ≥ |ỹ| − |y − ỹ| > |ỹ|
2 > t′1/2−η0

2 ≥ t1/2−η0
2 , thus

|y|2

t
≥ t−2η0

4
.

Using this and (9.32) twice, we calculate

1A|pt,l(y)| = 1A
|yl|
t

(2πt)−q/2 exp(−|y|
2

2t
)

≤ 1A
|y|
t

(2πt)−q/2 exp(−|y|
2

2t
)

≤ 1ACt
−1/2(2πt)−q/2 exp(−|y|

2

4t
)

= 1ACt
−1/2 exp(−|y|

2

8t
)(2πt)−q/2 exp(−|y|

2

8t
)

≤ 1ACt
−1/2 exp(− 1

32 t
−2η0)(2πt)−q/2 exp(−|y|

2

8t
)

≤ 1AC(R) exp(− 1
64 t
−2η0)p4t(y).

Given that on the set A we have

|ỹ| < 2|y| , thus |y|2 ≥ |ỹ|
2

4
,

we can bound this further by

1A|pt,l(y)| ≤ C(R) exp(− 1
64 t
−2η0)p16t(ỹ).
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Lemma 9.3.6. For 0 < t ≤ t′, 0 ≤ r1, r2, r3 ≤ R, there is a constant C = C(R)
such that ∫

Rq

∫
Rq
pt(w)pt′(z)|w|r1 |z|r2er3(|w|+|z|)(|w − z|−α + 1) dw dz

≤ Ce2r23t
′
tr1/2t′r2/2(t−α/2 + 1)

and for x, y ∈ [−K,K]q there is a constant C = C(K,R)∫
Rq

∫
Rq
pt(x− w)pt′(y − z)|w|r1 |z|r2er3(|w|+|z|)(|w − z|−α + 1) dw dz

≤ Ce2r23t
′
(tr1/2 + 1)(t′r2/2 + 1)(t−α/2 + 1).

Proof. By (9.32) we bound

|w|r1pt(w) ≤ 4r1/2+q/2tr1/2p2t(w) and |z|r2pt′(z) ≤ 4r2/2+q/2t′r2/2p2t′(z).

Next apply Lemma 5.1 (b) of [MPS06] if r3 > 0 and their Lemma 5.1 (a) if r3 = 0,
to get the estimate.
For the second estimate note that by (9.32) and |x| ≤ √qK

pt(x− w)|w|r1 ≤ pt(x− w)2r1(|w − x|r1 + |x|r1)

≤ 2R(4t)r1/2p2t(x− w) + (2
√
qK)r1pt(x− w)

≤ c(K,R)p2t(x− w)(tr1/2 + 1)

and obtain the result by the first part.

Lemma 9.3.7. For all R > 2, K > 0, there is a constant C = C(K,R) such that
for all 0 ≤ p, r ≤ R, η0, η1 ∈ (1/R, 1/2), l = 1, . . . , q, 0 ≤ s < t ≤ t′ < K and
x, x′ ∈ [−K,K]q:∫
Rq

∫
Rq
|w − x|p|z − x|p(pt−s,l(w − x)− pt′−s,l(w − x′))(pt−s,l(z − x)− pt′−s,l(z − x′))

× 1{|w − x| > (t′ − s)1/2−η0 ∨ 2|x− x′|} er|w−x|+r|z−x|(|w − z|−α + 1) dw dz

≤ C(t− s)−1−α/2 exp(−η1(t′ − s)−2η0/256)

[
1 ∧

(
|x− x′|2 + |t− t′|

t− s

)]1−η1/2
.

(9.38)
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Proof. By Hölder’s Inequality we can bound the left hand side in (9.38) by

[ ∫
Rq

∫
Rq
|(pt−s,l(w − x)− pt′−s,l(w − x′))(pt−s,l(z − x)− pt′−s,l(z − x′))|

(|w − z|−α + 1) dw dz
]1−η1/2

×
[ ∫

Rq

∫
Rq
|(pt−s,l(w − x)− pt′−s,l(w − x′))(pt−s,l(z − x)− pt′−s,l(z − x′))|

|w − x|2p/η1 |z − x|2p/η1 1{|w − x| > (t′ − s)1/2−η0 ∨ 2|x− x′|}

e2r/η1(|w−x|+|z−x|)(|w − z|−α + 1) dw dz
]η1/2.

Now estimate the first integral using Lemma 9.3.4 and expand the second one to
obtain the bound for (9.38)

c(R)(t− s)−(1+α/2)(1−η1/2)

[
1 ∧

(
|x− x′|2 + |t− t′|

t− s

)]1−η1/2

×
[∫

Rq

∫
Rq
|pt−s,l(w − x)pt−s,l(z − x)|L(x, x′, w, z, s, t′) dw dz

+

∫
Rq

∫
Rq
|pt′−s,l(w − x′)pt′−s,l(z − x′)|L(x, x′, w, z, s, t′) dw dz

+

∫
Rq

∫
Rq
|pt−s,l(w − x)pt′−s,l(z − x′)|L(x, x′, w, z, s, t′) dw dz

+

∫
Rq

∫
Rq
|pt′−s,l(w − x′)pt−s,l(z − x)|L(x, x′, w, z, s, t′) dw dz

]η1/2
,

(9.39)

where

L(x, x′, w, z, s, t′) := |w − x|2p/η1 |z − x|2p/η1 1{|w − x| > (t′ − s)1/2−η0 ∨ 2|x− x′|}
e2r/η1(|w−x|+|z−x|)(|w − z|−α + 1).

Since all of the four summands in the end are similar, we only consider the last one
which is the worst with respect to (t − s)-asymptotics. Use Lemma 9.3.2, replace
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w̃ = w − x, z̃ = z − x and then use Lemma 9.3.5 (b) to obtain∫
Rq

∫
Rq
|pt′−s,l(w − x′)pt−s,l(z − x)| |w − x|2p/η1 |z − x|2p/η1

× 1{|w − x| > (t′ − s)1/2−η0 ∨ 2|x− x′|} e2r/η1(|w−x|+|z−x|)(|w − z|−α + 1) dw dz

≤ c
∫
Rq

∫
Rq
|pt′−s,l(w̃ + x− x′)|(t− s)−1/2p2(t−s)(z̃)|w̃|2p/η1 |z̃|2p/η1

× 1{|w̃| > (t′ − s)1/2−η0 ∨ 2|x− x′|}e2r/η1(|w̃|+|z̃|)(|w̃ − z̃|−α + 1) dw̃ dz̃

≤ c(R)

∫
Rq

∫
Rq

exp(− 1
64(t′ − s)−2η0)p16(t′−s)(w̃)p2(t−s)(z̃)

× |w̃|2p/η1 |z̃|2p/η1(t− s)−1/2e2r/η1(|w̃|+|z̃|)(|w̃ − z̃|−α + 1) dw̃ dz̃.

≤ c(R, η1,K)(t− s)−1/2 exp(− 1
64(t′ − s)−2η0)

e32r2η−2
1 (t′−s)(t′ − s)pη

−1
1 (t− s)pη

−1
1 ((t′ − s)−

α
2 + 1).

≤ c(R,K)(t− s)−1/2 exp(− 1
128(t′ − s)−2η0),

where we used Lemma 9.3.6, first part, in the next to last line and (t′ − s) ≤ K.
The other summands are similar, we use Lemma 9.3.5 (with t = t′ for lines 1
and 3) and can use the exponential of t′ − s (t − s in lines 1 and 3) to control
all of the negative exponents. Putting this back in (9.39) gives the result, since
(1 + α/2)(1− η1/2) + (1/2)(η1/2) ≤ 1 + α/2.

9.4. Local bounds on the difference of two solutions

Within this section we present the extension of Theorem 5.3.3, i.e. the results
showing “Hölder-continuity of order 2”. This chapter is very similar in its ideas to
Chapter 5 of [MP11].

Let us recall that for n ∈ N0,

an = exp(−n(n+ 1)/2)

and for (t, x), (t′, x′) ∈ R+ × Rq :

d((t, x), (t′, x′)) =
√
|t− t′|+ |x− x′| (| · |Euclidean norm).

Define for N,K, n ∈ N, β ∈ [0, 1/2] the random set

Z(N,n,K, β)(ω) = {(t, x) ∈ [0, TK ]× [−K,K]q ⊂ R+ × Rq : there is a

(t̂0, x̂0) ∈ [0, TK ]× R such that d((t, x), (t̂0, x̂0)) ≤ 2−N ,

|u(t̂0, x̂0)| ≤ an ∧ (
√
an2−N ), and |∇u1,an(t̂0, x̂0)| ≤ aβn},

(9.40)
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For β = 0 define Z(N,n,K, 0) = Z(N,n,K) as above, but with the condition on
∇u1,an omitted.

Note that (t, x) ∈ Z(N,n,K, β) always implies t ≤ K. For γ < 1 define recur-
sively γ0 = 1 and

γm+1 = γγm + 1− α

2
. (9.41)

This gives the explicit formula

γm = 1 +
(γ − α/2)(1− γm)

1− γ
. (9.42)

Since α < 2(2γ − 1) we have γ∞ = 1−α/2
1−γ > 2 so there will be an m̄ ∈ N such that

γm̄+1 > 2 ≥ γm̄. Set γ̃m := γm ∧ 2, 0 ≤ m ≤ m̄+ 1.

Definition 9.4.1. A collection of [0,∞]-valued random variables {N(α) : α ∈ A}
will be called stochastically bounded uniformly in α, iff

lim
M→∞

sup
α∈A

P[N(α) ≥M ] = 0.

For m ∈ Z+, we will let (Pm) denote the following property:

Property (Pm). For any n ∈ N, ξ, ε0 ∈ (0, 1),K ∈ N≥K1 and β ∈ [0, 1/2],
there is an N1(ω) = N1(m,n, ξ, ε0,K, β) ∈ N a.s., such that for all N ≥ N1, if
(t, x) ∈ Z(N,n,K, β), t′ ≤ TK and d((t, x), (t′, x′)) ≤ 2−N , then

|u(t′, x′)| ≤ a−ε0n 2−Nξ[(
√
an ∨ 2−N )γm−1 + aβn1{m > 0}]. (9.43)

Moreover, N1 is stochastically bounded uniformly in (n, β).

Proposition 9.4.2. Property (Pm) holds for any m ≤ m̄+ 1.

We first give a proof of the induction start, meaning that we prove (P0):

Proof of Proposition 9.4.2, first part. We apply Theorem 5.3.3. Set Z(N,K) :=
Z(N, 0,K, 0), meaning that a0 = 1. Let ξ ∈ (0, 1) and ξ′ := (1 + ξ)/2. If (t, x) ∈
Z(N,n,K, β) then (t, x) ∈ Z(N,K). Theorem 5.3.3 gives that there exists an
N0(ξ′,K + 1) a.s. such that for N ≥ N0(ξ′,K + 1) we have |u(t, x) − u(t̂0, x̂0)| ≤
2−Nξ

′
. Setting N1(0, ξ,K) := N0(ξ′(ξ),K + 1) ∨ 4(1 − ξ)−1, we obtain for N ≥

N1(0, ξ,K),

|u(t, x)| ≤ 2−Nξ
′
+ |u(t̂0, x̂0)| ≤ 2−Nξ

′
+ 2−N ≤ 21−Nξ′ .

And therefore, for (t′, x′) with t′ ≤ TK and d((t, x), (t′, x′)) ≤ 2−N we obtain

|u(t′, x′)| ≤ |u(t′, x′)− u(t, x)|+ |u(t, x)| ≤ 2−Nξ
′
+ 21−Nξ′ ≤ 22−Nξ′ ≤ 2−Nξ

where the last inequality holds since N ≥ 4(1− ξ)−1.
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The induction step from (Pm) to (Pm+1) is a bit more technical and needs some
preparation. It will be completed at the end of this section on page 146.
To get there we first write down a lemma, which tells us what we can get out of
Property (Pm):

Lemma 9.4.3. Let 0 ≤ m ≤ m̄+ 1. Assume that (Pm) holds. Let η, ξ, ε0,K, β as
in (Pm). If d̄N = 2−N ∨ d((s, y), (t, x)) and C9.4.3(ω) = (4a−ε0n + 22N1(ω)2KeK)2,
then for any fixed N ∈ N. On the event

{ω : N ≥ N1(m,n, ξ, ε0,K, β), (t, x) ∈ Z(N,n,K, β)},

we have

|u(s, y)| ≤
√
C9.4.3e

|y−x|d̄ξN

× [(
√
an ∨ d̄N )γm−1 + 1{m > 0}aβn]

(9.44)

for all s < TK and y ∈ Rq.

Proof. There are two cases to consider.
Case 1: d = d((s, y), (t, x)) ≤ 2−N1 .
Choose an N ′ ∈ {N1, . . . , N} such that

if d > 2−N : 2−N
′−1 < d ≤ 2−N

′
,

if d ≤ 2−N : N ′ := N.

Then, (t, x) ∈ Z(N ′, n,K, β) and d ≤ 2−N
′ ≤ 2d∨ 2−N ≤ 2d̄N and hence, Property

(Pm) yields:

|u(s, y)| ≤ a−ε0n 2−N
′ξ[(
√
an ∨ 2−N

′
)γm−1 + aβn1{m > 0}]

≤ 2a−ε0n d̄ξN [2(
√
an ∨ d̄N )γm−1 + aβn1{m > 0}].

Case 2: d > 2−N1 .
If K ≥ K1 and s ≤ TK :

|u(s, y)| ≤ 2Ke|y| ≤ 2Ke|y|(d2N1)ξ+γm−1

≤ 2KeKe|y−x|22N1 d̄ξ+γm−1
N .

This lemma gives control on u(s, ·) spatially close to points in Z(N,n,K, β). To
do the induction step we want to use this control in |D(r, w)| ≤ R0e

R1|w||u(r, w)|γ ,
which played a role for

Fδ,l(s, t, x) =

∫ (s−δ)+

0
pt−r,l(w − x)D(r, w)W (dr dw), (9.45)
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δ > 0, 0 ≤ s ≤ t, x ∈ Rq and for 1 ≤ l ≤ q. This was the derivative of u1,δ, as given
in Lemma 9.2.1. This will lead to an even better bound on u1,δ and this iterative
procedure will lead to the induction step. Later, we will also give estimates for u2,δ.
To estimate Fδ,l we use the following decomposition for s ≤ t ≤ t′, s′ ≤ t′:

|Fδ,l(s, t, x)− Fδ,l(s′, t′, x′)|
≤ |Fδ,l(s, t, x)− Fδ,l(s, t, x′)|+

+ |Fδ,l(s, t, x′)− Fδ,l(s, t′, x′)|
+ |Fδ,l(s, t′, x′)− Fδ,l(s′, t′, x′)|

= |
∫ (s−δ)+

0
(pt−r,l(w − x′)− pt−r,l(w − x))D(r, w)W (dr dw)|

+ |
∫ (s−δ)+

0
(pt−r,l(w − x′)− pt′−r,l(w − x′))D(r, w)W (dr dw)|

+ |
∫ (s∨s′−δ)+

(s∧s′−δ)+
pt′−r,l(w − x′)D(r, w)W (dr dw)|, 1 ≤ l ≤ q.

(9.46)

All of these three expressions are martingales in the upper integral bound, where
the rest of the values x, x′, t, t′, (s ∧ s′ − δ)+ stay fixed. We want to consider the
quadratic variations of these martingales and use the Dubins-Schwarz theorem.

Remark 9.4.4. As for any spatial dimension 1 ≤ l ≤ q we would execute the same
calculations we restrict ourselves now to l = 1 for the estimates on Fδ,l.
Dependence of constants on the universal constants α, q, γ,R0 and R1 will not be
mentioned in the following lemmas.

In order to calculate the first two of these quadratic variations, we need to intro-
duce the following partition of Rq (for fixed values of x, x′, η0):

Aη01 (r, t) = 1{y ∈ Rq : |y − x| ≤ (t− r)1/2−η0 ∨ 2|x− x′|},
Aη02 (r, t) = 1{y ∈ Rq : |y − x| > (t− r)1/2−η0 ∨ 2|x− x′|},

whenever 0 ≤ r < t. Most of the times we will just write A1 and A2 instead of
A1(r, t), A2(r, t) if the values of r, t are clear from the context. Following (9.46), we
introduce the following square functions for i, j ∈ {1, 2}:

Qi,jX,δ,η0(s, t, x, t, x′) =

∫ (s−δ)+

0
dr

∫
A
η0
i (r,t)

dw

∫
A
η0
j (r,t)

dz

|(pt−r,1(w − x′)− pt−r,1(w − x))(pt−r,1(z − x′)− pt−r,1(z − x))|
R2

0e
R1(|w|+|z|)|u(r, w)|γ |u(r, z)|γ(|w − z|−α + 1),
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Qi,jT,δ,η0(s, t, x′, t′, x′) =

∫ (s−δ)+

0
dr

∫
A
η0
i (r,t′)

dw

∫
A
η0
j (r,t′)

dz

|(pt−r,1(w − x′)− pt′−r,1(w − x′))(pt−r,1(z − x′)− pt′−r,1(z − x′))|
R2

0e
R1(|w|+|z|)|u(r, w)|γ |u(r, z)|γ(|w − z|−α + 1)

and

QS,δ(s, s
′, t′, x′) =

∫ (s∨s′−δ)+

(s∧s′−δ)+
dr

∫
Rq
dw

∫
Rq
dz |pt′−r,1(w − x′)pt′−r,1(z − x′)|

R2
0e
R1(|w|+|z|)|u(r, w)|γ |u(r, z)|γ(|w − z|−α + 1).

Now, we want to establish an upper bound for

Qtot
δ,η0(s, t, x, s′, t′, x′) = QS,δ(s, s

′, t′, x′) +
2∑

i,j=1

(Qi,jT,δ,η0(s, t, x′, t′, x′)

+Qi,jX,δ,η0(s, t, x, t, x′))

(9.47)

when s, t, x, s′, t′, x′ are subject to some restrictions. Then, (9.47) is clearly an
upper bound itself for the quadratic variation of each of the three martingales in
(9.46).

We first consider the cases (i, j) = (1, 2), (2, 1) or (2, 2), so i + j ≥ 3. We start
with a spatial estimate.

Lemma 9.4.5. For all K ∈ N≥K1, R > 2 there exist c9.4.5(K,R), N9.4.5(K,ω) al-
most surely such that ∀η0, η1 ∈ (1/R, 1/2), δ ∈ (0, 1], β ∈ [0, 1/2], N,n ∈ N, (t, x) ∈
R+ × Rq the following holds for i + j ≥ 3: For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥
N9.4.5}, we have

Qi,jX,δ,η0(s, t, x, t, x′) ≤ c9.4.524N9.4.5 |x− x′|2−η1 (9.48)

for all 0 ≤ s ≤ t, |x′| ≤ K + 1.

Proof. We will just give the proof for i = 2 without taking into account j, i.e. the
restriction on z. This suffices by symmetry.
Use the estimate on D, take ξ = 3/4 and set N9.4.5(K,ω) = N1(0, 3/4,K) and
w.l.o.g. δ < s. Then, in Lemma 9.4.3 for the case m = 0 we can take ε0 = 0
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(C9.4.3 = c(K)2N1(0,3/4,K)) and obtain

Qi,jX,δ,η0(s, t, x, t, x′) ≤ C9.4.3

∫ s−δ

0
dr

∫
Rq

∫
Rq
1{|w − x| > (t− r)1/2−η0 ∨ 2|x− x′|}

(pt−r,1(w − x′)− pt−r,1(w − x))(pt−r,1(z − x′)− pt−r,1(z − x))

eR1(|w|+|z|)eγ(|w−x|+|z−x|)R2
0(|w − z|−α + 1)

[2−N ∨ d((r, w), (t, x))]3γ/4[2−N ∨ d((r, z), (t, x))]3γ/4 dw dz

Using d((r, w), (t, x))γ = (
√
t− r+ |w−x|)γ ≤ 2((t− r)γ/2 + |w−x|γ) and t, r ≤ K

we bound this by

≤ C9.4.3R
2
0

∫ (s−δ)+

0
dr

∫
Rq

∫
Rq
1{|w − x| > (t− r)1/2−η0 ∨ 2|x− x′|}

(pt−r,1(w − x′)− pt−r,1(w − x))(pt−r,1(z − x′)− pt−r,1(z − x))

e2R1|x|e(γ+R1)(|w−x|+|z−x|)

2(K3γ/8 + |w − x|3γ/4) 2(K3γ/8 + |z − x|3γ/4)(|w − z|−α + 1) dw dz.

With the help of Lemma 9.3.7 for t = t′ ≤ K bound this by

≤ C9.4.3c1(K,R)

∫ s−δ

0
dr(t− r)−1−α/2 exp(−η1(t− r)−2η0

256
)[1 ∧ |x− x

′|2

t− r
]1−η1/2

≤ C9.4.3c1(K,R)(256R)R
∫ s−δ

0
dr[1 ∧ |x− x

′|2

t− r
]1−η1/2

≤ C9.4.3c2(K,R)|x− x′|2−η1
∫ t

0
dr (t− r)η1/2−1

≤ C9.4.3c3(K,R)|x− x′|2−η1 ,

where we used Lemma 9.3.1 in the next to last line.

Slightly more difficult are the time estimates:

Lemma 9.4.6. For all K ∈ N≥K1, R > 2 there exist c9.4.6(K,R), N9.4.6(K,ω)
almost surely such that ∀η0, η1 ∈ (1/R, 1/2), δ ∈ (0, 1], β ∈ [0, 1/2], N,n ∈ N,
(t, x) ∈ R+ × Rq the following holds for i+ j ≥ 3:

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.4.6}
Qi,jT,δ,η0(s, t, x′, t′, x′) ≤ c9.4.624N9.4.6 [|t− t′|1−η1/2 + |t− t′|1−η1/2δ−1−α/2(|t− t′| ∧ 1)4γ ]

∀0 ≤ s ≤ t, |x′| ≤ K + 1.

(9.49)
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Proof. As in the previous lemma we only consider the i = 2 case.
We use just the same proof as in Lemma 9.4.5, i.e. ε0 = 0, ξ = 3/4 andN9.4.6(K,ω) =
N1(0, 3/4,K). The only difference is that we get time-differences instead of space
differences (and when using Lemma 9.6.2 with t ≤ t′):

Qi,jT,δ,η0(s, t, x′, t′, x′)

≤ C9.4.3c0(K,R)

∫ s−δ

0
dr(t− r)−1−α/2 exp(−η1(t′ − r)−2η0

256
)[1 ∧ |t− t

′|
t− r

]1−η1/2.

Now, we use the trivial inequality

exp(−η1(t′ − r)−2η0

256
) ≤ exp(−η1(t′ − t)−2η0

512
) + exp(−η1(t− r)−2η0

512
)

and hence, have to consider two summands:

Qi,jT,δ,η0(s, t, x′, t′, x′)

= C9.4.3c0(K,R)(I1 exp(−η1(t′ − t)−2η0

512
) + I2).

We bound the first one by using Lemma 4.1 of [MP11]:

I1 =

∫ s−δ

0
dr(t− r)−1−α/2[1 ∧ |t− t

′|
t− r

]1−η1/2

≤ 2

2/α
(|t− t′| ∧ δ)1−η1/2 δ−α/2−1+η1/2

≤ c(|t− t′| ∧ δ)1/2−η1/2 δ−1−α/2

and by Lemma 9.3.1

exp(−η1(t′ − t)−2η0

512
) ≤ c(R)(512R)R(|t− t′|1/2 ∧ 1)4γ .

The second one

I2 ≤
∫ s−δ

0
dr(t− r)−1−α/2 exp(−η1(t− r)−2η0

512
)[1 ∧ |t− t

′|
t− r

]1−η1/2

≤ |t− t′|1−η1/2 sup
r≤t

[(t− r)−2−α/2+η1/2 exp(−η1(t− r)−2η0

512
)](s− δ)

≤ |t− t′|1−η1/2(512R)4RK.

Setting C9.4.6(K,R) = C9.4.3c0(K,R)(cc(R)(512R)R+(512R)4RK) gives the result.
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Next we need to consider the distances for the cases i = j = 1. We start again
with the distance in space:

Lemma 9.4.7. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all K ∈
N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.4.7(K,R) and
N9.4.7(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that for all η1 ∈ (1/R, 1/2),
η0 ∈ (0, η1/32), δ ∈ [an, 1], N ∈ N, (t, x) ∈ R+ × Rq the following holds.

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.4.6} :

Q1,1
X,δ,η0

(s, t, x, t, x′) ≤ c9.4.7[a−2ε0
n + 24N9.4.7 ]

×
[
|x− x′|2−η1(δ̄

(γγm−1−α/2)∧0
N + a2βγ

n δ̄
(γ−1−α/2)∧0
N )

+ (d ∧
√
δ)2−η1δ−1−α/2[d̄2γγm

N + a2βγ
n d̄2γ

N ]
]

∀0 ≤ s ≤ t, |x′| ≤ K + 1.

(9.50)

Here d̄N = |x−x′|∨2−N and δ̄N = δ∨d̄2
N . Moreover, N9.4.7 is stochastically bounded

uniformly in (n, β).

Proof. Let ξ = 1 − (8R)−1 ∈ (15/16, 1) and set N9.4.7 = N1(m,n, ξ, ε0,K, β). We
can assume that s > δ and therefore, we always have d((r, w), (t, x))∧d((r, z), (t, x)) ≥√
an in the integral. A use of Lemma 9.4.3 and the bound on |w − x|, |z − x| re-

spectively, gives

Q1,1
X,δ,η0

(s, t, x, t, x′) ≤ C9.4.3

∫ s−δ

0
dr

∫
Rq
dw

∫
Rq
dz

(pt−r,1(w − x′)− pt−r,1(w − x))(pt−r,1(z − x′)− pt−r,1(z − x))

e4R1Ke4γKR2γ
0

[2−N ∨ ((t− r)1/2 + (t− r)1/2−η0 ∨ 2|x− x′|)]2γξ

{[2−N ∨ ((t− r)1/2 + (t− r)1/2−η0 ∨ 2|x− x′|)]γm−1 + aβn}2γ

(|w − z|−α + 1).

Let γ′ = γ(1− 2η0) and observe the trivial inequalities
√
t− r ≤ Kη0(t− r)1/2−η0 (9.51)

|x− x′| ≤ c(q)K|x− x′|1−2η0 .

Then, Lemma 9.3.4 allows the following bound

Q1,1
X,δ,η0

(s, t, x, t, x′) ≤ C9.4.3c1(K)

∫ s−δ

0
dr (t− r)−1−α/2[1 ∧ |x− x

′|2

t− r
]

[2−2Nγ ∨ (t− r)γ′ ∨ |x− x′|2γ′ ]ξ

[2−Nγ
′(γm−1) ∨ (t− r)γ′(γm−1) ∨ |x− x′|2γ(γm−1) + a2βγ

n ].
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Using

2−2Nγ ∨ (t− r)γ′ ∨ |x− x′|2γ′ ≤ 2−2Nγ′ ∨ |x− x′|2γ′ + (t− r)γ′

≤ 2[d̄2γ′

N ∨ (t− r)γ′ ],

we can bound Q1,1
X,δ,η0

(s, t, x, t, x′) by

C9.4.3c1(K)

∫ s−δ

0
dr (t− r)−1−α/2[1 ∧ |x− x

′|2

t− r
] 2ξ(d̄2γ′ξ

N ∨ (t− r)γ′ξ)

2γm−1[(d̄2
N ∨ (t− r))γ′(γm−1) + a2βγ

n ]

≤ 4C9.4.3c1(K)

∫ s−δ

0
dr 1{t− r ≥ d̄2

N}(t− r)−1−α/2+γ′ξ[1 ∧ |x− x
′|2

t− r
]

[(t− r)γ′(γm−1) + a2βγ
n ]

+ 4C9.4.3c1(K)

∫ s−δ

0
dr 1{t− r < d̄2

N}(t− r)−1−α/2[1 ∧ |x− x
′|2

t− r
]d̄2γ′ξ
N

[d̄
2γ′(γm−1)
N + a2βγ

n ]

= C9.4.3c1(K)(I1 + I2). (9.52)

We start with an estimate on I1. If r ≤ s− δ and t− r ≥ d̄2
N then

r ≤ t− d̄2
N ∧ s− δ ≤ t− d̄2

N ∧ t− δ = t− δ̄N . (9.53)

Use that to start with

I1 ≤
∫ t−δ̄N

0
dr (t− r)−1−α/2+γ′ξ+γ′(γm−1)[1 ∧ |x− x

′|2

t− r
]

+ (t− r)−1−α/2+γ′ξ[1 ∧ |x− x
′|2

t− r
]a2βγ
n .

We want to drop the minimum with 1 to consider

|x− x′|2
∫ t

δ̄N

du
(
u−2−α/2+γ′ξ+γ(γm−1) + u−2−α/2+γ′ξa2βγ

n

)
and then face three cases for the exponents: < −1,= −1, > −1. In the first and
third case use the following inequality for p ∈ (−1, 1), p 6= 0, 0 < a < b :∫ b

a
up−1 du =

1

|p|
|ap − bp| ≤ log(b/a)(ap + bp) (9.54)

which is true, since 1− x ≤ − log x, x ≥ 0.
In the −1-case the integral is bounded by logK + log(1/δ̄N ). Hence, using that
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t ≤ K (therefore t0∨(−1−α/2+γ′ξ+γ′(γm−1)) ≤ K1) in any of the cases there is a
constant c(K), such that :

I1 ≤ K1|x− x′|2 log(K/δ̄N )(δ̄
(−1−α/2+γ′ξ+γ′(γm−1))∧0
N + δ̄

(−1−α/2+γ′ξ)∧0
N a2βγ

n ).

The log-term is bounded by c(K,R)|x− x′|−η1/2 (use Lemma 9.3.1).
Moreover, by Lemma 4.1(c) in [MP11] we bound

I2 ≤
2

2/α
(δ ∧ |x− x′|2)δ−1−α/2d̄2γ′ξ

N [d̄
2γ′(γm−1)
N + a2βγ

n ]. (9.55)

Therefore,

Q1,1
X,δ,η0

(s, t, x, t, x′) ≤ c9.4.3c3(K,R)[
|x− x′|2−η1/2(δ̄

(−1−α/2+γ′(γm+ξ−1))∧0
N + δ̄

(−1−α/2+γ′ξ∧0)
N a2βγ

n )

+ (δ ∧ |x− x′|2)δ−1−α/2d̄2γ′ξ
N [d̄

2γ′(γm−1)
N + a2βγ

n

]
To finish the proof, replace ξ = 1 − (8R)−1 by 1 and γ′ = γ(1 − 2η0) by γ at the

cost of multiplying by d−η1/2 ≥ δ̄−η1/4N , since:

ξγ′ =≥ γ(1− η1/4), hence ξγ′ − γ ≥ −γη1/4 ≥ −η1/4.

and

γ′(γm + ξ − 1) = γ(1− 2η0)(γm −
1

8R
) ≥ γγm −

η1

4

This holds, since η1 ≥ 32η0 gives

γ(1− 2η0)(1− (8R)−1) ≥ γ(1− η1

16
)(γm −

1

8R
)

≥ γγm − γ
1

8R
− γγm

η1

16

≥ γγm −
1

8R
− 2

η1

16

≥ γγm −
η1

8
− η1

8
(using η1 > R−1)

≥ γγm −
η1

4
.

A similar result can be obtained for the temporal distances.
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Lemma 9.4.8. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all K ∈
N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.4.8(K,R) and
N9.4.8(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that
∀η1 ∈ (1/R, 1/2), η0 ∈ (0, η1/32), δ ∈ [an, 1], N ∈ N, (t, x) ∈ R+×Rq the following
holds.

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.4.8}
Q1,1
T,δ,η0

(s, t, x′, t′, x′) ≤ c9.4.8[a−2ε0
n + 24N9.4.8 ]

[|t− t′|1−η1/2(δ̄
(γγm−1−α/2)∧0
N + a2βγ

n δ̄
γ−1−α/2
N )

+ (|t− t′| ∧ δ)1−η1/2δ−1−α/2[d̄2γγm
N + a2βγ

n d̄2γ
N ]]

∀0 ≤ s ≤ t, |x′| ≤ K + 1.

Moreover, N9.4.8 is stochastically bounded uniformly in (n, β).

Proof. Choose ξ = 1− (8R)−1.
We do just the same proof as before and use

√
t− r ≤ Kη0(t′ − r)1/2−η0

2−Nγ ∨ (t′ − r)γ′/2 ≤ 2−Nγ
′
+ (t′ − t)γ′/2 + (t− r)γ′/2

≤ 2[d̄γ
′

N ∨ (t− r)γ′/2]

to get:

Q1,1
T,δ,η0

(s, t, x′, t′, x′) ≤ c9.4.3c1(K)

∫ s−δ

0
dr (t− r)−1−α/2[1 ∧ |t− t

′|
t− r

]

2ξ(d̄2γ′ξ
N ∨ (t− r)γ′ξ)

2γm−1[(d̄2
N ∨ (t− r))γ′(γm−1) + a2βγ

n ]

= c9.4.3c2(K)[I1 + I2 d̄
2γ′ξ
N (d̄

2γ′(γm−1)
N + a2βγ

n )].

This means we are just in the same situation as in (9.52) and we can continue the
proof as we did there.

The next lemma describes the quadratic variation of the last martingale in (9.46):

Lemma 9.4.9. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all K ∈
N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.4.9(K,R, γ) and
N9.4.9(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that
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∀η1 ∈ (1/R, 1/2), δ ∈ [an, 1], N ∈ N, (t, x) ∈ R+ × Rq the following holds.

For ω ∈{(t, x) ∈ Z(N,n,K, β), N ≥ N9.4.9}
QS,δ(s, s

′, t′, x′) ≤ c9.4.9[a−2ε0
n + 24N9.4.9 ]

|s− s′|1−η1/2(δ̄
(γγm−1−α/2)∧0
N + a2βγ

n δ̄
(γ−1−α/2)∧0
N )

+ (|s′ − s| ∧ δ)1−η1/21{δ < d̄2
N}δ−1−α/2[d̄2γγm

N + a2βγ
n d̄2γ

N ]]

∀0 ≤ s ≤ t, s′ ≤ t′, |x′| ≤ K + 1.

Here d̄N = (|t − t′|1/2 + |x − x′|) ∨ 2−N and δ̄N = δ ∨ d̄2
N . Moreover, N9.4.9 is

stochastically bounded uniformly in (n, β).

Proof. Choose ξ = (3/2− (2γ)−1) ∨ (1− (4γR)−1).
Choose N9.4.9 = N1(m,n, ξ, ε0,K, β). We have for r ≤ s ∨ s′ − δ :

√
an <

√
δ <√

s− r <
√
t− r, thus

2−N ∨ ((t′ − r)1/2 + |w − x|) ≤ 2−N ∨ |x− x′|+ (t′ − r)1/2 + |w − x′|
≤ d̄N + (t′ − r)1/2 + |w − x′|.

This bound, Lemmas 9.3.2, 9.4.3 and 9.3.6 give:

QS,δ,η0(s, s′, t′, x′) ≤ c0(K,R)[a−2ε0
n + 24N9.4.9 ]×∫ (s∨s′−δ)+

(s∧s′−δ)+
dr (t′ − r)−1−α/2[d̄2ξγ

N + (t′ − r)ξγ ][d̄
2γ(γm−1)
N + (t′ − r)γ(γm−1) + a2βγ

n ].

And we split this up in two integrals

≤ 4c0(K,R)[a−2ε0
n + 24N9.4.9 ]

{
∫ (s∨s′−δ)+

(s∧s′−δ)+
1{r ≤ t′ − d̄2

N}(t′ − r)−1−α/2+ξγ [(t′ − r)γ(γm−1) + a2βγ
n ] dr

+

∫ (s∨s′−δ)+

(s∧s′−δ)+
1{r > t′ − d̄2

N}(t′ − r)−1−α/2 dr d̄2ξγ
N [d̄

2γ(γm−1)
N + a2βγ

n ] }

= c(J1 + J2).

For J2, the same estimate as in the proof of Lemma 5.6 in [MP11] holds:

J2 ≤ c(α)1{δ < d̄2
N}δ−1−α/2(|s′ − s| ∧ δ)1−η1/2[d̄2γγm

N + a2βγ
n d̄2γ

N ].

For the other integral we note that since

− 1− α/2 + ξγ > −1− (2γ − 1) + (
3

2
− 1

2γ
)γ = −1 + γ

2
> −1, (9.56)
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the integral is well-defined. Set p = γ(γm + ξ − 1) − 1 − α/2 or γξ − 1 − α/2. By
(9.56), p ∈ (−(1 + γ)/2, 1). If p′ = 0 ∧ p and ε ∈ [0,−p′], then:

I(p) :=

∫ (s∨s′−δ)+

(s∧s′−δ)+
1{r ≤ t′ − d̄2

N}(t′ − r)p dr

≤
∫ (s∨s′−δ)+

(s∧s′−δ)+
1{r ≤ t′ − d̄2

N}K(t′ − r)p′ dr

≤ K min(|s′ − s|δ̄p
′

N ,

∫ |s′−s|
0

up
′
du) (compare (9.53))

≤ 2

1− γ
K|s′ − s|p′+1 min((

|s′ − s|
δ̄N

)−p
′
, 1) (using (9.56))

≤ 2

1− γ
K|s′ − s|p′+1(

|s′ − s|
δ̄N

)−p
′−ε

≤ C(γ,K)|s′ − s|1−εδ̄ε+p
′

N .

Then, there can be two cases for v = p + γ(1 − ξ), such that v = γγm − 1 − α
2 or

v = γ − 1− α
2 .

Case 1: v < 0.
Then p′ = p < 0. Choose ε = γ(1 − ξ) ≤ (4R)−1 < η1/4, then ε + p′ = v ≤ 0.
Therefore,

I(p) ≤ C(γ,K)|s′ − s|1−η1/4δ̄vN .

Case 2: v ≥ 0.
Then p′ = (v−γ(1− ξ))∧0 ≥ −γ(1− ξ). Choose ε = −p′ ≤ γ(1− ξ) < η1/4. Thus,
1− ε ≥ 1− η1

4 and

I(p) ≤ C(K)|s′ − s|1−εδ̄0
N < C1(γ,K)|s′ − s|1−η1/4.

In either case I(p) ≤ C1(K)|s′ − s|1−η1/2δ̄v∧0
N . Hence,

J1 ≤ c4(K)|s′ − s|1−η1/2[δ̄
(γγm−1−α/2)∧0
N + a2βγ

n δ̄
γ−1−α/2
N ]. (9.57)

And this completes the proof.

Notation: d̃((s, t, x), (s′, t′, x′)) :=
√
|s− s′| +

√
|t− t′| + |x − x′|, s, t, s′, t′ ∈

R+, x, x
′ ∈ Rq.

As a corollary of all the previous calculations, we get a bound on Qtot
δ,η0

as defined
in (9.47).

Corollary 9.4.10. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all
K ∈ N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.4.10(K,R),
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N9.4.10(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that
∀η1 ∈ (1/R, 1/2), η0 ∈ (1/R, η1/32) δ ∈ [an, 1], N ∈ N, (t, x) ∈ R+ × Rq the
following holds.

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.4.10}
Qtot
δ,η0(s, t, x, s′, t′, x′) ≤ c9.4.10(a−2ε0

n + 24N9.4.10)d̃2−η1[
δ−1−α/2d̄γγmN + δ−1−α/2a2βγ

n d̄2γ
N + δ̄

(γγm−1−α/2)∧0
N + a2βγ

n δ̄
γ−1−α/2
N

]
∀0 ≤ s ≤ t ≤ t′ ≤ TK , |x′| ≤ K + 1.

(9.58)

Here d̃ = d̃((s, t, x), (s′, t′, x′)), d̄N = d((t, x), (t′, x′)) ∨ 2−N and δ̄N = δ ∨ d̄N .
Moreover, N9.4.10 is stochastically bounded uniformly in (n, β).

Proof. The proof simply consists of putting together the last lemmas. Let N9.4.10 =
N9.4.5 ∨N9.4.6 ∨N9.4.7 ∨N9.4.8 ∨N9.4.9, which is then clearly uniformly bounded in
(n, β) and c0 = c9.4.5 ∨ c9.4.6 ∨ c9.4.7 ∨ c9.4.8 ∨ c9.4.9. Then,

Qtot
δ,η0(s, t, x, s′, t′, x′) ≤ 5c0(a−2ε0

n + 24N9.4.10){d̃2−η1 [δ̄
(γγm−1−α/2)∧0
N + a2βγ

n δ̄
(γ−1−α/2)∧0
N ]

+ d̃2−η1
N δ−1−α/2[d̄2γγm

N + a2βγ
n d2γ

N + (|t− t′|1/2 ∧ 1)4γ ]}
≤ c9.4.10(a−2ε0

n + 24N9.4.10)d̃2−η1 [δ−1−α/2d̄γγmN + δ−1−α/2a2βγ
n d̄2γ

N

+ δ̄
(γγm−1−α/2)∧0
N + a2βγ

n δ̄
γ−1−α/2
N ].

Notation: In the following, the α of [MP11] is replaced by λ ∈ [0, 1]. Introduce

∆̄u′1
(m,n, λ, ε0, 2

−N ) = a−ε0n [a−λ/2(1+α/2)
n 2−Nγγm + (aλ/2n ∨ 2−N )(γγm−1−α/2)∧0

+ a−λ/2(1+α/2)+βγ
n (aλ/2n ∨ 2−N )γ ].

(9.59)

Proposition 9.4.11. Let 0 ≤ m ≤ m̄+ 1 and assume that (Pm) holds. Then, for
all n ∈ N, η1 ∈ (0, 1/2], ε0 ∈ (0, 1),K ∈ N≥K1 , λ ∈ [0, 1], β ∈ [0, 1/2] there is an
N9.4.11 = N9.4.11(m,n, η1, ε0,K, λ, β)(ω) ∈ N≥2 almost surely such that for all N ≥
N9.4.11, (t, x) ∈ Z(N,n,K, β), s ≤ t ≤ t′, s′ ≤ t′ ≤ TK and d((s, t, x)(s′, t′, x′)) <
2−N , it holds that

|Faλn,l(s, t, x)− Faλn,l(s
′, t′, x′)| ≤ 2−86q−4d̃1−η1∆̄u′1

(m,n, λ, ε0, 2
−N ) , l = 1, . . . , q.

(9.60)
Moreover, N9.4.11 is stochastically bounded uniformly in (n, λ, β).
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Proof. We do the proof for l = 1 only, see Remark 9.4.4. Let R = 33η−1
1 , η0 ∈

(R−1, η1/32) and consider the case s ≤ t in the beginning only. Set

d = d((t, x), (t′, x′)),

d̃ =
√
|s′ − s|+ d,

d̄N = d ∨ 2−N ,

δ̄n,N = aλn ∨ d̄2
N .

By Corollary 9.4.10 for (t, x) ∈ Z(N,n,K, β), N ≥ N9.4.10 it holds that:

Qtot
aλn,η0

(s, t, x, s′, t′, x′)1/2 ≤ c9.61(K, η1)(a−ε0n + 22N9.4.10)d̃1−η1/2

[(aλn)−1/2(1+α/2)[d̄γγmN + aβγn d̄γN ]

+ δ̄
(γγm−1−α/2)/2∧0
n,N + aβγn δ̄

(γ−1−α/2)/2
n,N ]

∀s ≤ t ≤ t′, s′ ≤ t′ ≤ TK , |x′| ≤ K + 2.

(9.61)

Therefore, define

∆(m,n, d̄N ) = 2−96a−ε0n {a−λ/2(1+α/2)
n [d̄γγmN + aβγn d̄γN ]

+ (
√
δ̄n,N )(γγm−1−α/2)∧0 + aβγn (

√
δ̄n,N )γ−1−α/2}(q54c(q))−1,

which satisfies

∆(m,n, 2−N+1) ≤ (2γγm ∨ 2γ ∨ 20 ∨ 2γ−1−α/2)∆(m,n, 2−N ) ≤ 4∆(m,n, 2−N ).

Choose N3 = 33
η1

[N9.4.10 +N4(K, η1)]++ 4
η1

(8+10 log q), where N4 is chosen in such
a way that

q74c(q)c1(K, η1)[a−ε0n + 22N9.4.10 ]2−η1N3/4 ≤ c9.61(K, η1)[a−ε0n + 22N9.4.10 ]2−8N9.4.10−8N4

≤ a−ε0n 2−100,

i.e. N4 = N4(an, ε0, N9.4.10, c9.61) and hence, N3 = N3(n, ε0, N9.4.10,K, η1), which
is stochastically uniformly bounded in (n, λ, β).

Let N ′ ∈ N be such that d̃ ≤ 2−N
′
, which implies d̃1−η1/2 ≤ 2−N

′η1/4d̃1−3η1/4.
Then, it is true that on the event

{ω :(t, x) ∈ Z(N,n,K + 1, β), N ≥ N3, N
′ ≥ N3},

we have that

Qtot
aλn,η0

(s, t, x, s′, t′, x′)1/2 ≤ c1(K, η1)(a−ε0n + 22N9.4.10)

2−N
′η1/4d̃1−3η1/42100aε0n ∆(m,n, d̄N )(q74c(q))

≤ d̃1−3η1/4 1

16
∆(m,n, d̄N ),
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whenever s ≤ t ≤ t′, s′ ≤ t′ ≤ Tk, |x′| ≤ K + 2. Remembering the decomposition
of Fδ,1 in (9.46) into the sum of 3 martingales and applying the Dubins-Schwarz-
Theorem (Theorem 3.2.8) we can write as long as s ≤ t ≤ t′, s′ ≤ t′ and d̃ ≤ 2−N :

P[|Faλn,1(s, t, x)− Faλn,1(s′, t′, x′)| ≥ d((s, t, x)(s′, t′, x′))1−η1∆(m,n, d̄N )

(t, x) ∈ Z(N,n,K + 1, β), N ′ ∧N ≥ N3, t
′ ≤ TK ]

≤ 3P[ sup
u≤d̃2−3η1/2(∆(m,n,d̄N )/16)2

|B(u)| ≥ d̃1−η1∆(m,n, d̄N )/3]

≤ 3P[sup
u≤1
|B(u)| ≥ d̃−η1/4]

≤ c
∫ ∞
d̃−η1/4

exp(−y2/2) dy

≤ c0 exp(−d̃−η1/2/2), (9.62)

where we used the Reflection Principle in the next to last inequality.
Next, apply Lemma 9.8.1, where we should make clear what the parameters are.
We take

q1 = q2 = 1, q3 = q, r = 3, E = R2
+ × Rq,

q̄ = q + 2, v1 = v2 = 2, v3 = 1, v0 = 0,

n̂ = (m,n, λ, β), S = N2 × [0, 1/2]× (0, 1),

Σ(N,K, n̂) = Z(N,n,K, β),Σ′(N) = E ∩ {0} × {0 ≤ t ≤ TK} × Rq,
s = 1, α1 = 1,∆1(n̂, 2−N ) = ∆(m,n, 2−N ), k1 = 4, c(α1) ≤ 4, η = η1,

Yn̂(y) = Faλn,1(s, t, x) with y = (s, t, x), N0(η,K, n̂) = N3(n, ε0, N9.4.10,K, η1).

Note that the N0 is uniformly bounded in n̂. Then, we obtain for N ≥ N9.4.11 :=
N1(η,K, n̂) and (t, x) ∈ Z(N,n,K, β)(ω), d̃ = d((s, t, x), (s′, t′, x′)) ≤ 2−N , s ≤ K
and s ≤ t, s′ ≤ t′ ≤ TK :

|Faλn,1(s, t, x)− Faλn,1(s′, t′, x′)| ≤ 32(q + 2)4c(q)+1∆(m,n, 2−N )d̃1−η1 . (9.63)

Thus,

|Faλn,1(s, t, x)− Faλn,1(s′, t′, x′)| ≤ 2−88q−4d̃1−η1∆̄u′1
(m,n, λ, ε0, 2

−N ). (9.64)

However, if t′ ≤ t, then (t′, x′) ∈ Z(N − 1, n,K + 1, β) interchange (s, t, x) with
(s′, t′, x′) and we give the same estimate as (9.61) to bound

Qtotaλn
(s′, t′, x′, s, t, x) ≤ 4RHS of (9.61),

as always “RHS” stands for “the right hand side of”. Proceeding as in the case
t ≤ t′, we end up with (9.64) replaced by:

|Faλn,1(s′, t′, x′)− Faλn,1(s, t, x)| ≤ 2−86q−4d̃1−η1∆̄u′1
(m,n, λ, ε0, 2

−N ).
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This does the proof for the first coordinate and clearly the constant c9.4.11 and
N9.4.11 can be chosen such that the result holds uniformly for all dimensions 1 ≤
l ≤ q.

So, applying Proposition 9.4.11 for any dimension l = 1, . . . , q, we get for the gra-
dient ∇u1,δ(t, x) = (Fδ,l(t, t, x))1≤l≤q (remember the Stochastic Fubini Theorem):

Corollary 9.4.12. Let 0 ≤ m ≤ m̄+ 1 and assume that (Pm) holds. Let n, η1, ε0,
K, λ and β be as in Proposition 9.4.11. For all N ≥ N9.4.11, (t, x) ∈ Z(N,n,K, β),
x′ ∈ Rq and t′ ≤ TK :

d((t, x), (t′, x′)) ≤ 2−N implies that

|∇u1,aλn
(t, x)−∇u1,aλn

(t′, x′)| ≤ 2−85q−2 d((t, x), (t′, x′))1−η1∆̄u′1
(m,n, λ, ε0, 2

−N ).

This result gives us something like a Hölder regularity of the gradient ∇u1,δ with
δ = aλn. This will be helpful later.
Recalling the definition of Jn,i, however, we just “know” the range of the gradients
of u1,δ for δ = an. But it will be helpful to find a result relating this range to the
gradients of u1,δ for δ = aλn. The definition of Fδ,l allows us to relate these two
gradients, since for δ ≥ an and s = t− δ + an:

∂xlu1,δ(t, x) = ∂xlPδ(u(t−δ)+)(x) = ∂xlPt−s+an(u(s−an)+)(x)

= −Fan,l(s, t, x) (9.65)

= −Fan,l(t− δ + an, t, x).

Note the last equality holds for any t, δ, an ≥ 0, where they are trivial if t− δ ≤ 0.
Again we will give the proof for l = 1 only, see Remark 9.4.4.

Lemma 9.4.13. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all
K ∈ N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.4.13(K),
N9.4.13(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that ∀η1 ∈ (1/R, 1/2), N ∈ N,
(t, x) ∈ R+ × Rq the following holds.

For ω ∈{(t, x) ∈ Z(N,n,K, β), N ≥ N9.4.13}
QS,an(s, t, t, x) ≤ c9.4.13(K)[a−2ε0

n + 24N9.4.13 ][
|t− s|1−η1/4(((t− s) ∨ an)(γγm−1−α/2) + a2βγ

n ((t− s) ∨ an)(γ−1−α/2))

+ 1{an < 2−2N}((t− s) ∧ an)a−1−α/2
n 2Nη1/2[2−2Nγγm + a2βγ

n 2−2Nγ ]
]

∀0 ≤ s ≤ t.
(9.66)
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Proof. Let ξ = (1−(4γR)−1)∨(3/2−(2γ)−1) and setN9.4.13 = N1(m,n, ξ(R), ε0,K, β).
We can assume that t ≥ an and hence for all 0 ≤ r ≤ t− an :

|t− r|1/2 ≥ |t− (t− an)|1/2 = a1/2
n

and

2−N ∨ d((r, w), (t, x)) ≥ a1/2
n .

Use this in Lemma 9.4.3 to obtain

QS,an(s, t, t, x) =

∫ t−δ

(s−δ)+
dr

∫
Rq
dw

∫
Rq
dz pt′−r,1(w − x′)pt′−r,1(z − x′)

R2γ
0 eR1(|w|+|z|)|u(r, w)|γ |u(r, z)|γ (|w − z|−α + 1)

≤ C9.4.3

∫ t−δ

(s−δ)+

∫
Rq
dw

∫
Rq
dz pt−r,1(w − x)pt−r,1(z − x)e(R1+γ)(|w−x|+|z−x|)

R2γ
0 e2R1|x|(2−N ∨ (t− r)1/2 + |x− w|)ξγ(2−N ∨ (t− r)1/2 + |x− z|)ξγ

[(2−N ∨ (t− r)1/2 + |x− w|)γm−1 + aβn]γ

[(2−N ∨ (t− r)1/2 + |x− z|)γm−1 + aβn]γ(|w − z|−α + 1).

By Lemma 9.3.6, we can evaluate the spatial integrals

QS,an(s, t, t, x) ≤ C9.4.3c(K)

∫ t−an

(s−an)+
dr (t− r)−1−α/2

(2−N ∨ (t− r)1/2)2ξγ [(2−N ∨ (t− r)1/2)2γ(γm−1) + a2βγ
n ]

= C9.4.3c(K)

[

∫ t−an

(s−an)+
dr (t− r)−1−α/2+γξ+γ(γm−1) + a2βγ

n (t− r)−1−α/2+γξ

+ 2−2Nγξ[2−2Nγ(γm−1) + a2βγ
n ]

∫ t−an

(s−an)+
1{r ≥ t− 2−2N}(t− r)−1−α/2 dr]

= c(J1 + J2).

As in Lemma 9.4.9 there are two integrals to consider now. For J2 we do

J2 = 2−2Nγξ[2−2Nγ(γm−1) + a2βγ
n ]

∫ t−an

(s−an)+
1{r ≥ t− 2−2N}(t− r)−1−α/2 dr

≤ 2−2Nγξ[2−2Nγ(γm−1) + a2βγ
n ]1{an ≤ 2−2N}[a−1−α/2

n |t− s| ∧ 2

α
a−α/2n ]

≤ 2−2Nγξ[2−2Nγ(γm−1) + a2βγ
n ]1{an ≤ 2−2N} 2

α
a−1−α/2
n [|t− s| ∧ an].
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And for J1 we first refer to the estimate (9.56) showing that all exponents in the
integrands stay above −1. Before we start, note that for p ∈ (−(1 + γ)/2, 1).∫ t−an

(s−an)+
(t− r)p dr ≤ 2

1− γ
[(t− (s− an))p+1 − ap+1

n ]

≤ 4

1− γ
(t− s)[(t− s) ∨ an]p

by the Mean Value Theorem and a+ b ≤ 2(a ∨ b). Then, we get for J1:

J1 = C9.4.3c(R1,K, γ)

∫ t−an

(s−an)+
dr (t− r)−1−α/2+γξ+γ(γm−1) + a2βγ

n (t− r)−1−α/2+γξ

≤ 4

1− γ
(t− s)[((t− s) ∨ an)γ(γm+ξ−1)−1−α/2 + a2βγ

n ((t− s) ∨ an)ξγ−1−α/2]

≤ C9.4.3c1(α, d,R1,K, γ)(t− s)1−γ(1−ξ)

[((t− s) ∨ an)γγm−1−α/2 + a2βγ
n ((t− s) ∨ an)γ−1−α/2].

In the last line we just used that for p < q < 1 it holds that (a ∨ b)p = (a ∨ b)q(a ∨
b)p−q ≤ (a ∨ b)qap−q.
Putting all things together and using γ(1−ξ) ≤ (4R)−1 < η1/4, the proof ends.

Proposition 9.4.14. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. Then for
all n ∈ N, η1 ∈ (0, 1/2], ε0 ∈ (0, 1),K ∈ N≥K1 , β ∈ [0, 1/2] there is an N9.4.14 =
N9.4.14(m,n, η1, ε0,K, β)(ω) ∈ N≥2 almost surely such that ∀N ≥ N9.4.14, (t, x) ∈
Z(N,n,K, β) and 0 ≤ t− s ≤ N−8/η1 it holds that for l = 1, . . . , q:

|Fan,l(s, t, x)− Fan,l(t, t, x)| ≤ 2−78q−1a−ε0n [2−N(1−η1)(a1/2
n ∨ 2−N )(γγm−1−α/2)∧0

+ 2Nη1a−α/4n (2−N√
an

+ 1)(2−Nγγm + aβγn (
√
an ∨ 2−N )γ)

+ q−1(t− s)(1−η1)/2((
√
t− s ∨

√
an)γγm−1−α/2 + aβγn (

√
t− s ∨

√
an)γ−1−α/2)].

Moreover, N9.4.14 is stochastically bounded uniformly in (n, β).

Proof. Let R = 2/η1. We give a proof for l = 1 only. Then, Lemma 9.4.13 implies
that

QS,an(s, t, t, x)1/2 ≤
√
c9.4.13(K)[a−ε0n + 22N9.4.13 ]

[
√
t− sη1/4

√
t− s1−η1/2

((
√
t− s ∨

√
an)γγm−1−α/2 + aβγn (

√
t− s ∨

√
an)γ−1−α/2)

+ 2−Nη1/41{an < 2−2N}((t− s) ∧ an)1/2a−(1+α/2)/2
n 2Nη1/2[2−Nγγm + aβγn 2−Nγ ]]

≤ c1(K)[a−ε0n + 22N9.4.13 ][
√
t− sη1/4

√
t− s1−η1/2

((
√
t− s ∨

√
an)γγm−1−α/2 + aβγn (

√
t− s ∨

√
an)γ−1−α/2)

+ 2−Nη1/4a−α/4n 2Nη1/2[2−Nγγm + aβγn 2−Nγ ]]
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Now, we proceed similarly as in the proof of Proposition 9.4.11. Choose N0 =
N0(K) such that

c1(K)[a−ε0n + 22N9.4.13 ]2−2N9.4.13−2N0 ≤ 2−100a−ε0n

and then observe that for N2(m,n, η1, ε0,K, β) = 8
η1

[N9.4.13 + N0(K) + 3 log(q +

2)(log 2)−1]:

(q + 2)3c1(K,R0)[a−ε0n + 22N9.4.13 ]2−N2η1/4 ≤ c1(K,R0)[a−ε0n + 22N9.4.13 ]2−2N9.4.13−2N0

≤ 2−100a−ε0n .

In the case
√
t− s ≤ 2−N2 , we clearly have (t − s)η1/8 ≤ 2−η1N2/4. For N ≥ N2 it

follows that:

QS,an(s, t, t, x)1/2 ≤ (q + 2)−32−100a−ε0n {
√
t− s1−η1/2

[(
√
t− s ∨

√
an)γγm−1−α/2

+ aβγn (
√
t− s ∨

√
an)γ−1−α/2]

+ a−α/4n 2Nη1/2[2−Nγγm + aβγn 2−Nγ ]}

=:
√
t− s1−η1/2

∆1(m,n,
√
t− s ∨

√
an) + 2Nη1/2∆2(m,n, 2−N ).

(9.67)

With the Dubins-Schwarz Theorem (Theorem 3.2.8) we obtain

P[|Fan,1(s, t, x)− Fan,1(t, t, x)| ≥
√
t− s1−η1

∆1(m,n,
√
t− s ∨

√
an)

+ 2Nη1∆2(m,n, 2−N ), (t, x) ∈ Z(N,n,K, β), N ≥ N2,
√
t− s ≤ 2−N2 ]

≤ P[sup
u≤1
|B(u)| ≥ (t− s)−η1/4 ∧ 2Nη1/2]1{t− s ≤ 1}

≤ c0 exp(−1

2
((t− s)−η1/2 ∧ 2Nη1)). (9.68)

Let
`N = 22(N+c(q)+1)N−8/η1 , where (9.69)

c(q) = (log 2)−1 log(q + 2) ≤ q + 1. (9.70)

If N ≥ N3 := 2N2 that easily leads to

N ≥ 2N2 ⇒ N−4/η1 ≤ 2−4N2/η1 ≤ 2−8N2 ≤ 2−N2−1 and (9.71)√
`N2−N−c(q) = 2N+c(q)+1N−4/η12−N−c(q) ≤ 2N−4/η1(≤ 2−N2). (9.72)

We are going to consider

MN = max{
|Fan,1(i2−2(N+c(q)), j2−2(N+c(q)), k2−(N+c(q)))− Fan,1(j2−2(N+c(q)), j2−2(N+c(q)), k2−(N+c(q)))|

(
√
j − i2−(N+c(q)))1−η1∆1(m,n,

√
j − i2−(N+c(q)) ∨√an) + 2Nη1∆2(m,n, 2−N )

,

0 ≤ j − i ≤ `N , (j2−2(N+c(q)), k2−(N+c(q))) ∈ Z(N,n,K, β), i, j ∈ Z+, k ∈ Zq}
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for which it holds by decomposing into the different possible choices for i, j and k
and (9.68):

P[MN ≥ 1, N ≥ N3]

≤ (K + 1)224(N+c(q))(2K + 1)q2q(N+c(q))

c0 exp(−1

2
(`N2−2(N+c(q)))−η1/2 ∧ 2Nη1)1{`N ≥ 1}

= c2(q,K)2(4+q)N exp(−1

2
(
√
`N2−(N+c(q)))−η1 ∧ (2(N+c(q))η12−c(q)η1))1{`N ≥ 1}

≤ c2(q,K)2(4+q)N exp(−1

2
2−c(q)η1(

√
`N2−(N+c(q)))−η1 ∧ (2−(N+c(q)))−η1)1{`N ≥ 1}

≤ c2(q,K)2(4+q)N exp(−2−1−c(q)η1(
√
`N2−(N+c(q)))−η1)

≤ c2(q,K)2(4+q)N exp(−2−2−q/2N4) (by (9.70),(9.72) and η1 ≤ 1/2 ).

Set

AN = {MN ≥ 1, N ≥ N3}

and

N4 = min{N : ω ∈
∞⋂

N ′=N

AcN ′}.

Then, we have for N ≥ N5 = (log 2)1/321+q/6(q + 4)1/3 that

P [N4 ≥ N ] = P [

∞⋃
N ′=N

AN ′ ] ≤ c2(q,K)

∞∑
N ′=N

2(4+q)N ′ exp(−2−2−q/2N ′4)

≤ c3(q,K) exp(−2−3−q/2N4).

Next, choose N6 such that 21−N ≤ N−4/η1 for all N ≥ N6. Then set

N9.4.14 := (N9.4.11 ∨N3 ∨N4 ∨N5 ∨N6) + c(q),

which is uniformly bounded in (n, β) as all of the components are.
From now on, consider the event

N ≥ N9.4.14, (t, x) ∈ Z(N,n,K, β), s ≤ t,
√
t− s ≤ N−4/η1 . (9.73)

Then, there are two cases:
Case 1: t− s ≥ 22(1−N)

As N ≥ N9.4.14 we have N − c(q) ≥ N4, i.e. ω ∈ AcN−c(q). Additionally, N − c(q) ≥
N3 and therefore

MN−c(q) < 1. (9.74)



138 Pathwise Uniqueness

To use this result we need to introduce discrete versions of s, t and x. We set s` =
b22`sc2−2`, t` = b22`tc2−2`, x` =

∑q
k=1 sgn(xk)b2`|xk|c2−`ek, where (ek) are the

standard unit vectors in Rq. Then d((tN , xN ), (t̂0, x̂0)) ≤ 2−N +d((tN , xN ), (t, x)) ≤
2−(N−c(q)). Hence due to the choice of c(q) in (9.70):

(tN , xN ) ∈ Z(N − c(q), n,K, β). (9.75)

Now, split the expressions

|Fan,1(s, t, x)− Fan,1(t, t, x)|
≤ [|Fan,1(s, t, x)− Fan,1(sN , tN , xN )|+ |Fan,1(tN , tN , xN )− Fan,1(t, t, x)|]

+ |Fan,1(sN , tN , xN )− Fan,1(tN , tN , xN )|
= T1 + T2.

Since (t, x) ∈ Z(N,n,K, β), d̃((t, t, x), (tN , tN , xN ))∨d̃((s, t, x), (sN , tN , xN )) ≤ (2+
q)2−N = 2−(N−c(q)) and as N − c(q) ≥ N9.4.11 we can apply Proposition 9.4.11 for
both terms in T1 and obtain

T1 ≤ 2−852−(N−c(q))(1−η1)∆̄u′1
(m,n, 1, ε0, 2

−(N−c(q)))q−4

≤ 2−852c(q)4c(q)q−42−N(1−η1)∆̄u′1
(m,n, 1, ε0, 2

−N )

≤ 2−85q−4q3332−N(1−η1)∆̄u′1
(m,n, 1, ε0, 2

−N )

≤ 2−80q−12−N(1−η1)∆̄u′1
(m,n, 1, ε0, 2

−N ),

where we used ∆̄u′1
(. . . , 2−N+c(q)) ≤ 4c(q)∆̄u′1

(. . . , 2−N ), which can be seen from
(9.59). For T2 we use N ≥ N6:√

b22N tc − b22Nsc2−N ≤
√
tN − sN ≤ 2 · 2−N +

√
t− s

≤ 2N−4/η1

= 2N+1N−4/η12−N

≤ 2N+1(N − c(q))−4/η12−N

=
√
`N−c(q)2

−N (recall (9.69)),

henceb22N tc − b22Nsc ≤ `N−c(q).

Therefore, by (9.74), (9.75) and the definition of MN−c(q):

T2 ≤MN−c(q)[(
√
tN − sN )1−η1∆1(m,n,

√
tN − sN ∨

√
an)

+ 2(N−c(q))η1∆2(m,n, 2−(N−c(q)))]

≤
√
tN − sN

1−η1∆1(m,n,
√
tN − sN ∨

√
an) + 2(N−c(q))η1∆2(m,n, 2−(N−c(q))).
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Since t− s ≥ 22−2N , we can bound t− s by

(t− tN ) + (tN − sN ) + (sN − s) ≤ 21−2N + (tN − sN ) ≤ 1

2
(t− s) + (tN − sN ),

(9.76)

and hence,

1

2
(t− s) ≤ (tN − sN ) (9.77)

and similarly,

(tN − sN ) ≤ t− s+ 2−2N+1 ≤ 2(t− s). (9.78)

Therefore, we get by adding up T1 and T2 and writing out the definition of the
several ∆’s, defined in (9.59) and (9.67):

|Fan,1(s, t, x)− Fan,1(t, t, x)| ≤ 2−80q−12−N(1−η1)∆̄u′1
(m,n, 1, ε0, 2

−N )

+ 2−99a−ε0n

√
t− s1−η1

[(
√
t− s ∨

√
an)γγm−1−α/2 + aβγn (

√
t− s ∨

√
an)γ−1−α/2](q + 2)−3

+ 2−100a−ε0n a−α/4n 2(N−c(q))η1 [2−(N−c(q))γγm + aβγn 2−(N−c(q))γ ](q + 2)−3

≤ 2−80q−12−N(1−η1)a−ε0n [a−1/2(1+α/2)
n 2−Nγγm + (a1/2

n ∨ 2−N )(γγm−1−α/2)∧0

+ a−1/2(1+α/2)+βγ
n (a1/2

n ∨ 2−N )γ ]

+ 2−99(q + 2)−3a−ε0n

√
t− s1−η1

[(
√
t− s ∨

√
an)γγm−1−α/2 + aβγn (

√
t− s ∨

√
an)γ−1−α/2]

+ 2−100(q + 2)−1a−ε0n a−α/4n 2Nη1 [2−Nγγm + aβγn 2−Nγ ].

We can put together the first and third term in the first bracket, and the last
bracket using

2−N(1−η1)a−(1+α/2)/2
n + 2Nη1a−α/4n = a−α/4n 2Nη1 [

2−N
√
an

+ 1].

This gives,

|Fan,1(s, t, x)− Fan,1(t, t, x)| (9.79)

≤ 2−78q−1a−ε0n {a−
α
4

n 2Nη1 [
2−N
√
an

+ 1][2−Nγγm + aβγn (
√
an ∨ 2−N )γ ]

+ (
√
an ∨ 2−N )(γγm−1−α/2)∧02−N(1−η1)}

+ 2−99q−1a−ε0n

√
t− s1−η1

[(
√
t− s ∨

√
an)(γγm−1−α/2) + aβγn (

√
t− s ∨

√
an)γ−1−α/2].
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Case 2. t− s ≤ 22(1−N)

Our assumptions (9.73) imply that (t, x) ∈ Z(N − 1, n,K, β), s ≤ t ≤ K,N − 1 ≥
N9.4.11 and (in this case)

d̃((s, t, x), (t, t, x)) ≤ 2−(N−1).

Now, just use Proposition 9.4.11 and obtain

|Fan,1(s, t, x)− Fan,1(t, t, x)| ≤ 2−86q−4(
√
t− s)1−η1∆̄u′1

(m,n, 1, ε0, 2
−(N−1))

≤ 2−83q−12−N(1−η1)a−ε0n[
a−α/4n 2−Nγγm + (a1/2

n ∨ 2−N )(γγm−1−α/2)∧0 + aβγn a−(1+α/2)/2
n (2−N ∨ a1/2

n )γ
]

≤ 2−83q−1a−ε0n {a−α/4n 2Nη1(
2−N
√
an

)(2−Nγγm + aβγn (2−N ∨ a1/2
n )γ)

+ 2−N(1−η1)(a1/2
n ∨ 2−N )(γγm−1−α/2)∧0}.

And this term is bounded by the first terms on the right-hand side of (9.79).

Remark 9.4.15. We could have tried to obtain a more general version of Lemma
9.8.1 to be applied in the previous proof, but note that we used Proposition 9.4.11
just right after (9.75). So there needed to be some a-priori regularity assumption
in Lemma 9.8.1 which made it quite more complicated.

There is a similar result for Gδ in a special case, which will be needed later:

Proposition 9.4.16. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For any
n ∈ N, η1 ∈ (0, 1/2), ε0 ∈ (0, 1), K ∈ N≥K1, λ ∈ [0, 1] and β ∈ [0, 1/2], there is
an N9.4.16 = N9.4.16(m,n, η1, ε0,K, λ, β) ∈ N a.s. such that for all N ≥ N9.4.16,
(t, x) ∈ Z(N,n,K, β), s ≤ t and

√
t− s ≤ 2−N ,

|Gaλn(s, t, x)−Gaλn(t, t, x)| ≤2−95a−ε0n (t− s)(1−η1)/2a−λα/4n

[(aλ/2n ∨ 2−N )γγm + aβγn (
√
an ∨ 2−N )γ ].

Moreover, N9.4.16 is stochastically bounded uniformly in (n, λ, β).

The proof of this Proposition is put in Chapter 9.6. Most of the calculations are
similar and even easier than the ones before: we have to deal directly with the heat
kernels instead of their derivatives. Recall that the goal of this chapter was to do
the induction step of (Pm), i.e. to get good Hölder-estimates on u = u1,δ + u2,δ.
We require some notation to give a result for u1,δ:
Notation:

∆̄u1(m,n, λ, ε0, 2
−N ) = a−ε0−λ(1+α/2)/2

n [aβ+λ(1+α/2)/2
n + 1(m ≥ m̄)(aλ/2n ∨ 2−N )

+ (aλ/2n ∨ 2−N )γγm+1 + aβγn (aλ/2n ∨ 2−N )γ+1]
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and
N ′9.4.17(η) = min{N ∈ N : 21−N ≤ N−8/η}

for a constant η > 0.

Proposition 9.4.17. Let 0 ≤ m ≤ m̄+1 and assume that (Pm) holds. Then for all
n ∈ N, η1 ∈ (0, 1/2∧(2−α)/2), ε0, ε1 ∈ (0, 1),K ∈ N≥K1, λ ∈ [ε1, 1−ε1], β ∈ [0, 1/2]
there is an N9.4.17 = N9.4.17(m,n, η1, ε0,K, λ, β)(ω) ∈ N≥2 almost surely such that
∀N ≥ N9.4.17 and n, λ that satisfy

an ≤ 2−2(N9.4.14+1) ∧ 2−2(N ′9.4.17(η1ε1)+1) and λ ≥ ε1, (9.80)

and (t, x) ∈ Z(N,n,K, β), t′ ≤ TK , x′ ∈ Rq s.t. d((t, x), (t′, x′)) ≤ 2−N it holds that

|u1,aλn
(t, x)− u1,aλn

(t′, x′)| ≤2−90d((t, x), (t′, x′))1−η1∆̄u1(m,n, λ, ε0, 2
−N ).

Moreover, N9.4.17 is stochastically bounded uniformly in (n, λ, β).

Proof. Let

N ′′9.4.17 = 2N9.4.11(m,n, η1/2, ε0,K+ 1, λ, β)∨N9.4.16(m,n, η1/2, ε0,K+ 1, λ, β) + 1,

which is uniformly bounded in (n, λ, β). Assume

N ≥ N ′′9.4.17, (t, x) ∈ Z(N,n,K, β), t′ ≤ TK , d((t, x), (t′, x′)) ≤ 2−N

and that (9.80) holds. Then (t′, x′) ∈ Z(N − 1, n,K + 1, β) and without loss of
generality t′ ≤ t (otherwise, we interchange the role of t′ and t in the following).
We have by definition

Gaλn(t′, t, x) = Pt−t′+aλn(u((t′ − aλn)+, ·))(x) = Pt−t′(u1,aλn
(t′, ·))(x). (9.81)

And therefore, we can write

|u1,aλn
(t′, x′)− u1,aλn

(t, x)| ≤ |u1,aλn
(t′, x′)− u1,aλn

(t′, x)|
+ |u1,aλn

(t′, x)− Pt−t′(u1,aλn
(t′, ·))(x)|

+ |Gaλn(t′, t, x)−Gaλn(t, t, x)|
≡ T1 + T2 + T3. (9.82)

We start with T1. If y ∈ [[x, x′]] = ×qi=1[xi ∧ x′i, xi ∨ x′i], then by Corollary 9.4.12
with η1/2 instead of η1 for 1 ≤ l ≤ q and (9.65):

|∇u1,aλn
(t′, y)| ≤ |∇u1,aλn

(t′, y)−∇u1,aλn
(t, x)|+ |∇u1,aλn

(t, x)−∇u1,aλn
(t̂0, x̂0)|

+ |∇u1,aλn
(t̂0, x̂0)−∇u1,an(t̂0, x̂0)|+ aβn.

≤ 2−84q−22−N(1−η1/2)∆̄u′1
(m,n, λ, ε0, 2

−N )

+ q max
l=1,...,q

(|Fan,l(t̂0 − aλn + an, t̂0, x̂0)− Fan,l(t̂0, t̂0, x̂0)|) (9.83)

+ aβn.
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Choose N ′ = N ′(n) such that 2−N
′−1 ≤ √an ≤ 2−N

′
. By (9.80) we have N ′ ≥

N9.4.14 and N ′ ≥ N ′9.4.17(η1ε1), hence

aλ/2n ≤ 2−N
′λ ≤ 2−N

′ε1 ≤ N ′−
8ε1
η1ε1 = N ′−8/η1 (9.84)

and
|u(t̂0, x̂0)| ≤ an = an ∧ (

√
an2−N

′
). (9.85)

Therefore (t̂0, x̂0) ∈ Z(N ′, n,K, β), and we apply Proposition 9.4.14 with N ′ instead
of N , (t̂0, x̂0) instead of (t, x), η1/2 instead of η1 and s = t̂0 − aλn + an:

|Fan,l(t̂0 − aλn + an, t̂0, x̂0)− Fan,l(t̂0, t̂0, x̂0)|

≤ 2−78q−1a−ε0n [2
√
an

1−η1/22
√
an

(γγm−1−α/2)∧0 + 3a
−α+η1

4
n (4aγγm/2n + 2aβγn aγ/2n )

+ aλ(1−η1/2)/2
n (aλ(γγm−1−α/2)/2

n + aβγn aλ(γ−1−α/2)/2
n )].

The second term can now be bounded by the third one, since
√
an ≤ aλ/2n :

|Fan,l(t̂0 − aλn + an, t̂0, x̂0)−Fan,l(t̂0, t̂0, x̂0)|

≤ 2−75q−1a−ε0n [
√
an

1−η1/2√an(γγm−1−α/2)∧0

+ aλ(1−η1/2)/2
n (aλ(γγm−1−α/2)/2

n + aβγn aλ(γ−1−α/2)/2
n )].

Now, use that

1− η1

2
+ γγm − 1− α

2
> −η1

2
+ (

1

2
+
α

4
)γm −

α

2

≥ −η1

2
+

1

2
− α

4
> 0, as long as η1 < (2− α)/2

to estimate
√
an

1−η1/2√an(γγm−1−α/2)∧0 ≤ (aλ/2n ∨ 2−N )1− η1
2

+(γγm−1−α/2).

Now we put together the estimate for (9.83):

|∇u1,aλn
(t′, y)| ≤ 2−74a−ε0n {2−N(1−η1/2)(aλ/2n ∨ 2−N )(γγm−1−α/2)∧0

+ (2−N )1− η1
2 a−λ(1+α/2)/2

n [2−Nγγm + (aλ/2n ∨ 2−N )γaβγn ]

+ (aλ/2n ∨ 2−N )1− η1
2

+(γγm−1−α/2)

+ aλ(1−η1/2)/2
n a−λ(1+α/2)/2

n (a
λ
2
γγm

n + a
βγ+λ

2
γ

n )}
+ aβn

≤ aβn + 2−73a−ε0n (aλ/2n ∨ 2−N )1− η1
2

[(aλ/2n ∨ 2−N )(γγm−1−α/2)∧0 + a−λ(1+α/2)/2
n (aλ/2n ∨ 2−N )γγm

+ a−λ(1+α/2)/2
n aβγn (aλ/2n ∨ 2−N )γ ]

=: aβn + 2−73∆̃u1(m,n, λ, ε0, η1, a
λ/2
n ∨ 2−N ). (9.86)
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With this estimate and the Mean Value Theorem in Rq we obtain

T1 ≤ |x− x′|(aβn + 2−73∆̃u1(m,n, λ, ε0, η1, a
λ/2
n ∨ 2−N )). (9.87)

Additionally, Proposition 9.4.16 gives

T3 ≤ 2−92|t− t′|
1
2

(1−η1)a
−ε0−λα4
n [(aλ/2n ∨ 2−N )γγm + (aλ/2n ∨ 2−N )γaβγn ]. (9.88)

For T2 = |u1,aλn
(t′, x) − Pt−t′(u1,aλn

(t′, ·))(x)| a bit more work is required. Let
(B(s) : s ≥ 0) be a q-dimensional Brownian Motion started in x ∈ Rq under the
law Px.
First, assume that

|B(t− t′)− x| ≤ 2−
3
2
N9.4.11 .

Then,
√
t− t′ ≤ D := d((t′, B(t− t′)), (t, x)) ≤

√
t− t′ + 2−

3
2
N9.4.11

≤ 2−N + 2−
3
2
N9.4.11

≤ 2−2N9.4.11 + 2−
3
2
N9.4.11 ≤ 2−N9.4.11 .

(9.89)

Next, choose N ′ ∈ {N9.4.11, . . . , N} in such a way that

(a) if D ≤ 2−N then N ′ := N

(b) if D > 2−N then 2−N
′−1 < D ≤ 2−N

′
.

In Case (b) we have

2−N
′−1 ≤ 2−N + |B(t− t′)− x|, hence 2−N

′ ≤ 21−N + 2|B(t− t′)− x|

and trivially in Case (a):

2−N
′

= 2−N ≤ 21−N + 2|B(t− t′)− x|.
If y ∈ Rq such that |y − x| ≤ |B(t− t′)− x|, then for (t, x) ∈ Z(N ′, n,K, β) do the
estimate of (9.86) to obtain:

|∇u1,aλn
(t′, y)| ≤ 2−73a−ε0n (aλ/2n ∨ 2−N

′
)1− η1

2

[(aλ/2n ∨ 2−N
′
)(γγm−1−α/2)∧0 + a−λ(1+α/2)/2

n (aλ/2n ∨ 2−N
′
)γγm

+ a−λ(1+α/2)/2
n aβγn (aλ/2n ∨ 2−N

′
)γ ] + aβn

≤ 2−70a−ε0n (aλ/2n + 2−N + |B(t− t′)− x|)1− η1
2

[(aλ/2n ∨ 2−N )(γγm−1−α/2)∧0

+ a−λ(1+α/2)/2
n (aλ/2n + 2−N + |B(t− t′)− x|)γγm

+ a−λ(1+α/2)/2
n aβγn (aλ/2n + 2−N + |B(t− t′)− x|)γ ] + aβn.
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If we use the multidimensional Mean Value Theorem we can write where expectation
is taken over B alone:

Ex[1{|B(t− t′)− x| ≤ 2−
3
2
N9.4.11}|u1,aλn

(t′, x)− u1,aλn
(t′, B(t− t′))|]

≤ E0[|B(t− t′)|{a−ε0n (aλ/2n + 2−N + |B(t− t′)|)1− η1
2

[(aλ/2n ∨ 2−N |)(γγm−1−α/2)∧0 + a−λ(1+α/2)/2
n (aλ/2n + 2−N + |B(t− t′)|)γγm

+ a−λ(1+α/2)/2
n aβγn (aλ/2n + 2−N + |B(t− t′)|)γ ] + aβn}]

≤ c1

√
t− t′{a−ε0n (aλ/2n + 2−N +

√
t− t′)1− η1

2

[(aλ/2n ∨ 2−N )(γγm−1−α/2)∧0 + a−λ(1+α/2)/2
n (aλ/2n + 2−N +

√
t− t′)γγm

+ a−λ(1+α/2)/2
n aβγn (aλ/2n + 2−N +

√
t− t′)γ ] + aβn}

using |t− t′| ≤ 2−2N bound this by

≤ c2

√
t− t′{a−ε0n (aλ/2n + 2−N )1− η1

2

[(aλ/2n ∨ 2−N )(γγm−1−α/2)∧0 + a−λ(1+α/2)/2
n (aλ/2n + 2−N )γγm

+ a−λ(1+α/2)/2
n aβγn (aλ/2n + 2−N )γ ] + aβn}

≤ c3

√
t− t′{aβn + a−ε0n (aλ/2n ∨ 2−N )1− η1

2

[a−λ(1+α/2)/2
n (aλ/2n ∨ 2−N )γγm + (aλ/2n ∨ 2−N )(γγm−1−α/2)∧0+

aβγ−λ(1+α/2)/2
n (aλ/2n ∨ 2−N )γ ]}

=: c3

√
t− t′{aβn + ∆̃u1(m,n, λ, ε0, η1, a

λ/2
n ∨ 2−N )}.

This was the estimate for the “good” B. Turning to the “bad” B we observe that
for K ≥ K1 and t′ ≤ TK it is always true that

|u1,aλn
(t′, y)| ≤ Ey[|u((t′ − aλn)+, B(aλn))|] ≤ 2KEy[e|B(aλn)|] ≤ 2Ke1+|y|.

Since t− t′ ≤ 2−4N9.4.11 it is true that

2−
3
2
N9.4.11 ≥ (t− t′)

3
8 .

Therefore,

Ex[1{|B(t− t′)− x| > 2−
3
2
N9.4.11}|u1,aλn

(t, x)− u1,aλn
(t′, B(t− t′))|]

≤ P0[|B(t− t′)− x| > 2−
3
2
N9.4.11 ]1/28eK(Ex[e2|B(t−t′)| + e2|x|])1/2

≤ P0[B(1) > (t− t′)−1/2(t− t′)3/8]1/2c(K)

≤ c((t− t′)16/8E0[|B(1)|16])1/2

≤ c(t− t′) ≤ c
√
t− t′∆̃u1 .



9.4 Local bounds on the difference of two solutions 145

Hence we can conclude that:

T2 ≤ c
√
t− t′{aβn + ∆̃u1(m,n, λ, ε0, η1, a

λ/2
n ∨ 2−N )}. (9.90)

Now, put (9.87), (9.88) and (9.90) together to obtain

|u1,aλn
(t′, x′)− u1,aλn

(t, x)|

≤ cd((t, x), (t′, x′))[aβn + ∆̃u1(m,n, λ, ε0, η1, a
λ/2
n ∨ 2−N )]

+ 2−92|t− t′|
1
2

(1−η1)a
−ε0−λα4
n [(aλ/2n ∨ 2−N )γγm + (aλ/2n ∨ 2−N )γaβγn ].

= cd((t, x), (t′, x′)){aβn + a−ε0n (aλ/2n ∨ 2−N )1−η1/2a
−λ

2
(1+α/2)

n

[(aλ/2n ∨ 2−N )γγm + a
λ
2

(1+α/2)
n (aλ/2n ∨ 2−N )(γγm−1−α/2)∧0 + aβγn (aλ/2n ∨ 2−N )γ ]}

+ 2−92d((t, x), (t′, x′))1−η1a−ε0n a
−λ

2
(1+α/2)

n a
λ
2
n [(aλ/2n ∨ 2−N )γγm + aβγn (aλ/2n ∨ 2−N )γ ].

Next use d((t, x), (t′, x′)) ≤ 2−N , such that dη1/2(a
λ/2
n ∨ 2−N )−η1/2 ≤ (2−N )0 = 1

and aε0n ≤ 1 to bound the above by:

≤ (c2−N
η1
2 + 2−92)d((t, x), (t′, x′))1−η1a−ε0−λ(1+α/2)/2

n

{aβnaλ(1+α/2)/2
n + (aλ/2n ∨ 2−N )[(aλ/2n ∨ 2−N )γγm + aβγn (aλ/2n ∨ 2−N )γ

+ aλ(1+α/2)/2
n (aλ/2n ∨ 2−N )(γγm−1−α/2)∧0]}.

Choose N1(K, η1) so large that 2−
η1
2
N1c ≤ 2−92, and N9.4.17 = N ′′9.4.17 ∨ N1 which

then clearly is stochastically bounded in n, λ, β. For N ≥ N9.4.17 and m < m̄ we
have

aλ(1+α/2)/2
n (aλ/2n ∨ 2−N )(γγm−1−α/2)∧0 ≤ (aλ/2n ∨ 2−N )1+α/2(aλ/2n ∨ 2−N )(γγm−1−α/2)∧0

≤ (aλ/2n ∨ 2−N )γγm .

If m ≥ m̄ the left hand side is bounded by a
λ/2(1+α/2)
n Therefore, we can write

|u1,aλn
(t′, x′)− u1,aλn

(t, x)| ≤

≤ 2−90d1−η1a−ε0n a−λ(1+α/2)/2
n + 1(m ≥ m̄)(aλ/2n ∨ 2−N )

[aβna
λ(1+α/2)/2
n + ((aλ/2n ∨ 2−N )γγm+1 + aβγn (aλ/2n ∨ 2−N )γ+1]

= 2−90d((t, x), (t′, x′))1−η1∆̄u1(m,n, λ, ε0, 2
−N ).

And this is what we wanted to show.
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We also would like to obtain a similar result for u2,δ. We postpone its proof
which is simpler than the previous calculations to Section 9.7.
Notation:

∆̄1,u2(m,n, ε0, 2
−N ) = a−ε0n 2−Nγ [(a1/2

n ∨ 2−N )γ(γm−1) + aβγn ], (9.91)

∆̄2,u2(m,n, λ, ε0) = a−ε0n [a
λ
2

(γ̃m+1−1)
n + aβγn a

λ
2

(γ−α/2)
n ]. (9.92)

Proposition 9.4.18. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. Then for
all n ∈ N, η1 ∈ (0, α/4 ∧ (2 − α)/2), ε0 ∈ (0, 1),K ∈ N≥K1, λ ∈ [0, 1], β ∈ [0, 1/2]
there is an N9.4.18 = N9.4.18(m,n, η1, ε0,K, λ, β)(ω) ∈ N almost surely such that
∀N ≥ N9.4.18, (t, x) ∈ Z(N,n,K, β), t′ ≤ TK

d := d((t, x), (t′, x′)) ≤ 2−N implies that

|u2,aλn
(t, x)− u2,aλn

(t′, x′)| ≤ 2−94(d(1−α/2)(1−η1)∆̄1,u2 + d1−η1∆̄2,u2).

Moreover, N9.4.18 is stochastically bounded uniformly in (n, λ, β).

Now, we are ready to finish the chapter, that means to do the induction step in
the proof of Proposition 9.4.2:

Proof of Proposition 9.4.2:
Let 0 ≤ m ≤ m̄ and assume that (Pm) holds. We want to show (Pm+1). Let
therefore ε0 ∈ (0, 1), M = d 2

ε0
e, ε1 = 1

M ≤ ε0/2 and λi = iε1 for i = 1, . . . ,M .
Then, clearly λi ∈ [ε1, 1] for all i = 1, . . . ,M .
Let n, ξ,K, β be as in (Pm) and w.l.o.g. ξ is sufficiently large, such that for η1 := 1−ξ
we have η1 <

α
4 ∧ (1− α

2 ). Set ξ′ = (1 + ξ)/2 ∈ (ξ, 1) and

N2(m,n, ξ, ε0,K, β)(ω) =

M∨
i=1

N9.4.17(m,n, η1, ε0/2,K + 1, λi, β).

N3(m,n, ξ, ε0,K, β)(ω) =
M∨
i=1

N9.4.18(m,n, η1, ε0/2,K + 1, λi, β).

N4(m,n, ξ, ε0,K, β)(ω) = d 2

1− ξ
e(N9.4.14 ∨N9.4.17′ + 1)

=:
1

1− ξ
N5.

N1 = N2 ∨N3 ∨N4 ∨N0(ξ′,K) + 1 ∈ N,

where N0(ξ′,K) is the constant we obtained from Theorem 5.3.3. By the results
on each of the single constants we know that N1 is then stochastically bounded
uniformly in (n, β). Let now

N ≥ N1, (t, x) ∈ Z(N,n,K, β), t′ ≤ TK and d := d((t, x), (t′, x′)) ≤ 2−N .
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There are two cases for the values of n to consider.
We start with the case of small n:

an > 2−N5(m,n,η1,ε0,K,β), (9.93)

which implies
√
an

γ̃m+1−1 ≥ a
1/2
n ≥ 2−N5/2. As N ≥ N0(ξ′,K) we get by (P0) in

the case ε0 = 0:

|u(t′, x′)| ≤ 2−Nξ
′

≤ 2−Nξ
′
[(
√
an ∨ 2−N )γ̃m+1]2N5/2

≤ 2−N(1−ξ)/22N5/22−Nξ[(
√
an ∨ 2−N )γ̃m+1 + aβn]

≤ 2−Nξ[(
√
an ∨ 2−N )γ̃m+1 + aβn].

This already completes the first case.
For large n, i.e.:

an ≤ 2−N5 (9.94)

let N ′ = N − 1 ≥ N2 ∨ N3, which gives (t′, x′) ∈ Z(N ′, n,K + 1, β) by triangle
inequality. As (9.94) holds we can apply Proposition 9.4.17 with (ε0/2,K + 1)
instead of (ε0,K).
Additionally one can also use Proposition 9.4.18. So we can estimate |u(t̂0, x̂0) −
u(t′, x′)|. Before doing so we have to choose which partition of u to take in the
sense of (9.18) and then give some estimates. Therefore, select i ∈ {1, . . . ,M} such
that

(a) if 2−N >
√
an, then a

λi/2
n < 2−N

′ ≤ aλi−1/2
n = a

λi/2
n a

−ε1/2
n .

(b) if 2−N ≤ √an, then i = M and hence a
λi/2
n =

√
an ≥ 2−N

′
.

Then, in both cases

aλi/2n ∨ 2−N
′ ≤
√
an ∨ 2−N

′
(9.95)

and writing λ = λi:

a
−λ

2
(1+α/2)

n (
√
an ∨ 2−N

′
)1+α/2 ≤ (a

−λ
2

n (
√
an ∨ 2−N

′
))1+α/2.

Case a: ≤ (a−λ/2n 2−N
′
)1+α/2 ≤ a−

ε1
2

(1+α/2)
n ,

Case b: ≤ (a−λ/2n a1/2
n )1+α/2 ≤ 1 ≤ a−

ε1
2

(1+α/2)
n .

Hence, in both cases: a
−λ

2
(1+α/2)

n (
√
an ∨ 2−N

′
)1+α/2 ≤ a−

ε1
2

(1+α/2)
n . (9.96)
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Furthermore, we have by ξ − α/2 ≤ (2− α) ξ2

2−N
′(2−α) ξ

2 ≤ 2−N
′ξ2N

′ α
2 and

2−N
′((2−α) ξ

2
+γ) = 2−N

′ξ2−N
′(γ−α/2)

≤ 2−N
′ξ(a1/2

n ∨ 2−N
′
)γ−α/2 (γ > α/2).

Using the aforementioned propositions, the special i, (9.95) and the just previous
lines, we get:

|u(t̂0, x̂0)− u(t′, x′)| ≤ |u
1,a

λi
n

(t̂0, x̂0)− u
1,a

λi
n

(t, x)|+ |u
2,a

λi
n

(t̂0, x̂0)− u
2,a

λi
n

(t, x)|

≤ 2−90a−ε0/2n 2−N
′ξ[aβn + a−λ(1+α/2)/2

n aβγn ((aλ/2n ∨ 2−N
′
)γ+1 + 1(m ≥ m̄)(aλ/2n ∨ 2−N )

+ a−λ(1+α/2)/2
n (aλ/2n ∨ 2−N

′
)γγm+1]

+ 2−94a−ε0/2n [2−N
′((2−α) ξ

2
+γ)((a1/2

n ∨ 2−N
′
)γ(γm−1) + aβγn )

2−N
′ξ((a1/2

n ∨ 2−N
′
)γ̃m+1−1 + aβγn (a1/2

n ∨ 2−N
′
)γ−α/2)].

≤ 2−89a−ε0/2n 2−N
′ξ[aβn + a−λ(1+α/2)/2

n aβγn (a1/2
n ∨ 2−N )1+α/2(a1/2

n ∨ 2−N )γ−α/2

+ 1(m ≥ m̄)(
√
an ∨ 2−N )

+ a−λ(1+α/2)/2
n (a1/2

n ∨ 2−N )1+α/2(a1/2
n ∨ 2−N )γ̃m+1−1

+ (an ∨ 2−N
′
)γ−α/2((a1/2

n ∨ 2−N
′
)γ(γm−1) + aβγn )

+ ((a1/2
n ∨ 2−N

′
)γ̃m+1−1 + aβγn (a1/2

n ∨ 2−N
′
)γ−α/2)].

Now, apply (9.96) to bound this by

≤ 2−89a
− ε0

2
n a

− ε1
2

(1+α/2)
n 2−N

′ξ
[
aβna

ε1
2

(1+α/2)
n + aβγn (

√
an ∨ 2−N )γ−α/2(2a

ε1
2

(1+α/2)
n + 1)

+ (
√
an ∨ 2−N )γγm−α/2(1 + 2a

ε1
2

(1+α/2)
n ) + 1(m ≥ m̄)(

√
an ∨ 2−N )

]
,

since ε0 ≤ ε1/2 and ε1 ≥ 0. Trivially,

(
√
an ∨ 2−N )γ̃m+1−1 + 1(m ≥ m̄)(

√
an ∨ 2−N ) ≤ 2(

√
an ∨ 2−N )γ̃m+1−1.

So we obtain

|u(t̂0, x̂0)− u(t′, x′)| ≤ 2−872−N
′ξa−ε0n [aβn + aβγn (

√
an ∨ 2−N )γ−α/2

+ (
√
an ∨ 2−N )γγm−α/2].

Now, we can proceed to the last step of this statement and obtain

|u(t′, x′)| ≤ |u(t̂0, x̂0)|+ |u(t̂0, x̂0)− u(t′, x′)|
≤
√
an2−N + 2−852−Nξa−ε0n [aβn + aβγn (

√
an ∨ 2−N )γ−α/2 + (

√
an ∨ 2−N )γγm−α/2]

≤ a−ε0n 2−Nξ
[√
an2−N(1−ξ)

+ 2−85(aβn + aβγn (2−N ∨
√
an)γ−α/2 + (2−N ∨

√
an)γγm−α/2

]
.
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Clearly,
√
an2−N(1−ξ) ≤ √an/2 ≤ aβn/2 and by (9.94) and an easy calculation

(Lemma 5.15 in [MP11]):

aβγn (2−N ∨
√
an)γ−α/2 ≤ aβn ∨ 2−N ≤ aβn + (2−N ∨

√
an)γ̃m+1−1.

Therefore, we can write

|u(t′, x′)| ≤ a−ε0n 2−Nξ(
aβn
2

+ 2−84aβn + 2−84(2−N ∨
√
an)γ̃m+1−1)

≤ a−ε0n 2−Nξ(aβn + (2−N ∨
√
an)γ̃m+1−1),

since

γ̃m+1 = (γγm + 1− α

2
) ∧ 2. (9.97)

9.5. Proof of Proposition 9.2.2

Fix K0 ∈ N≥K1 , ε0, ε1 ∈ (0, 1) as in the definition (9.20) and for M,n ∈ N, 0 < β ≤
1− ε1 define

λ(β) := 2(β + ε1) ∈ [0, 1]. (9.98)

We define the following random time

U
(1)
M,n,β = inf{t ≥ 0 : ∃ε ∈ [0, 2−M ], |x| ≤ K0 + 1, x̂0, x

′ ∈ Rq, such that|x− x′| ≤ 2−M ,

|x̂0 − x| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε), |∇u1,an(t, x̂0)| ≤ aβn and

|∇u1,aλn
(t, x)−∇u1,aλn

(t, x′)| > 2−82a−ε0−ε1(1+α/2)
n |x− x′|1−ε0

[a−β(1+α/2)
n (ε ∨ |x− x′|)2γ + 1 + aβ(γ−1−α/2)

n (ε ∨ |x′ − x|)γ ]

∧TK0 ,

whenever β > 0. We define U
(1)
M,n,0 in the same way, omitting the condition on

∇u1,an(t, x̂0). These random times are actually stopping times by Theorem IV.T.52
of [Mey66].

Lemma 9.5.1. For all n ∈ N, β as in (9.22) it holds that U
(1)
M,n,β ↗ TK0 almost

surely as M →∞ and

lim
M→∞

sup
n,0≤β≤1/2−ε1

P[U
(1)
M,n,β < TK0 ] = 0.

Proof. The almost sure convergence follows from the second statement by mono-
tonicity of the probabilities in M . For the second statement use Corollary 9.4.12
with m = m̄+1, η1 = ε0, K = K0 +1. Then there is a N0 = N0(n, ε0, ε1,K0 +1, β)
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stochastically bounded uniformly in n and β such that for all N ≥ N0, (t, x) ∈
Z(N,n,K0 + 1, β) and |x− x′| ≤ 2−N it holds that

|∇u1,aλn
(t, x)−∇u1,aλn

(t, x′)|

≤ 2−85|x− x′|1−ε0a−ε0n [a−(β+ε1)(1+α/2)
n 2−2Nγ + (aβ+ε1

n ∨ 2−N )0

+ a−(β+ε1)(1+α/2)
n aβγn (aβ+ε1

n ∨ 2−N )γ ]

≤ 2−85|x− x′|1−ε0a−ε0−ε1(1+α/2)
n

[a−β(1+α/2)
n 2−2Nγ + 1 + aβ(γ−1−α/2)

n (aβ+ε1
n ∨ 2−N )γ ].

Note that by β(γ − 1− α/2) + βγ + (β + ε1)γ = β(2γ − α/2− 1) + ε1γ > 0 :

|∇u1,aλn
(t, x)−∇u1,aλn

(t, x′)| ≤ 2−84a−ε0−ε1(1+α/2)
n |x− x′|1−ε0

[a−β(1+α/2)
n 2−2Nγ + 1 + aβ(γ−1−α/2)

n 2−Nγ ].

We only do the case β > 0. Assume M > N0 and there is a t < TK0 , ε ∈ [0, 2−M ],
|x| ≤ K0 + 1, x̂0, x

′ ∈ Rq with |x− x′| ≤ 2−M , |x̂0 − x| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε)

and
|∇u1,an(t, x̂0)| ≤ aβn.

If x 6= x′, then there is a N ≥ N0 such that 2−N−1 < |x − x′| ∨ ε ≤ 2−N ≤ 2−N0 .
Then (t, x) ∈ Z(N,n,K0 + 1, βi) and we can use the previous estimate. Hence,

|∇u1,aλn
(t, x)−∇u1,aλn

(t, x′)| ≤ 2−82a−ε0−ε1(1+α/2)
n |x− x′|1−ε0

[a−β(1+α/2)
n (ε ∨ |x− x′|)2γ + 1 + aβ(γ−1−α/2)

n (ε ∨ |x− x′|)γ ].

Therefore, U
(1)
M,n,β = TK0 . As N0 is stochastically bounded uniformly in (n, β) the

assertion follows.

Remark 9.5.2. The previous lemma is where the fact that we consider splitting at
δ = aλn rather than δ = an is suggested.

Let us do the same again, this time with u2. For 0 < β ≤ 1/2− ε1 set

U
(2)
M,n,β = inf

{
t ≥ 0 : ∃ε ∈ [0, 2−M ], |x| ≤ K0 + 1, x̂0, x

′ ∈ Rq, such that |x− x′| ≤ 2−M ,

|x̂0 − x| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε), |∇u1,an(t, x̂0)| ≤ aβn and

|u2,aλn
(t, x)− u2,aλn

(t, x′)| > 2−87a−ε0n [|x− x′|(1−ε0)(1−α/2)

[(
√
an ∨ ε ∨ |x′ − x|)2γ + aβγn (ε ∨ |x′ − x|)γ ]

+ |x− x′|1−ε0aβ+ε1(1−γ)
n ]

}
∧ TK0 .

And in the case β = 0, we make the same definition but without the condition
on ∇u1,an(t, x̂0). Then, we get
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Lemma 9.5.3. For all n ∈ N, β as in (9.22) it holds that U
(2)
M,n,β ↗ TK0 almost

surely as M →∞ and

lim
M→∞

sup
n,0≤β≤1/2−ε1

P[U
(2)
M,n,β < TK0 ] = 0.

Proof. Use Proposition 9.4.18 with m = m̄ + 1, η1 = ε0,K = K0 + 1, λ(β) =
2(β+ε1), β as in (9.22). Then there is a N0 = N0(n, ε0, ε1,K0 +1, β) almost surely
stochastically bounded uniformly in (n, β) such that for any N ≥ N0, (t, x) ∈
Z(N,n,K0 + 1, β) and |x− x′| ≤ 2−N it holds that:

|u2,aλn
(t, x)− u2,aλn

(t, x′)| ≤ 2−91a−ε0n {|x− x′|(1−ε0)(1−α/2)2−Nγ [(
√
an ∨ 2−N )γ + aβγn ]

+ |x− x′|1−ε0 [a(β+ε1)(2γ−α/2)
n + aβγn a(β+ε1)(γ−α/2)

n ]}.

We apply the following inequalities

a(β+ε1)(2γ−α/2)
n ≤ aβ+ε1

n and aβγn a(β+ε1)(γ−α/2)
n ≤ aβ+ε1−ε1γ

n

to obtain the bound:

|u2,aλn
(t, x)− u2,aλn

(t, x′)| ≤ 2−89a−ε0n {|x− x′|(1−ε0)(1−α/2)2−Nγ [(
√
an ∨ 2−N )γ + aβγn ]

+ |x− x′|1−ε0aβ+ε1(1−γ)
n }.

Now, use the same arguments as in the proof of Lemma 9.5.1 to finish the proof.

Define

∆̃u′1
(n, ε1, ε0, β) = a−ε0n ε−ε0{ε+ a−α/4n (εa−1/2

n + 1)(ε2γ + aβγn (ε ∨
√
an)γ)}.

And for 0 < β ≤ 1/2− ε1 set

U
(3)
M,n,β = inf

{
t ≥ 0 : ∃ε ∈ [2−a

−(β+ε1)ε0/4
n , 2−M ], |x| ≤ K0 + 1, x̂0 ∈ Rq,

|x̂0 − x| ≤ ε, |u(t, x̂0)| ≤ an ∧ (
√
anε), |∇u1,an(t, x̂0)| ≤ aβn and

|∇u1,aλn
(t, x)−∇u1,an(t, x)| > 2−74(∆̃u′1

(n, ε1, ε0, β) + aβ+ε1(1−γ)/4
n )

}
∧TK0 .

The same definition for β = 0 but without the condition on ∇u1,an(t, x̂0). Again,
that’s a stopping time.

Lemma 9.5.4. For all n ∈ N, β as in (9.22) it holds that U
(3)
M,n,β ↗ TK0 almost

surely as M →∞ and

lim
M→∞

sup
n,0≤β≤1/2−ε1

P[U
(3)
M,n,β < TK0 ] = 0.
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Proof. Let s = t− aλn + an < t. Then

√
t− s =

√
aλn − an ≤ aλ/2n = aβ+ε1

n (9.99)

and for any N ∈ N

aβ+ε1
n ≤ N−4/ε0 ⇔ 2−N ≥ 2−a

−(β+ε1)ε0/4
n . (9.100)

Using Proposition 9.4.14 with m = m̄+1, η1 = ε0,K = K0+1, λ(β) = 2(β+ε1), β
as in (9.22). Then there is aN0 = N0(n, ε0, ε1,K0+1, β) almost surely stochastically
bounded uniformly in (n, β). Assume (t, x) ∈ Z(N,n,K0 + 1, β) we get for N ≥
N9.4.14 such that additionally, 2−N ≥ 2−a

−(β+ε1)ε0/4
n :

|∇u1,aλn
(t, x)−∇u1,an(t, x)| ≤ max

l=1,...,q
|Fan,l(t− aλn + an, t, x)− Fan,l(t, t, x)|

≤ 2−78a−ε0n

{
2−N(1−ε0)(

√
an ∨ 2−N )0

+ 2Nε0a−α/4n (2−Na−1/2
n + 1)(2−2Nγ + aβγn (

√
an ∨ 2−N )γ)

+
√
t− s1−ε0

[(
√
t− s ∨

√
an)2γ−1−α/2

+ aβγn ((
√
t− s ∨

√
an)γ−1−α/2)]

}
.

Since aβ+ε1
n ≥ √an ∨

√
t− s, we consider

a−ε0n a(β+ε1)(1−ε1)
n [a(β+ε1)(2γ−1−α/2)

n + a(β+ε1)(γ−1−α/2)
n ]

≤ 2a−ε0n a(β+ε1)(1−ε0)+βγ+(β+ε1)(γ−1−α/2)
n

= 2aβ(2γ−α/2−ε0)+ε1(γ−α/2−ε0)−ε0
n .

Note that by α < 2(2γ − 1) and ε0 ≤ 1
2(2(2γ − 1)− α) it is true that

2γ − α/2− ε0 ≥ 1 and γ − α/2− ε0 > (1− γ).

Therefore,

|∇u1,aλn
(t, x)−∇u1,an(t, x)| ≤ 2−77[∆̃u′1

(n, ε1, ε0, β) + aβ+ε1(1−γ)/2
n ]. (9.101)

Now, keep on doing the proof as in Lemma 9.5.1. We do the case β > 0 again

only. Assume M > N0 and that there exist t < TK0 , ε ∈ [2−a
−(β+ε1)ε0/4
n , 2−M ], |x| ≤

K0 + 1, x̂0 ∈ Rq with

|x− x̂0| < ε, |u(t, x̂0)| ≤ an ∧ (
√
anε) and |∇u1,an(t, x̂0)| ≤ aβn.
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We have for s = t − aλn + an that
√
t− s ≤ aβ+ε1

n ≤ aε1n ≤ M−4/ε0 . If we choose
N ≥M such that 2−N−1 < ε ≤ 2−N , then

(t, x) ∈ Z(N,n,K0 + 1, β) and 2−N ≥ ε ≥ 2−a
−(β+ε1)ε0/4
n .

So, we can use (9.101) and obtain

|∇u1,aλn
(t, x)−∇u1,an(t, x)| ≤ 2−77[∆̃u′1

(n, 2ε, ε0, β) + aβ+ε1(1−γ)/4
n ]

2−74[∆̃u′1
(n, ε, ε0, β) + aβ+ε1(1−γ)/4

n ].

And finally set

U
(4)
M = inf{t ≥ 0 : ∃ε ∈ [0, 2−M ], |x| ≤ K0 + 1, x̂0, x

′ ∈ Rq, |x− x′| ≤ 2−M , |x− x̂0| < ε

|u(t, x̂0)| ≤ ε, |u(t, x)− u(t, x′)| > (ε ∨ |x′ − x|)1−ε0} ∧ TK0 .

Lemma 9.5.5. Almost surely U
(4)
M ↗ TK0 as M →∞.

Proof. Let ξ = 1− ε0/2 and consider Nξ(K0 + 1) from Theorem 4.1 and Corollary
4.2 of [MPS06]. Their result tells us that for N ≥ Nξ(K0 + 1), (t, x) ∈ ZK0+1,N,ξ

and (t′, x′) ∈ R+ × Rq with d((t′, x′), (t, x)) ≤ 2−N , t′ ≤ TK0

|u(t′, x′)− u(t, x)| ≤ 2−Nξ. (9.102)

Assume now that we have M ≥ Nξ(K0 + 1)∨ 6ε−1
0 , x, x̂0, x

′ ∈ Rq, |x| ≤ K0 + 1 and
ε ∈ [0, 2−M ] with

|x− x̂0| ≤ ε, |u(t, x̂0)| ≤ ε and |x− x′| ≤ ε.

We choose N ≥ M so large such that 2−N−1 < ε ≤ 2−N . Then, we have trivially
that (t, x̂0) ∈ ZK0+1,N,ξ and

d((t, x), (t, x̂0)) ≤ ε ≤ 2−N ≤ 2−N
′
, d((t, x′), (t, x̂0)) ≤ 2ε ≤ 2−N+1 ≤ 2−N0 .

By (9.102) we get

|u(t, x)− u(t, x′)| ≤ 2−Nξ + 2(−N+1)ξ ≤ 2Nξ/2(1 + 2ξ)

≤ 4(2−N )ε0/2(2−N )1−ε0

≤ 23−ε0(2−N )ε0/2(ε ∨ |x− x′|)1−ε0 ≤ (ε ∨ |x− x′|)1−ε0 ,

since N ≥ 6ε−1
0 . Therefore, U

(4)
M = TK0 in that case, i.e.

P[U
(4)
M < TK0 ] ≤ P[M ≤ N0].

And since N0 is stochastically bounded uniformly in (n, β) the assertion follows.
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Next, set

UM,n,β =

3∨
j=1

U
(j)
M,n,β

UM,n = (

L(ε0,ε1)∨
i=0

UM,n,βi) ∧ U
(4)
M .

By Lemmas 9.5.1, 9.5.3, 9.5.4, 9.5.5 we have that UM,n fulfills (H1). So, there is
not much left to complete the proof of Proposition 9.2.2: compactness of J̃n,i(s)
and J̃n,i(s) ⊃ Jn,i(s) for all s < UM,n. We will be mostly concerned with J̃n,i(s) ⊃
Jn,i(s), show that in several steps and assume (9.24) throughout the rest of the
section, i.e.

aε1n ≤ 2−M−4 and
√
an ≥ 2−a

−ε0ε1/4
n . (9.103)

First, we give an important estimate:

Lemma 9.5.6. When i ∈ {0, . . . , L}, 0 ≤ s < UM,n, x ∈ Jn,i(s), then

(a) |∇u1,an(s, x̂n(s, x))−∇u
1,a

λi
n

(s, x̂n(s, x))| ≤ 2−71a
βi+ε1(1−γ)/2
n .

(b) ∇u
1,a

λi
n

(s, x̂n(s, x)) · σx ≤ |u1,a
λi
n

(s, x̂n(s, x))| ≤ aβin /2 (i > 0).

(c) ∇u
1,a

λi
n

(s, x̂n(s, x)) · σx ≥ aβi+1
n /8 (i < L).

Proof. Let us do (a) first and let (n, i, s, x) as above. Set ε =
√
an. We have

|〈us,Φmn+1
x 〉| ≤ an and supp (Φ

mn+1
x ) ⊂ Bq(x,

√
an). Therefore, by continuity of u

it is
|u(s, x̂n(s, x))| ≤ an = an ∧ (

√
anε) and |x̂n(s, x)− x| ≤ ε. (9.104)

|∇u1,an(s, x̂n(s, x))| ≤ aβin /4 (for i > 0). (9.105)

As x ∈ Jn,i(s), because of (9.103),(9.104) and (9.105) we can use U
(3)
M,n,βi

for x =
x̂0 = x̂n(s, x) to obtain for s < UM,n ((9.104) is not used for i = 0):

|∇u1,an(s, x̂n(s, x))−∇u
1,a

λi
n

(s, x̂n(s, x))| ≤ 2−74[∆̃u′1
(u,
√
an, ε0, βi) + aβi+ε1(1−γ)/2

n ].

for all i = 0, . . . , L. It is

∆̃u′1
(n,
√
an, ε0, βi) = a−ε0n a−ε0/2n [

√
an + a−α/4n (1 + 1)(aγn + aβiγn aγ/2n )]

≤ 4a−3ε0/2
n [a1/2

n + aγ(βi+1/2)−α/4
n ] (βi < 1/2)

= 4[a
1−3ε0

2
n + aγ(βi+1/2)−α/4−3ε0/2

n ]

≤ 4[a
1−3ε0

2
n + a

βi+
3ε1
2 −

3ε0
2

n ]

≤ 4a
βi+

ε1
2

n .
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The next to last inequality holds, since

ε1 <
1

3
(γ − α/2− (1− γ))

implies − 3ε1

2
> −γ

2
+
α

4
+

1− γ
2

implies
γ

2
− α

4
− 3ε1

2
>

1− γ
2

> βi(1− γ)

thus βiγ + γ/2− α/4 > βi + 3ε1/2

and the last one since

βi +
3ε1

2
≤ 1

2
− 6ε1 +

3ε1

2
≤ 1

2
and ε0 < ε1.

So we are done with (a), since ε1/2 > (1− γ)ε1/2.
For (b), observe that by x ∈ Jn,i(s), triangle inequality and (a), it suffices to show

2−71aβi+(1−γ)ε1/2
n + aβin /4 ≤ aβin /2.

For (c) observe that a
βi+(1−γ)ε1/2
n ≤ a

βi+1
n by ε0 ≤ 1−γ

2 ε1. Hence, x ∈ Jn,i(s),
triangle inequality and the result of (a) give

∇u
1,a

λi
n

(t, x̂n(s, x)) · σx ≥ aβi+1
n /4− 2−71aβi+ε1/8n ≥ aβi+1

n /8.

Next, consider the derivatives of u1,aλn
.

Lemma 9.5.7. Let 0 ≤ s < UM,n, i ∈ {0, . . . , L}, x ∈ Jn,i(s) and |x−x′| ≤ 5¯̀
n(βi).

Then,

(a) For i > 0: |∇u
1,a

λi
n

(s, x′)| ≤ aβin .

(b) For i < L: ∇u
1,a

λi
n

(s, x′) · σx ≥ aβi+1
n /16.

Proof. Let ε = |x− x′|+√an ≥
√
an. Then, we have (9.104) and (9.105) and

ε ≤ 5a5ε1
n +

√
an ≤ 24aε1n ≤ 2−M (9.106)

and

|x′ − x̂n(s, x)| ≤ ε ≤ 2−M , |x̂n(s, x)| ≤ K0 + 1. (9.107)
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Since s < U
(1)
M,n,βi

, we have

|∇u
1,a

λi
n

(s, x′)−∇u
1,a

λi
n

(s, x̂n(s, x))|

≤ 2−82a−ε1(1+α/2)−ε0
n (|x− x′|+

√
an)1−ε0

[a−βi(1+α/2)
n (

√
an + |x− x′|)2γ + 1 + aβi(γ−1−α/2)

n (
√
an + |x− x′|)γ ].

As βi + 5ε1 ≤ 1/2, we get

|x− x′|+
√
an ≤ 6aβi+5ε1

n ≤ aβin (n > n9.24).

Therefore,

2−79a−ε1(1+α/2)−ε0
n a(βi+5ε1)(1−ε0)

n

[aβi(2γ−1−α/2)
n + 1 + aβi(2γ−1−α/2)

n ]

≤ 2−77a−ε1(1+α/2)−ε0
n a(βi+5ε1)(1−ε0)

n (2γ − 1− α/2 > 0)

≤ 2−77a
βi+1
n

since

βi+1 = βi + ε0 ≤ βi + ε0 − 8ε0 + 3ε1 ≤ βi + 5ε1 − (1 + α/2)ε1 − βiε0 − 5ε1ε0 − ε0.

Now, we can apply Lemma 9.5.6 (b) and (c) and get the result.

To finish things we only need a similar result for the u2 expressions:

Lemma 9.5.8. If 0 ≤ i ≤ L, 0 ≤ s < UM,n, x ∈ Jn,i(s), x′, x′′ ∈ Rq and |x− x′| ≤
4
√
an, then

|u
2,a

λi
n

(s, x′)− u
2,a

λi
n

(s, x′′)| ≤ 2−75a
βi+1
n (|x′ − x′′| ∨ a

2
α

(γ−βi+1−ε1)
n ∨ an)

as long as |x′ − x′′| ≤ ¯̀
n(βi).

Proof. Let (i, n, s, x, x′) as above and ε = 5
√
an ≤ 2−M by (9.24). Then

|x′ − x̂n(s, x)| ≤ |x′ − x|+
√
an ≤ ε, |x′| ≤ K0 + 1 and

|u(s, x̂n(s, x))| ≤ an = an ∧ (
√
anε).

Since x ∈ Jn,i(s) : |∇u1,an(s, x̂n(s, x))| ≤ aβin /4 ≤ aβin . Let

Q(n, ε0, βi, r) := a−ε0n r(1−ε0)(1−α/2)((
√
an ∨ r)2γ + aβiγn rγ).
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Assume that |x′ − x′′| ≤ ¯̀
n(βi) (≤ 2−M ). Since s < U

(2)
M,n,βi

, it holds that

|u
2,a

λi
n

(s, x′)−u
2,a

λi
n

(s, x′′)| (9.108)

≤ 2−87[Q(n, ε0, βi, ε ∨ |x′ − x′′|) + a−ε0n |x′ − x′′|1−ε0aβi+ε1(1−γ)
n ]

≤ 2−80[Q(n, ε0, βi, |x′ − x′′|) + |x′ − x′′|1−ε0aβi+ε1(1−γ)−ε0
n ]. (9.109)

Claim: Q(n, ε0, βi, r) ≤ 2a
βi+1
n (r ∨ a

2
α
γ−βi+1−ε1)

n ∨ an) if 0 ≤ r ≤ ¯̀
n(βi).

We split the proof into several cases:
Case 1:

√
an ≤ r ≤ ¯̀

n(βi) = aβi+5ε1
n

In this case we only need the r in the claim and it is shown if we can show that

r(1−ε0)(1−α/2)+2γ−1 ≤ aβi+1+ε0
n (9.110)

and

rγ−1+(1−ε0)(1−α/2) ≤ aβi+1+ε0−βiγ
n . (9.111)

Note that

(1− ε0)(1− α/2)− 1 + 2γ ≥ 2γ − α/2− ε0 ≥ 1( by (9.21)).

Therefore, (9.110) already follows (additionally using 5ε1 > 2ε0). For the other

inequality, by r ≤ aβi+5ε1
n it suffices to show

βi(1− γ) + 2ε0 − βi[γ − 1 + (1− ε0)(1− α/2)]− 5ε1[γ − 1 + (1− ε0)(1− α/2)] ≤ 0.

This already holds, when

βi(2γ − 1− α/2 + ε0(1− α/2))− 2ε0 + 5ε1(γ − α/2) ≥ 0.

And this holds since α < 2(2γ−1) and 2ε0 < 5ε1. So, we are done with the first case.

Case 2: a
2
α

(γ−βi+1−ε1)
n ≤ r < √an.

In this situation:

Q(n, ε0, βi, r) = a−ε0n r(1−ε0)(1−α/2)[aγn + aγβin rγ ].

We need to show things for both summands. First,

r(1−ε0)(1−α/2)aγ−ε0n ≤ raβi+1
n
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is true by the lower bound on r and the fact that ε0 < ε1(1 + α
2 )−1. The second

summand satisfies
a−ε0n r(1−ε0)(1−α/2)aγβin rγ ≤ raβi+1

n ,

since

rγ−α/2−ε0(1−α/2) ≤
√
an

γ−α/2−ε0

≤
√
an

1−γ+5ε0 ≤ aβi(1−γ)
n a2ε0

n ,

by 3ε0 < ε1 <
1
2(2γ − 1− α

2 ).

Case 3: r < a
2
α

(γ−βi+1−ε1)
n

This follows from montonicity in r and the fact that Case 2 is not based on a
vacuous condition. This is not the case since

2

α
(γ − βi+1 − ε1) ≥ 2

α
(γ − 1

2
) >

α/2

α
=

1

2
.

Hence, the claim is shown.
Next consider the other term in (9.109) to finish the proof. In the case r ≥ an

we have:

r1−ε0aβi+ε1(1−γ)−ε0
n (a

βi+1
n r)−1 = r−ε0a−2ε0+ε1(1−γ)

n

≤ a−3ε0+ε1(1−γ)
n < 1,

since ε0 <
1−γ

3 ε1. So, for any r > 0 (when using the previous estimate with (r∨an)
in place of r):

r1−ε0aβi+ε1(1−γ)−ε0
n ≤ aβi+1

n (r ∨ an)

≤ aβi+1
n (r ∨ a

2
α

(γ−βi+1−ε1)
n ∨ an).

Putting things together we get the statement of the lemma.

Lemma 9.5.9. If 0 ≤ s < UM,n and x ∈ Jn,0(s), then

|u(s, x)− u(s, x′)| ≤ (
√
an ∨ |x− x′|)1−ε0 if x′ such that |x′ − x| ≤ 2−M . (9.112)

and
|u(s, x′)| ≤ 3(

√
an)1−ε0 if |x′ − x| ≤

√
an. (9.113)

This lemma just has the same proof as Lemma 6.8 in [MP11], so we omit it.
Proof of Proposition 9.2.2.

The compactness of J̃n,i(s) follows from the continuity of all the functions involved
and the inclusion Jn,i(s) ⊂ J̃n,i(s) follows from Lemmas 9.5.7, 9.5.8 and 9.5.9.
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9.6. Proof of Proposition 9.4.16

Using the stochastic Fubini Formula we obtain

Gδ(s, t, x) =

∫
Rq

∫ (s−δ)+

0
pt∨s−r(x− z)D(r, z)W (dr dz).

We have

|Gδ(s, t, x)−Gδ(s′, t′, x′)| ≤ |Gδ(s, t, x)−Gδ(s, t, x′)|+ |Gδ(s, t, x′)−Gδ(s, t′, x′)|
+ |Gδ(s, t′, x′)−Gδ(s′, t′, x′)|. (9.114)

Hence, we define the following square functions for i, j ∈ {1, 2}:

Q̌i,jX,δ,η0(s, t, x, t, x′) =

∫ (s−δ)+

0
dr

∫
Ai(r,t)

dw

∫
Aj(r,t)

dz

|(pt−r(w − x′)− pt−r(w − x))(pt−r(z − x′)− pt−r(z − x))|
R2γ

0 eR1(|w|+|z|)|u(r, w)|γ |u(r, z)|γ

(|w − z|−α + 1),

(9.115)

Q̌i,jX,δ,η0(s, t, x′, t′, x′) =

∫ (s−δ)+

0
dr

∫
Ai(r,t′)

dw

∫
Aj(r,t′)

dz

|(pt′−r(w − x′)− pt−r(w − x′))(pt′−r(z − x′)− pt−r(z − x′))|
R2γ

0 eR1(|w|+|z|)|u(r, w)|γ |u(r, z)|γ

(|w − z|−α + 1)

(9.116)

and

Q̌S,δ(s, s
′, t′, x′) =

∫ (s∨s′−δ)+

(s∧s′−δ)+
dr

∫
Rq
dw

∫
Rq
dz (|w − z|−α + 1)

|pt′−r(w − x′)pt′−r(z − x′)|R2γ
0 eR1(|w|+|z|)|u(r, w)|γ |u(r, z)|γ .

(9.117)

The sum of these estimates of square functions is denoted by

Q̌tot
δ =

2∑
i,j=1

(Q̌i,jX,δ,η0(s, t, x, t, x′) + Q̌i,jX,δ,η0(s, t, x′, t′, x′)) + Q̌S,δ(s, s
′, t′, x′).
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All of the proofs are similar to the ones in Chapter 9.4. First, we present some
analogues of the bounds on the heat kernels.

Lemma 9.6.1. There is a positive constant C > 0, such that for 0 < t < t′,
w, v ∈ Rq the following holds:

(a) Setting v̂0 := 0 and v̂i := v̂i−1 +viei, 1 ≤ i ≤ q, where ei is the i-th unit vector
in Rq, we have for the spatial differences

|pt(w + v)− pt(w)| ≤ Ct−
1
2

q∑
i=1

∫ |vi|
0

dri p2t(w + v̂i−1 + riei). (9.118)

(b) We obtain for the time differences

|pt(w)− pt′(w)| ≤ C|t− t′|
1
2 t−

1
2 (pt(w) + p2t′(w)). (9.119)

And as in Lemma 9.3.4 we can derive:

Lemma 9.6.2. There is a positive constant C = C(α, q) < ∞ such that for any
x, x′ ∈ Rq, 0 < t ≤ t′:∫

Rq

∫
Rq
| (pt(w − x)− pt′(w − x′))(pt(z − x)− pt′(z − x′))| (|w − z|−α + 1) dw dz

≤ Ct−α/2
(

1 ∧ |x− x
′|2 + |t− t′|
t

)
.

(9.120)

Both of these lemmas can also be found in a slightly different way (the temporal
exponents differ) in Lemma 5.3 of [MPS06], so we omit their proof here.

Lemma 9.6.3. Let R > 2 and η0 ∈ (1/R, 1/2). Then there is a constant C = C(η0)
such that for y, ỹ ∈ Rq and 0 < t ≤ t′:

(a) 1{|ỹ| > t′1/2−η0 ∨ 2|y − ỹ|} |pt(y)| ≤ C exp(− 1
16 t
−2η0)p2t(y).

(b) 1{|ỹ| > t′1/2−η0 ∨ 2|y − ỹ|} |pt(y)| ≤ 2qC exp(− 1
16 t
−2η0)p8t(ỹ).

The proof of this lemma is almost the same as the proof of Lemma 9.3.5 and we
omit it.
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Lemma 9.6.4. For all R > 2, there is a constant C = C(K,R) such that for all
0 ≤ p, r ≤ R, η0, η1 ∈ (1/R, 1/2), 0 ≤ s < t ≤ t′ < R and x, x′ ∈ [−K,K]q:∫

Rq

∫
Rq
|w − x|p|z − x|p(pt−s(w − x)− pt′−s(w − x′))(pt−s(z − x)− pt′−s(z − x′))

× 1{|w − x| > (t′ − s)1/2−η0 ∨ 2|x− x′|}
× er|w−x|+r|z−x|(|w − z|−α + 1) dw dz

≤ C(t− s)−α/2 exp(−η1(t′ − s)−2η0/64)[1 ∧ (
|x− x′|2 + |t− t′|

t− s
)]1−η1/4.

(9.121)

This lemma can be proven in the same way as Lemma 9.3.7.

Lemma 9.6.5. For all K ∈ N≥K1, R > 2 there exist c9.6.5(K,R), N9.6.5(K,ω)
almost surely such that
∀η0, η1 ∈ (1/R, 1/2), δ ∈ (0, 1], β ∈ [0, 1/2], N,n ∈ N, (t, x) ∈ R+×Rq the following
holds for i+ j ≥ 3:

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.6.5}

Q̌i,jX,δ,η0(s, t, x, t′, x′) ≤ c9.4.524N9.6.5 [(d ∧
√
δ)2−η1/2δ−α/2(d ∧ 1)2γ + d2−η1/2]

∀0 ≤ s ≤ t ≤ t′, x′ ∈ Rq,
(9.122)

where d = d((t, x), (t′, x′)).

This lemma has almost the same proof as Lemma 9.4.5.

Lemma 9.6.6. For all K ∈ N≥K1, R > 2 there exist c9.6.6(K,R), N9.6.6(K,ω)
almost surely such that ∀η0, η1 ∈ (1/R, 1/2), δ ∈ (0, 1], β ∈ [0, 1/2], N,n ∈ N,
(t, x) ∈ R+ × Rq the following holds for i+ j ≥ 3:

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.6.6}
Q̌i,jT,δ,η0(s, t, x′, t′, x′) ≤ c9.6.624N9.6.6 [|t− t′|1−η1/2 + |t− t′|1−η1/2δ−α/2(|t− t′| ∧ 1)γ ]

∀0 ≤ s ≤ t, x′ ∈ Rq.
(9.123)

This lemma has almost the same proof as Lemma 9.4.6. The next lemma gets
endowed with a proof, as an example for the one of the proofs, but also for some
technical differences to Lemma 9.4.7.

Lemma 9.6.7. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all K ∈
N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.6.7(K,R) and
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N9.6.7(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that
∀η1 ∈ (1/R, 1/2), η0 ∈ (0, η1/32), δ ∈ [an, 1], N ∈ N, (t, x) ∈ R+×Rq the following
holds.

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.6.7}
Q̌1,1
X,δ,η0

(s, t, x, t′, x′) ≤ c9.6.7[a−2ε0
n + 24N9.6.7 ][d2−η1/2

+ d2−η1/2δ−α/2[d̄2γγm
N + a2βγ

n d̄2γ
N ]]

∀0 ≤ s ≤ t ≤ t′, x′ ∈ Rq.
(9.124)

Here d̄N = |x−x′|+
√
t′ − t∨2−N and δ̄N = δ∨d̄2

N . Moreover, N9.6.7 is stochastically
bounded uniformly in (n, β).

Proof. Let ξ = 1 − (8R)−1 ∈ (15/16, 1) and set N9.6.7 = N1(m,n, ξ, ε0,K, β). We
can assume that s > δ and therefore, we have always d((r, w), (t, x)) ≥ √an in the
integral. A use of Lemma 9.4.3 and the bound on |w−x|, |z−x| respectively, gives

Q̌1,1
X,δ,η0

(s, t, x, t, x′) ≤ C9.4.3

∫ s−δ

0
dr

∫
Rq
dw

∫
Rq
dz

(pt−r(w − x′)− pt−r(w − x))(pt−r(z − x′)− pt−r(z − x))

R2γ
0 e4R1Ke4γK

[2−N ∨ ((t− r)1/2 + (t− r)1/2−η0 ∨ 2|x− x′|)]2γξ

{[2−N ∨ ((t− r)1/2 + (t− r)1/2−η0 ∨ 2|x− x′|)]γm−1 + aβn}2γ

(|w − z|−α + 1).

Let γ′ = γ(1− 2η0) and observe the trivial inequalities
√
t− r ≤ Kη0/2(t− r)1/2−η0 , (9.125)

|x− x′| ≤ c(q)K|x− x′|1−2η0 .

Then, Lemma 9.3.4 allows the following bound

Q̌1,1
X,δ,η0

(s, t, x, t, x′) ≤ C9.4.3c1(K)

∫ s−δ

0
dr (t− r)−α/2[1 ∧ |x− x

′|2

t− r
]

[2−2Nγ ∨ (t− r)γ′ ∨ |x− x′|2γ′ ]ξ

[2−Nγ
′(γm−1) ∨ (t− r)γ′(γm−1) ∨ |x− x′|2γ(γm−1) + a2βγ

n ].

Using

2−2Nγ ∨ (t− r)γ′ ∨ |x− x′|2γ′ ≤ 2−2Nγ′ ∨ |x− x′|2γ′ + (t− r)γ′

≤ 2[d̄2γ′

N ∨ (t− r)γ′ ],
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we can bound the above by

Q̌1,1
X,δ,η0

(s, t, x, t, x′) ≤ C9.4.3c1(K)

∫ s−δ

0
dr (t− r)−α/2[1 ∧ |x− x

′|2

t− r
] 2ξ(d̄2γ′ξ

N ∨ (t− r)γ′ξ)

2γm−1[(d̄2
N ∨ (t− r))γ′(γm−1) + a2βγ

n ]

≤ C9.4.3c2(K)

∫ s−δ

0
dr 1{t− r ≥ d̄2

N}(t− r)−α/2+γ′ξ[1 ∧ |x− x
′|2

t− r
]

[(t− r)γ′(γm−1) + a2βγ
n ]

+ C9.4.3c2(K)

∫ s−δ

0
dr 1{t− r < d̄2

N}(t− r)−α/2[1 ∧ |x− x
′|2

t− r
]d̄2γ′ξ
N

[d̄
2γ′(γm−1)
N + a2βγ

n ]

= C9.4.3c2(K)(I1 + I2). (9.126)

We start with an estimate on I1. If r ≤ s− δ and t− r ≥ d̄2
N , then

r ≤ t− d̄2
N ∧ s− δ ≤ t− d̄2

N ∧ t− δ = t− δ̄N . (9.127)

Use that to start with

I1 ≤
∫ t−δ̄N

0
dr (t− r)−α/2+γ′ξ+γ′(γm−1)[1 ∧ |x− x

′|2

t− r
]

+ (t− r)−α/2+γ′ξ[1 ∧ |x− x
′|2

t− r
]a2βγ
n .

We want to drop the minimum with 1 to consider

|x− x′|2
∫ t

δ̄N

duu−2−α/2+γ′ξ+γ′(γm−1) + u−2−α/2+γ′ξa2βγ
n

and then face three cases for the exponents: < −1,= −1, > −1. In the first and
third case use the following inequality for p ∈ (−1, 1), p 6= 0, 0 < a < b :∫ b

a
up−1 du =

1

|p|
|ap − bp| ≤ log(b/a)(ap + bp). (9.128)

This is true, since 1− x ≤ − log x, for x ≥ 0 with x = (b/a)p or x = (a/b)p.

In the −1-case the integral is bounded by logK + log(1/δ̄N ). Hence, using that
t ≤ K (therefore t0∨(−1−α/2+γ′ξ+γ′(γm−1)) ≤ K1), in any of the cases there is a
constant c(K) such that :

I1 ≤ K1|x− x′|2 log(K/δ̄N )(δ̄
(−α/2+γ′ξ+γ′(γm−1))∧0
N + δ̄

(−α/2+γ′ξ)∧0
N a2βγ

n ),
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The log-term is bounded by c(K,R)|x− x′|−η1/2 using Lemma 9.3.1.

Moreover, by Lemma 4.1(b) in [MP11] we bound

I2 ≤ c(α)|x− x′|2(|x− x′|2 ∨ δ)−α/2d̄2γ′ξ
N [d̄

2γ′(γm−1)
N + a2βγ

n ]. (9.129)

Therefore, we can bound Q̌1,1
X,δ,η0

(s, t, x, t, x′) by

c9.4.3c3(K,R)[|x− x′|2−η1/2(δ̄
(−α/2+γ′(γm+ξ−1))∧0
N + δ̄

(−α/2+γ′ξ∧0)
N a2βγ

n )

+ (δ ∧ |x− x′|2)δ−α/2d̄2γ′ξ
N [d̄

2γ′(γm−1)
N + a2βγ

n ]

Now we can replace ξ = 1 − (8R)−1 by 1 and γ′ = γ(1 − 2η0) by γ at the cost of

multiplying by d−η1/2 ≥ δ̄−η1/4N . This is true, since

ξγ′ = γ(1− 2η0)(1− (8R)−1) ≥ γ(1− η1/4), hence ξγ′ − γ ≥ −γη1/4 ≥ −η1/4

and

γ′(γm + ξ − 1) = γ(1− 2η0)(γm −
1

8R
)x

≥ γ(1− η1

16
)(γm −

1

8R
) (by η1 ≥ 32η0)

≥ γγm − γ
1

8R
− γγm

η1

16

≥ γγm −
1

8R
− 2

η1

16

≥ γγm −
η1

8
− η1

8
(by η1 > R−1)

≥ γγm −
η1

4
.

Use

γγm − α/2 ≥ γ − α/2 > 1− γ > 0

to put all things together to

Q̌1,1
X,δ,η0

(s, t, x, t, x′) ≤ c9.4.3c3(K,R)[|x− x′|2−η1/2

+ (
√
δ ∧ |x− x′|)2−η1/2δ−1−α/2[d̄2γγm

N + d̄2γ
N a

2βγ
n ]

Lemma 9.6.8. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all K ∈
N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.6.8(K,R) and
N9.6.8(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that
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∀η1 ∈ (1/R, 1/2), η0 ∈ (0, η1/32), δ ∈ [an, 1], N ∈ N, (t, x) ∈ R+×Rq the following
holds.

For ω ∈ {(t, x) ∈ Z(N,n,K, β), N ≥ N9.6.8}
Q̌1,1
T,δ,η0

(s, t, x′, t′, x′) ≤ c9.6.8[a−2ε0
n + 24N9.6.8 ]

[|t− t′|1−η1/2

+ |t− t′|1−η1/2δ−α/2[d̄2γγm
N + a2βγ

n d̄2γ
N ]]

∀0 ≤ s ≤ t, x′ ∈ Rq.

(9.130)

Here d̄N = |x−x′|+
√
t′ − t∨2−N and δ̄N = δ∨d̄2

N . Moreover, N9.6.8 is stochastically
bounded uniformly in (n, β).

For this lemma, the proof would just be the same as Lemma 9.4.8 using some
ideas of the proof just before. And finally, we state a lemma about the distance in
the s-variable:

Lemma 9.6.9. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all K ∈
N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.6.9(K,R, γ) and
N9.6.9(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that ∀η1 ∈ (1/R, 1/2), δ ∈
[an, 1], N ∈ N, (t, x) ∈ R+ × Rq the following holds.

For ω ∈{(t, x) ∈ Z(N,n,K, β), N ≥ N9.6.9}
Q̌S,δ,η0(s, s′, t′, x′) ≤ c9.6.9[a−2ε0

n + 24N9.6.9 ]|s′ − s|δ−α/2

{|s′ − s|−η1/2[(|t′ − t| ∨ (t− s) ∨ (t′ − s′) ∨ δ)γγm

+ a2βγ
n (|t′ − t| ∨ (t− s) ∨ (t′ − s′) ∨ δ)γ ]

+ 2Nη1 [d̄
2γ(γm−1)
N + a2βγ

n d̄2γ
N ]}

∀0 ≤ s ≤ t, x′ ∈ Rq.

(9.131)

Here d̄N = (|t − t′|1/2 + |x − x′|) ∨ 2−N and δ̄N = δ ∨ d̄2
N . Moreover, N9.6.9 is

stochastically bounded uniformly in (n, β).

Proof. Choose ξ = 1− (2γR)−1.
Choose N9.6.9 = N1(m,n, ξ, ε0,K, β). It is for r ≤ s∨s′−δ :

√
an <

√
δ <
√
s− r <√

t− r, thus

2−N ∨ ((t′ − r)1/2 + |w − x|) ≤ 2−N ∨ |x− x′|+ (t′ − r)1/2 + |w − x′|
≤ d̄2

N + (t′ − r)1/2 + |w − x′|.
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This bound, Lemmas 9.6.2, 9.4.3 and 9.3.6 give:

Q̌S,δ,η0(s, s′, t′, x′) ≤ c0(K,R)[a−2ε0
n + 24N9.6.9 ]∫ (s∨s′−δ)+

(s∧s′−δ)+
dr (t′ − r)−α/2[d̄2ξγ

N + (t′ − r)ξγ ][d̄
2γ(γm−1)
N + (t′ − r)γ(γm−1) + a2βγ

n ]

≤ 4c0(K,R)[a−2ε0
n + 24N9.6.9 ]{∫ (s∨s′−δ)+

(s∧s′−δ)+
1{r ≤ t′ − d̄2

N}(t′ − r)−α/2+ξγ [(t′ − r)γ(γm−1) + a2βγ
n ] dr

+

∫ (s∨s′−δ)+

(s∧s′−δ)+
1{r > t′ − d̄2

N}(t′ − r)−α/2 dr d̄
2ξγ
N [d̄

2γ(γm−1)
N + a2βγ

n ]}

= c(J1 + J2).

Both integrals are bounded by integral length times the maximal integrand:

J1 ≤ |s′ − s|[(t′ − (s− δ)+)γ(γm+ξ−1)−α/2 + a2βγ
n (t′ − (s− δ)+)γξ−α/2, (9.132)

J2 ≤ |s′ − s|(t′ − (s̄− δ))−α/2[d̄
2γ(γm−1)
N + a2βγ

n ]. (9.133)

Observe the following estimates

(t′ − (s̄− δ)+) ≥ (t′ − (t′ − δ)+) ≥ δ,
(t′ − (s̄− δ)+)−α/2 ≤ δ−α/2,

t′ − (s− δ)+ ≤ |t′ − t|+ ((t− s) ∨ (t′ − s′)) + δ,

(t′ − (s− δ)+)γγm−α/2 ≤ 8δ−α/2(|t′ − t| ∨ (t− s) ∨ (t′ − s′) ∨ δ)γγm

d̄
2γ(ξ−1)
N = (2−N ∨ d)−1/R ≤ 2Nη1 ,

|s′ − s| = |s̄− s| ≤ |t′ − s| ≤ |t′ − (s− δ)+|,

(t′ − (s̄− δ)+)γ(ξ−1) ≤ (t′ − (s̄− δ)+)−(2R)−1 ≤ |s′ − s|−(2R)−1 ≤ (|s′ − s| ∧ 1)−η1/2.

With these estimates one can easily obtain:

Q̌S,δ,η0(s, s′, t′, x′) ≤ c1(K,R)[a−2ε0
n + 24N9.6.9 ]|s′ − s|δ−α/2

{|s′ − s|−η1/2(|t′ − t| ∨ (t− s) ∨ (t′ − s′) ∨ δ)γγm

+ a2βγ
n (|t′ − t| ∨ (t− s) ∨ (t′ − s′) ∨ δ)γ + 2Nη1δ−α/2[d̄

2γ(γm−1)
N + a2βγ

n ]}.

Notation: ď((s, t, x), (s′, t′, x′)) := |s− s′|1/2 + |t− t′|1/6 + |x− x′|1/3.
The definition of this metric seems rather strange. The reason for doing so is that



9.6 Proof of Proposition 9.4.16 167

we only need a result for |t− t′|+ |x− x′| very small (equal 0, in fact). The reader
may already have noticed that however, without the derivatives on the heat kernels,
the local bounds get better in the exponent by +1. Nevertheless, in Lemma 9.4.7
there is a ∧0 which allows us not to be better than d2 ∼ |x− x′|2. So the only way
to get better there is to punish large distances in d = |x− x′|. By setting ď ≈ d1/3,
we have in Lemma 9.6.7 (the analogue of Lemma 9.4.7)

d2 = d1/3d2/3 ≤ d1/3dγγm/3 = ď(ďγγm).

Remark 9.6.10. There is a subtle point why we did not prescribe (j + f)2−6` −
(i + e)2−2` ≤ 2−2` instead of ≤ 2−2N . The reason is that 2−` ≈ d̂ is the asymp-
totics only for the first factor. The expression in brackets is governed by the 2−N

expression, which is determined by the Z(N,n,K, β) expression, i.e. the distance
d((t, x), (t̂0, x̂0)).

Next, define

∆̄u1(m,n, λ, ε0, 2
−N ) = a−ε0n a−λα/4n [(aλ/2n ∨ 2−N )γγm + aβγn (aλ/2n ∨ 2−N )γ ]

with ∆̄u1(. . . , 2−N+1) ≤ 2∆̄u1(. . . , 2−N ). Then, we put together the various esti-
mates on the quadratic variations for Gδ:

Corollary 9.6.11. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For all
K ∈ N≥K1, R > 2, n ∈ N, β ∈ [0, 1/2], ε0 ∈ (0, 1), there exist c9.6.11(K,R),
N9.6.11(m,n,R, ε0,K, β)(ω) ∈ N almost surely such that
∀η1 ∈ (1/R, 1/2), η0 ∈ (1/R, η1/32) δ ∈ [an, 1], N ∈ N, (t, x) ∈ R+ × Rq and
ď = ď((s, t, x), (s′, t′, x′)) ≤ 2−N , |t− s| ∨ |t′ − s′| ≤ 2−2N the following holds:

For ω ∈{(t, x) ∈ Z(N,n,K, β), N ≥ N9.4.10}

Q̌tot
δ (s, t, x, s′, t′, x′) ≤ c9.6.11(a−2ε0

n + 24N9.6.11)ď2− 3
2
η1δ−α/2

[(δ ∨ 2−N )γγm + aβγn (δ ∨ 2−N )γ ]2

∀0 ≤ s ≤ t ≤ t′, x′ ∈ Rq.

(9.134)

Moreover, N9.6.11 is stochastically bounded uniformly in (n, β).

Proof. The proof simply consists of putting together the last lemmas. Let N9.6.11 =
N9.6.5 ∨N9.6.6 ∨N9.6.7 ∨N9.6.8 ∨N9.6.9, which is then clearly uniformly bounded in
(n, β) and

c0 = c9.6.11(a−2ε0
n +24N9.6.11) = (c9.6.5∨c9.6.6∨c9.6.7∨c9.6.8∨c9.6.9)(a−2ε0

n +24N9.6.11).
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Then, we get for ď = ď((s, t, x), (s′, t′, x′)) ≤ 2−N :

d = d((t, x), (t′, x′)) ≤ 2−3N

d̄N = 2−N

|t− t′| ∨ (t− s) ∨ (t′ − s′) ≤ 2−6N ∨ 2−2N = 2−2N

ď4 ≤ 2−4N ≤ 2−2Nγγm

(ď−
3
2
η1 + 2Nη1) ≤ (ď−

3
2
η1 + ď−η1) ≤ 2ď−

3
2
η1 .

and thus,

Q̌tot
δ (s, t, x, s′, t′, x′) ≤ 3c0{(ď3 ∧

√
δ)2−η1/2δ−α/2(ď3 ∧ 1)2γ + ď6− 3

2
η1

+ ď6− 3
2
η1 + ď6− 3

2
η1δ−α/2[2−2Nγγm + a2βγ

n 2−2Nγ ]

+ |s′ − s|1−η1/2δ−α/2(|t′ − t| ∨ (t− s) ∨ (t′ − s′) ∨ δ)γγm

+ a2βγ
n (|t′ − t| ∨ (t− s) ∨ (t′ − s′) ∨ δ)γ

+ |s′ − s|2Nη1δ−α/2[d̄
2γ(γm−1)
N + a2βγ

n ]}.

≤ 3c0{ď2δ−α/2(2−2Nγγm + a2βγ
n )(ď−

3
2
η1 + 2Nη1)

+ ď2− 3
2
η1δ−α/2[2ď4 + (2−2N ∨ δ)γγm + a2βγ

n (2−2N ∨ δ)γ ]

≤ 6c0ď
2− 3

2
η1δ−α/2(2−2Nγγm + a2βγ

n )

+ ď2− 3
2
η1δ−α/2[2−4N+1 + (2−2N ∨ δ)γγm + a2βγ

n (2−2N ∨ δ)γ ]

≤ 9c0ď
2− 3

2
η1δ−α/2[(2−N ∨

√
δ)2γγm + a2βγ

n (2−N ∨
√
δ)2γ ].

Finally, we can do the proof of Proposition 9.4.16 just in the same way as Propo-
sition 9.4.11.

Proof of Proposition 9.4.16: Let R = 33η−1
1 , η0 ∈ (R−1, η1/32) and consider

the case s ≤ t in the beginning only. Set

ď =
√
|s′ − s|+ |x− x′|1/3 + |t− t′|1/6.

By Corollary 9.6.11 for (t, x) ∈ Z(N,n,K, β), N ≥ N9.6.11 it holds that:

Q̌tot
aλn

(s, t, x, s′, t′, x′)1/2 ≤ c9.6.11(a−ε0n + 22N9.6.11)ďη1/8ď1−7η1/8[∆̄u1(m,n, λ, ε0, 2
−N )]

∀s ≤ t ≤ t′, s′ ≤ t′ ≤ TK , |x′| ≤ K + 2,

(9.135)
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if ď((s, t, x), (s′, t′, x′)) ≤ 2−N and |t′ − s′| ∨ |t− s| ≤ 2−2N .
Choose N3 = 33

η1
[N9.6.11 +N4(K, η1)] + c5(q), where N4 is chosen in such a way that

(q + 2)2q+3c1(K, η1)[a−ε0n + 22N9.6.11 ]2−η1N3/8 ≤ c1(K, η1)[a−ε0n + 22N9.6.11 ]2−4N9.6.11−4N4

≤ a−ε0n 2−102,

i.e. N4 = N4(an, ε0, N9.6.11, c1(K, η1)) and hence N3 = N3(n, ε0, N9.6.11,K, η1). Set

∆(m,n, d̄N ) := (q + 2)2q+3)−1a−ε0n 2−100∆̄u1(m,n, λ, ε0, 2
−N )

and let N ′ ∈ N such that ď ≤ 2−N
′
. Then it holds on

{ω : (t, x) ∈ Z(N,n,K + 1, β), N ≥ N3, N
′ ≥ N3}

that
Q̌tot
aλn

(s, t, x, s′, t′, x′)1/2 ≤ ď1−(7η1/8)2−2∆(m,n, d̄N ).

Remembering the decomposition of Gδ in (9.114) into the sum of three martingales
and applying the Dubins-Schwarz-Theorem (Theorem 3.2.8), we can write as long
as s ≤ t ≤ t′, s′ ≤ t′ and ď ≤ 2−N :

P[|Gaλn(s, t, x)−Gaλn(s′, t′, x′)| ≥ d((s, t, x)(s′, t′, x′))1−η1∆(m,n, d̄N )

(t, x) ∈ Z(N,n,K + 1, β), N ′ ∧N ≥ N3, t
′ ≤ TK ]

≤ 3P[ sup
u≤d̃2−7η1/4(∆(m,n,d̄N )/4)2

|B(u)| ≥ d̃1−η1∆(m,n, d̄N )/3]

≤ 3P[sup
u≤1
|B(u)| ≥ d̃−η1/8]

≤ c
∫ ∞
d̃−η1/8

exp(−y2/2) dy

≤ c0 exp(−d̃−η1/4/2), (9.136)

where we used the Reflection Principle in the second last inequality.
Next, apply Lemma 9.8.1, where we should make clear what the parameters are.
We take

q1 = q2 = 1, q3 = q, r = 3, E = R2
+ × Rq,

q̄ = q + 2, v1 = v2 = 2, v3 = 1, v0 = 1,

n̂ = (m,n, λ, β), S = N2 × [0, 1/2]× (0, 1),

Σ(N,K, n̂) = Z(N,n,K, β),Σ′(N) = {0} × {0 ≤ t ≤ TK} × Rq,
s = 1, α1 = 1,∆1(n̂, 2−N ) = ∆(m,n, 2−N ), k1 = 2, c(α1) ≤ 4, η = η1,

Yn̂(y) = Gaλn(s, t, x) with y = (s, t, x), N0(η,K, n̂) = N3.
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Note that the N0 is uniformly bounded in n̂ = (n, λ, β). By Lemma 9.8.1 we know
there exists a N9.4.16 stochastically bounded uniformly in (n, β, λ), for which we
obtain for s ≤ t ≤ t′, s′ ≤ t′, (t, x) ∈ Z(N,n,K, β), N ≥ N9.4.16, |t − s| ∨ |t′ − s′| ≤
2−2N and ď ≤ 2−N that

|Gaλn(s, t, x)−Gaλn(s′, t′, x′)| ≤ 25(q + 2)ď1−η1∆(m,n, d̄N )

≤ 2−95ď1−η1∆̄u1(m,n, λ, ε0, 2
−N ).

9.7. Proof of Proposition 9.4.18

In this chapter we consider spatial and temporal distances of u2,δ(t, x). We will
always assume that 0 ≤ t ≤ t′.

|u2,δ(t
′, x′)− u2,δ(t, x)|

= |
∫ t′

t′−δ

∫
Rq
pt′−s(y − x′)u(s, y)W (ds dy)−

∫ t

t−δ

∫
Rq
pt−s(y − x)u(s, y)W (ds dy)|

≤ |
∫ t∧(t′−δ)

(t−δ)+

∫
Rq
pt−s(y − x)u(s, y)W (ds dy)|

+ |
∫ t′

(t′−δ)+∨t

∫
Rq
pt′−s(y − x′)u(s, y)W (ds dy)|

+ 1{t′ − t < δ}|
∫ t

(t′−δ)+

∫
Rq

(pt′−s(y − x′)− pt−s(y − x))u(s, y)W (ds dy)|.

Therefore, it seems reasonable to introduce the following square functions

Q̂T,1,δ(t, t
′, x) =

∫ t∧(t′−δ)

(t−δ)+

∫
Rq

∫
Rq
pt−s(w − x)pt−s(z − x)

R2γ
0 e2R1(|w|+|z|)|u(s, w)|γ |u(s, z)|γ(|w − z|−α + 1) dw dz ds,

Q̂T,2,δ(t, t
′, x′) =

∫ t′

(t′−δ)+∨t

∫
Rq

∫
Rq
pt′−s(w − x′)pt′−s(z − x′)

R2γ
0 e2R1(|w|+|z|)|u(s, w)|γ |u(s, z)|γ(|w − z|−α + 1) dw dz ds,

Q̂i,jX,δ,η0(t, x, t′, x′) = 1{t′ − t < δ}
∫ t

(t′−δ)+
ds

∫
Ai(s,t)

dw

∫
Aj(s,t)

dz

|(pt′−s(w − x′)− pt−s(w − x))(pt′−s(z − x′)− pt−s(z − x))|
e2R1(|w|+|z|)R2γ

0 |u(s, w)|γ |u(s, z)|γ(|w − z|−α + 1) ds,
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for i, j = 1, 2. Remember the definition of Ai(t, t̂) in Chapter 9.4.

Lemma 9.7.1. For all N ∈ N≥K1, R > 2, there is c9.7.1(K,R) and a N9.7.1 almost
surely such that ∀η0, η1 ∈ (1/R, α/4), δ ∈ (0, 1], N,n ∈ N, β ∈ [0, 1/2], (t, x) ∈
R+ × Rq and i+ j ≥ 3 it holds on the set

{ω : (t, x) ∈ Z(N,n,K, β), N ≥ N9.7.1} that:

Q̂i,jX,δ,η0(t, x, t, x′) ≤ c9.7.1(K,R)2N9.7.1(d ∧
√
δ)2−η1δ2−α/2

for all 0 ≤ t ≤ t′ ≤ K, |x′| ≤ K + 1,

where d = d((t, x), (t′, x′)).

Proof. We just do the i = 2 case. Compare the proof of Lemma 9.4.5.
Let d = d((t, x), (t′, x′)), ξ = 3/4 and N9.7.1 = N3/4(K) of Theorem 4.1 in [MPS06].
Without loss of generality t′ − t < δ. With Lemma 9.4.3 and the help of Lemma
9.6.4, we get

Q̂i,jX,δ,η0(t, x, t′, x′) ≤ C9.4.3

∫ t

(t′−δ)+

∫
Rq

∫
Rq
1{|w − x| > (t− s)1/2−η0 ∨ 2|x− x′|}

(pt−s(w − x)− pt−s(w − x′))(pt−s(z − x)− pt−s(z − x′))
e2R1(|w|+|z|)+|w−x|+|z−x|(2−N ∨

√
t− s+ |w − x|)3γ/4R2γ

0

(2−N ∨
√
t− s+ |z − x|)3γ/4

(|w − z|−α + 1) dw dz ds

≤ c1(K,R)C9.4.3

∫ t

(t′−δ)+
ds(t− s)−α/2 exp(−η1

64(t′ − s)−2η0)[1 ∧ d2

t− s
]1−η1/4

≤ c1(K,R)C9.4.3

∫ t

(t′−δ)+
ds(t− s)−α/2 exp(− η1

128(t− s)−2η0)[1 ∧ d2

t− s
]1−η1/4

+ c1(K,R)C9.4.3

∫ t

(t′−δ)+
ds(t− s)−α/2 exp(− η1

128(t′ − t)−2η0)[1 ∧ d2

t− s
]1−η1/4

≤ c2(K,R)C9.4.3

∫ t

(t′−δ)+
ds(t− s)2−α/2[1 ∧ d2

t− s
]1−η1/4

+ c2(K,R)C9.4.3|t′ − t|2
∫ t

(t′−δ)+
ds(t− s)−α/2[1 ∧ d2

t− s
]1−η1/4.

Next, use Lemma 4.1 (a) and (b) of [MP11] and the facts that |t′ − t| ≤ δ and
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2α− η1 ≥ 0 to obtain:

Q̂i,jX,δ,η0(t, x, t, x′) ≤ c3(K,R)C9.4.3(d2 ∧ δ)1−η1/4δ2−α/2+η1/4

+ c3(K,R)C9.4.3d
2(d2 ∧ δ)1−α/2

≤ c4(K,R)C9.4.3(d2 ∧ δ)1−η1/2δ2−α/2.

Let

R9.137(γ) :=
4

1− γ
. (9.137)

Lemma 9.7.2. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For any K ∈
N≥K1, R > R9.137, n ∈ N, ε0 ∈ (0, 1) and β ∈ [0, 1/2] there is a c9.7.2 and a N9.7.2 ∈
N almost surely such that for any η1 ∈ (1/R, 1/2(2−α)), η0 ∈ (0, (1∧(2−α))η1/32),
δ ∈ [an, 1], N ∈ N and (t, x) ∈ R+ × Rq, on

{ω : (t, x) ∈ Z(N,n,K, β), N ≥ N9.7.2} that:

Q̂1,1
X,δ,η0

(t, x, t′, x′) ≤

c9.7.2(d ∧
√
δ)(2−α)(1−η1/2)(2−N ∨ d)2γ [(

√
an ∨ 2−N ∨ d)2γ(γm−1) + a2βγ

n ]

+ (d2 ∧ δ)1−η1/2δ−α/2+γ(δγ(γm−1) + a2βγ
n )[(γ′ξ − α/2)−1+]

for 0 ≤ t ≤ t′ ≤ K + 1, |x′| ≤ K + 1,

where d = d((t, x), (t′, x′)). Moreover, N9.7.2 is stochastically bounded uniformly in
n, λ, β.

Proof. Let ξ = (1− 2−α
16Rγ ) ∨ 2α

2+α(1− 2−α
31 )−1 ∈ (3/4, 1). Set γ′ = γ(1− 2η0).

By Lemma 9.4.3 and Lemma 9.6.1

Q̂1,1
X,δ,η0

(t, x, t, x′) ≤ C9.4.3c1(K)1{t′−t≤δ}

∫ t

(t′−δ)+
ds (t− s)−α/2[1 ∧ d2

t− s
]

(2−N ∨ d1−2η0 + (t− s)1/2−η0)2γξ

[((
√
an ∨ 2−N ∨ d1−η0) + (t− s)1/2−η0)2γ(γm−1) + a2βγ

n ]

Now, there are three cases to consider

(t− s)1/2−η0 < 2−N ∨ d1−2η0 , (t− s)1/2−η0 ≥
√
an ∨ 2−N ∨ d1−2η0

and 2−N ∨ d1−2η0 ≤ (t− s)1/2−η0 <
√
an ∨ 2−N ∨ d1−2η0 .



9.7 Proof of Proposition 9.4.18 173

Note that since η0 < η1/32 < (2 − α)/64 and the definition of ξ we obtain for a
certain c(α) > 0:

2γ(1− 2η0)ξ > (1 + α
2 )(1− 2−α

32 )
2α

2 + α
(1− 2− α

31
)−1

= α+ c(α) > α.

This tells us that always γ′ξ − α/2 > c(α) > 0 and additionally, γm − 1 ≥ 0 allows
us to use (4.2) and (4.1) (twice) of [MP11]:

Q̂1,1
X,δ,η0

(t, x, t, x′) ≤ C9.4.3c2(α,K,R1)1{t′−t≤δ}{(2−N ∨ d1−2η0)2γξ

((
√
an ∨ 2−N ∨ d1−2η0)2γ(γm−1) + a2βγ

n )

∫ t

(t′−δ)+
ds (t− s)−α/2[1 ∧ d2

t− s
]

+

∫ t

(t′−δ)+
ds ((t− s)−α/2+γ′(γm−1+ξ) + (t− s)−α/2+γ′ξa2βγ

n )[1 ∧ d2

t− s
]

+ [aγ(γm−1)
n + a2βγ

n ]

∫ t

(t′−δ)+
ds (t− s)−α/2+γ′ξ[1 ∧ d2

t− s
]}

≤ C9.4.3c2(α,K,R1)1{t′−t≤δ}

{(2−N ∨ d)2γ′ξ((
√
an ∨ 2−N ∨ d)2γ′(γm−1) + a2βγ

n )(d2 ∧ (t− t′ + δ))1−α/2

+ 2c(α)−1(d2 ∧ δ)δ−α/2+γ′(γm+ξ−1) + 2c(α)−1(d2 ∧ δ)δ−α/2+γ′ξa2βγ
n

+ 2c(α)−1(d2 ∧ δ)δ−α/2+γ′ξ(aγ(γm−1)
n + a2βγ

n )}.

As 1 > δ > an, we see that the last summand is bounded by the ones just before.
Additionally,

(d2∧δ)1−α/2

= (d∧
√
δ)(2−α)(1−η1/2)(d ∧

√
δ)(2−α)η1/4(d ∧

√
δ)(2−α)η1/4

≤ (d∧
√
δ)(2−α)(1−η1/2)(d ∨ 2−N )(2−α)η1/4(

√
an ∨ 2−N ∨ d)(2−α)η1/4,

(9.138)

and

(d2 ∧ δ)δ−α/2+γ′(γm+ξ−1) ≤ (d2 ∧ δ)1−η1/2 δ−α/2+γ′(γm+ξ−1)+η1/2 and

(d2 ∧ δ)δ−α/2+γ′ξ ≤ (d2 ∧ δ)1−η1/2 δ−α/2+γ′ξ+η1/2.
(9.139)

Therefore,

Q̂1,1
X,δ,η0

(t, x, t, x′) ≤

C9.4.3c3(K){(d ∧
√
δ)(2−α)(1−η1/2)(2−N ∨ d)2γ′ξ+(2−α)η1/4

[(
√
an ∨ 2−N ∨ d)2γ′(γm−1)+(2−α)η1/4 + a2βγ

n ]

+ (d2 ∧ δ)1−η1/2δ−α/2+γ′ξ+η1/2(δγ
′(γm−1) + a2βγ

n )}.



174 Pathwise Uniqueness

Now, we have to do some estimates to get rid of η0: Since ξ > 1−(2−α)(16Rγ)−1 >
1− (2− α)η1(16γ)−1 and 32γξη0 < η1(2− α) we have

γξ > − 1
16(2− α)η1 + γ > −1

8(2− α)η1 + 2γξη0 + γ, thus

2γξ(1− 2η0) + η1
4 (2− α) > 2γ.

Secondly,

(1− 2η0)2γ(γm − 1) + η1/4
!
≥ 2γ(γm − 1), since

2γ(γm − 1)2η0 ≤ 2 · 1 · 1 · 2η0 ≤ η1/4.

Thirdly, by ξ > 1− η1(2− α)(16γ)−1 > 1− η1(8γ)−1 we have

−2η1/8 + η1/2 + γ(ξ − 1) ≥ 0, therefore

−4η0 + η1/2 + (1− η1/16)γ(ξ − 1) ≥ 0, and hence

−4η0 + η1/2 + (1− 2η0)γ(ξ − 1) + γγm ≥ γγm, and hence

(1− 2η0)γ(γm − 1 + ξ) + η1/2 ≥ γγm (9.140)

and similarly as the first inequality

(1− 2η0)γξ + η1/2 ≥ γ.

Use these estimates to complete the proof:

Q̂1,1
X,δ,η0

(t, x, t, x′) ≤ c9.7.2(d ∧
√
δ)(2−α)(1−η1/2)(2−N ∨ d)2γ

[(
√
an ∨ 2−N ∨ d)2γ(γm−1) + a2βγ

n (
√
an ∨ 2−N ∨ d)η1/2]

+ (d2 ∧ δ)1−η1/2δ−α/2+γ(δγ(γm−1) + a2βγ
n ).

Lemma 9.7.3. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For any K ∈
N≥K1, R > 2, n ∈ N, ε0 ∈ (0, 1) and β ∈ [0, 1/2] there is a c9.7.3 and a N9.7.3 ∈ N
almost surely such that for any η1 ∈ (1/R, 1/2), δ ∈ [an, 1], N ∈ N and (t, x) ∈
R+ × Rq, on

{ω : (t, x) ∈ Z(N,n,K, β), N ≥ N9.7.3} that: (9.141)

Q̂T,1,δ(t, t
′, x) ≤ C9.4.3(ω)c9.7.3

(
d̄2γ
N (a2βγ

n + d̄
2γ(γm−1)
n,N )(|t′ − t| ∧ δ)(1−α/2)(1−η1/2)

+ (|t′ − t| ∧ δ)1−η1/2(a2βγ
n δγ−α/2 + δγγm−α/2)

)
.

and

Q̂T,2,δ(t, t
′, x′) ≤ C9.4.3(ω)c9.7.3(

√
t′ − t ∧

√
δ)(2−α)(1−η1/2)d̄2γ

N (a2βγ
n + d̄

2γ(γm−1)
n,N ),

where d̄N = 2−N ∨ d and d̄n,N =
√
an ∨ d̄N .
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Proof. Let ξ = 1 − 2−α
4γR and N9.7.3(m,n,R, ε0,K, β) = N1(m,n, ξ, ε0,K, β). For

ω, t, t′, x, x′ as in (9.141), by Lemma 9.4.3 we get

Q̂T,2,δ(t, t
′, x′) ≤ C9.4.3(ω)

∫ t′

t′−(δ∧(t′−t))
ds

∫
Rq

∫
Rq
pt′−s(w − x′)pt′−s(z − x′)

e2R1K+(R1+1)(|w−x′|+|z−x′|)+2(R1+1)(2K+1)R2γ
0

(2−N ∨ |x− x′|+
√
t′ − s+ |w − x′|)γξ

(2−N ∨ |x− x′|+
√
t′ − s+ |z − x′|)γξ

[(
√
an ∨ 2−N ∨ |x− x′|+

√
t′ − s+ |w − x′|)γ(γm−1) + aβγn ]

[(
√
an ∨ 2−N ∨ |x− x′|+

√
t′ − s+ |z − x′|)γ(γm−1) + aβγn ]

(|w − z|−α + 1)dw dz.

Next, use the inequality (a + b)p ≤ c(p)(ap + bp) for a, b, p ≥ 0 and apply Lemma
5.1 of [MPS06] and our Lemma 9.3.1:

Q̂T,2,δ(t, t
′, x′) ≤ C9.4.3(ω)c1(K)

∫ t′

t′−(δ∧(t′−t))
ds(t′ − s)−α/2

((2−N ∨ |x− x′|)2γξ + 4(t′ − s)γξ)
{a2βγ

n + 2aβγn [(
√
an ∨ 2−N ∨ |x− x′|)γ(γm−1) + 2(t′ − s)γ/2(γm−1)]

+ (
√
an ∨ 2−N ∨ |x− x′|)2γ(γm−1) + 4(t′ − s)γ(γm−1)}.

Now, use that for y, y′, z ∈ R+:

z2 + 2z(y + y′) + y2 + y′
2 ≤ 3(z2 + (y + y′)2)

and the fact that t′ − s ≤ t′ − t under the integral to obtain

Q̂T,2,δ(t, t
′, x′) ≤ 192C9.4.3(ω)c1d̄

2γξ
N (a2βγ

n + d̄
2γ(γm−1)
n,N )

∫ t′

t′−(δ∧(t′−t))
ds(t′ − s)−α/2

≤ C9.4.3(ω)c2(K,α)d̄2γξ
N (a2βγ

n + d̄
2γ(γm−1)
n,N )(δ ∧ |t′ − t|)1−α/2

≤ C9.4.3(ω)c2d̄
2γξ+(2−α)η1/2
N (a2βγ

n + d̄
2γ(γm−1)
n,N )(

√
δ ∧
√
t′ − t)(2−α)(1−η1/2)

≤ C9.4.3(ω)c2(
√
δ ∧
√
t′ − t)(2−α)(1−η1/2)d̄2γ

N (a2βγ
n + d̄

2γ(γm−1)
n,N ),

where the last inequality is true since

(2− α)
η1

2
+ 2γξ = 2γ + 2γ(ξ − 1) + (2− α)

η1

2
≥ 2γ,

by the choice of ξ and η1 > R−1.
Next we have to deal with Q̂T,1,δ. Assume that ω, t, t′, x, x′ are as in (9.141) and
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w.l.o.g it is t′ > δ, since otherwise there is nothing to show. Then, we can again
use Lemma 9.4.3 and do the same steps as above

Q̂T,1,δ(t, t
′, x) ≤ C9.4.3(ω)

∫ t∧(t′−δ)

(t−δ)+
ds

∫
Rq

∫
Rq
pt−s(w − x)pt−s(z − x)

e2R1K+(R1+1)(|w−x|+|z−x|)+4K(R1+1)R2γ
0

(2−N +
√
t− s+ |w − x|)γξ(2−N +

√
t− s+ |z − x|)γξ

[(
√
an ∨ 2−N +

√
t− s+ |w − x|)γ(γm−1) + aβγn ]

[(
√
an ∨ 2−N +

√
t− s+ |z − x|)γ(γm−1) + aβγn ]

(|w − z|−α + 1)dw dz

≤ C9.4.3(ω)c3

∫ t∧(t′−δ)

(t−δ)+
ds (t− s)−α/2 (2−N )2γξ + 4(t− s)γξ

[a2βγ
n + aβγn 2((

√
an ∨ 2−N )γ(γm−1) + 2(t− s)γ/2(γm−1))

+ (
√
an ∨ 2−N )2γ(γm−1) + 4(t− s)γ(γm−1)].

This leads to the following bound

Q̂T,1,δ(t, t
′, x) ≤ C9.4.3(ω)c4

∫ t∧(t′−δ)

(t−δ)+
ds(t− s)−α/2

(2−2Nγξ + (t− s)γξ)(a2βγ
n + (

√
an ∨ 2−N )2γ(γm−1) + (t− s)γ(γm−1)).

Note that −α/2 + γξ > 0 by the choice of ξ and the restriction (9.137) on R. Now,
we split up in three cases

(i)
√
t− s ≤ 2−N , (ii)

√
t− s ≥

√
an ∨ 2−N

(iii) 2−N ≤
√
t− s ≤

√
an ∨ 2−N .

Therefore, we have to deal with different integrals for which we use either of the
following estimates:∫ t∧(t′−δ)

(t−δ)+
(t− s)−α/2ds = c(α)(δ ∧ |t′ − t|)1−α/2

∫ t∧(t′−δ)

(t−δ)+
(t− s)pds ≤ δp(δ ∧ |t′ − t|) (p ≥ 0).

Then, we get

Q̂T,1,δ(t, t
′, x) ≤ C9.4.3(ω)c5(K){2−2Nγξ(a2βγ

n + (
√
an ∨ 2−N )2γ(γm−1))(δ ∧ |t′ − t|)1−α/2

+ a2βγ
n δγξ−α/2(|t′ − t| ∧ δ) + δγ(γm+ξ−1)−α/2(|t′ − t| ∧ δ)

(a2βγ
n + aγ(γm−1)

n δγξ−α/2(|t′ − t| ∧ δ)}.
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Since 1 > δ > an, the last line is bounded by the two lines just before. Using the
definitions of d̄N and d̄n,N gives

Q̂T,1,δ(t, t
′, x) ≤ C9.4.3(ω)c6(K)

(
d̄

2γξ+(2−α)η1/2
N (a2βγ

n + d̄
2γ(γm−1)
n,N )

(δ ∧ |t′ − t|)(1−α/2)(1−η1/2)

+ (|t′ − t| ∧ δ)1−η1/2(a2βγ
n δγξ−α/2+η1/2 + δγ(γm+ξ−1)−α/2+η1/2)

)
.

Using the definition of ξ and α > 0 gives

2γ(ξ − 1) + (2− α)
η1

2
> 0

and
γ(ξ − 1) + (2− α)

η1

2
> 0.

This gives the estimate

Q̂T,1,δ(t, t
′, x) ≤ C9.4.3(ω)c6

(
d̄2γ
N (a2βγ

n + d̄
2γ(γm−1)
n,N )(δ ∧ |t′ − t|)(1−α/2)(1−η1/2)

+ (|t′ − t| ∧ δ)1−η1/2(a2βγ
n δγ−α/2 + δγγm−α/2)

)
.

In the end set c9.7.3 := c3 ∨ c6 to finish the proof.

Proof of Propositon 9.4.18: Let R = 33η−1
1 (1∨ ((2−α)−1)), η0 ∈ (R−1, (1∧

(2− α))η1/32). Set

d = d((t, x), (t′, x′))

d̄N = d ∨ 2−N

d̄n,N = aλ/2n ∨ d̄N .

Let N2 = N9.7.1 ∨N9.7.2 ∨N9.7.3 and c1(K, η1) = c9.7.1 ∨ c9.7.2 ∨ c9.7.3. By Lemmas
9.7.1, 9.7.2, 9.7.3 we get for (t, x) ∈ Z(N,n,K, β), N ≥ N2 that:

Qaλn,η0(t, x, t′, x′)1/2 ≤ c1(K, η1)(a−ε0n + 22N2)[d
2−a
2

(1−η1/2)d̄γN (aβγn + d̄
γ(γm+1)
n,N

+ d1−η1/2a
λ
2

(γ−α/2)
n (a

λ
2
γ(γm−1)

n + aβγn )]

(9.142)

for t ≤ t′ and |x′| ≤ K + 1. Therefore, define

∆1(m,n, d̄N ) = 2−100(q + 1)−3c(α)−1a−ε0n d̄γN (aβγn + d̄
γ(γm+1)
n,N )

and

∆2(m,n, λ) = 2−100(q + 1)−3c(α)−1a−ε0n a
λ
2

(γ−α/2)
n (a

λ
2
γ(γm−1)

n + aβγn ).
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where c(α) = (1− 2−(2−α)/4)−1. Note that the ∆2 does not even depend on d̄N .

Choose N3 = 33
(2−α)η1

[N2 + N4(K, η1) + 3(log(q + 1) − log c(α))(log 2)−1], where
N4 is chosen in such a way that

c(α)(q + 1)3Rγ0c1(K, η1)[a−ε0n + 22N2 ](2−η1N3/4 ∨ 2−η1(2−α)N3/8)

≤ Rγ0c1(K, η1)[a−ε0n + 22N2 ]2−4N2−4N4

≤ a−ε0n 2−104,

i.e. N4 = N4(an, ε0, N2, c1(K, η1)) and hence, N3 = N3(n, ε0, N2,K, η1). Assume
that d ≤ 2−N . Then, it is true that on

{ω :(t, x) ∈ Z(N,n,K + 1, β), N ≥ N3}

Qaλn,η0(t, x, t′, x′)1/2 ≤ 1

4
[d

2−a
2

(1− 3
4
η1)∆1(m,n, d̄N ) + d1− 3

4
η1∆2(m,n, λ)]

∀t ≤ t′ ≤ Tk, |x′| ≤ K + 2.

Remembering the decomposition of the u2,δ-difference at the beginning of this
chapter into the sum of 3 martingales and applying the Dubins-Schwarz-Theorem
(Theorem 3.2.8), we can write as long as t ≤ t′ and d ≤ 2−N :

P[|u2,aλn
(t, x)− u2,aλn

(t′, x′)| ≥ d
2−a
2

(1−η1)∆1(m,n, d̄N ) + d1−η1∆2(m,n, λ)

(t, x) ∈ Z(N,n,K + 1, β), N ′ ∧N ≥ N3, t
′ ≤ TK ]

≤ 3P[sup
u≤1
|B(u)| ≥ 16

3 (d−
η1
4

2−a
2 ∧ d−

η1
4 )]

≤ c
∫ ∞
d−(2−α)η1/4

exp(−y2/2) dy

≤ c0 exp(−d−(2−α)η1/2/2), (9.143)

where we used the Reflection Principle in the next to last inequality.
In the case where t′ ≤ t and d = d((t, x), (t′, x′)), observe that (t′, x′) ∈ Z(N −
1, n,K, β). The same calculations as above apply for N − 1 ≥ N3 instead of N So
choose N5 = N3 + 1.
Next apply Lemma 9.8.1, where we should make clear what the parameters are.
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Take

q1 = 0, q2 = 1, q3 = q, r = 3, E = {0} × R+ × Rq,
q̄ = q + 2, v1 = v2 = 2, v3 = 1, v0 = −∞,
n̂ = (m,n, λ, β), S = N2 × [0, 1/2]× (0, 1),

Σ(N,K, n̂) = Z(N,n,K, β),Σ′(N) = {0} × {0 ≤ t ≤ TK} × Rq,
s = 2, α1 = (2− α)/2, α2 = 1,∆1(n̂, 2−N ) = ∆1(m,n, 2−N ),

∆2(n̂, 2−N ) = ∆2(m,n, λ), k1 = 4, k2 = 1,

c(α1, α2) = c(α) = (1− 2−(2−α)/4)−1, η = η1,

Yn̂(y) = u2,aλn
(t, x) with y = (0, t, x), N0(η,K, n̂) = N5.

Note, that the N0 is uniformly bounded in n̂ = (m,n, λ, β). Then, we obtain for
N ≥ N9.4.18 := N1(η,K, n̂) and (t, x) ∈ Z(N,n,K, β)(ω), d = d((t, x), (t′, x′)) ≤
2−N and t ≤ t′ ≤ TK :

|u2,aλn
(t, x)− u2,aλn

(t′, x′)| ≤23(q + 1)43+log(q+1)c(α)

[d
2−a
2

(1−η1)∆1(m,n, d̄N ) + d1−η1∆2(m,n, λ)].

Thus,

|u2,aλn
(t, x)− u2,aλn

(t′, x′)| ≤ 2−94(d(1−α/2)(1−η1)∆̄1,u2 + d1−η1∆̄2,u2).

9.8. Lemma 5.7 from [MP11] in q dimensions

This section contains a result which is a result of Kolmogorov-Centsov type. A
similar result was given in Theorem 1.4.1 of [Kun90], but it does not cover this
abstract situation here, since we want to make use of properties of random fields
which only hold on certain subsets Σ of the domain.

Let E ⊂ Rq1 × · · · ×Rqr = Rq̄ be closed, where r ∈ N, qi ∈ N0, i = 1 . . . , r, q1 ≤ q2

and for x ∈ E write by obvious notation x = (x1, . . . , xr). Define a metric on E as

d(x, y) = ‖x1 − y1‖1/v12 + · · ·+ ‖xr − yr‖1/vr2 , x, y ∈ E

for certain vi ∈ N, i = 1, . . . , r, but with v2 ≥ v1. We will also want to express
the one-dimensional coordinates xi,k = xα(i,k) for α(i, k) = q1 + · · · + qi−1 + k
and k = 1, . . . , qi. The projection π2→1 : Rq2 → Rq1 to the first q1 coordinates
will also be needed. If we write inequalities between vectors, then we mean them
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componentwise.
We set for q = (q1, . . . , qr)

c(q) = 2 + log(q1 + · · ·+ qr).

Let v0 ∈ Z̄ ∩ [−∞, v1], S be a set and for some parameters N,K ∈ N, n̂ ∈ S let
Σ(N,K, n̂) ⊂ E be a possibly random set with certain properties:

Σ(N + 1,K, n̂) ⊂ Σ(N,K, n̂), (9.144)

Σ(N,K, n̂) ⊂ [−K,K]q1+···+qr ∩ Σ(N,K + 1, n̂), (9.145)

x ∈ Σ(N,K, n̂), x′ ∈ E, d(x, x′) + 2−N ≤ 2−N+c(q), π2→1x
′
2 − x′1 ≤ 2−v0(N−c(q))

⇒ x′ ∈ Σ(N − c(q),K + 1, n̂), (9.146)

x ∈ Σ(N,K, n̂)⇒ 0 ≤ π2→1x2 − x1 ≤ 2−v0N (9.147)

and another nonrandom set Σ′(N) ⊂ E with the property that for x ∈ Σ′(N):

0 ≤ π2→1x2 − x1 ≤ 2−v0N . (9.148)

Lemma 9.8.1. Let c0, c1, c2, αj and kj be positive constants, η ∈ (0, 1/2), ∆j :
S × (0, 1] → R+ satisfy ∆j(n̂, 2

−N+1) ≤ kj∆j(n̂, 2
−N ), n̂ ∈ S,N ∈ N, j = 1, . . . , s

for a given s ∈ N. For n̂ ∈ S assume that {Yn̂(x), x ∈ E} is a real-valued continuous
process. Assume for each n̂ ∈ S, K ∈ N there is an N0(ω) = N0(η,K, n̂)(ω) almost
surely stochastically bounded uniformly in n̂ such that for any N ∈ N, ‖x‖1 ≤ K,
if d = d(x, x′) ≤ 2−N :

P
(
|Yn̂(x)− Yn̂(x′)| >

s∑
j=1

d(x, x′)(1−η)αj∆j(n̂, 2
−N ),

x ∈ Σ(N,K, n̂), x′ ∈ Σ′(N), N ≥ N0

)
≤ c0 exp(−c1d

−ηc2). (9.149)

Then there is a N1(K, η, n̂) almost surely stochastically uniformly bounded in n̂ such
that when N ≥ N1 for x ∈ Σ(N,K, n̂) and x′ ∈ Σ′(N), d(x, x′) ≤ 2−N we have
almost surely

|Yn̂(x)− Yn̂(x′)| ≤ 23q̄c̄(α1, . . . , αs)
s∑
j=1

k
c(q)+1
j d(x, x′)αj(1−η)∆j(n̂, 2

−N ).

with c̄(α1, . . . , αs) = (1− 2− inf αj/2)−1, q̄ = q1 + · · ·+ qr.

Proof. Let for ` ∈ N, K ∈ N

Θ(K, `) = {x ∈ [−K,K]q̄ : ∃m1, . . . ,mr ∈ N : x = (m12−v1`, . . . ,mr2
−vr`)},

Θ′(`) = {y ∈ Rq̄ : ∃ei ∈ {0, 1, . . . , 2vi}qi , i = 1, . . . , r : y = (e12−v1`, . . . , er2
−vr`)}.
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Assume additionally that N ∈ N, n̂ ∈ S and define

M`,N := max{|Yn̂(x)− Yn̂(x+ y)|
x ∈ Σ(N,K, n̂) ∩Θ(K, `), (x+ y) ∈ Σ′(K), y ∈ Θ′(`)}

and

AN = {ω : ∃` ≥ N + c(q) s.t. M`,N >

s∑
i=1

2−(`−c(q))(1−η)αi∆i(n̂, 2
−N ), N ≥ N0}

Estimating roughly, we observe that #Θ(K, `) ≤
∏r
i=1(2vi`(2K + 1) + 1)qi and

#Θ(`) ≤
∏r
i=1(2vi + 1)qi . Assume that x ∈ Θ(K, `), y ∈ Θ′(`) have the form as in

the definition of the sets and ` ≥ N ′ + c(q), N ′ ∈ N. Then

d := d (x, y) = ‖e12−v1`‖1/v12 + . . . ‖er2−vr`‖1/vr2

≤ 2−`(2
√
q1 + . . . 2

√
qr) ≤ 2−(`−c(q)) ≤ 2−N

′
.

Using this (twice) and (9.149) we obtain

P(

∞⋃
N ′=N

AN ′) ≤
∞∑

N ′=N

∞∑
`=N ′+c(q)

P(M`,N ′ >

s∑
i=1

2−(`−c(q))(1−η)αi∆i(n̂, 2
−N ′), N ′ ≥ N0)

≤
∞∑

N ′=N

∞∑
`=N ′+c(q)

#Θ(K, `)#Θ′(`)

max
x∈Θ(K,`),y∈Θ′(`)

P
(
|Yn̂(x) + Yn̂(x+ y)| >

s∑
i=1

d(1−η)αi∆i(n̂, 2
−N ′),

x ∈ Σ(N ′,K, n̂), (x+ y) ∈ Σ′(K), N ′ ≥ N0

)
≤

∞∑
N ′=N

∞∑
`=N ′+c(q)

r∏
i=1

(2vi + 1)qi(2vi`(K + 1) + 1)qic0 exp(−c12−(`−c(q))ηc2)

≤ c3(K) exp(−c′12Nηc2)

for certain constants c3(K) > 0 and c′1 ∈ (0, c1). Let

N2 = N2(n̂,K) = min{N : ω ∈
∞⋂

N ′=N

AcN ′} <∞ (by Borel-Cantelli).

Then we have by the previous calculation, that

P(N2 > N) ≤ c3(K) exp(−c′12Nηc2),
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which ensures that
N ′0 := (N0 ∨N2) + c(q)

is stochastically bounded uniformly in (n̂).
Assume

N ≥ N ′0, x ∈ Σ(N,K, n̂), x′ ∈ Σ′(N), d(x, x′) ≤ 2−N (9.150)

Define dyadic approximations for x, x′ and ` ∈ N according to the metric d compo-
nentwise:

x
(`)
i :=

qi∑
k=1

b2vi`xi,kc2−vi`ei,k, i = 1, . . . , r,

where ui,k is the (q1 + · · ·+qi−1 +k)th eigenvector in E and bm+εc = m for m ∈ Z,
ε ∈ [0, 1) is the floor function. Similarly define x′.
If ` ≥ N :

d(x′(`), x) ≤ d(x′(`), x′) + d(x′, x)

≤
r∑
i=1

q
1/vi
i 2−` + 2−N

≤ 2−(N−c(q))−1,

which then implies that d(x′(`), x)+2−N ≤ 2−(N−c(q)). Additionally for j = 1, . . . , q1

we easily see the first inequality and then use triangle inequality:

0 ≤ π2→1x
′(`)
2,j − x

′(`)
1,j ≤ |x

′(`)
2,j − x

′
2,j |+ |π2→1x

′
2,j − x′1,j |+ |x′1,j − x′

(`)
1,j |

≤ 2−v1` + 2−v0N + 2−v2` ≤ 2−v0(N−c(q)).
(9.151)

Therefore,
x′(`) ∈ Σ(N − c(q),K + 1, n̂) ∀` ≥ N. (9.152)

If we assume that N ≥ N ′0 ≥ N2 + c(q), then both ω ∈ AcN−c(q) and N − c(q) ≥ N0.

Therefore, for all ` ≥ N − c(q) + c(q) = N :

M`,N−c(q) ≤
s∑
i=1

2−(`−c(q))(1−η)αi∆i(n̂, 2
−(N−c(q))). (9.153)

If we choose N ′ ≥ N s.t. 2−N
′−1 < d(x, x′) ≤ 2−N

′
, then x′

(N ′)
i = x

(N ′)
i + gi2

−viN ′

for gi ∈ {−1, 0, 1}qi for i = 1, . . . , r. In addition, we have for i = 1, . . . , r:

x
(`)
i = x

(`)
i + fi2

−vi` for fi ∈ {−2vi + 1, . . . , 0, . . . , 2vi − 1},

x′
(`)
i = x′

(`)
i + f ′i2

−vi` for f ′i ∈ {−2vi + 1, . . . , 0, . . . , 2vi − 1}.



9.9 Proof of Theorem 5.3.3 183

By (9.152), (9.151), (9.153), the continuity of Yn̂ and the assumptions in (9.150)
we get

|Yn̂(x)− Yn̂(x′)| ≤ |Yn̂(x(N ′))− Yn̂(x′
(N ′)

)|

+
∞∑

`=N ′+1

|Yn̂(x(`))− Yn̂(x(`−1))|+ |Yn̂(x′
(`)

)− Yn̂(x′
(`−1)

)|

≤MN ′,N−c(q) +

∞∑
`=N ′+1

2M`,N−c(q) ≤ 2

∞∑
`=N ′

M`,N−c(q)

≤ 2
s∑
i=1

[ ∞∑
`=N ′+1

2−(`−c(q))(1−η)αi∆i(n̂, 2
−(N−c(q)))

]

≤
s∑
j=1

2c(q)+12−N
′(1−η)αj (1− 2−(1−η)αj )−1k

dc(q)e
j ∆j(n̂, 2

−N )

≤ 23q̄c̄(α1, . . . , αs)

s∑
j=1

k
c(q)+1
i d(x, x′)αj(1−η)∆j(n̂, 2

−N ),

with c̄(α1, . . . , αs) = (1− 2− inf αj/2)−1.

9.9. Proof of Theorem 5.3.3

Within this section we extend Mytnik, Perkins and Sturm’s Theorem 4.1 to the
case where a Lipschitz-drift is included and σ may depend on t and x. That means
the SPDE has the form

∂u

∂t
(t, x) =

1

2
∆u+ b(t, x, u(t, x)) + σ(t, x, u(t, x))Ẇ (t, x),

where the details on the coefficients can be found after (5.1).
We will show a simplified version of Theorem 4.1 of [MPS06].

Theorem 9.9.1. Let ξ ∈ (0, 1) satisfy

∃Nξ = Nξ(K,ω) ∈ N a.s. such that ∀N ≥ Nξ, (t, x) ∈ ZN,K
d((t′, y), (t, x)) ≤ 2−N , t, t′ ≤ TK ⇒ |u(t, x)− u(t′, y)| ≤ 2−Nξ.

Let 0 < ξ1 < 1 ∧ (ξγ + 1 − α/2). Then there is an Nξ1 = Nξ1(K,ω) ∈ N a.s. such
that, for any N ≥ Nξ1 in N and any (t, x) ∈ ZN,K ,

d((t′, y), (t, x)) ≤ 2−N , t, t′ ≤ TK ⇒ |u(t, x)− u(t′, y)| ≤ 2−Nξ1 .
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Moreover, there are strictly positive constants R, δ, c1, c2 depending only on (ξ, ξ1)
and N(K) ∈ N, which also depends on K, such that

P(Nξ1 ≥ N) ≤ c1

(
P(Nξ ≥ N/R) +Kq+1 exp(−c22Nδ)

)
,

provided that N ≥ N(K).

Using the same argument as in Corollary 4.2 of [MPS06] one can derive Theorem
5.3.3 from this result.

Remember the formulation of a mild solution:

u(t, x) =

∫
Rq
pt(x− y)u0(y) dy +

∫ t

0

∫
Rq
pt−s(x− y)b(s, y, u(s, y)) dyds

+

∫ t

0

∫
Rq
pt−s(x− y)σ(s, y, u(s, y))W (ds dy).

In fact, the extension is much simpler than their original proof, since the drift
integrals are Riemann integrals. However, that does not mean that the proof can
be compressed within one lemma. It needs to go along their proof and fill in the
drift parts, where necessary.

We start directly on their page 1936 for the proof of their Theorem 4.2:
Fix (t, x), (t′, y) ∈ R+×Rq with d((t, x), (t′, y)) ≤ ε ≡ 2−N for a certain N ∈ N and
t ≤ t′. Their equation (58) stays unchanged for a certain N1 = N1(ω, ξ, ξ1) to be
chosen later:

P(|u(t, x)− u(t, y)| ≥ |x− y|1−α/2−δεp, (t, x) ∈ ZN,K,ξ, N ≥ N1) (9.154)

+P(|u(t′, x)− u(t, x)| ≥ |t′ − t|
1
2

(1−α/2−δ)εp, (t, x) ∈ ZN,K , t′ ≤ TK , N ≥ N1).

Let us define

Bx,y,t,t′(w, s) = B5.4|pt−s(x− w)− pt′−s(y − w)||u(s, w)|,

Bx,t′(w, s) = B5.4pt′−s(x− w)|u(s, w)|

additional to the quantities D defined in [MPS06]. This allows to bound (9.154) by
the sum of two expressions (itself sums):
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P
(
|u(t, x)− u(t, y)| ≥ |x− y|1−α/2−δεp, (t, x) ∈ ZN,K , N ≥ N1,∫ t

0

∫
R2q

Dx,y,t,t(w, z, s) dwdzds ≤ |x− y|2−α−2δ′ε2p,∫ t

0

∫
Rq
Bx,y,t,t(w, s) dwds ≤ 1

2
|x− y|1−α/2−δεp

)
+P
(
|u(t′, x)− u(t, x)| ≥ |t′ − t|

1
2

(1−α/2−δ)εp, (t, x) ∈ ZN,K , t′ ≤ TK , N ≥ N1,∫ t

0

∫
R2q

Dx,x,t,t′(w, z, s) dwdzds+

∫ t′

t

∫
R2q

Dx,t′(w, z, s) dwdzds ≤ |t′ − t|1−α/2−δε2p,∫ t

0

∫
Rq
Bx,x,t,t′(w, s) dwds+

∫ t′

t

∫
Rq
Bx,t′(w, s) dwds ≤ 1

2
|t′ − t|

1
2

(1−α/2−δ)εp

)
= P1 + P2

and

P(

∫ t

0

∫
R2q

Dx,y,t,t(w, z, s) dwdzds > |x− y|2−α−2δ′ε2p, (t, x) ∈ ZN,K , N ≥ N1)

+ P(

∫ t

0

∫
R2q

Dx,x,t,t′(w, z, s) dwdzds+

∫ t′

t

∫
R2q

Dx,t′(w, z, s) dwdzds

> |t′ − t|1−α/2−δε2p, (t, x) ∈ ZN,K , N ≥ N1)

+ P(

∫ t

0

∫
Rq
Bx,y,t,t(w, s) dwds >

1

2
|x− y|1−α/2−δεp, (t, x) ∈ ZN,K , N ≥ N1)

+ P(

∫ t

0

∫
Rq
Bx,x,t,t′(w, s) dwds+

∫ t′

t

∫
Rq
Bx,t′(w, s) dwds >

1

2
|t′ − t|

1
2

(1−α/2−δ)εp,

(t, x) ∈ ZN,K , N ≥ N1)

= P3 + P4 + P5 + P6.

The expressions P1, P2 can be bounded using Dubins-Schwarz (Theorem 3.2.8) and
the reflection principle for the martingale as on page 1938 of [MPS06]. Similarly,
the expressions P3 and P4 lead to the estimates given in (102) and (103) of [MPS06].
So let us only focus on P5 and P6. We use the sets Aij as in their page 1938 and
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consider the integral in P5 :∫ t−ε2

0

∫
Rq
|pt−s(x− w)− pt−s(y − w)||u(s, w)|1(|w − x| ≤ 2

√
t− sε1−δ1)dwds

+

∫ t−ε2

0

∫
Rq
|pt−s(x− w)− pt−s(y − w)||u(s, w)|1(|w − x| > 2

√
t− sε1−δ1)dwds

+

∫ t

t−ε2

∫
Rq
|pt−s(x− w)− pt−s(y − w)||u(s, w)|1(|w − x| ≤ 2ε1−δ1)dwds

+

∫ t

t−ε2

∫
Rq
|pt−s(x− w)− pt−s(y − w)||u(s, w)|1(|w − x| > 2ε1−δ1)dwds

= R1 +R2 +R3 +R4.

A similar decomposition can be given for the epressions in P6.∫ t−ε2

0

∫
Rq
|pt−s(x− w)− pt′−s(x− w)||u(s, w)|1(|x− w| ≤ 2

√
t− sεδ1)dwds

+

∫ t−ε2

0

∫
Rq
|pt−s(x− w)− pt′−s(x− w)||u(s, w)|1(|x− w| > 2

√
t− sεδ1)dwds

+

∫ t

t−ε2

∫
Rq
|pt−s(x− w)− pt′−s(x− w)||u(s, w)|1(|x− w| ≤ 2ε1−δ1)dwds

+

∫ t

t−ε2

∫
Rq
|pt−s(x− w)− pt′−s(x− w)||u(s, w)|1(|x− w| > 2ε1−δ1)dwds

+

∫ t′

t

∫
Rq
pt′−s(x− w)|u(s, w)|1(|w − x| ≤ 2ε1−δ1)dwds

+

∫ t′

t

∫
Rq
pt′−s(x− w)|u(s, w)|1(|w − x| > 2ε1−δ1)dwds

=S1 + S2 + S3 + S4 + S5 + S6.

It will be helpful to use their Lemma 5.4, which we quote:

Lemma 9.9.2 (Lemma 5.4 of [MPS06]). Let N ≥ N1. Then on {ω : (t, x) ∈ ZN,K},

|u(s, w)| ≤ 10ε(1−δ1)ξ for s ∈ [t− ε2, t′], |w − x| ≤ 2ε1−δ1 , (9.155)

|u(s, w)| ≤ (8 + 3K2Nξξ)eλ|w|(t− s)ξ/2e−δ1ξ, for s ∈ [0, t− ε2], |w − x| ≤ 2
√
t− sε1−δ1

(9.156)

and anywhere else the bound |u(s, w)| ≤ Keλ|w| for s ≤ K,w ∈ Rq (by (5.7)).

Lemma 9.9.3. Assume that (t, x) ∈ ZN,K and N ≥ Nξ. There is a constant
c9.9.3(q,K) <∞ such that

R1 + · · ·+R4 ≤ c9.9.3|x− y|(ε1+(1−δ1)ξ +K2Nξξ).
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Proof. We start with R1. By Lemma 9.9.2 and Lemma 9.6.1 obtain

R1 ≤ (8 + 3K2Nξξ)

∫ t−ε2

0
ds(t− s)(ξ−1)/2e−δ1ξ

q∑
i=1

∫ |yi−xi|
0

∫
Rq
dw eλ|w|p2t(w − x+ v̂i−1 + riei)

≤ (8 + 3K2Nξξ)

∫ t−ε2

0
ds(t− s)(ξ−1)/2KeK

q∑
i=1

|yi − xi|

≤ C(K)(8 + 3K2Nξξ)|x− y|,

where we also used the estimate (47) of [MPS06]. For R2 observe that for such y:
|y−w| ≥ |x−w|+ |x−y| ≥ 2

√
t− sε−δ1−

√
t− s >

√
t− sε−δ1 . Trivially bounding

u(s, w) ≤ Ke|w| and using again Lemma 9.6.1 and (47),

R2 ≤
∫ t−ε2

0
ds(t− s)(ξ−1)/2

q∑
i=1

∫ |yi−xi|
0∫

Rq
dw eλ|w|p2t(w − x+ v̂i−1 + riei)1(w − x+ v̂i−1 + riei| >

√
t− sε−δ1)

≤ C(K) exp(−1

4
ε−δ1)|x− y|

Next, R3 is bounded using Lemma 9.9.2 and [MPS06]’s Lemma 5.2(a) with β = 1,

R3 ≤ 10ε(1−δ1)ξC(K)

∫ t

t−ε2
ds (t− s)−1/2|x− y| ≤ C(K)ε1+(1−δ1)ξ|x− y|.

And finally R4 can be bounded just as R2, since here |y −w| > |x−w| − |y − x| >
2ε1−δ1 − ε > ε1−δ1 >

√
t− sε−δ1 . Then,

R4 ≤ C(K) exp(−1

4
ε−δ1)|x− y|.

Setting c = 11C(K), we obtain the result.

Lemma 9.9.4. Assume that (t, x) ∈ ZN,K and N ≥ Nξ. There is a constant
c9.9.4(q,K) <∞ such that

S1 + · · ·+ S6 ≤ c9.9.4|t′ − t|
1
2 (ε(1−δ1)ξ +K2Nξξ).
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Proof. We extensively use (47) of [MPS06] and Lemma 9.6.1.

S1 ≤ C(8 + 3K2Nξξ)|t− t′|1/2
∫ t−ε2

0
ds (t− s)−1/2∫

Rq
dw p(t−s)(w − x) + p4(t′−s)(w − x)eλ|w|(t− s)ξ/2

≤ C(K)(8 + 3K2Nξξ)|t− t′|1/2.

For S2 observe that for such w and s:

|w − x| > 2
√
t− sε−δ1 > 2

√
t′ − s√

t′ − t+
√
t− s

√
t− sε−δ1 >

√
t′ − sε−δ1 .

Then,

S2 ≤ C|t′ − t|1/2 exp(−1

2
ε−δ1)

∫ t−ε2

0
ds (t− s)−1/2∫

Rq
p2(t−s)(w − x) + p4(t′−s)(w − x)e|w|dw

≤ C|t′ − t|1/2 exp(−1

2
ε−δ1).

Using Lemma 9.9.2, obtain

S3 ≤ Cε(1−δ1)ξ|t′ − t|1/2
∫ t

t−ε2
ds(t− s)−1/2 ≤ Cε(1−δ1)ξ|t′ − t|1/2.

Next, observe that for s and w as in S4:

|w − x|√
t′ − s

>
|w − x|√

t′ − t+
√
t− s

>
|w − x|
ε+ ε

> ε−1ε1−δ1 = ε−δ1 . (9.157)

Thus,

S4 ≤ C|t′ − t|1/2 exp(−1

2
ε−δ1)

∫ t−ε2

0
(t− s)−1/2∫

Rq
p2(t−s)(w − x) + p4(t′−s)(w − x)e|w|dw ≤ C|t′ − t|1/2 exp(−1

2
ε−δ1).

For S5 we use Lemma 9.9.2

S5 ≤ 10ε(1−δ1)ξ|t′ − t|C(K)

and finally, using (9.157)

S6 ≤ C|t′ − t| exp(−ε−δ1).

If we add up the results and use that ε = 2−N is small enough, such that exp(−1
2ε
−δ1) <

ε1−δ1 , we get the lemma.
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Recall that N0(K, ξ, δ1, p) defined on page 1947 is a deterministic constant, which
we will use. We give estimates for P5 and P6. Choose δ2 ∈ (0, α/2 + δ− p) (see (56)
of [MPS06]).

Lemma 9.9.5. If N ≥ N5 ∨ N ′0, where N5 := 1
δ2
Nξ and N ′0 = δ−1

2 (log c9.9.3 +
logK + 1), then P5 = 0.

Proof. Then,

P5 ≤ P(R1 +R2 +R3 +R4 >
1

2
|x− y|1−α/2−δεp, (t, x) ∈ ZN,K,ξ, N ≥ N1)

≤ P(c9.9.3|x− y|(K2Nξξ + ε1+(1−δ1)ξ) >
1

2
|x− y|1−α/2−δεp)

≤ P(c9.9.3(K2Nξξ + 1) >
1

2
|x− y|−α/2−δ+p)

≤ P(2c9.9.3(K2Nξξ + 1) > 2N(α/2+δ−p))

≤ P(2c9.9.3(K2Nξξ + 1) > 2Nδ2)

= 0,

if N ≥ N6 = 1
δ2

(Nξ + log c9.9.3 + logK + 1).

The same proof more or less holds for P6 and we obtain:

Lemma 9.9.6. If N ≥ N6, where N6 := 1
δ2
Nξ and N ′′0 = δ−1

2 (log c9.9.4 +logK+1),
then P6 = 0.

Both lemmas allow us to neglect the expressions P5 and P6 if N is chosen large
enough. So we can do all the calculations of Mytnik, Perkins and Sturm and end
with the slightly different new definition of Nξ1 on page 1949:

Nξ1 = max
(
N3(ω) +m,

[
(5δ−1

1 + δ−1
2 )Nξ(ω)

]
, [C0(ξ, δ1)Nξ], N0 ∨N ′0 ∨N ′′0 ∨N4

)
.

The bound on Nξ1 can be obtained in the same way as in [MPS06], here using
R = (5δ−1

1 + δ−1
2 ) ∨ C0. This finishes the proof of Theorem 9.9.1.

9.10. Incorporation of drifts

In this section we want to present the analogue of Section 8 in [MP11] which
incorporates the drift b in the SPDE (5.1). Remember that in the beginning of
Section 9.2 we assumed that b ≡ 0 and did all the calculations to do the proof of
Proposition 9.1.2. As we will not repeat the whole argument, we will just indicate
the places where one needs to change the calculations already made to incorporate
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the drift. Of course, what needs to be changed is also explained. If B(s, y) :=
b(s, y,X1(s, y))− b(s, y,X2(s, y)), then equation 9.16 becomes

u(t, x) =

∫ t

0

∫
Rq
pt−s(y − x)D(s, y)W (dy ds) +

∫ t

0

∫
Rq
pt−s(y − x)B(s, y)dyds

=: uD(t, x) + uB(t, x) a.s.∀t > 0, x ∈ Rq

and the Lipschitz condition on B gives:

|B(s, y)| ≤ B|u(s, y)|.

We define u1,δ and u2,δ in the same way as before and obtain in Lemma (9.2.1)
(here using ordinary Fubini theorem, additionally):

u1,δ(t, x) =

∫ (t−δ)+

0

∫
Rq
pt−s(x− y)D(s, y)W (ds dy) +

∫ (t−δ)+

0

∫
Rq
pt−s(x− y)B(s, y)dyds

u2,δ(t, x) =

∫ t

(t−δ)+

∫
Rq
pt−s(x− y)D(s, y)W (ds dy) +

∫ t

(t−δ)+

∫
Rq
pt−s(x− y)B(s, y)dyds.

Clearly, also the functions G and F (defined as before) now consist of two parts:

−∇Gδ(s, t, x) = Fδ(s, t, x) =

∫ (s−δ)+

0
∇p(t∨s)−r(y − x)D(r, y)W (dr dy)+

+

∫ (s−δ)+

0
∇p(t∨s)−r(y − x)B(r, y)W (dr dy)

=: FD,δ(s, t, x) + FB,δ(s, t, x).

For the induction step in Section 9.4 and the estimates in Section 9.5, we needed the
four Propositions 9.4.11, 9.4.14, 9.4.17 and 9.4.18. Given Theorem 5.3.3 the proofs
for the D-parts were already done. To do the same estimates on the B-parts we
also require Theorem 5.3.3 for the drift. As for the B-parts we are not confronted
with stochastic integrals, calculations get considerably easier. We show the four
propositions subsequently:

Proposition 9.10.1. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. Then
for all n ∈ N, η1 ∈ (0, 1/2], ε0 ∈ (0, 1),K ∈ N≥K1 , λ ∈ [0, 1], β ∈ [0, 1/2] there is
an N9.4.11 = N9.4.11(η1,K)(ω) ∈ N≥2 almost surely such that for all N ≥ N9.4.11,
(t, x) ∈ Z(N,n,K, β), s ≤ t ≤ t′, s′ ≤ t′ ≤ TK and d((t, x)(t′, x′)) < 2−N and
|s− s′| < N−1 it holds that

|Faλn,l(s, t, x)− Faλn,l(s
′, t′, x′)| ≤ 2−86q−4

[
|s′ − s|1/22−N(1−η1) + |s′ − s|1−η1/2

+d1−η1 [1 + a−λ/2(1+α/2)
n 2−Nγγm + aβγn (aλ/2n ∨ 2−N )γ ]

]
, l = 1, . . . , q.
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The proof is similar to the proof of Proposition 8.1 in [MP11].

Proof. We refer to the proof of Proposition 8.1 in [MP11] and only do the part which
differs, that is the estimate for the second part T2,2 of T2 there. Using Lemma 9.4.3
with the actual m of the proposition (instead of m = 0 there), we obtain:

T2,2 ≤
∫ s−aλn

0

∫
Rq
|pt−r,1(y − x)− pt′−r(y − x′)|B

√
C9.4.3e

|y−x|

[(
√
t− r + |y − x|) ∨ 2−N ]ξ[(

√
an ∨ 2−N ∨ (

√
t− r + |y − x|))γ̄m−1 + aβn]

1(|y − x| < (t′ − r)1/2−η1/4 ∨ 2|x− x′|) dydr

≤ 32B
√
C9.4.3

∫ s−aλn

0
[(t− r)ξ/2(1−η1/2) + 2−Nξ]dr∫

Rq
|pt−r,1(y − x)− pt′−r(y − x′)|e|y−x|1(|y − x| < 2(2K + 1))dy

[(
√
an ∨ 2−N ∨ (t− r)1/2−η1/4)γ̄m−1 + aβn].

Next, use Hölder inequality for the spatial integral and use Lemma 4.4 in [MP11]
to obtain

T2,2 ≤ c1(K)
√
C9.4.3

∫ s−aλn

0
(t− r)−3/4

(
1 ∧ d2

t− r

)1/2

[(t− r)1/2−η1/2+

+ 2−Nξ(a
1
2

(γm−1)
n + 2−N(γm−1) + aβn) + 2−Nξ(t− r)

1
2

(1−η1/2)(γm−1)]

≤ c2(K)
√
C9.4.3

∫ s−aλn

0
dr (t− r)−1/4−η1/2

(
1 ∧ d2

t− r

)1/2

+ (t− r)−3/4

(
1 ∧ d2

t− r

)1/2

2−Nξ(a
1
2

(γm−1)
n + 2−N(γm−1) + aβn)

+ (t− r)
1
2

(γm−5/2)−η1/4
(

1 ∧ d2

t− r

)1/2

2−Nξ.
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Next, we apply Lemma 4.1 of [MP11] with using (4.1) and (4.3) there:

T2,2 ≤ c3(K)
√
C9.4.3

[
(d2 ∧ t)1/2t+ (d2)1/2(d2 ∨ (t− (s− aλn)))−1/42−Nξ

(a
1
2

(γm−1)
n + 2−N(γm−1) + aβn)

+ [(d2 ∧ t)1/2t+ (d2)1/2(d2 ∨ (t− (s− aλn)))
1
2

(γm−3/2)−η1/4]2−Nξ
]

≤ c4(K)
√
C9.4.3d

1−η1/4[1 + a−λ/4n 2−N (a
1
2

(γm−1)
n + 2−N(γm−1) + aβn)

+ (aλ/2n )γm−3/2−η1/22−N ]

≤ c4(K)
√
C9.4.3d

1−η1/4[1 + a−λ/4n 2−Nγm + a−λ/4+β
n 2−N

+ a−λ/4n 2−Na
1
2

(γm−1)
n + aλ/2(γm−3/2−η1/2)

n 2−N ]

Then, bound this expression further by elementary computations,

T2,2 ≤ c4(K)
√
C9.4.3d

1−η1/4[1 + a−λ/2(1+α/2)
n (2−Nγm + aβn2−N )

(1(aλ/2n ≤ 2−N ) + 1(aλ/2n > 2−N ))[a−λ/4n 2−Na
1
2

(γm−1)
n + aλ/2(γm−3/2−η1/2)

n 2−N ]
]

≤ c4(K)
√
C9.4.3d

1−η1/4[1 + a−λ/2(1+α/2)
n (2−Nγγm + aβγn (aλ/2n ∨ 2−N )γ

(a−λ/2(1+α/2)
n 2−Nγm + a−λ/4n aλ/2n a0

n + a−λ/2(1+α/2)
n 2−Nγm + a0

n)].

Finally, choose N9.10.1 in the appropriate way.

We need to investigate whether these estimates imply Proposition 9.4.11 and
Proposition 9.4.14. The first is obvious and for the latter, observe that d = 0 and

(t− s)1−η1/2 = (t− s)
1
2

(1−η1)
√
t− s ≤ (t− s)

1
2

(1−η1)(
√
t− s ∨

√
an)

≤ (t− s)
1
2

(1−η1)(
√
t− s ∨

√
an)γγ̃m−1−α/2.

Next we consider the analogue of Proposition 9.4.17:

Proposition 9.10.2. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. For any
n ∈ N, η1 ∈ (0, 1/2), ε0 ∈ (0, 1), K ∈ N≥K1, λ ∈ (0, 1], β ∈ [0, 1/2] there is a
N9.10.2(K, η1) ∈ N a.s. such that for all N ≥ N9.10.2, (t, x) ∈ Z(N,n,K, β), s ≤ t,√
t− s ≤ 2−N it holds that

|Gaλn,B(s, t, x)−Gaλn,B(t, t, x)| ≤ 2−90a−ε0n (t− s)(1−η1)/2
[
t− s+ (t− s)1/22−N

]
.

Proof. Assume ξ = 1 − η1/4 and N ≥ 291η−1
1 N9.4.3. The claim is trivial, if δ :=

aλn ≥ t, so we assume that this is not the case. Then, by Lemma 9.4.3 for m = 0
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observe that

|Gaλn,B(s, t, x)−Gaλn,B(t, t, x)| =
∫ t−δ

(s−δ)+

∫
Rq
pt−r(y − x)B(r, y)dydr

≤ B
√
C9.4.3

∫ t−δ

(s−δ)+

∫
Rq
pt−re

|y−x| ((√t− r + |y − x|) ∨ 2−N
)ξ
dydr

≤ c1(K)
√
C9.4.3

∫ t−δ

(s−δ)+
((t− r)ξ/2 + 2−Nξ)dr

≤ c1(K)
√
C9.4.3((t− s)1+ξ/2 + (t− s)2−Nξ)

≤ c1(K)22N1(t− s)(1−η1)/2[(t− s)1−η1/4 + (t− s)1/2+η1/42−Nξ]

≤ c1(K)22N12−Nη1/4(t− s)(1−η1)/2

[(t− s)1−η1/42Nη1/4 + (t− s)1/2+η1/42−N(1−η1/2)].

Next we choose N9.10.2 = 720η−1
1 c1(K)N1(0,K, ξ) to obtain the claim.

Next show the analogue of Proposition 9.4.18:

Proposition 9.10.3. Let 0 ≤ m ≤ m̄ + 1 and assume that (Pm) holds. Then for
all n ∈ N, η1 ∈ (0, α4 ∧

2−α
2 ), ε0 ∈ (0, 1), K ∈ N≥K1, λ ∈ (0, 1], β ∈ [0, 1/2] there

is N9.10.3 = N9.10.3(K, η1) ∈ N a.s. such that ∀N ≥ N9.10.3, (t, x) ∈ Z(N,n,K, β),
t′ ≤ TK and d := d((t, x), (t′, x′)) ≤ 2−N we have

|u2,aλn,B
(t, x)− u2,aλn,B

(t′, x′)| ≤ 2−96[d1−η1a
λ
2

(γγ̄m−α/2)
n

+ d(1−α/2)(1−η1/2)2−Nγ(a1/2
n ∨ 2−N )γ(γ̄m−1)].

Proof. We decompose the integral into four parts:

|u2,aλn,B
(t, x)− u2,aλn,B

(t′, x′)| ≤
∫ t∧(t′−aλn)+

(t−aλn)+

∫
Rq
pt−s(x− y)Bu(s, y)dyds

+

∫ t′

t′−(aλn∧(t′−t))

∫
Rq
pt′−s(y − x′)Bu(s, y)dyds

+ 1(t′ − t < aλn)

∫ t

t′−aλn

∫
Rq

(pt′−s(y − x′)− pt−s(y − x))u(s, y)

1(|y − x| > (t′ − r)
1
2
− η1

4 ∨ |x− x′|)dyds

+ 1(t′ − t < aλn)

∫ t

t′−aλn

∫
Rq

(pt′−s(y − x′)− pt−s(y − x))u(s, y)

1(|y − x| ≤ (t′ − r)
1
2
− η1

4 ∨ |x− x′|)dyds
= T1 + T2 + T3 + T4.
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We start calculating T3 using (5.7), Hölder inequality and Lemma 9.6.4:

T3 ≤ 1(t′ − t < aλn)

∫ t

t′−aλn

∫
Rq

(pt′−s(y − x′)− pt−s(y − x))Ke|y−x|eK

1(|y − x| > (t′ − r)
1
2
− η1

4 ∨ |x− x′|)dyds

≤ 1(t′ − t < aλn)

∫ t

t′−aλn

( ∫
Rq

(pt′−s(y − x′)− pt−s(y − x))2e4|y−x|

1(|y − x| > (t′ − r)
1
2
− η1

4 ∨ |x− x′|)dy
)1/2

(

∫
Rq
e−2|y−x|dy)1/2ds

≤c1(K)1(t′ − t < aλn)

∫ t

t′−aλn
(t− s)−1/2 exp

(
−η1(t′ − s)−η0/2

256

)
[1 ∧ d

t− s
]1−η1/2ds.

Now, continuing as in the proof of Lemma 9.4.6 here, and applying Lemma 4.1 (eq.
(4.2)) in [MP11], allows to bound this by

T3 ≤ c2(K)(d2 ∧ aλn)1−α/2d2 + (d2 ∧ aλn)1−η1/4aλ(2−α/2+η1/4)
n .

If we choose N9.10.3 = 100η−1
1 + log c2(K) we can bound this by

T3 ≤ 2−100d1−α/22−Nγ2−Nγ(γ̄m−1) + d1−η1/4aλ/2(γγ̄m−α/2)
n .

Next consider T4. By Lemma 9.4.3 for m = 0 and later Lemma 5.2 (a) of [MPS06]
with an obvious extension we bound T4 by

T4 ≤ B
√
C9.4.3

∫ t

t′−aλn
1(t′ − t < aλn)

∫
Rq

(pt′−s(x
′ − y)− pt−s(x− y))e|y−x|

(2−N ∨ (|t− s|1/2 + |y − x|))ξ1(|y − x| ≤ (t′ − s)1/2−η1/4 ∨ |x− x′|)dyds

≤ 2B
√
C9.4.3

∫ t

t′−aλn
1(t′ − t < aλn)

∫
Rq

(pt′−s(x
′ − y)− pt−s(x− y))e|y−x| dy

(2−Nξ + (t− s)ξ/2)1−η1/2 ds

≤ 2Bc1(K)
√
C9.4.3

∫ t

t′−aλn
1(t′ − t < aλn)

(
1 ∧ d2

t− s

)1/2

(2−N(1−η1) + (t− s)
1
2

(1−η1)) ds

≤ c2(K)B
√
C9.4.3

[
(d2 ∧ aλn)1/2aλ/2n 2−N(1−η1) + (d2 ∧ aλn)aλ(1−η1/2)

n

]
.

Here we used Lemma 4.1 (a) of [MP11] twice. The first term can be bounded

considering the two cases a
λ/2
n ≤ 2−N and a

λ/2
n > 2−N separately:

• If a
λ/2
n ≤ 2−N , then (d2 ∧ aλn)1/2a

λ/2
n 2−N(1−η1) ≤ d2−2N ≤ d1−η1/22−2N+η1/2,
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• If a
λ/2
n > 2−N , then (d2 ∧ aλn)1/2a

λ/2
n 2−N(1−η1) ≤ daλ/2n a

λ/2
n 2Nη1 ≤ d1−η1aλn.

So we can bound

T4 ≤ c2(K)B
√
C9.4.3d

1−η1
[
2−2N + aλn + dη1a2λ−η1/2

n

]
≤ 2c2(K)B

√
C9.4.3d

1−η1
[
2−Nγ(an ∨ 2−N )γ(γ̄m−1) + a

λ
2

(γγ̄m−1)
n

]
≤ 2−100d1−η1

[
2−Nγ(an ∨ 2−N )γ(γ̄m−1) + a

λ
2

(γγ̄m−α/2)
n

]
.

To treat T2 we use again Lemma 9.4.3 for m = 0:

T2 ≤
∫ t′

t′−(aλn∧(t′−t))

∫
Rq
pt′−s(y − x′)Be|y−x|

√
C9.4.3((|y − x|+ |t− s|1/2) ∨ 2−N )ξdyds

≤ c1

√
C9.4.3

∫ t′

t′−(aλn∧(t′−t))
((t′ − s)ξ/2 + 2−Nξ)ds

≤ c2

√
C9.4.3[(aλn ∧ d2)1+ξ/2 + 2−Nξ(aλn ∧ d2)]

≤ c2

√
C9.4.32−Nη1/4[aλnd

1−η1/42Nη1/4 + 2Nη1/2d2−Nγ(a1/2
n ∨ 2−N )γ(γ̄−1)

≤ 2−100[d1−η1a
λ
2

(γγ̄m−α/2)
n + d(1−α/2)(1−η1/2)2−Nγ(a1/2

n ∨ 2−N )γ(γ̄m−1)],

where we used Lemma 4.1 (a) of [MP11]. Finally, bound T1 using Lemma 9.4.3 for
m = 0:

T1 ≤
∫ t∧(t′−aλn)+

(t−aλn)+

∫
Rq
pt−s(x− y)e|x−y|

√
C9.4.3((|y − x|+ |t− s|1/2) ∨ 2−N )ξdyds

≤ c1

√
C9.4.3

∫ t∧(t′−aλn)+

(t−aλn)+
((t− s)ξ/2 + 2−Nξ)

≤ c2

√
C9.4.3[2−Nξ(|t′ − t| ∧ aλn) + (|t′ − t| ∧ aλn)1+ξ/2],

where we used Lemma 4.1 (a) of [MP11]. Now, proceed as for T2 to finish the
proof.

9.11. An integral estimate

There is another lemma. The proof can be found on page 1929 of [MPS06] but we
include it for completeness.

Lemma 9.11.1. For x ∈ Rq, n ≥ 2 and functions Φ as introduced before (9.6),
there is a constant c9.11.1 = c9.11.1(α, q, ‖Φ‖) such that∫

R2q

dwdzΦmn+1
x (w)Φmn+1

x (z)(|w − z|−α + 1) ≤ c9.11.1m
α
n+1.
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Proof. Note that for fixed x ∈ Rq, it holds by triangle inequality that

Φmn
x (w)Φmn

x (z) ≤ mq
n‖Φ‖∞1Bq(0,1)(mn(x− w))mq

n‖Φ‖∞1Bq(0,1)(mn(x− z))

≤ m2q
n ‖Φ‖2∞1Bq(0,1)(mn(x− w))1Bq(0,1)(

1

2
mn(w − z)).

Hence,∫
R2q

dw dzΦmn
x (z)Φmn

x (w)(|w − z|−α + 1)

≤ c
∫
R2q

dw dz m2q
n 1Bq(0,1)(mn(x− w))1Bq(0,1)(

1

2
mn(w − z))(|w − z|−α + 1).

Since for |w − z| < 2m−1
n : |w − z|−α > (2m−1

n )−α > 1 (for n ≥ 3) and introducing
y := w − z the integral gets bounded by

≤ 2c

∫
R2q

dw dym2q
n 1Bq(0,1)(mn(x− w))1Bq(0,1)(

1

2
mny)|y|−α

= 2c

∫
Rq
dwmq

n1Bq(0,1)(mn(x− w))

∫
Rq
dỹ1Bq(0,1)(ỹ)| 2

mn
ỹ|−α (for ỹ =

mn

2
y)

≤ c(α, q, ‖Φ‖∞)mα
n,

since α < q.



10. The Compact Support Property

In this chapter we show Theorem 5.4.1 and Proposition 5.4.2. In Section 10.1 we
show the proof of Theorem 5.4.1 which relies on Proposition 10.1.1. The proof of
this proposition is postponed to Section 10.2. In Section 10.3 we provide the proof
of Proposition 5.4.2. Both of the preceding sections will rely on a lower bound on
a quadratic variation term. This lower bound is given by a real analysis lemma in
Section 10.4.

We start recalling the setup and some definitions. Note that we are considering
a weak non-negative solution of

∂tu(t, x) =
1

2
∂2
x(t, x) + σ(u(t, x))Ẇ (t, x), (10.1)

where σ(u) ≥ σ0u
γ for a certain γ ∈ (0, 1) and a colored noise Ẇ = Ẇ k with Riesz-

kernel k(x, y) = |x− y|−α. It is required to have α ∈ (0, 1) and σ(u) ≤ c(1 + |u|) to
have existence of a weak solution, i.e. for any φ ∈ C∞c (R) we almost surely have∫

R
φ(x)u(t, x) dx =

∫
R
φ(x)u0(x) dx+

∫ t

0

∫
R

1

2
φ′′(x)u(s, x) dxds

+

∫ t

0

∫
R
φ(x)u(s, x)W (ds dy).

(10.2)

The existence of a weak solution implies

u(t, x) =

∫
R
u0(y)pt(x− y)dy +

∫ t

0

∫
R
pt−s(x− y)σ(u(s, y))W (ds dy), (10.3)

where pr(z) = (2πr)−1/2 exp(−z2/2r), r > 0, z ∈ R is the one-dimensional heat
kernel. We write

S(ut) = sup supp (u(t, ·)). (10.4)

10.1. Proof of Theorem 5.4.1

We give two results which we prove later. They allow to do the proof of Theorem
5.4.1. The first result tells us that if y is chosen far enough to the right of the initial
support, then in a short time interval the probability that mass can be transported

197
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to y is small. This first result is the core of the argument. Recall the definition of
h(r) =

√
r log(1/r), r ∈ (0, e−1)

Proposition 10.1.1. Assume u0(x) = 0 for all x ≥ x0. There is a constant c10.1.1 <
∞ such that for c = 16 + 132(1− γ)−1, it holds for given t ∈ (0, e−1) and y ≥ ch(t)
that

P
(∫ t

0
u(s, x0 + y) ds > 0

)
< c10.1.1t

2.

The second result is some type of lower-semicontinuity of s 7→ S(us), the function
defined in (10.4).

Lemma 10.1.2. Assume that supp (u0) is compact. Almost surely it holds that
s 7→ S(us) is lower-semicontinuous in the sense that almost surely

lim
ε→0+

S(us−ε) ≥ S(us) ∀s > 0.

A proof of Proposition 10.1.1 and Lemma 10.1.2 is given in Section 10.2. We can
follow standard methods combining these two results for the next proof.

Proof of Theorem 5.4.1. For c = 16 + 132(1− γ)−1 let for n ∈ N, n ≥ 2,

Bn,j = {S(uj2−n) > S(u(j−1)2−n) + ch(2−n)}, j ∈ N.

And set

An =
n2n⋃
j=1

Bn,j

=
n2n⋃
j=1

{S(uj2−n) > S(u(j−1)2−n) + ch(2−n), S(uk2−n) ≤ S(u(k−1)2−n) + ch(2−n)

∀1 ≤ k ≤ j − 1}.

If ω is in Bn,j , then S(u(j−1)2−n) < S(u0) + (j − 1)ch(2−n). Then, by Proposition
10.1.1 we get for x0 = S(u0) + (j − 1)h(2−n), y = ch(t) and using the Markov-
property of the solution at time (j−1)2−n, that P(Bn,j) ≤ c10.1.1(γ, ‖u(j−1)2−n‖)2−2n.

P(An) ≤ c10.1.1

n2n∑
j=1

(2−n)2 ≤ c10.1.1n2−n.

This is summable in n ∈ N. So, by Borel-Cantelli we know that P-a.s. there is a
N(ω) <∞ such that

∀n ≥ N(ω) : S(uj2−n) ≤ S(u(j−1)2−n) + ch(2−n) ∀1 ≤ j ≤ n2n. (10.5)
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Then, we can do the proof as in [Per02] for his Theorem III.1.3: Let w.l.o.g. N =
N(ω) ≥ (log 25

18)−1. For 0 ≤ r < s < N and 0 < s − r < 2−N choose n ≥ N s.t.

2−n−1 < s−r ≤ 2−n and define sk =
∑k

l=−∞ jl2
−l ↗ s and rk =

∑k
l=−∞ il2

−l ↗ r,
dyadic approximations of s and r. One easily shows that jl, il ∈ {0, 1}, l ≥ 1 and
so we obtain by Lemma 10.1.2 using (10.5):

S(us)− S(usn) ≤
∞∑

k=n+1

|S(usk)− S(usk−1
)|

≤
∞∑

k=n+1

jkch(2−k) ≤ c′h(2−n) ≤ 2c′h(s− r).

where c′ = c(1− 1√
2
)−2 ≤ 6c. The same estimate holds for S(ur):

S(ur)− S(urn) ≤ c′h(2−n) ≤ 2c′h(s− r).

And similarly by (10.5), we get

S(usn)− S(urn) ≤ ch(2−n) ≤ 2ch(s− r).

Putting that all together we obtain

S(us)− S(ur) ≤ 2(12c+ c)h(s− r) = 26(16 + 132(1− γ)−1)h(s− r).

10.2. Proof of Proposition 10.1.1

The proof of Proposition 10.1.1 is obtained in several steps. First we give Lemma
10.2.1 which is analogous to Lemma 2.1 of [Kry97]. It will allow us to bound the
accumulated mass in a certain point x > 0 via the mass traversing the point x0 = 0
plus a second expression. Then, a bound on the mass traversing the point x0 is
given in Lemma 10.2.3. Finally, an iterative procedure similar to the one described
in the heuristics in Section 5.4 allows to derive Proposition 10.1.1.

Let β = 1
3 .

Lemma 10.2.1. Let T ≥ 0 be a stopping time. Assume u0(x) = 0 for all x ≥ 0.

(a) For AT = {ω :
∫ T

0 u(s, 0) ds = 0} and BT = {ω : u(s, x) = 0 for all 0 ≤ s ≤
T, x > 0}, it holds that P(AT ∩Bc

T ) = 0.
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(b) If γ ∈ (1/2, 1) : For any K > E[H16/β], r ∈ (0, 1), M = (2βγ + 2)/(β + 1)
and ν = M/3, there is a constant c10.2.1 = c10.2.1(ck,K) such that:

1

r

∫ 2r

r
dxP

(∫ T

0
u(s, x) ds ≥ p

)
≤P

(∫ T

0
u(s, 0) ds ≥ q

)
+

c10.2.1r
−5ν

(
q2/M

p

)ν
.

(c) If γ ∈ (0, 1/2] : For any K > E[H16/β], r ∈ (0, 1), M = (2βγ + 2)/(β + 1),
there is a constant c10.2.1 = c10.2.1(ck,K) such that:

1

r

∫ 2r

r
dxP

(∫ T

0
u(s, x) ds ≥ p

)
≤P

(∫ T

0
u(s, 0) ds ≥ q

)
+

c10.2.1r
−5/2

(
q2/M

p

) 1
2

.

In order to prove the result we use Theorem 5.2.1 and the definition of the
Hölder constant H = HK in that theorem which is in Lp for any p > 0,K > 0.
Since 1−α/2 > 1/3 we can assume that we have Hölder continuity of order β = 1

3 .
Hölder continuity is meant in the sense of (5.8). Additionally, we also require an
integral estimate which is given in Section 10.4. Before starting with the proof we
will give the following Lemma 3.1 from [Kry97]:

Lemma 10.2.2. The weak formulation (10.2) holds for any continuous function φ
with compact support such that the generalised function φ′′ is a finite measure on
the Borel σ-field on R.

In [Kry97] it is proven in the white noise setting, however its proof also applies
to the colored noise setting. It requires an application of dominated convergence
similar to the first steps of Proposition 5.4.2, which we will see later. Now we can
do the proof of Lemma 10.2.1:

Proof. We first show (b) and (a) in the case γ > 1
2 . Let

TK = T ∧ inf{t > 0 :

∫ ∞
0

u(t, x) dx > K}.

Since u ∈ C(R+, Crap), we have that TK ↗ T almost surely for K →∞. So, if we
show (b) for the stopping time TK , then it follows for T by monotone convergence.
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If we show the claim in (a) for TK , then it also follows for T, since

{
∫ T

0
u(s, 0) ds = 0, u(s, x) = 0, 0 ≤ s ≤ T, x > 0}

=
⋂
K

{
∫ TK

0
u(s, 0) ds = 0, u(s, x) = 0, 0 ≤ s ≤ TK , x > 0}.

Then, let us omit this dependence on K and write T in the proof, but assuming
the bound on the integral of u. Let ψ ∈ C∞c (R) be non-negative with ψ(0) = 1
and let ψn(x) = ψ(x/n), x ∈ R, n ∈ N. Apply Lemma 10.2.2 to the function ζ(x) =
(x ∨ 0)ψn(x) to obtain∫ ∞

0
xψn(x)u(t, x)dx =

∫ t

0
u(s, 0)ds+Ant +mn

t , (10.6)

for t ≤ T , since u0(x) = 0 for all x > 0. Here,

Ant = n−1

∫ t

0

∫ ∞
0

(2ψ′(x) + n−1xψ′′(x))u(s, x) dxds

and mn is a continuous local martingale with quadratic variation

〈mn〉t =

∫ t

0

∫ ∞
0

xψn(x)yψn(y)u(s, x)γu(s, y)γk(x, y) dxdyds.

Since by Theorem 5.2.1 we have E[supt≤T
∫
R(1 + x)u(t, x) dx] <∞, we have

lim
n→∞

sup
t≤T
|Ant | (10.7)

≤ lim
n→∞

sup
t≤T

t

[
n−12‖ψ′‖

∫ ∞
0

u(t, x)dx+ ‖ψ′′‖
∫ ∞

0
xu(t, x)dx

]
= 0,

in L1 and almost surely. By non-negativity of the LHS in (10.6), we obtain for
ξnt =

∫ t
0 u(s, 0)ds+Ant :

0 ≤ ξnt +mn
t .

Consider the negative part (mn
t )− = −(mn

t ∧ 0) of mn
t . Since ξn is increasing,

(mn
s )− ≤ ξnt , for any s ≤ t, so also for any stopping times σ, τ ≤ T replacing s and

t. Taking expectations, we obtain

E[(mn
σ∧τ )−] ≤ E[ξnτ ]. (10.8)

As mn are local martingales on [0, T ], there must be a sequence of stopping times
σi ↗∞, such that (mn

t∧σi) are martingales. By the optional sampling theorem (see
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Proposition 3.2.5), we know that also (mn
t∧σi∧τ ) are continuous martingales and

hence,
E[(mn

σi∧τ )+] = E[(mn
σi∧τ )−] ≤ E[ξnτ ],

the last inequality by (10.8). So, E[|mn
σi∧τ |] ≤ 2E[ξnτ ]. Letting i → ∞, Fatou’s

lemma allows to get rid of the dependence on σi to obtain:

E[|mn
τ |] ≤ 2E[ξnτ ].

Let us apply [RY91]’s Lemma IV.4.7 with ν ′ ∈ (0, 1) for the processes stopped at τ
to get:

E[sup
t≤τ
|mn

t |ν
′
] ≤ c(ν ′)E[sup

t≤τ
|ξnt |ν

′
].

Using the lower bound of the BDG-inequality (Theorem 3.2.9) for the continuous
local martingale mn we obtain for a constant c depending on ν ′:

E
(∫ τ

0

∫ ∞
0

∫ ∞
0

xψn(x)yψn(y)u(s, x)γu(s, y)γk(x, y)dxdyds

)ν′/2
≤ cE[sup

t≤τ
(ξnt )ν

′
].

(10.9)
Letting n→∞, obtain by (10.7) and the monotonicity of ξt =

∫ t
0 u(s, 0) ds,

E
(∫ τ

0

∫ ∞
0

∫ ∞
0

xyu(s, x)γu(s, y)γk(x, y)dxdyds

)ν′/2
≤ cE[ξν

′
τ ]. (10.10)

This shows (a) of Lemma 10.2.1, since if the right hand side of (10.10) is zero, the
left hand side also is and the non-negative values of u need to be zero. Set

κ = T ∧ inf{r > 0 : ξr ≥ q}.

By the inequalities of Markov and Jensen (twice) with M ∈ (1, 2) and ν = M/3,

1

r

∫ 2r

r
dxP

(∫ κ

0
u(s, x)ds > p

)
≤ p−νE

[
1

r

∫ 2r

r

(∫ κ

0
u(s, x)ds

)ν
dx

]
≤ p−νE

[(
r−1

∫ 2r

r

∫ κ

0
u(s, x)dsdx

)ν]

≤ p−νKν(1−1/M)E

(∫ κ

0
ds

(
r−1

∫ 2r

r
dxu(s, x)

)M)ν/M
where we used κ ≤ K. Here is the trick of the whole argument: Decompose Ω =
{κ ≤ t} ∪ {κ > t}. Then, we have for q > 0:

1

r

∫ 2r

r
dxP(

∫ t

0
u(s, x)ds > p) ≤ P(

∫ t

0
u(s, 0)ds ≥ q) (10.11)

+ p−νr−νKν(1−1/M)E

[(∫ κ

0
ds(

∫ 2r

r
dxu(s, x))M

)ν/M]
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where we trivially estimated the first probability by P(κ ≤ t). If we choose M =
(2βγ + 2)/(β + 1) < 2 and apply Lemma 10.4.2 (with q = 1, see the remark after
the lemma), we can write(∫ 2r

r
dxu(s, x)

)M
≤ c−1(ck)K

2rα[H1/β ∨ r−1

∫
r<x<2r

u(s, x)dx]2∫
R2

u(s, w)γu(s, z)γk(w, z)1{r<w,z<2r}dwdz

≤ cK4rα−4H2/β ∫
R2

wu(s, w)γzu(s, z)γk(w, z)1{r<w,z<2r}dwdz

≤ cK4rα−4H2/β

∫ ∞
0

∫ ∞
0

xyσ(u(s, x))σ(u(s, y))k(x, y) dxdy,

where we use t ≤ TK and σ(u) ≥ σ0u
γ . Put this back in (10.11); with the Hölder

inequality for a = 1/2 +M/4ν, we obtain

1

r

∫ 2r

r
dxP(

∫ t

0
u(s, x)ds ≥ p) ≤ P(

∫ t

0
u(s, 0)ds ≥ q) + cK5p−νr−ν(1−α/M+4/M)

E

[
H2ν/βM

(∫ κ

0

∫ ∞
0

∫ ∞
0

xyσ(u(s, x))σ(u(s, y))k(x, y)dxdyds

)ν/M]

≤ P(

∫ t

0
u(s, 0)ds ≥ q) + cK5p−νr−ν(1−α/M+4/M)

(
E[H2aν/βM(a−1)]

)(a−1)/a

(
E

[(∫ κ

0

∫ ∞
0

∫ ∞
0

xyσ(u(s, x))σ(u(s, y))k(x, y)dxdyds

)aν/M])1/a

≤ P(

∫ t

0
u(s, 0)ds ≥ q) + cK6p−νr−5ν

(
E[ξ2aν/M

κ ]
)1/a

(ν ′ = aν/M)

≤ P(

∫ t

0
u(s, 0)ds ≥ q) + cK6r−5ν

(
q2/M

p

)ν
,

where we used the bound E(H16/β) ≤ K and the definitions of ξ and κ.
The proof in the case γ ≤ 1

2 is even easier. We use the same M , but change
ν := 1

2 .

There is an estimate on the first expression of Lemma 10.2.1:

Lemma 10.2.3. Assume that u0(x) = 0 for all x > 0, t ∈ (0, e−1) and δ ∈ (0, 1).
If for c > 0 we have y > c

√
t log(1/t), then

P(

∫ t

0
u(s, y)ds ≥ ξ) ≤ δ−1/2‖u0‖∞ξ−1t1+(1−δ)c2/2.
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Proof. By Markov’s inequality and Fubini’s theorem, we obtain

P(

∫ t

0
u(s, y)ds ≥ ξ) ≤ ξ−1

∫ t

0
E[u(s, y)]ds. (10.12)

Let us note that for y as in the lemma and z ≤ 0, 0 ≤ s ≤ t, we have

|y − z|2

s
≥ y2

t
> c2 log(1/t).

Using the formulation of a mild solution in (10.3) note that the expectation of the
martingale term vanishes. Use the previous line, write for 0 ≤ s ≤ t and δ ∈ (0, 1):

E[u(s, y)] =

∫ ∞
−∞

ps(y − z)u0(z)dz

≤ ‖u0‖∞
∫ 0

−∞
ps(y − z)dz

= ‖u0‖∞
∫ 0

−∞
(2πs)−1/2 exp(−δ |y − z|

2

2s
) exp(−(1− δ) |y − z|

2

2s
)dz

≤ ‖u0‖∞δ−1/2

∫
(2πs/δ)−1/2 exp(−δ |y − z|

2

2s
)dz t(1−δ)c

2/2

= ‖u0‖∞δ−1/2t(1−δ)c
2/2.

Put this back into (10.12) and bound the constant of integration w.r.t. s by 1.

Combining the two previous ideas allow us do the proof of Proposition 10.1.1:

Proof of Proposition 10.1.1. We will do the case γ ∈ (1
2 , 1) first and comment on

the other case later. Let y ≥ ch(t) as in the proposition for t ∈ (0, e−1).
Fix ξ ∈ (0, 1]. Take x0 = 0 and let ri ↘ 0 (specified later), pi = ξe−i, i =

0, 1, 2, . . . . By Lemma 10.2.1 (b) find x1 ∈ [r0, 2r0] s.t. for i = 1:

P(

∫ t

0
u(s, xi)ds ≥ pi) ≤ P(

∫ t

0
u(s, xi−1)ds ≥ pi−1)+c10.2.1r

−5ν
i−1

(
p

2/M
i−1

pi

)ν
. (10.13)

After this, use x1 as the new origin, apply Lemma 10.2.1 (b) and find an x2 ∈
[x1+r1, x1+2r1] ⊂ [0, 2(r1+r2)], s.t. (10.13) holds for i = 2. Iteratively construct a
sequence of xi, such that (10.13) holds. Using pi ↘ 0 and assuming R =

∑
i ri <∞,

there is a x∞ ∈ [0, 2R] with

P(

∫ t

0
u(s, x∞)ds > 0) ≤ P(

∫ t

0
u(s, 0)ds ≥ ξ) + c10.2.1

∑
i≥1

r−5ν
i−1

(
p

2/M
i−1

pi

)ν
. (10.14)
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By transfering the origin from 0 to y and using Lemma 10.2.3, for δ = 1
2 we obtain

P(

∫ t

0
u(s, y + x∞)ds > 0)

≤
√

2ξ−1t1+c2/4‖u0‖∞ + ξν(2/M−1)e2ν/Mc10.2.1

∑
i≥1

r−5ν
i exp(−iν(2/M − 1)).

This required y ≥ ch(t). Choose η = y
(∑

i≥1 exp(− i
10( 2

M − 1))
)−1

and now specify

ri :=
η

2
exp(− i

10
(

2

M
− 1)), i = 1, 2, . . . .

This ensures y = 2
∑

i ri ≥ x∞. Lemma 10.2.1 (a) implies that with probability 1

{
∫ t

0
u(s, y + x∞) ds = 0} ⊂ {

∫ t

0
u(s, 2y) ds = 0}.

Thus, we have

P(

∫ t

0
u(s, 2y) ds > 0) ≤ P(

∫ t

0
u(s, y + x∞) ds > 0).

Observe that for the values of ri, i ∈ N we have:∑
i≥1

r−5ν
i exp(−iν(2/M − 1)) ≤ η−5ν(1− exp(−ν

2
(2/M − 1)))−1 <∞.

Defining

c1 = c10.2.1e
2ν/M (1−exp(−ν

2
(

2

M
−1)))−1 and c2 = c1

(∑
i

exp(− i

10
(

2

M
− 1))

)5ν

,

we can write

P(

∫ t

0
u(s, 2y)ds > 0) ≤

√
2ξ−1t1+c2/2‖u0‖∞ + c1ξ

ν(2/M−1)η−5ν

=
√

2‖u0‖∞ξ−1t1+c2/4 + c2ξ
ν(2/M−1)y−5ν

≤
√

2‖u0‖∞ξ−1t1+c2/4 + c−5νc2t
−5ν/2ξν(2/M−1),

by the bound y > c
√
t. Choose ξ = tc

2/4−1 ∈ (0, 1] (the lower bound on c to be
imposed in a moment assures that) and observe that

t−5ν/2ξν(2/M−1) ≤ t2
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if c ≥ 2 + [(8 + 10ν)M/(2−M)ν]1/2 ∈ (1, 8 + 66(1− γ)−1) (obtain that estimate by
using β = 1

3). We do do not give a further estimate on a possibly better (i.e. smaller)
choice of c. If c > 8 + 66(1− γ)−1 surely all of the above holds and we conclude for
y ≥ ch(t):

P(

∫ t

0
u(s, 2y)ds > 0) ≤ (

√
2‖u0‖∞ + c2)t2 ≡ c10.1.1t

2.

In the case γ ≤ 1
2 all the steps go through replacing ν with 1

2 , but in fact it is even
easier then.

Remark 10.2.4. It might be worth noting that c10.1.1 ↗∞ for γ ↗ 1. This is, since
c1 = c1(M(γ)) ≤ c10.2.1e

2
3 (1 − exp( 1

36(1 − γ)))−1 → ∞ as γ → 1. Additionally, we
also have

∑
i ri =∞ in that case. One can remedy one of these problems, but not

both.

Finally, we can do the proof of Lemma 10.1.2.

Proof of Lemma 10.1.2. The proof is very simple. We know that u : R+×R→ R+

is continuous almost surely. Denote ds := S(us), for a fixed value s ≥ 0.

Assume that there exists ε̄ > 0 such that for all ε ∈ (0, ε̄]: u(s, ds − ε) = 0. Then
either u(s, ·) is not continuous at d (which cannot be), or S(us) ≤ ds − ε̄, which is
also a contradiction to the definition of d. Thus, we know that

∀ε̄ > 0 ∃ε ∈ (0, ε̄], δ(ε) > 0 : us(ds − ε) > δ(ε).

Let ε̄ > 0 be arbitrary and let ε = ε(ε̄) and δ = δ(ε) according to the preceding
line. Then, by continuity of u(·, ·) at (s, ds − ε) we know that there is a µ̄ > 0 such
that

∀µ ∈ [0, µ̄] : u(s− µ, ds − ε) >
1

2
δ(ε).

Thus, for all µ ∈ (0, µ̄] :

ds−µ ≥ ds − ε ≥ d− ε̄.

As ε̄ was arbitrary, this shows the claim.

10.3. Extinction of the process

In this section we provide the proof of Proposition 5.4.2. The proof is similar to
that of Proposition 3.10 in [MP92] with an adaption of their equation (3.25). Their
result stated the extinction property of solutions to (10.1) where Ẇ is colored noise.

Proof of Proposition 5.4.2. Let φ(x) = φ(a)(x) = cosh(ax) and using the functions
ψn defined just before (10.6), set φn(x) = φ(x)ψn(x), x ∈ R. First, note that
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since u ∈ C(R+, Crap) the integral 〈ut, φ〉 is integrable over a finite time interval.
Additionally, φn ∈ C∞c for any n ∈ N. By (10.3), we can write

〈ut, φn〉 = 〈u0, φn〉+

∫ t

0

∫
R
u(r, x)

1

2
φ′′n(x)dxdr +

∫ t

0

∫
R
σ(u(r, x))φn(x)W (dr dx).

(10.15)
Observe that |φ′′n| + |φn| ≤ C|φ| allows us to use dominated convergence theorem
for n → ∞ in all terms except the martingale term. For the martingale term, we
observe∫ t

0

∫
R2

σ(u(r, x))σ(u(r, y))(φn(x)− φ(x))(φn(y)− φ(y))k(x, y) dxdydr

≤
∫ t

0

∫
R2

c2(1 + u(r, x))(1 + u(r, y))(φn(x)− φ(x))(φn(y)− φ(y))k(x, y) dxdydr.

And this expression tends to zero by the dominated convergence theorem, since
solutions are integrable. As φ′′ = a2φ, we have letting n→∞ in the above

〈ut, φ〉 = 〈u0, φ〉+

∫ t

0

∫
R
u(r, x)

1

2
φ′′(x)dxdr +

∫ t

0

∫
R
σ(u(r, x))φ(x)W (dr dx)

=: 〈u0, φ〉+ (a2/2)

∫ t

0
〈ur, φ(a)〉dr +Mt =: X

(a)
t . (10.16)

Note that X(a) gets extinct at the same time as 〈u(·, ·), 1〉. Clearly, Mt is a contin-
uous martingale and an application of Corollary 10.4.4 gives

d

dt
〈M〉t ≥

∫
R2

σ2
0u(r, x)γu(r, y)γφ(x)φ(y)k(x, y) dxdy

= σ2
0

∫
R2

c2(u(r, x)φ(x)1/γ)γ(u(r, y)φ(y)1/γ)γk(x, y) dxdy

≥ σ2
0cH

−2/β

(∫
R
u(t, x)φ(x)1/γdx

) 2βγ+2
β+1

≥ cσ2
0H
−2/β

(∫
R
u(t, x)φ(x)dx

) 2βγ+2
β+1

(φ ≥ 1)

=: cσ2
0H
−2/βb(u, t).

Remember that U0 was the extinction time of u. Let

Ct =

∫ t

0
b(u, s)−1d〈M〉s for t < U0,

τt = inf{u : Cu > t} for u < CU0 .
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Then, for t < CU0 :

dτ

dt
(t) =

(
dC

du
(τt)

)−1

= b(u, τt)

(
d〈M〉·
du

(τt)

)−1

≤ cσ2
0H

2/β. (10.17)

So we can define τ(CU0) = τ(CU0−) < ∞ if CU0 < ∞. Let X̃(a)(t) := X̃(t) :=
〈u(τt∧CU0

, ·), φ(a)〉. Call UX̃ the extinction time of the process X̃. Call UX̃ (UX) the

extinction time of the process X̃ (X, respectively). Then UX̃ = CU0 and because
of (10.17) and the finiteness of H:

{UX̃(a) <∞} ⊂ {UX(a) <∞} (10.18)

almost surely. By the optional stopping theorem (τ(t) is stochastically bounded)
the process

M̃t := M(τ(t ∧ UX̃)) is a continuous local martingale. (10.19)

For t < UX̃ observe by (10.17):

d

dt
〈M̃〉t =

d〈M〉
du

(τt)
dτ

dt
(t) = b(u, τt).

Hence, using Theorem 3.2.8 we may assume that there is a Brownian motion (Bt)t≥0

such that

M̃t =

∫ t

0
b(u, τr)

1/2dBr.

Then, (10.16) implies for t < UX̃ ,

X̃t = 〈uτt , φ〉 = 〈u0, φ〉+

∫ t

0
b(u, τr)

1/2dBr + (a2/2)

∫ τ(t∧UX̃)

0
〈ur, φ〉dr

= 〈u0, φ〉+

∫ t

0
(〈uτr , φ〉)

βγ+1
β+1 dBr + (a2/2)

∫ t

0
〈uτr , φ〉τ ′(r)dr

= 〈u0, φ〉+

∫ t

0

(
X̃r

)βγ+1
β+1

dBr + (a2/2)

∫ t

0
X̃rτ

′(r)dr.

Let H̄ > 0 and Y
(a)
t be the pathwise unique solution (see Theorem 4.3.1) of

Yt = 〈u0, φ〉+

∫ t

0
Y

βγ+1
β+1

r dBr + a2 H̄

2cσ2
0

∫ t

0
Yrdr.

By Theorem 5.5.6 in [KS00] we know that on the probability space chosen:

X̃
(a)
t 1{H2/β≤H̄} ≤ Y

(a)
t 1{H2/β≤H̄} for all t ≥ 0 almost surely.
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Using Theorem 51.2 (ii) of [RW87] one can show that 0 is an accessible boundary
point for the diffusion Y (a) with scale function

sa(x) =

∫ x

1
exp

(
− a

2H̄

2cσ2
0

β + 1

βγ + 1
(y

2β−βγ
β+1 − 1)

)
dy.

For the latter, one can use the explicit formula in Exercise VII.3.20 of [RY91]. We
want to apply Proposition VII.3.1 in [RY91]. Note that

{UX̃(a) <∞} ⊃ {UY <∞, H ≤ H̄} = {UY <∞} \ {H > H̄}.

Using this, (10.18) and lima→0 limx→∞ sa(x) =∞, we have

P(U0 <∞) ≥ lim
a→0

P(UX̃(a) <∞)

≥ lim
a→0

P(UY (a) <∞)− lim
H̄→∞

P(H2/β > H̄) (X̃ ≤ Y )

≥ lim
a→0

sa(∞)− sa(〈u0, φ
(a)〉)

sa(∞)− sa(0)
− lim
H̄→∞

H̄−1E(H2/β)

= 1,

since E(H2/β) <∞.
Note that if the continuous nonnegative martingale Xt = 〈ut, 1〉 with σ(0) = 0,

attains the value 0 for a certain t > 0, then X stays in zero after time t (Problem
1.5.12 of [KS00]). This shows the second claim.

10.4. Integral estimates

Denote the open ball in Rq centered in the origin with radius r > 0 by

B(0, r) = {x ∈ Rq : |x| < r}.

Lemma 10.4.1. For 0 ≤ a < b let x0 ∈ B(0, b) \B(0, a) and c > 0. Then there is
a constant C = C(q), s.t.∫

Rq
1{a<|x|<b,|x−x0|<c}dx ≥ C(q)((b− a) ∧ c)q.

Proof. Call the set in the integral A. Observe that at least two disjoint cone-like
ball segments with angle π/2, top x0 and centered around x0 +R+x0 and x0 +R−x0

are contained in A. Call them A+ and A−. Note that A+ is a cone with height at
least h+ = 2−1/2[(b − |x0|) ∧ c] and ground area cq−1h

q−1
+ (cq−1 the volume of the
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unit ball in Rq−1). Likewise the same holds for A− with h− = 2−1/2[(|x0 − a|) ∧ c].
Using the formula for the q-dimensional cone and summing the two parts obtain:

|A| = |A+|+ |A−| ≥ c(q) [((b− |x0|) ∧ c)q + ((|x0| − a) ∧ c)q]
≥ c(q) [((b− |x0|) + (|x0| − a)) ∧ c]q

≥ c(q)((b− a) ∧ c)q.

Let k : R2q → R+ with k(bx, by) = b−αk̃(x− y) for a certain α > 0. The function
k̃ : Rq → R+ is bounded from below near the origin in the sense that k̃(z) ≥ ck > 0
for all z ∈ Rq with |z| ≤ 2.

Lemma 10.4.2. Let 0 < β, γ ≤ 1 and let f : Rq → R+ be Hölder continuous of
order β:

|f(x)− f(y)| ≤ H|x− y|β (10.20)

for any x, y ∈ Rq, where H > 0 is a uniform constant. Then for k(x, y) = |x −
y|−α, α ∈ (0, 1), a ∈ [0, 1], r > 0 there is a constant c(q, ck)∫

Rq

∫
Rq
fγ(x)fγ(y)k(x, y)1{ar<|x|<2r,ar<|y|<2r}dxdy

≥ c(q, ck)
(
r−1F 1/(β+q) ∨ 1

)2q
[H−1/β ∧ r

F 1/(β+q)
]2qr−αF

2/βγ+2q
β+q ,

where F =
∫
ar<|x|<2r f(x)dx.

The proof will closely follow the proof in [BMP11], Theorem 4.

Proof. First, let us show the claim for a Hölder continuous function g : Rq → R+

with the Hölder constant H as in (10.20) satisfying∫
1{ar<|x|<2r}g(y)dy = 1.

We consider two cases, the first one being that sup|y|∈(ar,2r) g(y) < 1. Clearly,
gγ(y) > g(y) for any |y| ∈ (ar, 2r) and so∫

Rq

∫
Rq
gγ(x)gγ(y)k(x, y)1{ar<|x|<2r,ar<|y|<2r}dxdy

=

∫
Rq

∫
Rq
gγ(rx̃)gγ(rỹ)k̃(x̃− ỹ)r2q−α1{a<|x̃|,|ỹ|<2}dx̃dỹ

≥ ckr2q−α
∫
Rq
1{a<|x̃|<2}g(rx̃)dx̃

∫
Rq
1{1<|ỹ|<2}g(rỹ)dỹ

= ckr
−α
(∫

Rq
1{ar<|x|<2r}g(x)dx

)2

= ckr
−α
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since the integral equals 1.

The second case to consider for g is that of sup|y|∈(ar,2r) g(y) ≥ 1. Then, there is
a y0 ∈ Rq with ar < |y0| < 2r, s.t. g(y0) ≥ 1. Then by the Hölder continuity of g,
we observe

g(y) ≥ g(y0)− |g(y)− g(y0)| ≥ 1−H(2H)−1 =
1

2

for any y ∈ Rq with |y − y0| ≤ (2H)−1/β. Therefore, using Lemma 10.4.1 obtain∫
Rq

∫
Rq
gγ(x)gγ(y)k(x, y)1{ar<|x|,|y|<2r}dxdy

≥
∫ ∫

gγ(x)gγ(y)k(x, y)1{ar<|x|<2r,|x−y0|<(2H)−1/β}1{ar<|y|<2r,|y−y0|<(2H)−1/β}dxdy

≥ 2−2γ

∫ ∫
r2q−αk̃(x̃− ỹ)1{a<|x̃|<2,|x̃−y0/r|< 1

r
(2H)−1/β}

1{a<|ỹ|<2,|ỹ−y0/r|< 1
r

(2H)−1/β}dx̃dỹ

≥ 2−2γr2q−αck

[
C(q)(1 ∧ r−1(2H)−1/β)

]2q

≥ 2−2γ−2q/βckC(q)2qr−α
(
r ∧H−1/β

)2q
.

Putting the results together for the two cases, we observe that for g such that∫
1{ar<|x|<2r}g(y)dy = 1, we have∫

Rq

∫
Rq
gγ(x)gγ(y)k(x, y)1{ar<|x|<2r,ar<|y|<2r}dxdy

≥ C(q, c2)r−α(1 ∧ r2q)

(
1 ∧ H

−1/β

r

)2q

= C(q, c2)r−α(r−2q ∧ 1)
(
r ∧H−1/β

)2q
.

Now, if f is any non-negative function, then define for b > 0:

g(y) = b−βf(by).

Observe that g satisfies (10.20) and obtain∫
Rq
g(y)1{ar/b<|y|<2r/b}dy = b−β

∫
ar<|by|<2r

f(by)b−qd(by)

= b−q−β
∫
ar<|x|<2r

f(x)dx = 1,
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provided that

b = F
1

β+q =

(∫
ar<|x|<2r

f(x)dx

) 1
β+q

.

Using the result for the function g with r replaced by r/b, we obtain

C(q, ck)
(r
b

)−α(r
b

−2q
∧ 1

)(r
b
∧H−1/β

)2q
≤

≤
∫ ∫

gγ(x)gγ(y)k(x, y)1{ar
b
<|x|< 2r

b
,ar
b
<|y|< 2r

b
}dxdy

=

∫ ∫
(b−βf(bx))γ(b−βf(by))γk(bx, by)bα1{ar<|bx|<2r,ar<|by|<2r}dxdy

= b−2βγ+α−2q

∫ ∫
f(w)γf(z)γk(w, z)1{ar<|w|<2r,ar<|z|<2r}dwdz.

So, altogether we obtain∫
Rq

∫
Rq
fγ(x)fγ(y)k(x, y)1{ar<|x|<2r,ar<|y|<2r}dxdy

≥ c(q, ck)
(
r−1F 1/(β+q) ∨ 1

)2q
[H−1/β ∧ r

F 1/(β+q)
]2qr−αF

2βγ+2q
β+q ,

that is what we needed to show.

Remark 10.4.3.

(a) Note that we can leave out the first factor including the (· ∨ 1)2q since it is
bounded below by 1.

(b) In the one-dimensional case, it is also possible to restrict to 1ar<x<2r instead
of 1ar<|x|<2r and the same proof goes through.

Similarly we can obtain the following result neglecting all the restrictions on the
variables:

Corollary 10.4.4. In the setting of Lemma 10.4.2:∫
Rq

∫
Rq
fγ(x)fγ(y)k(x, y)dxdy

≥ c(q, ck)H−2q/βr−α(

∫
Rq
f(x)dx)

2βγ+2q
β+q .

Remark 10.4.5. The condition k̃(z) ≥ c2 for all |z| < 2 is in some sense illusory.
By definition k(x, y) = p−α|x− y|−αk̃((x− y)/p|x− y|) for any p > 0. That means
the lower bound on k would only change by a factor p−α if we required k̃ to be
lower-bounded on B(0, 1/p) instead of B(0, 2).



11. Particle system

11.1. Offspring distributions

Consider a continuous time branching process B = (Bt)t≥0 with values in N0 and
started with B0 = x ∈ N individuals. The offspring law ν̃ to be considered shall be
critical binary, i.e. ν̃ = (δ0 +δ2)/2 and the reproduction rate per individual shall be
λ > 0. We can equivalently say that B is a Feller process in N0 started in x with
generator A:

Af(y) =
λy

2
(f(y + 1)− 2f(y) + f(y − 1)), y ∈ N, Af(0) = f(0)

for a bounded function f : N0 → R. The solution measure for this Feller process
is denoted by Px and its expectation Ex. Let us define the generating function
u : N× [0, 1]× R+ of that process

u(x, a, t) := Ex[aBt ], x ∈ N, a ∈ [0, 1], t ≥ 0.

As the mapping x 7→ ax is bounded for our choice of a we easily obtain using
Kolmogorov’s backward equation

∂tu(x, a, t) = Ex[A(y 7→ ay)|y=Bt ] = Ex[
λBt

2
(aBt+1 − 2aBt + aBt−1]

=
λ

2
(a− 1)2∂au(x, a, t).

It is good to note that the expression (a − 1)2/2 is the generating function of our
offspring law ν̃ and one can check that this holds similarly for general offspring
laws. The partial differential equation above is a so-called transport equation and
can be solved applying standard methods. We obtain

u(x, a, t) =

(
1− 1

λt
+

1

λt
(1 + λt− λst)−1

)x
.

The exponent x should not surprise the reader as it is due to the fact of the inde-
pendence of the x initial individuals. Standard calculations for generating functions
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allow us to get the following results for x = 1:

pn(t) := P 1(Bt = n) =
(λt)n−1

(1 + λt)n+1
, n ∈ N, p0(t) = P 1(Bt = 0) =

λt

1 + λt
,

E1[Bt] = 1,

V ar1[Bt] = λt

and by independence of individuals’ branching

Ex[Bt] = x,V arx[Bt] = λxt. (11.1)

We are interested in taking the distribution νx,t = L[Bt|B0 = x] at a fixed time t,
e.g. t = 1. Consider now a discrete time branching process (Yn)n∈N0 with individual
offspring law ν0 = (ν1,x)∗1/x = ν1,1. It is well-known, that the laws L[N−1BNt|B0 =
Nx] and L[N−1YNt|Y0 = Nx], both converge to the law of the Feller diffusion in
an appropriate sense.

Observe that for t = 1, the law of Bt has linear variance in x. We would like to
construct an offspring law for the discrete time process Y , which models density
dependent branching. Density will be called the total mass of individiduals alive
(here x initially), but we will be more specific later. A way to achieve that is
choosing not t = 1, but rather t = xγ

′
for a certain γ′ ∈ (−∞,∞). So, let us define

a new offspring law on N0:

νγ′(x, ·) =
(
L[Bxγ′ |B0 = 1]

)
. (11.2)

From the three lines above we easily observe that

νγ′(x, n) =
(λxγ

′
)n−1

(1 + λxγ′)n+1
, n ∈ N, νγ′(x, 0) =

λxγ
′

1 + λxγ′
,

νγ′(x, (n 7→ n)) = 1,

νγ′(x, (n 7→ (n− x)2)) = λxγ
′
.

If we consider an x-fold convolution of νγ′(x, ·), then we obtain for Y
d
= L[νγ′(x, ·)]∗x:

E(Y ) = x, V arx(Y ) = λx1+γ′ ,

which should be seen in contrast to (11.1): the individual offspring law νγ′(x, ·) is
critical and leads to nonlinear variance x1+γ′ (of course, only if γ′ 6= 0).

Consider now the case where each individual is assigned mass N−1 for a certain
N ∈ N and we start with Nx individual for a given x ∈ N−1N. Since density
of individuals is N−1 · Nx = x, we assume that each individual has offspring law
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νγ′(x, ·). Thus, the summed offspring of all individuals after one timestep is given

by Y1
d
= L[Bxγ′ ]

Nx and

Ex[N−1Y1] = x, V arx(N−1Y1) = N−1x1+γ′ . (11.3)

The superscript here refers to the fact that initially total mass N−1Y0 = x.

11.2. Proofs and proof ideas

Remember the model given in Section 6.2. There we had the measure-valued process
(XN

t )t≥0 and the density process (uN (t, x))t≥0,x∈R. The motion of particles was
governed by the Feller-generator A = ∆

2 . For the proof of Conjecture 4 it is necessary
to show tightness and give an identification of the limit. We start with arguments
concerning tightness and conjecture:

Conjecture 6. The sequence uN is tight in D(R+, Ctem).

It is easy to note that uN in fact has paths in this space. We give some indication,
why the conjecture should hold true and how to make a proof:

A helpful criterion is that of Theorem 3.1 in [Jak86]. Let F = {Hφ : φ ∈ C∞c (Rq)}
be the family of mappings Hφ : Ctem → R, f 7→

∫
Rq f(x)φ(x) dx. In order to show

tightness for a process with càdlàgpaths and values in Ctem we use the following
proposition:

Proposition 11.2.1. A family of probability measures {µi : i ∈ J} on B(D(R+, Ctem))
is D-tight, if the following two conditions hold

(a) For all ε > 0, T > 0 there is a compact set Kε,T ⊂ Ctem s.t.

inf
i∈J

µi(x ∈ D : x(t) ∈ Kε,T ∀t ≤ T ) > 1− ε.

(b) The family {µi : i ∈ J} is F -weakly tight, i.e. for each φ ∈ C∞c (Rq) the family
{µi ◦ H̃φ : i ∈ J} of probability measures on D(R+,R) is tight. Here

H̃φ : D(R+, Ctem)→ D(R+,R), [Hφ(f)](t) =

∫
Rq
f(t, x)φ(x) dx, t ∈ R+.

Proof. We apply Theorem 3.1 from [Jak86] to the case E = Ctem. This only requires
to show three conditions for the family F , which are easily checked: clearly F
separates points in Ctem and is closed under addition. Finally one can also show
that any mapping Hg is continuous, even Lipschitz-continuous.
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First, give an idea, how to verify Condition (b) of Proposition 11.2.1. Let φ ∈
C∞c (R) be fixed throughout this section. We need to show that

Lemma 11.2.2. {
(

∫
Rq
uN (t, y)φ(y) dy)t≥0 : N ∈ N

}
is tight in D(R+,R).

In order to show that lemma decompose∫
Rq
uN (t, y)φ(y) dy =

1

N

∫
Rq

∑
β∼N t

p1/N (Y β,N (t)− y)φ(y) dy

= XN
t (φ) +

1

N

∑
β∼N t

(∫
Rq
p1/N (Y β,N (t)− y)φ(y) dy − φ(Y β,N (t))

)
= XN

t (φ) + ENt (φ).

Conjecture 7.
lim
N→∞

E[sup
t≤T
|ENt (φ)|] = 0.

Proof Sketch. There are two things to do: Taylor-expansion of φ(y) = φ(Y β,N (t))+
φ′()(y − Y β,N (t)) + 1

2φ
′′(ξ)(y − Y β,N (t))2 and secondly, application of Hölder in-

equality.

Then, tightness of 〈uN , φ〉 will hold, if XN (φ) is tight. So, we continue to deal
with XN

t (φ). To prove its tightness we closely follow the arguments from Perkins
[Per02], pages 149-156, where we borrow again some notation:

t = N−1bNtc,∼ is used for ∼N if there are no disambiguities.

Define for each α ∈ I == N∗0 and s ∈ N−1N s.t. |α| = Ns :

Mα
s (φ) = φ(Y α

s )− φ(Y α
s )−

∫ t

s
Aφ(Y α

r ) dr, s ∈ [s, s+N−1].

Note that by construction, {Mα
s (φ) : N−1|α| ≤ s ≤ N−1(|α| + 1)} is a martingale

started in zero with respect to the filtration

Fs = σ(Y β,N (r) : r ≤ s, |β| ≤ Ns+ 1).

Let us also observe that

XN
s+N−1(φ) =

1

N

∑
α∼Ns

φ(Y α
s+N−1)Nα,N ,
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which easily leads to

XN
s+N−1(φ)−XN

s (φ) =
1

N

∑
α∼Ns

[φ(Y α
s+N−1)Nα,N − φ(Y α

s )]

=
1

N

∑
α∼Ns

[
φ(Y α

s+N−1)Nα,N

−

(
φ(Y α

s+N−1)−Mα
s+N−1(φ)−

∫ s+N−1

s
Aφ(Y α

r )dr

)]
=

1

N

∑
α∼Ns

φ(Y α
s+N−1)(Nα − 1) +Mα

s+N−1(φ)

+

∫ s+N−1

s

1

N

∑
α∼Nr

Aφ(Y α
r ) dr.

Much easier, we obtain for t > 0:

XN
t (φ)−XN

t (φ) =
1

N

∑
α∼N t

Mα
t (φ)

+

∫ t

t

1

N

∑
α∼N t

Aφ(Y α
r ) dr.

Adding up both calculations for s < t, one gets for t > 0:

XN
t (φ) = XN

0 (φ) +
1

N

∑
s<t

∑
α∼Ns

φ(Y α
s+N−1)(Nα − 1)

+
1

N

∑
s<t

∑
α∼Ns

Mα
s+N−1(φ) +

1

N

∑
α∼N t

Mα
t (φ)

+

∫ t

0
dr

1

N

∑
α∼Nr

Aφ(Y α
r )

=: XN
0 (φ) +M b,N

t (φ) +M s,N
t (φ) +

∫ t

0
XN
s (Aφ) ds. (11.4)

Since (Mα
t ,Ft)t∈[t,t+N−1] is a martingale for each α ∈ I, the fact that {α ∼ t} ∈ Ft

easily imply the fact that (M s,N
t (φ),Ft)t≥0 is a martingale (integrability follows

from Lemma II.3.3 (a) in [Per02]).
One easily checks the following using E[Nα − 1] = 0:

Lemma 11.2.3. M b,N and M s,N are martingales.
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The same argument as that of [Per02] Lemma II.4.4 leads to:

Lemma 11.2.4. supt≤K |M
s,N
t (φ)| L

2

→ 0 as N →∞ for all K > 0.

We wanted to show tightness of XN (φ). By the preceding lemma, we are left to
show tightness of XN

0 (φ), M b,N and the integral
∫ t

0 X
N
s (Aφ) ds. To show tightness

of M b,N we would like to use Lemma II.4.5 in [Per02], which we quote here

Lemma 11.2.5 (Lemma II.4.5 ([Per02])). Let (MN
t , F̄Nt ) be martingales with MN

0 =

0. Let 〈MN 〉t =
∑

0≤s<t E[(MN
s+N−1 −MN

s )2|F̄Ns ], and extend MN
· and 〈MN 〉· to

R+ as right-continuous step functions.

(a) If {〈MN 〉· : N ∈ N} is C-relatively compact in D(R+,R) and

sup
0≤t≤K

|MN (t+N−1)−MN (t)| P→ 0 as N →∞ ∀K > 0, (11.5)

then {MN} is C-relatively compact in D(R+,R).

(b) If, in addition,{(
MN
t

)2
+ 〈MN 〉t : N ∈ N

}
is uniformly integrable ∀t ∈ T, (11.6)

then MNk w⇒ M in D(R) implies M is a continuous L2 martingale and
(MNk , 〈MNk)

w⇒ (M, 〈M〉) in D(R)2.

(c) Under the statement of uniform integrability in (b) the converse to (a) holds.

We do not know, if the following holds, which is remarked in the measure-valued
setting in [Per02] for measure-valued processes:

Open Question 1. Does C-tightness inD(R+,R) transfer to C-tightness inD(R+, Ctem)
in the previous statement?

In Section 6.2 we gave the calculation of the quadratic variation of M b,N . There
appeared the terms εNt,1(φ) and εNt,2(φ) and we obtained:

〈M b,N (φ)〉t =

∫ t

0
ds

∫
Rq
dy uN (s, y)1+γ′λφ(y)2 + εNt,1(φ) + εNt,2(φ).

Proposition II.4.8 in [Per02] suggests that εNt,1(φ) goes to zero and there are indica-

tions that also εNt,2(φ) goes to zero. Additionally following further his proof strategy
it should be possible to obtain establish Condition (b) of Proposition 11.2.1. To
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show the compact containment condition (a) in that proposition we can use Propo-
sition 3.13 of [Zäh04]: We need to show that for any ε > 0, T > 0 there is a compact
set Γε,T ∈ Ctem s.t.

sup
N∈N

P(uN (t, ·) ∈ Γcε,T for some t ≤ T ) < ε.

Lemma 11.2.6 (Proposition 3.13 in [Zäh04]). It is sufficient to show that for any
ε′ > 0, T > 0, η, λ,K > 0 there are h(ε, η,K, T ), H(λ, ε) > 0 such that

P

(
sup

|x−x′|≤h,x,x′∈[−K,K]q
|uN (t, x)− uN (t, y)| > η for some t ≤ T

)
< ε′

P
(

sup
x∈Rq

|uN (t, x)|e−λ|x| > H for some t ≤ T
)
< ε′.

Remembering (11.4), the argumentation as in Proposition II.5.7 of [Per02], com-
bined with that of [MT94] should allow to establish that claim in our case.

We should give more indication, why the resulting SPDE is the stochastic heat
equation as given in Conjecture 4. Combining (11.4) and Conjecture 7 it should be
possible to obtain

〈uN (t, ·), φ〉 ≈ 〈uN0 (·), φ〉+M b,N
t (φ) +

∫ t

0
〈uN (s, ·), Aφ〉 ds.

Here M b,N is a martingale with approximate quadratic variation given by

〈M b,N (φ)〉t ≈
∫ t

0
ds

∫
Rq
dy uN (s, y)1+γλφ(y)2.

Assuming the tightness (where indications were given before) it remains to identify
the limit. For any convergent subsequence uNk , k ∈ N, first use Skorohod represen-
tation just as before (8.6). Then, apply the usual technique for introducing a noise
Ẇ (see Step 4 of [MT94] for SPDE, Theorem 5.3.3 of [EK86] for SDE) will allow
to describe the martingale in the limit:

M b
t (φ) =

∫ t

0

∫
R

√
λu(s, y)

1
2

(1+γ)(s, y)φ(y) dyds.

Remembering A = ∆
2 , then the limiting SPDE reads like

∂tu(t, x) =
1

2
u′′(t, x) + u

1
2

(1+γ) Ẇ (t, x),

where Ẇ is white noise on R+×R. This is the limiting SPDE we wanted to obtain,
if we set γ′ = 2γ − 1.
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monotones, C. R. Acad. Sci. Paris Sér. A-B 275 (1972), A101–A103.
MR 0312572 (47 #1129)

[Paz83] Amnon Pazy, Semigroups of linear operators, Springer, New-York, 1983.

[Per02] Edwin Perkins, Dawson-Watanabe superprocesses and measure-valued
diffusions, Lectures on probability theory and statistics (Saint-Flour,
1999), Lecture Notes in Math., vol. 1781, Springer, Berlin, 2002,
pp. 125–324. MR 1915445 (2003k:60104)

[PR07] Claudia Prévôt and Michael Röckner, A concise course on stochastic
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vielen fachlichen Fragen. Zudem möchte ich mich bei ihr auch für die Möglichkeiten
bedanken an verschiedenen Veranstaltungen teilzunehmen und Kontakte zu knüpfen.
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