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1.1 Introduction

The ability of some materials to attract others has fascinated many people for over 2500 years. Perhaps the widest known legend is by Pliny the elder, who described how the shepherd “Magnes” stuck with his iron nails in his shoes to a black stone while he pastured his flocks. Besides this legend the first definite statements were by Thales of Miletus about 585 B.C., saying that lodestone, the naturally occurring mineral magnetite Fe₃O₄, can attract iron [1]. The name magnetite most probably comes from the old Greek city “Magnesia” in Asia Minor, where large depositions of the magnetic mineral could be found [1, 2]. Since then there have been developed many explanations and applications of the phenomenon magnetism. The first widely known application is the compass, which was most likely invented in China and was then used since the 11th century in Europe [1, 2]. William Gilbert, who was an English physicist and natural scientist, wrote in 1600 “De Magnete” [3], in which he describes experiments and phenomenology of magnets and also states that the earth itself is a big magnet explaining the compass. This was the first modern attempt to understand magnetism. In the 19th century a big breakthrough was achieved by many scientists¹, who noticed and explained the connection between electricity and magnetism [4]. But still the origin of remanent magnetism could not be explained. It was not before the development of the quantum theory of materials [5] and the discovery of the spin in the first half of the 20th century that the way was free for explaining and describing the source of magnetism. The application of magnetic fields is today indispensable. What began with the

¹to mention some of them: C Oersted, J Biot, F Savart, A Ampere, M Faraday and J Maxwell
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compass, is nowadays used in power production, means of transportation and computer devices like storage and memory. Today’s magnetic materials used in electronics are not some stones found in nature, but precisely engineered thin films and multilayer structures on the nanometer scale [6]. The guiding principles today are “smaller and faster”. Thus the exact study and understanding of the underlying physics in the nowadays used materials and structures is crucial for designing new devices.

Today’s theories about the origin of magnetism rely on the concepts of charge, spin and quantum mechanics developed in the early 20th century [5]. The pioneers of the quantum theory noticed that the angular momentum and the spin of electrons can form magnetic moments, which eventually align. This arrangement of moments is the origin of the magnetic fields observed around permanent magnets [1]. The widely known magnetism often actually denotes ferromagnetism in which all magnetic moments are aligned parallel. But in general it is clear that the moments may align in more complicated arrangements, if this is energetically favorable. In this work I will use the term “magnetic ordering” in the sense of some periodic, long range alignment of spins regardless of the definite arrangement.

The Curie temperature of iron, the temperature below which the magnetic moments are aligned parallel, is 1043K [7]. One should now ask, what is the force, which is responsible for this order. From a classical electrodynamics lecture [4], one knows that magnetic moments act on each other via a dipole interaction. One can simply estimate the strength of this interaction in iron to be 0.1K [7]. For sure, this force is too weak to produce such a high Curie temperature. As it will become clear below, the reasons for the alignment are actually the Coulomb interaction between electrons, and the Pauli exclusion principle.

If one looks at the periodic table of elements and searches for the elements, which show ferromagnetic behavior at room temperature one will only find Fe, Co, Ni. All three have partially filled d-orbitals. When looking for chemical compounds, which order at room temperature or below, one must notice that often partially filled d- or f-orbitals are involved. So there are three major groups showing magnetic ordering: transition metals, transition metal oxides and rare earth elements as well as actinides and their compounds [7]. Besides these groups one should also mention that some organic compounds including transition metal atoms can show magnetic ordering [7].

1.2 Transition Metal Oxides

The above discussion results in the obvious question: How is magnetic ordering connected to d-orbitals? Consider the 3d-orbital atomic wave function in a transition metal. The wave function of a free atom can always be written as a product of a radial part and a spherical harmonics. The 3d-orbitals have angular momentum $l = 2$. As the $1s^-$, $2s^-$, $2p^-$, $3s^-$ and $3p$-orbitals have different angular momentum, the 3d-orbitals are orthogonal to them because of their spherical harmonics. Thus the radial part of the wave function has
1.2 Transition Metal Oxides

Figure 1.1: Cubic perovskite structure of a typical transition metal oxide. The green spheres are the transition metal atoms (M), which are surrounded by octahedra of oxygen drawn as small blue spheres. The big red spheres represent the A-atoms of AMO$_3$.

no node and does not “extend” as far as the 3s- or 3p-orbitals. In contrast, the 4s-orbitals with angular momentum $l = 0$ extend very far from the nucleus of the atoms. The 4s-orbitals lie energetically lower than the 3d-orbitals and are filled before them. The electrons in the 4s-bands are most important for screening the Coulomb interaction in the 3d-band [8, 9]. When the energy difference between both bands is large, the screening is very poor leading to a strong Coulomb interaction between the d-electrons. On the other hand, the 3d-orbitals extend less and thus have only a small overlap with each other. Therefore the bandwidth is much smaller, resulting in a tendency to localize, which can lead to more pronounced correlation effects.

The following elements are most important when studying the physics of 3d-transition metals: Ti, V, Cr, Mn, Fe, Co, Ni and Cu. These elements often form compounds with oxygen [10]. The typical structure of transition metal oxides is the cubic perovskite like AMO$_3$, see figure 1.1, where the transition metal atoms (M), green spheres, are surrounded by an octahedra of oxygen atoms (O), blue spheres. The A-atoms, red spheres, represent some heavy elements. These compounds can contain partially filled d-shells, which turn out to be especially important for explaining their physical properties. The transition metal atoms are situated in an octahedral environment. Crystal field theory predicts in this case, that the 5-fold degenerate d-orbitals split into 3-fold $t_{2g}$-levels and 2-fold $e_g$-levels [7]. In figure 1.2 one can see the level splitting of d-orbitals in
Figure 1.2: Energetic splitting of the d-orbitals in different symmetry groups. The energy is in arbitrary units, as the picture is only supposed to illustrate the splitting. The exact position of the levels depend on the specific system. Left: 5-fold degenerate levels in spherical symmetry. Next: Splitting in octahedral symmetry into a $t_{2g}$- and $e_g$-band. The $t_{2g}$-levels have lower energy in a cubic perovskite. Next: Splitting in tetragonal symmetry, as it occurs in a static Jahn-Teller distortion [11]. Right: Shape and classification of the d-orbitals. The spread in “z”-direction is color coded. The pictures at the bottom show typical configurations between one d- and a neighboring p-orbital showing that the overlap is largest for the $e_g$-levels.
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octahedral and tetrahedral environment. On the right side of the figure one can see the basic shape of the d-orbitals. In the cubic perovskite the orbitals of the \( t_{2g} \)-wave functions point to the corners of the cube while the \( e_g \)-wave functions point to the faces of the cube where the oxygen atoms are located. In this configuration the \( t_{2g} \)-levels are lower in energy due to the repulsive electrostatic interaction with the occupied p-orbitals of oxygen. The splitting of \( t_{2g} \) and \( e_g \)-orbitals can be as large as \( 2 - 3 \, \text{eV} \) \cite{10}. In transition metal oxides the direct overlap between the d-orbitals of neighboring sites is often negligible. The hopping of the electrons from one transition metal atom to another is mediated by the oxygen surrounding these \cite{10}. The strength of this process depends on the exact positions and the energy levels of the oxygen and the transition metal atoms, but it can be assumed to be small. From this fact it is clear that the electrical resistivity of these compounds can show interesting properties. Band theory predicts that a partially filled band is always a metal, but it was already reported in 1937 by J. de Boer and E. Verwey \cite{12,13} that many transition metal oxides with partially filled d-orbitals are very poor metals or even insulators \cite{14}. In a very simplified picture one can imagine that at low temperatures in a half-filled band one electron sits at each lattice site. If now an electron moves through the lattice, it has to pay an extra energy when it visits a site where an electron is already located. For strong enough repulsive interaction, this will prevent the electrons from moving at all \cite{13}. This is an example of a Mott insulator, which is due to strong repulsive electron-electron interactions. An insulator formed by a partially filled shell will have localized electrons, which may form magnetic moments due to their spin and angular momentum. As this localization is a collective phenomenon of the electrons there are correlations between them eventually aligning the magnetic moments. This shows the close connection between strong correlations, metal insulator transition and magnetism. In the following I will address some particular interesting examples of transition metal oxides. Some of the phenomena discussed in the next paragraphs will appear again later in this thesis.

1.2.1 Light Transition Metal Oxides

A prominent example showing a metal insulator transition is Vanadium oxide, \( \text{V}_2\text{O}_3 \) \cite{14,15}, for with the phase diagram is depicted in figure 1.3. For low temperatures and low pressure an antiferromagnetically ordered state is realized. Applying pressure does not change the local electron-electron interaction in this compound, but it changes the overlap between the electronic wave functions thus changing the bandwidth. Therefore the ratio between the interaction and the bandwidth is tuned. Strikingly, for moderate temperatures a paramagnetic metal insulator transition, a drop in the resistivity of several orders of magnitude, can be observed. The transition can be triggered by changing the pressure, temperature or chemical substitution. Vanadium oxide crystallizes in the corundum-structure, which introduces frustration to the system \cite{14}. Frustration means here that there are competing magnetic interactions, which cannot all be satisfied simultaneously. This effect can be the reason, why the antiferromagnetic state in \( \text{V}_2\text{O}_3 \) becomes quickly unstable, when increasing the
temperature and a paramagnetic metal insulator transition can be observed. Other light transition metal oxides with perovskite structure are, for example, $R_{1-x}A_xTiO_3$ and $R_{1-x}A_xVO_3$ ($R$: trivalent cations, $A$: divalent cations) with their parent compounds like $YTiO_3$ and $LaVO_3$. In these substances the $t_{2g}$-bands are filled with one or two electrons respectively, thus being partially filled. Nevertheless both materials are insulators [16, 17]. They are appropriate systems for experimental investigation of the paramagnetic metal insulator transition triggered by doping [18]. For example, with increasing hole concentration in $La_{1-x}Sr_xTiO_3$, one can observe a metal insulator transition for $x = 0.05$.

1.2.2 Cobaltates

Cobaltates have been studied because of their quite unique magnetic and transport properties. For example, $NaCo_2O_4$ shows a large thermoelectric effect [19]. A thermoelectric device creates a voltage, when there is a temperature gradient present in the material. The discussed applications are manifold, for example utilization of waste heat or power supply for deep space probes [20]. The d-orbitals in Cobaltates are filled with five to six electrons [10, 14]. There is a strong competition between different electron configurations, so-called valence-fluctuations [21]. At low temperatures all electrons occupy the energetically lower $t_{2g}$-band forming a low spin configuration. But it is also possible that one or two electrons occupy the $e_g$-band forming intermediate or high-spin configurations. The competition between these states lead to very interesting
transport and magnetic behavior of LaCoO$_3$ shown in figure 1.4 [14,22,23]. At low temperatures this compound is a non-magnetic insulator with low-spin state meaning the $t_{2g}$-band is fully occupied. However, for increasing temperature the spin state changes and the magnetic susceptibility shows a maximum at about 100 K. LaCoO$_3$ and the hole-doped La$_{1-x}$Sr$_x$CoO$_3$ are excellent examples how the different orbitals can influence the physics.

1.2.3 Cuprates

High-temperature (high-$T_C$) superconductivity was first discovered in 1986 in the copper oxide La$_{1.85}$Ba$_{0.15}$CuO$_4$ [24,25]. High-$T_C$ superconductivity refers to compounds with transition temperatures $T_C > 30$ K and is a very active field in physics. Today a large number of cuprate compounds showing high-$T_C$ superconductivity are known. Their structure is typically a layered perovskite structure with CuO$_2$ layers [14,25]. Soon after the discovery it was evident that strong electron correlations are important in these compounds [25,26]. La$_2$CuO$_4$ is an antiferromagnetic insulator with a Néel-temperature around $T_N = 300$ K. The degeneracy of the $e_g$-orbitals is lifted due to the anisotropy, which mainly originates from the two-dimensionality. La$_2$CuO$_4$ has 9 electrons in the d-orbitals leading to a completely filled $t_{2g}$- and d$_{3z^2-r^2}$-shell while the remaining d$_{x^2-y^2}$-shell is half-filled. The half-filled band combined with the insulating behavior is a strong evidence for the importance of strong electron
correlations. The superconductivity arises when a small amount of hole-carriers are introduced by doping for example with Ba [25]. For some compounds the transition temperature can be higher than $T = 77 \text{ K}$, the boiling point of nitrogen [27].

### 1.2.4 Manganites

The last interesting material class which I want to introduce here, are the manganites [14, 28–31]. They became famous because of the colossal magneto resistance effect. This is a large change in resistivity upon changing the strength of the magnetic field near the Curie temperature. If one now considers, that reading and writing of memory in a computer or other electronic devices use exactly such resistance changes, one can easily imagine, why these materials receives so much interest. Manganites are composed of MnO$_3$ octahedra with perovskite structure. The manganese d-orbitals have no direct overlap with each other. The overlap is mediated by the inbetween lying oxygen atoms. A typical example for a manganite compound is La$_{1-x}$Ca$_x$MnO$_3$. Figure 1.5 shows a sample picture and some particular important experiments. All three pictures correspond to La$_{0.75}$Ca$_{0.25}$MnO$_3$. The experiments were performed at the University of Göttingen by S. A. Köster and V. Moshnyaga. The upper left picture shows a photograph of such a sample, while the upper right picture shows a high resolution transmission electron microscopy image of this compound, which was grown on MgO. In this picture a superstructure of La and Ca was found. Both upper pictures are supposed to give the reader an impression how the samples look like, for which the experiments are performed. The lower pictures show the results of three typical experiments. The resistivity is plotted versus the temperature. For zero magnetic field, the resistivity increases for decreasing temperatures until the sample reaches its Curie temperature. At the Curie temperature there is a sudden drop in the resistivity. By applying a magnetic field of $H = 5 \text{ T}$ one can increase the Curie temperature. The resistivity of the system shows a much smaller initial increase, but now decreases at higher temperatures. This change is called the colossal magneto resistance effect [29], as the resistivity around the Curie temperatures changes several order of magnitude. The lower panels show the ferromagnetic magnetization of this compound for low temperatures and a ferromagnetic hysteresis curve, when applying a magnetic field. Such phase transitions into magnetic phases will be the principal focus of this work.

Additionally, the phase diagram of this compound is shown in figure 1.6. The manganese d-orbitals are filled with $n = 4 - x$ electrons. The electronic configuration is such that strong electron-electron interactions including strong ferromagnetic Hund’s coupling play an important role [33, 34]. Three of the $4 - x$ electrons occupy the $t_{2g}$-orbitals. Ferromagnetic Hund’s coupling forces them to align forming a $S = 3/2$-spin. As the exchange between the $t_{2g}$-states of different manganese atoms is negligible, these states can be treated as localized spins, which couple ferromagnetically to the $e_g$-band. The remaining electrons occupy the $e_g$-band. There is a hopping of the $e_g$-electrons between different manganese atoms. Similar as in V$_2$O$_3$, the screening is not very efficient.
Figure 1.5: All three pictures correspond to La$_{0.75}$Ca$_{0.25}$MnO$_3$. Top Left: Picture of a sample, taken by S. A. Köster at the University of Göttingen. Top Right: High Resolution Transmission Electron Microscopy image of such a sample. The La$_{0.75}$Ca$_{0.25}$MnO$_3$ thin film is grown on MgO. Remarkably, V. Moshnyaga et al. found a perovskite superstructure due to La/Ca ordering. (Reprinted with permission from V. Moshnyaga et al. Phys. Rev. Lett. 97, 107205 (2006). COPYRIGHT 2006 by American Physical Society [32]) Bottom: The picture shows three experiments, performed by S. A. Köster and V. Moshnyaga, in the ferromagnetic region of this compound. The upper panel shows the resistance $R$ for two different magnetic fields $H$. The middle panel shows the ferromagnetic magnetization $M$ via temperature $T$ and the lower panel shows a ferromagnetic hysteresis curve $M(H)$. 
leading to strong Coulomb interaction in the $e_g$-band. For understanding the physics of manganites, the Jahn-Teller distortion is crucial \cite{35, 36}. The symmetry reduction leads to the situation that the $e_g$-band is further split. This distortion especially occurs, if there is one $e_g$-electron at one site, corresponding to quarter-filling. The low temperature magnetic phase diagram is shown in figure \ref{fig:phase_diagram} \cite{29}. LaMnO$_3$ is known to be a A-type antiferromagnet, meaning a ferromagnetic coupling in the orthorhombic planes and an antiferromagnetic coupling perpendicular. For small $x$ of Ca doping, the Jahn-Teller distortion is very strong, splitting the energy of the $e_g$-orbitals, and the system forms a canted antiferromagnetic state (CAF), which is orbitally ordered. For larger doping the system undergoes a transition to a ferromagnetic insulator (FI) and later for $0.2 \leq x \leq 0.5$ to a ferromagnetic metal (FM). This is the regime, where the CMR effect can be observed, as the paramagnetic phase above the Curie temperature is an insulator. For $x > 0.5$ there are less than 0.5 electrons per site in the $e_g$-band, and the system forms an antiferromagnetic state again (AF), where the electrons are localized in stripes. Such a charge ordering is denoted with (CO) in the phase diagram. At the end of the La$_{1-x}$Ca$_x$MnO$_3$ series is CaMnO$_3$, which is like LaMnO$_3$ an antiferromagnetic insulator (AF). This phase diagram obviously shows the competition between charge, spin and orbital order in the case of manganites.

Figure 1.6: Magnetic Phase diagram of La$_{1-x}$Ca$_x$MnO$_3$. Redrawn after S. Cheong and H. Hwang “Ferromagnetism vs. Charge/Orbital Ordering” in Colossal magneto resistive oxides by Y. Tokura \cite{29}.
1.3 Hubbard Model

How should one describe such systems? A complete Hamiltonian would comprise the kinetic energy of each nuclei, the kinetic energy of each electron, the Coulomb interaction between the nuclei, the Coulomb interaction between the electrons and the nuclei and the Coulomb interaction between all electrons. As I want to describe macroscopic effects, in which at least $10^{23}$ particles are involved, the mentioned Hamiltonian is supposed to describe everything from plasma physics at high temperatures, every possible composition of the particles including solids and molecules, to low temperature collective phenomena like superconductivity and magnetism. As it is impossible and not intended to solve the emerging equations, the problem has to be drastically simplified: A solid consists of ions and electrons forming a three dimensional crystal. Since the ions are much heavier than the electrons, the velocity of the the nuclei is of the order $10^{-4} - 10^{-5}$ smaller than the velocity of the electrons, which motivates to think of the ions as forming a rigid lattice. This ansatz is denoted as Born-Oppenheimer approximation [37]. With this approximation one completely rules out the possibility of melting and other lattice effects. Thus, structural changes as can be seen in manganites will not be taken into account in this work. Also phonons arising from lattice vibrations [37] are neglected in this thesis.

A model suitable for describing strongly interacting electrons on a lattice is the Hubbard model [38–40]. One way of motivating it, starts in the single electron picture trying to identify low temperature degrees of freedom and to extract interaction parameter ab initio. Therefore one attempts to solve for the one-electron band-structure for the given periodic potential formed by the crystal structure. A method able to do so is the Density Functional Theory [41–43]. From the bands near the Fermi energy, which are the d-bands in transition metal oxides being most important for the low temperature physics, one can now construct Wannier functions. These states are well localized around each nucleus. With these states one can calculate the proper values for the electron-electron interaction [44–49] and set up a model Hamiltonian for the d-bands.

I will now present another way for setting up a model Hamiltonian [50, 51] for degenerate bands. This way is a bit less rigorous, but it helps understanding the underlying principles. The complete Hamiltonian is the sum of the single particle Hamiltonian $H_T$ and the interaction part $H_U$

$$H = H_T + H_U.$$ 

One starts from the d-orbital wave functions of the transition metal $\Psi_{i,m,\sigma}(r)$, where $i$ labels the site, $m$ labels the orbital quantum number, $\sigma$ the spin quantum number, and $r$ corresponds to the position. The corresponding second quantized operator $c_{i,m,\sigma}^\dagger$ creates an electron with this wave function. One can
now write the single particle Hamiltonian as

\[ H_T = \sum_{ij} \sum_m \sum_{\sigma} t_{ij,m} c_{i,m,\sigma}^\dagger c_{j,m,\sigma}, \]

\[ t_{ij,m} = \int d^3r \Psi_{i,m,\sigma}^*(r) \left( -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right) \Psi_{j,m,\sigma}(r). \] (1.1)

A problem with this approach is that it is difficult to determine the effective potential \( V(r) \). If one assumes it to be the periodic potential of the nuclei, \( t_{ij} \) will be negligible, because the transition metal atoms are far apart from each other. The exchange between different sites \( i \) and \( j \) is mediated by the oxygen p-orbitals. Thus, if one really wants to calculate the coupling between different sites, one has to include hopping processes mediated by the oxygen into the potential \( V(r) \). The usual and simplest way is to guess some value for \( t_{ij} \).

Typical values are less than 1 eV taking into account experiments on transition metal oxides.

The electron-electron interaction can be written as

\[ H_U = \sum_i \sum_{m_1...m_4} \sum_{\sigma_1...\sigma_4} U_{m_1...m_4} c_{i,m_1,\sigma_1}^\dagger c_{i,m_2,\sigma_2} c_{i,m_3,\sigma_3} c_{i,m_4,\sigma_4} + \sum_i \sum_{l<m,\sigma} U_{lm} n_{i,l,\sigma} n_{i,m,-\sigma} \]

\[ U_{m_1...m_4} = \int d^3r_1 \int d^3r_2 \Psi_{m_1}^*(r_1) \Psi_{m_2}^*(r_2) U(r_1 - r_2) \Psi_{m_3}(r_2) \Psi_{m_4}(r_1). \] (1.2)

Here as well, one cannot simply write \( U(r_1 - r_2) \sim \frac{\epsilon^2}{|r_1 - r_2|} \) as the bare Coulomb interaction, as one would neglect the screening effects of the remaining s- and p-electrons. If one would calculate \( U \) with the bare Coulomb interaction one finds values of about \( U \approx 20 \text{ eV} \) [9], which are too large to describe real experiments. From experiments one can extract typical values of \( U = 4 - 8 \text{ eV} \) for transition metal oxides [9].

The two particle interaction can be assumed to be purely local, because the direct overlap between d-orbitals of different sites is negligible and screening effects reduce the interaction range. In equation (1.2) are several different matrix elements included. Due to the symmetry of the d-orbitals only even powers of the wave functions \( \Psi_m \) lead to non-vanishing matrix elements [51].

The two particle interaction thus reads

\[ H_U = \sum_i \sum_m U_{m} n_{i,m,\downarrow} n_{i,m,\uparrow} + \sum_i \sum_{l<m,\sigma} (U_{lm} - J_{lm}) n_{i,l,\sigma} n_{i,m,-\sigma} \]

\[ + \sum_i \sum_{l<m,\sigma} J_{lm} c_{i,l,\sigma}^\dagger c_{i,m,-\sigma} + \frac{1}{2} \sum_i \sum_{l,m,\sigma} J_{lm} c_{i,l,\sigma}^\dagger c_{i,m,-\sigma} + \frac{1}{2} \sum_i \sum_{l,m,\sigma} J_{lm} c_{i,l,\sigma}^\dagger c_{i,m,-\sigma} c_{i,m,\sigma} \]
The operator $n = c^\dagger c$ is the density operator for an electron. Since the interaction is local and spin independent, the position index $i$ and the spin index $\sigma$ are neglected in the integrals. If one now assumes that the interaction parameters are the same for all d-orbitals, writing $U = U_m$, $U' = U_{lm}$ and $J = J_{lm}$, one can further collect terms and ends up with

$$H_U = U \sum_i \sum_m n_{i,m,\uparrow} n_{i,m,\downarrow} + \left(U' - \frac{1}{2}J\right) \sum_i \sum_{l<m,\sigma,\sigma'} n_{i,l,\sigma} n_{i,m,\sigma'} - 2J \sum_i \sum_{l<m} \vec{S}_{i,l} \cdot \vec{S}_{i,m} + J \sum_i \sum_{l<m} c_{i,l,\uparrow}^{\dagger} c_{i,l,\downarrow}^{\dagger} c_{i,m,\downarrow} c_{i,m,\uparrow}.$$  

(1.3)

The first two terms in equation (1.3) are intra-orbital and inter-orbital density-density interactions. The third term is a spin-spin interaction between different orbitals. It can be written as

$$\vec{S}_{i,l} \cdot \vec{S}_{i,m} = \frac{1}{2}(S_{i,l}^+ S_{i,m}^- + S_{i,m}^- S_{i,l}^+) + S_{i,l}^z S_{i,m}^z$$

with spin-raising and -lowering operators $S^+$ and $S^-$. The last term in equation (1.3) is a pair hopping term. In this work I will neglect this pair hopping term. This must be regarded as approximation to the real multi-orbital Hubbard model [52] and is done for numerical reasons. When neglecting this term, one can introduce an additional conserved orbital quantum number. As I will show later, this dramatically reduces the numerical effort. The spin-spin interaction, third term in equation (1.3), corresponds to the ferromagnetical Hund’s coupling. Hund’s rules state that all orbitals are first single occupied with electrons of parallel spin. This is represented by the spin-spin interaction, which lowers the energy if electrons occupy different orbitals with parallel spin. Of course, occupying different orbitals also avoids the energetic costs of the density-density interactions. The Hund’s rule was not introduced artificially into this Hamiltonian but arises quite naturally from the general form of the two particle interaction. If all five d-bands are equivalent, the following equation for the interaction parameters holds [51]:

$$U = U' + 2J.$$  

The multi-orbital Hubbard model [50,51] is now the sum of the non-local single particle term (1.1) and the local interaction term (1.3)

$$H = H_T + H_U.$$  

(1.4)

In some cases there is effectively only one d-band left at the Fermi energy. In this situation one can use the one-orbital Hubbard model [38–40], defined as

$$H = \sum_{ij,\sigma} t_{ij} c_{i,\sigma}^{\dagger} c_{j,\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow}.$$  

(1.5)
The interaction term now consists only of the intra-band interaction $U$. Made up of only two terms the model looks very simple. But the appearance is deceiving. There are only very few rigorous results [53–55]. The Hubbard model exhibits various phenomena like the metal insulator transition, antiferromagnetism, ferromagnetism and superconductivity, stating only some. The model is easy to handle in the extreme limits of vanishing hopping, $t = 0$, or vanishing interaction $U = 0$. For vanishing interaction, $U = 0$, one reproduces the energy bands for the d-orbitals from which the Hubbard model can be derived. The precise band structure depends on the lattice. The physics is determined by non-interacting electrons which fill the bands up to the Fermi energy. For a half-filled band the system shows metallic behavior. The other extreme case is a vanishing hopping amplitude $t$, but a finite and repulsive electron-electron interaction $U > 0$. There is no coupling between the atoms. The ground state is a distribution of the electrons onto the atoms, trying to avoid double occupancies, if possible, and is therefore highly degenerate. This ground state is clearly insulating. The competition between both terms in equation (1.5), the tendency of delocalization versus localization, leads to the interesting phenomena just mentioned above for different materials.

In this thesis I will focus on the one-orbital Hubbard model (1.5) and the two-orbital Hubbard model, in which the orbital index in equation (1.3) can take only the values $m = \{1, 2\}$. The two-orbital Hubbard model is a very good model for describing the physics of a correlated $e_g$-band. It takes into account the strong local electron-electron interactions, the hopping from one atom to another, and the orbital degeneracy. More precisely, it represents the situation of transition metal oxides with octahedral symmetry, where the Fermi energy lies within the $e_g$-band. The model completely neglects the $t_{2g}$-band. The coupling of the $t_{2g}$-band to the $e_g$-band due to Hund’s coupling can be very strong as in the case of manganites [33]. Furthermore, the model does not include any coupling between the electrons and the lattice. The lattice, given by the hopping parameter $t_{ij}$, is fixed and there is no coupling to phonons created by lattice vibrations. So one cannot expect to see all the aspects of transition metal oxides. Nevertheless, as I will show in this work, the two-orbital Hubbard model shows a very interesting ground state phase diagram with different ordered phases. It is the basic model for investigating the physics of strongly correlated electron systems including orbital degeneracy [50, 51].

### 1.4 Exchange Interactions

After introducing the model and its parameters I will shortly discuss two very important exchange mechanisms between different transition metal atoms. The exchange is mediated by the oxygen p-orbitals. Oxygen has the strong tendency to fill its p-orbitals to establish a completely filled shell like Neon [10]. Thus, one can assume that after an electron has moved from an oxygen atom to a transition metal atom, immediately another electron will fill up this p-shell of the oxygen. This results in a rather weak hopping amplitude $t$ between the transition metal d-orbitals. The resulting coupling between the two transition
metal atoms is called indirect exchange. One remarkable point is, that although there is no magnetic interaction between both transition metal atoms, there is a tendency for aligning the spins of the electrons either parallel or antiparallel depending on the precise situation. As I will show now, this alignment is only due to the Coulomb interaction and the Pauli exclusion principle. The most important processes in transition metal oxides are called super exchange and double exchange.

**Super Exchange**

I will firstly address the super exchange [56, 57]. It is called like this, because it extends the normally short range direct exchange to a longer range. For a better understanding, I will look at the relevant states of two transition metal atoms. The situation is such that there is only one possible state at each of the two atoms. Altogether there are two electrons in the system. Thus we can assume that the basis for this problem consists of 6 states, reading

\[
\begin{align*}
|1\rangle &= |\uparrow\rangle_1 |\uparrow\rangle_2, \\
|2\rangle &= |\downarrow\rangle_1 |\downarrow\rangle_2, \\
|3\rangle &= |\uparrow\rangle_1 |\downarrow\rangle_2, \\
|4\rangle &= |\downarrow\rangle_1 |\uparrow\rangle_2, \\
|5\rangle &= |\uparrow\downarrow\rangle_1 |0\rangle_2, \\
|6\rangle &= |0\rangle_1 |\uparrow\downarrow\rangle_2,
\end{align*}
\]

where the index at each “ket” represents the index of the atom and the arrow denotes the alignment of the electron. The case of an empty atom is denoted as \(|0\rangle\). I assume that there is a strong but finite repulsive interaction with amplitude \(U\), if two electrons are situated at the same atom. This is the case for the states \(|5\rangle\) and \(|6\rangle\). Secondly, there is a possible hopping of an electron from one atom to the other with amplitude \(-t\). There are no spin flip interactions. Thus the Hamiltonian matrix can be written as

\[
H = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -t & -t & 0 \\
0 & 0 & 0 & -t & -t & 0 \\
0 & -t & -t & U & 0 & 0 \\
0 & -t & -t & 0 & U & 0
\end{pmatrix}.
\]

While the parallel configurations, states \(|1\rangle\) and \(|2\rangle\), have ground state energy \(E = 0\), there is one mixed state, mainly consisting of the states with spin up at one atom and spin down at the other atom, which has energy \(E = \frac{1}{2}U - \frac{1}{2}\sqrt{U^2 + 16t^2} \approx -8t^2\) for large \(U\). This energy gain of an antiparallel spin state is called super exchange, and can lead to an antiferromagnetic ground state in an extended system, where all nearest neighbor electrons are aligned antiparallel. A well known example for a transition metal oxide with super exchange is NiO [1].

**Double Exchange**

Indirect exchange can also lead to a ferromagnetic coupling. A first clear sign was found in 1950 in the manganite compound \(\text{La}_{1-x}\text{Ca}_{x}\text{MnO}_3\) [58]. The results could be explained by the indirect exchange called double exchange [59–61].
situation is such that there is a localized moment at each transition metal atom and one electron, which can move from one atom to another by hybridization through the oxygen atom, see figure 1.7. One can imagine that the localized moments are formed by a half-filled $t_{2g}$-shell and the itinerant electron occupies an $e_g$-state. An important point is that there is only one itinerant electron for two transition metal atoms, which couples locally via Hund’s coupling to the local moments. As there are no spin flip processes, I assume that the single electron is an up-electron. A basis for this problem is given by

$$
|1\rangle = |\uparrow, \uparrow\rangle_1 |\uparrow, 0\rangle_2,
|2\rangle = |\uparrow, 0\rangle_1 |\uparrow, \uparrow\rangle_2,
|3\rangle = |\downarrow, \uparrow\rangle_1 |\uparrow, 0\rangle_2,
|4\rangle = |\downarrow, 0\rangle_1 |\uparrow, \uparrow\rangle_2,
|5\rangle = |\uparrow, \uparrow\rangle_1 |\downarrow, 0\rangle_2,
|6\rangle = |\uparrow, 0\rangle_1 |\downarrow, \uparrow\rangle_2,
|7\rangle = |\downarrow, \uparrow\rangle_1 |\downarrow, 0\rangle_2,
|8\rangle = |\downarrow, 0\rangle_1 |\downarrow, \uparrow\rangle_2,
$$

where the double arrow represents the localized moment and the small arrow the electron which is either at atom 1 or atom 2. The Hamilton matrix for this problem reads,

$$
H = \begin{pmatrix}
-J & -t & 0 & 0 & 0 & 0 & 0 & 0 \\
-t & -J & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & J & -t & 0 & 0 & 0 & 0 \\
0 & 0 & -t & -J & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -J & -t & 0 & 0 \\
0 & 0 & 0 & 0 & -t & J & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & J & -t \\
0 & 0 & 0 & 0 & 0 & 0 & -t & J
\end{pmatrix}.
$$

The ground state of this system is a combination of the first two states with energy $E = -J - t$, where $J > 0$ is the Hund’s coupling and $t$ the hopping amplitude. This state is clearly a “ferromagnetic” state, as both moments and the electron point into the same direction.

### 1.5 Types of Magnetic Order

These very simplified models already show that depending on the exact situation magnetic moments may align parallel or antiparallel. In general, for
real materials more complex arrangements are possible. The phase diagram of La$_{1-x}$Ca$_x$MnO$_3$, chapter 1.2.4, is a characteristic example. Figure 1.8 shows some common spin arrangements for a cubic lattice [29]. The F-type denotes an ordinary ferromagnetic state, while in the A-type electrons in one layer are ordered ferromagnetically but the layers itself are ordered antiferromagnetically. In the C-type the moments lying along the z-direction are aligned ferromagnetically. The G-type order represents a Néel-state in which all nearest neighbors are aligned antiparallel. Nevertheless, these four types are only very simple examples. In nature the situation if often more complex involving charge, spin and orbital degrees of freedom. In figure 1.8 only situations were shown where the moments are parallel or antiparallel. But the direction of the moments may change by a smaller angle than 180° leading to a canted state or an order with a periodicity larger than two. In the latter case one speaks of spin density waves.

1.6 Outline

The further outline of this work is as follows. In the next two chapters I will explain the theoretical foundations of the later calculations. I will introduce the dynamical mean field theory and the Bethe lattice, for which I performed the calculations. As the dynamical mean field theory relates the lattice problem onto a quantum impurity model, I will present in chapter 3 the numerical renormalization group and the density matrix renormalization group, which both can be used for solving impurity models.

After introducing their theoretical concepts in chapter 3, chapter 4 directly addresses a comparison of both impurity solvers for some selected situations, which must be handled when trying to calculate magnetic phases within the
Finally, chapter 5 and 6 are dedicated to the results for the magnetic phases of the Hubbard model. Chapter 5 deals with the one-orbital situation. The possible magnetic states are analyzed over a wide range of the interaction parameters also varying the form of the electron hopping $t_{ij}$. The form of the hopping parameter is changed by introducing a next nearest neighbor hopping term, which has influence on the metal insulator transition, the antiferromagnetic Néel-state, and the possible ferromagnetic states. Chapter 6 analyzes the magnetic properties of the two-orbital Hubbard model. There one can observe the competition of the just mentioned super exchange and the double exchange for fillings of $\langle n \rangle \approx 1.5$. Besides this, quarter filling represents a situation, where one can observe a clash of several different phases corresponding to the spin, charge, and orbital degrees of freedom. Finally, I will summarize this work and give a short outlook.
2.1 Introduction

This chapter gives an introduction to the Dynamical Mean Field Theory, which I have used for solving the lattice model. I will discuss the mathematical derivation of the method and the approximations made. As the main goal of this work is the calculation of magnetic phase diagrams of the Hubbard model and properties of the system within these phases, I will show how to stabilize magnetic ordered solutions. In the last section of this chapter, I will introduce the lattice for which the calculations were performed.

2.2 Cavity Construction

For the sake of simplicity of the derivation, I will use a simple example. So let me first introduce the Ising model [62,63]. Let there be a number of independent variables $\sigma_i = \{-1, 1\}$. One can assume these variables to be spins on a lattice. The Hamiltonian for this model reads

\[ H = \frac{1}{2} \sum_{i,j} J_{i,j} \sigma_i \sigma_j - h \sum_i \sigma_i. \]

The constants $J_{i,j}$ represent a coupling between the spins, and $h$ is a homogeneous magnetic field acting on all spins. The property, which completely describes the physics and behavior of the system in equilibrium for a given temperature $T$, is the free energy $F$ or the partition function $Z$, respectively,

\[
Z(\beta, J_{i,j}, h) = \operatorname{Tr}_{\{\sigma\}} \exp(-\beta H)
\]

\[
F(\beta, J_{i,j}, h) = -\frac{1}{\beta} \log Z,
\]
where $\beta = 1/(k_B T)$. Expectation values and correlation functions can be easily calculated by derivatives of the free energy. For example the magnetization, given by $M = \sum_i \text{Tr}_\sigma(\sigma_i \exp (-\beta H))/Z$, can be written as

$$M = -\frac{dF(\beta, J_{i,j}, h)}{dh}.$$ 

The magnetization represents an order parameter for the ferromagnetic phase transition occurring in this model [62, 63]. The Ising model at $T = 0$ with ferromagnetic coupling $J_{i,j} < 0$ between nearest neighbors only is clearly ferromagnetic. The lowest energy configuration is such, that all spins are aligned in the same direction. At this point the system is $Z_2$ symmetric, meaning that the ground state is twofold degenerate. The value of all spins is simultaneously either $\sigma = 1$ or $\sigma = -1$. At very high temperatures, $J_{i,j} \ll k_B T$, the system will be in the paramagnetic state, where all spins are in principle decoupled and thus $M = 0$. The existence of a finite temperature, $T > 0$, below which the spins begin to order, critically depends on the dimension of the system. For dimension $d = 1$, the spins align only for $T = 0$ [62, 63], while for $d = 2$ the system exhibits a finite temperature phase transition, as found by Onsager [64]. Already for the three dimensional system there is no analytical solution to this problem.

For strongly interacting electrons on a lattice, as introduced in chapter 1.3, the situation is even more difficult. Nevertheless, there are numerical and analytical methods to study strongly correlated electron systems. A numerical method that is able to directly simulate a lattice model is Quantum Monte Carlo [65–67]. But Quantum Monte Carlo is limited to small systems and simulations of rather high temperatures due to the computational effort. Besides this, there are parameter regions where the simulations will fail because of the sign-problem [68, 69]. There are also other approaches like exact diagonalization, which is limited to even smaller clusters. These examples are by no means all in the zoo of possible methods for such systems. I wanted to illustrate that there are different methods all having advantages and disadvantages. There is no best method for the model I am intending to study. An overview about analytical and numerical methods for interacting quantum systems focusing on metal insulator transitions can be found in M. Imada [14].

In this work I use the dynamical mean field theory. Using this approach it is possible to scan through the whole parameter region, temperature and interaction parameters. I am able to identify and analyze different phases. Of course, this method has also some drawbacks. Besides the approximations, which I will state below, there are also sometimes problems stabilizing ordered phases. I will come back to this point later.

The aim of any mean field theory is to relate the lattice problem to a pure local problem, called impurity problem, by partially tracing out all degrees of freedom but one site, here denoted as “site 0”. This is called a cavity construction [70]. For this purpose, one splits the trace of the partition function into a part containing only degrees of freedom of “site 0”, $\text{Tr}_0$, and one part containing the rest of the system, $\text{Tr}_C$. The Hamiltonian is split into three parts: $H_0$ containing only parts of the single site 0, $H_C^0$ parts which connect the single
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site to the rest of the system and $H^C$ the rest of the system, which contains no degrees of freedom from the single site. The partition function for the Ising model can then be written as

$$Z = \text{Tr} \exp(-\beta H)$$

$$= \text{Tr}_{\{0\}} \left[ \exp(-\beta H_0) \text{Tr}_{\{C\}} \left[ \exp(-\beta H^C_0) \exp(-\beta H^C) \right] \right],$$

since it denotes a classical model. Expanding $\exp(-\beta H^C_0)$, one finds

$$Z = \text{Tr} \exp(-\beta H)$$

$$= \text{Tr}_{\{0\}} \left[ \exp(\beta h \sigma_0) \text{Tr}_{\{C\}} \left[ \exp \left( -\beta \frac{1}{2} \sigma_0 \sum_{i, j \neq 0} (J_{0i} + J_{0j}) \sigma_i \right) \right] \right]$$

$$= \text{Tr}_{\{0\}} \left[ \exp(\beta h \sigma_0) \text{Tr}_{\{C\}} \left[ \sum_{n=0}^{\infty} \frac{1}{n!} \left( -\beta \frac{1}{2} \sigma_0 \sum_{i, j \neq 0} (J_{0i} + J_{0j}) \sigma_i \right)^n \right] \right].$$

If one now performs the trace over the system without site 0, one can perform a cumulant expansion and obtains

$$Z = \text{Tr} \exp(-\beta H)$$

$$= \text{Tr}_{\{0\}} \left[ \exp \left( \beta h \sigma_0 + \sum_{n=1}^{\infty} \frac{(\sigma_0)^n}{n!} \sum_{i_1, \ldots, i_n} (-\beta)^n \left( \prod_{k=1}^{n} \frac{1}{2} \sum_{i, j \neq 0} (J_{0i} + J_{0j}) \sigma_i \right) \right) \right] \langle \sigma_{i_1} \ldots \sigma_{i_n} \rangle^C_{\text{cum}}$$

Here $\langle \cdot \rangle^C_{\text{cum}}$ denotes the cumulant within the cavity system. Until now everything is exact. But nothing was gained, as the new action contains all powers of $\sigma_0$ and infinite many cumulant expectation values have to be calculated.

The first approximation is to assume that the expectation value in the system without site 0 is the same as in the system with site 0, so $\langle \cdot \rangle^C_{\text{cum}} = \langle \cdot \rangle_{\text{cum}}$. The next step is to neglect all terms in the sum for $n > 1$. Both approximations can be justified by an infinite coordination number $z$ and an infinite extended lattice. One ends up with the following formula

$$Z = \text{Tr} \exp \left( -\beta \sigma_0 \left( -h + \frac{1}{2} \sum_i (J_{0i} + J_{0}) \langle \sigma_i \rangle \right) \right),$$

where $\langle \sigma_i \rangle_{\text{cum}} = \langle \sigma_i \rangle$ holds. Analyzing a homogeneous system with interactions between $z$ nearest neighbors only

$$J_{0i} = J_{i0} = \begin{cases} J & i \text{ is nearest neighbor of } 0 \\ 0 & \text{else} \end{cases},$$
the partition function for the Ising model in the mean field approximation reads

$$Z = \mathcal{T} \left[ \exp(-\beta \sigma(-h + zJ \langle \sigma \rangle)) \right],$$

where \( \langle \sigma \rangle \) has to be calculated self-consistently. It can be shown that this formula is exact in the limit of an infinite dimensional lattice, in the sense of an infinite coordination number \( z \). There one has to scale \( zJ \to J^* = \text{const} \) for \( z \to \infty \) [70]. Calculating the expectation value \( \langle \sigma \rangle \) finally yields the familiar self-consistency equation in the Weiss molecular field theory of the ferromagnet [71]

$$m = \tanh(-\beta(-h + J^*m)).$$

A spontaneous magnetization, \( h = 0 \) but \( m \neq 0 \), can occur for \( \beta|J^*| > 1 \) leading to a finite temperature phase transition at \( T = |J^*|/k_B \).

### 2.3 Dynamical Mean Field Theory

The next step is to formulate this theory for a quantum mechanical system like the Hubbard model [70, 72–80]. I will present a derivation for the one-orbital Hubbard model, as the calculations do not change for a multi-orbital Hubbard model. The main difference between both Hamiltonian is the local interaction part, which is absorbed unchanged into the effective action derived. The partition function must now be written as a functional integral over Grassmann variables [81]

$$Z = \int \prod_i Dc_{i,\sigma}^\dagger Dc_{i,\sigma} \exp(-S)$$

$$S = \int_0^\beta d\tau \left( \sum_{i,\sigma} c_{i,\sigma}^\dagger(\tau) \partial_\tau c_{i,\sigma}(\tau) + \sum_{ij,\sigma} t_{ij} c_{i,\sigma}^\dagger(\tau)c_{j,\sigma}(\tau) - \mu \sum_{i,\sigma} n_{i,\sigma}(\tau) + U \sum_i n_{i,\uparrow}(\tau)n_{i,\downarrow}(\tau) \right).$$

The imaginary time argument \( \tau \) of the Grassmann variables will be dropped in the following formulas. With respect to a single site 0, one again splits up the action into the part of the single site \( S_0^C \), the part connecting the single site with the lattice \( S_0^C \), and the rest of the action \( S_C^C \). Expanding the action in the \( S_0^C \) part, one again obtains an effective action for the single site [70]

$$S_{\text{eff}} = \int_0^\beta d\tau \left( \sum_{\sigma} c_{0,\sigma}^\dagger(\partial_\tau - \mu)c_{0,\sigma} + Un_{0,\uparrow}n_{0,\downarrow} \right) + \sum_s \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{i_1...i_n} \int_0^\beta d\tau_{i_1}...d\tau_{i_n} \left( t_{0i_1} c_{0,\sigma}^i \cdots t_{0i_n} c_{0,\sigma}^j \right) \mathcal{G}^{C,\text{con}}_{\tau_{i_1}...\tau_{j_n}}(t_{0\tau_1} c_{0,\sigma}^\dagger \cdots t_{0\tau_n} c_{0,\sigma}).$$
Instead of the expectation values \( \langle \sigma_1 \ldots \sigma_n \rangle \) in the Ising model, the effective field is now given by the connected Green's functions of the cavity system \( G_{C,\text{con}} \). One can now perform the same approximations as above and neglect all terms with \( n \geq 2 \) in this action. This results in an effective field, which only contains the one-particle Green's function, see textbook definition [82],

\[
G^C(\tau - \tau') = -\left\langle T_C(\tau) \, c_i(\tau') \right\rangle_C
\]

\[
G^C(i\omega_n) = \int_0^\beta \exp(i\omega_n\tau) G^C(\tau)
\]

\[
G^C(\zeta) = \frac{1}{\zeta - \Sigma(\zeta)} \quad (2.1)
\]

in the action of the cavity Hamiltonian \( \langle \cdot \rangle_C \). The third line in equation (2.1) follows from analytic continuation of the second line introducing the self-energy of the system \( \Sigma(\zeta) \) [81]. I can neglect the subscript “con”, as the usual one-particle Green's function equals the definition of the connected one-particle Green's function. The effective action is now given by

\[
S_{\text{eff}} = -\int_0^\beta d\tau d\tau' \sum_\sigma c_0,\sigma(\tau) \left( (\partial_\tau - \mu) \delta(\tau - \tau') + \sum_{ij \neq 0} t_{i0} t_{j0} G_{ij}^C(\omega + i0) \right) c_{0,\sigma}(\tau')
\]

\[+ \int_0^\beta d\tau U_{n_0,1}(\tau) n_{0,1}(\tau). \]

The effective field \( G^C_{ij}(\tau) \) depends on the imaginary time \( \tau \), hence the name dynamical mean field theory. Although this problem contains only degrees of freedom of a single site, there is no explicit solution for arbitrary \( G^C_{ij} \). This effective single site problem corresponds to a quantum impurity problem. The relation between this effective action and that of a quantum impurity model is shown in the next chapter. There I will also discuss two numerical approaches to obtain the one-particle Green's function for such models.

At this point I will bring this effective action into a more appropriate form introducing the effective field \( G \):

\[
S_{\text{eff}} := -\int_0^\beta d\tau d\tau' \sum_\sigma c_0,\sigma(\tau) G^{-1}(\tau - \tau') c_{0,\sigma}(\tau') + U n_{0,1} n_{0,1}.
\]

Fourier transformation and analytic continuation with respect to \( \tau \) of the non-interacting part of this action yields

\[
G^{-1}(\omega + i0) := \omega + i0 + \mu - \sum_{ij} t_{0i} t_{0j} G^C_{ij}(\omega + i0).
\]

The shape of the lattice only enters in the sum over all Green’s functions \( \sum_{ij} t_{0i} t_{0j} G^C_{ij}(\omega + i0) \). Doing the Fourier transformation in the lattice sites [70], one ends up with

\[
G^{-1}(\omega + i0) = \Sigma(\omega + i0) + \left( \int d\epsilon \frac{\rho(\epsilon)}{\omega + i0 + \mu - \Sigma(\omega + i0) - \epsilon} \right)^{-1} \quad (2.2)
\]
where $\rho(\epsilon)$ is the density of states of the non-interacting lattice problem. One uses here that the self-energy is purely local $\Sigma_{ij} = \Sigma \delta_{ij}$ [75–77]. The complete lattice structure and all hopping terms are included in $\rho(\epsilon)$. This integral is the only point in the DMFT, where the lattice structure enters.

As one cannot calculate the Green’s function (2.1) explicitly for an arbitrary impurity action, I will solve the self-consistency equation (2.1,2.2) by an iterative procedure. Starting with an arbitrary self-energy, which can be zero, one calculates the effective action and solves the corresponding impurity problem for a new self-energy. This must be repeated until the self-energy does not change anymore. This procedure is shown in figure 2.1.

Summarized, one has done the following approximations: One neglects all terms of higher order than one in the expansion of the effective action, and one assumes the self-energy to be local. One should ask, how good are these approximations? Are they controlled and is there a limit, where these equations are exact? The answer to the last question is affirmative. In the limit of infinite dimensions or infinite coordination number, the dynamical mean field theory becomes exact. The crucial point in this limit is that one has to scale the hopping parameter $t_{ij}$ as

$$t_{ij} \sqrt{z_{|i-j|}} \longrightarrow t_{ij}^*$$

to get a non-trivial solution for the physical properties of the system [75]. Taking the limit $z \longrightarrow \infty$, one can proof that all non-local contributions to the self-energy vanish and that the truncation of the terms in the effective action is exact [75].

The DMFT must be considered as an approximation for real materials. Nevertheless, calculations showed that within the DMFT a large amount of physical properties of, for example, transition metal compounds can be analyzed, and also compared to experiments at least qualitatively, sometimes even quantitatively [83–87]. The actual structure of the lattice does appear in the DMFT equation only through the local density of states. It has a profound effect on the details of the resulting physics. In particular, different lattice types are still discriminated by the actual form of the DOS and asymmetries give rise to competitions between interactions. Therefore the DMFT is a good starting point to analyze and understand the very difficult many body effects seen in real materials.

### 2.4 Magnetic solutions

#### 2.4.1 Ferromagnetism

In this work I will concentrate on magnetically ordered states. With the DMFT I am able to solve the lattice problem and obtain the lattice Green’s function or self-energy. In the above equations the effective field $\mathcal{G}$ (2.2) was completely spin independent. Due to the SU2 symmetry of the Hamiltonian, one cannot expect to obtain a magnetically ordered state as solution. To achieve this, one has to calculate independent effective fields for the spin-up and spin-down
Figure 2.1: Iterative DMFT-loop. The lattice is projected onto an impurity problem. The solution of the impurity calculation is projected back onto the lattice. This is repeated until convergence.
components \[70\]

\[ G_{\sigma}^{-1}(i\omega_n) = \Sigma_{\sigma}(i\omega_n) + \left( \int d\epsilon \frac{\rho(\epsilon)}{i\omega_n + \mu - \Sigma_{\sigma}(i\omega_n) - \epsilon} \right)^{-1}. \]

Additionally, it is important to break the SU2 symmetry of the system in the very first iteration by applying a small magnetic field \[70\]. After the first iteration I switch off the magnetic field and continue as described in figure 2.1. If the system possesses a ferromagnetic instability, it will evolve into a self-consistent solution with \( \Sigma_{\uparrow} \neq \Sigma_{\downarrow} \) and a polarization \( p = \frac{|n_{\uparrow} - n_{\downarrow}|}{n_{\uparrow} + n_{\downarrow}} > 0 \). The occupations can be calculated from the self-energy by

\[ n_{\sigma} = -\frac{1}{\pi} \int d\omega f(\omega) \text{Im} \int d\epsilon \frac{\rho(\epsilon)}{\omega + i0 + \mu - \Sigma_{\sigma}(\omega) - \epsilon}, \]

where \( f(\omega) \) denotes the Fermi-function.

2.4.2 Antiferromagnetism

I will also present solutions with antiferromagnetic long-range order. The important point is, that this ordered state is non-homogeneous; neighboring sites, A and B, have different self-energies \[70, 73\]. Focusing on the Néel-state, the following relation holds

\[ \Sigma_{A,\sigma} = \Sigma_{B,-\sigma}. \] (2.3)

To derive the proper equation for the effective field, one has to assume that the lattice is bipartite. This means that one can divide the lattice into two sublattices, and each site of the A-sublattice has only B-sites as nearest neighbors. Then one can show that the self-consistency condition still holds, but now in matrix form of the two sublattices \[70, 73\]. The Green’s function entering must be calculated by matrix inversion

\[ G(\zeta_{A}, \zeta_{B}) = \int d\epsilon \rho(\epsilon) \left( \begin{pmatrix} \zeta_{A\sigma} & 0 \\ 0 & \zeta_{B\sigma} \end{pmatrix} - H_T \right)^{-1} \]

\[ = \int d\epsilon \rho(\epsilon) \begin{pmatrix} \zeta_{A\sigma} & -\epsilon \\ -\epsilon & \zeta_{B\sigma} \end{pmatrix}^{-1}. \] (2.4)

The matrix \( H_T \) represents the hopping term between the sublattices. Using equation (2.4) one can now calculate the new effective fields for both spin components and sublattices. As relation (2.3) holds for the two sublattices, one still needs to solve only one impurity problem per DMFT iteration, as interchanging spin labels yield the solution for the other sublattice.

2.5 Bethe lattice

In this last section of the chapter, I will introduce the Bethe lattice, for which I have performed the calculations. The lattice itself is very artificial. The construction of the Bethe lattice with coordination number \( z \) is very easily done in shells:
• Begin with drawing one site, which is shell 0.
• Connect the first site with \( z \) neighboring sites, building shell 1.
• Connect all sites of the last shell with \( z - 1 \) new sites, building the new shell.
• There are no closed loops.

Because of this symmetric construction of the shells and the important point that there are no closed loops, implying that there is only one way from site A to site B, many models can be solved exactly for the Bethe lattice [88]. However, for the Hubbard model this is in general not the case, but one can solve the model without two particle interaction \( U = 0 \) [70]. Moreover, one is able to calculate the density of states (DOS) of the lattice, which is essential for the DMFT. As the Bethe lattice is bipartite, I am able to perform antiferromagnetic calculations.

The DOS \( \rho(\epsilon) \) is given by the imaginary part of the local Green’s function as \( \rho(\epsilon) = -1/\pi \text{Im} G(\epsilon + i0) \). The hopping parameter is assumed to be independent of the site indices and non-vanishing only between nearest neighbors, \( t_{ij} = t \).

The local Green’s function can be written as [89]

\[
G_{00}^{-1}(\zeta) = \zeta - t^2 \sum_{i \in \text{NN}} G_{ii}^{(0)}(\zeta).
\]

\( G^{(0)} \) is the Green’s function for the lattice, where site 0 is removed. But for infinite coordination number \( G_{ii}^{(0)}(\zeta) = G_{ii}(\zeta) = G_{00}(\zeta) \) holds and is independent of the lattice site. Performing the appropriate scaling \( t := \frac{\zeta}{\sqrt{z}} \) yields \( G_{00}^{-1}(\zeta) = \zeta - (t^*)^2 G_{00}(\zeta) \). One can now simply solve for \( G := G_{00} \), obtaining

\[
G(\zeta) = \frac{1}{2(t^*)^2} \left( \zeta + \sqrt{\zeta^2 - 4(t^*)^2} \right),
\]

\[
\rho(\omega) = \frac{1}{2\pi(t^*)^2} \sqrt{4(t^*)^2 - \omega^2}.
\]

Thus the DOS of the Bethe lattice (2.5) with nearest neighbor hopping only is a semi-ellipse. One should note, that the Hilbert transformation from equation (2.2) can be performed by inserting the argument into the local Green’s function (2.5).

### 2.5.1 Bethe lattice with next nearest neighbor hopping

DMFT calculations depend sensitively on the DOS. The shape of the DOS can be tuned by introducing next nearest neighbor hopping, as shown in figure 2.3. I will now derive the DOS for the Bethe lattice with nearest neighbor (NN) and next nearest neighbor (NNN) hopping. I will call the hopping operator between NN-sites \( H_1 \) and the hopping operator between NNN-sites \( H_2 \). One can express the NNN-hopping term through the NN-hopping term. In infinite dimensions one obtains [90,91]

\[
H_2 = (H_1)^2 - 1.
\]
Figure 2.2: Upper panel: Part of the Bethe lattice with coordination number $z = 4$. The colors reveal the bipartite structure of the lattice. Lower panel: Bethe lattice including next nearest neighbor bonds. In the lower panel it becomes apparent that the next nearest neighbor bonds act between sites with the same color (sites of the same sublattice). This introduces frustration to the Néel-state.
This equation states that the eigenstates of the Hamiltonian \( H = H_1 + H_2 \) equal that of \( H_1 \) alone. Let \( t_1 \) be the amplitude for the NN-hopping and \( t_2 \) for the NNN-hopping. The local Green’s function can thus be evaluated to \([90, 91]\)

\[
G_{t_1,t_2}(\zeta) = \left\langle 0 \left| \frac{1}{\zeta - H} \right| 0 \right\rangle = \int d\epsilon \frac{\rho(\epsilon)}{\zeta - t_1 \epsilon - t_2 (\epsilon^2 - 1)} = \frac{1}{2t_2 b(\zeta)} [G(a + b(\zeta)) - G(a - b(\zeta))] \\
\rho(\epsilon) = \frac{1}{2\pi} \sqrt{4 - \epsilon^2} \\
a = \frac{-t_1}{2t_2} \\
b(\zeta) = \sqrt{\zeta/t_2 + a^2 + 1}. \tag{2.6}
\]

The third line in equation (2.6) was gained by partial fraction decomposition of the second line. \( G(\zeta) \) (without subscript) represents the Green’s function for \( t_2 = 0 \) given by equation (2.5). The DOS of the system without and with next nearest neighbor hopping can be seen in Figure 2.3. The black curve in the left panel shows the semi-elliptic DOS of the Bethe lattice with NN-hopping only, while the other curves correspond to a finite \( t_2 > 0 \). When examining the
Figure 2.4: The Green’s function for NN- and NNN-hopping is given by a sum of two Green’s function for NN-hopping only. These three plots show the arguments of the NN-Green’s function for different values of NNN-hopping. (See also the text for explanation) The black and the red curves are \((a + b(\omega))^2 - 4\) and \((a - b(\omega))^2 - 4\), respectively. The NN-hopping is in all three panels \(t_1 = 0.05\). The blue vertical line represents the singularity at \(\omega_3\) while the green vertical line represents the position of the roots of both functions at \(\omega_2\).
spectral function, \( \rho(\omega) = -\frac{1}{\pi} \Im G_{t_1,t_2}(\omega + i0) \), one finds the following three key values for \( \omega \)

\[
\begin{align*}
\omega_1 &= 3t_2 + 2t_1 \\
\omega_2 &= 3t_2 - 2t_1 \\
\omega_3 &= -\frac{t_1^2}{4t_2} - t_2. 
\end{align*}
\]  

Equation (2.6) has only a non-vanishing imaginary part, if \( (a + b(\omega))^2 - 4 < 0 \) or \( (a - b(\omega))^2 - 4 < 0 \) holds, which are the square root arguments of the Green’s function for NN-hopping entering. Both functions can be seen in figure 2.4. The frequency \( \omega_1 \) is the upper frequency at which the imaginary part of equation (2.6) vanishes. This means that \( \rho(\omega) \) is zero for \( \omega > \omega_1 \). The vertical lines in figure 2.4 represent \( \omega_2 \) and \( \omega_3 \). At frequency \( \omega_2 \) there is a root in the arguments. For \( \frac{t_2}{t_1} < \frac{1}{4} \) (upper panel in figure 2.4) both functions are positive for \( \omega < \omega_2 \) resulting in a vanishing imaginary part of equation (2.6) and thus vanishing spectral function. Frequency \( \omega_3 \) is the lower end of both functions. For \( \omega < \omega_3 \) both functions become imaginary, which does not lead to a finite contribution to the spectral function, as it cancels out. For \( \frac{t_2}{t_1} > \frac{1}{4} \) both functions are shifted to negative values and there is always a negative argument for \( \omega_3 \leq \omega \leq \omega_2 \). Thus the lower band edges of the spectral function is given by \( \omega_2 \) (\( \omega_3 \)) for \( \frac{t_2}{t_1} < \frac{1}{4} \) \( \frac{t_2}{t_1} > \frac{1}{4} \). The frequency \( \omega_3 \) is exactly the point where \( b(\omega_3) = 0 \). Looking in equation (2.6) one sees that there is a \( \frac{1}{b(\omega)} \)-term resulting in a square-root singularity for \( \frac{t_2}{t_1} > \frac{1}{4} \) at \( \omega = \omega_3 \). This can be seen in figure 2.3. In the left panel the situation \( \frac{t_2}{t_1} < \frac{1}{4} \) is plotted. There is no singularity. In the right panel there is always a singularity at the lower band edge, exactly at \( \omega = \omega_3 \). From the considerations one can derive the bandwidth of the DOS to be

\[
W = \begin{cases} 
4t_1 & t_2/t_1 < 1/4 \\
2t_1 + 4t_2 + t_1^2/(4t_2) & t_2/t_1 > 1/4 
\end{cases}
\]

In the case of next nearest neighbor hopping antiferromagnetic calculations are possible, too. The hopping Hamiltonian entering in equation (2.4) now reads [90,91]

\[
H_T = \begin{pmatrix} 
2t_2(e^2 - 1) & t_1 \\
t_1 & t_2(e^2 - 1) 
\end{pmatrix}.
\]

As I will show later, the asymmetry and especially the singularity have great influence on the DMFT calculations. Introducing the next nearest neighbor hopping leads to frustration of the antiferromagnetic Néel-state and thus to completely different magnetic ground states.
3.1 The Anderson Impurity Model

In the last chapter I derived an effective action for the Hubbard model within DMFT. This action consists of only one interacting site coupled to non-interacting electrons in a bath, which has to be solved self-consistently. In this chapter I will introduce the single impurity Anderson model [92], which is strongly related to this effective action and discuss two strategies, how one can solve this model numerically. In this work I have in particular used two matrix based renormalization group techniques. One is the Numerical Renormalization Group (NRG) [93, 94], the other is the Density Matrix Renormalization Group (DMRG) [95, 96]. I will explain, how both methods work and what their advantages and disadvantages are.

The Anderson impurity model describes a magnetic atom embedded into a conduction band. It can be written as

\[
H_{\text{And}} = \sum_{\vec{k},\sigma} \epsilon_{\vec{k}} c_{\vec{k},\sigma}^\dagger c_{\vec{k},\sigma} + \sum_{\sigma} \epsilon_d c_{d,\sigma}^\dagger c_{d,\sigma} + U c_{d,\uparrow}^\dagger c_{d,\uparrow} c_{d,\downarrow}^\dagger c_{d,\downarrow} + \sum_{\vec{k},\sigma} V_{\vec{k}} \left( c_{\vec{k},\sigma}^\dagger c_{d,\sigma} + c_{d,\sigma}^\dagger c_{\vec{k},\sigma} \right),
\]

(3.1)

where \( c_{\vec{k},\sigma}^\dagger \) (\( c_{\vec{k},\sigma} \)) creates (annihilates) an electron in the conduction band with quantum number \((\vec{k}, \sigma)\) and energy \(\epsilon_{\vec{k}}\). In this Hamiltonian \(\vec{k}\) represents a three-dimensional momentum vector. The impurity itself is represented by the operators \( c_{d,\sigma}^\dagger \) (\( c_{d,\sigma} \)), where \(\epsilon_d\) is the energy level and \(U\) the amplitude for a
density-density interaction on the impurity. Finally, there is a hybridization between the impurity and the conduction band given by $V_{\mathbf{k}}$. The Anderson model, and related with it the Kondo model [97–99], became famous for describing the physics of the Kondo problem. This effect occurs, when the resistivity of, for example, gold with embedded cobalt atoms is measured [100]. For low temperatures an unusual increase of the resistivity is found. This physical situation can be correctly described and understood with Hamiltonian (3.1) [93, 98].

The Anderson Hamiltonian is most often simplified by expanding the conduction operators into spherical harmonics and assuming that only the s-wave states are coupled to the impurity level [93,94,101,102]. Thus the Hamiltonian can be written in the following form

$$H_{\text{And}} = \sum_{\sigma} \int_{-D}^{D} d\epsilon \epsilon_{\sigma} c_{c,\sigma}^\dagger c_{c,\sigma} + \sum_{\sigma} \epsilon_d c_{d,\sigma}^\dagger c_{d,\sigma} + U c_{d,\uparrow}^\dagger c_{d,\downarrow}^\dagger c_{d,\downarrow} c_{d,\uparrow}$$

+ $\sum_{\sigma} \int_{-D}^{D} d\epsilon V(\epsilon) \sqrt{\rho(\epsilon)} (c_{c,\sigma}^\dagger c_{d,\sigma} + c_{d,\sigma}^\dagger c_{c,\sigma}).$ (3.2)

The s-wave band of the conduction electrons is here assumed to have energies between $-D$ and $D$. The Hamiltonian (3.2) can be visualized as in figure 3.1.

![Figure 3.1: Visualization of the Anderson model. An impurity site, with parameters $U$ and $\epsilon_d$, is coupled via a hybridization to a bath of non-interacting electrons.](image)

In equation (3.2) I can formally integrate out the non-interacting conduction band, deriving an effective action for the impurity level [103]

$$S_{\text{eff,And}} = \sum_{i\omega_n} \sum_{\sigma} c_{d,\sigma}^\dagger \left( i\omega_n + \epsilon_d + \int d\epsilon \frac{V(\epsilon)^2 \rho(\epsilon)}{i\omega_n - \epsilon} \right) c_{d,\sigma} + U c_{d,\uparrow}^\dagger c_{d,\downarrow}^\dagger c_{d,\downarrow} c_{d,\uparrow},$$

where all operators turned into Grassmann variables. This action (3.3) has the same form as the effective DMFT action, see chapter 2.3. I should mention here that $\rho(\epsilon)$ is different to the density of states of the lattice in the DMFT. It is the DOS of the bath in equation (3.2), generated by the dispersion $\epsilon_{\mathbf{k}}$. I will now define the coupling between the impurity level and the conduction band as $h(\epsilon) := V(\epsilon) \sqrt{\rho(\epsilon)}$. Comparing with the effective action in the DMFT, one
can identify
\[ G_0^{-1}(i\omega_n) = i\omega_n + \epsilon_d + \int d\epsilon \frac{h(\epsilon)^2}{i\omega_n - \epsilon}. \]

As \( G_0 \) is an analytic function in the upper and lower complex plane, one can solve for the coupling
\[ h(\epsilon) = \sqrt{-\frac{\Imag G_0^{-1}(\epsilon + i0)}{\pi}}. \] (3.4)

With equation (3.4), I related the DMFT self-consistency loop with the Anderson model. The Anderson model is a fully quantum mechanical many body problem and there is no exact solution for calculating dynamical properties. Nevertheless, for getting an approximate solution for the Anderson model a bundle of techniques are available [98].

I will introduce matrix based renormalization group techniques in the next section. They are completely in the spirit of the renormalization group in statistical mechanics for critical behavior. For example, in the block spin renormalization [93] one replaces small clusters of spins with only one new spin representing the whole small cluster. Doing this iteratively one can look for fixed points in this calculation, which describe the physics in the thermodynamic limit.

A similar principle is used in the NRG/DMRG. Here, one starts with only a very small part of the whole problem, which can be diagonalized exactly. Then, by truncating the already diagonalized part and adding new degrees of freedom and repeated diagonalization, one can calculate iteratively an approximation for the complete system.

### 3.2 Discretization of the Band States

Before one can apply NRG/DMRG as impurity solver one has to rewrite the Hamiltonian (3.2) as an one-dimensional chain of non-interacting sites coupled to one interacting site (see figure 3.2). The Anderson Hamiltonian can be written as

\[
H_{\text{And}} = H_{\text{Imp}} + H_c
\]

\[
H_{\text{Imp}} = \sum_\sigma \epsilon_d c_{d,\sigma}^\dagger c_{d,\sigma} + U c_{d,\uparrow}^\dagger c_{d,\downarrow}^\dagger c_{d,\downarrow} c_{d,\uparrow}
\]

\[
H_C = \sum_\sigma \int_{-1}^1 d\epsilon \epsilon \epsilon_{\epsilon,\sigma} c_{\epsilon,\sigma}^\dagger c_{\epsilon,\sigma} + \sum_\sigma \int_{-1}^1 d\epsilon h(\epsilon) \left( c_{\epsilon,\sigma}^\dagger c_{d,\sigma} + c_{d,\sigma}^\dagger c_{\epsilon,\sigma} \right),
\] (3.5)

![Figure 3.2: Single impurity Anderson model in form of a chain. The impurity site is unchanged. The non-interacting bath is rewritten to a semi-infinite chain with nearest neighbor hopping. \( H_{\text{Imp}} \) and \( H_C \) correspond to equation (3.5).](image-url)
where the conduction band energies have been scaled so that $D = 1$. I will now rewrite the integral in $H_C$ as a discrete sum. For this purpose the interval $[-1, 1]$ has been divided into disjoint intervals:

$$[-1, 1] = \bigcup_i [\omega_{l,i}, \omega_{u,i}].$$

On each interval an orthonormal basis $\Psi_{i,k} : [\omega_{l,i}, \omega_{u,i}] \rightarrow \mathbb{R}$ is set up so that $\int d\epsilon \Psi_{i,k}(\epsilon) \Psi'_{i',k'}(\epsilon) = \delta_{i,i'} \delta_{k,k'}$. One can expand a function within this basis set. For $\Psi_{i,k}$, one can use normalized Legendre polynomials or a local Fourier basis. With these functions, one defines new operators

$$c_{i,k,\sigma} = \int d\epsilon c_{\epsilon,\sigma} \Psi_{i,k}(\epsilon)$$
$$c_{\epsilon,\sigma} = \sum_{i,k} c_{i,k,\sigma} \Psi_{i,k}(\epsilon).$$

These operators follow the usual anti-commutator relations, as the basis is orthonormal $[93, 101, 102]$. One can now rewrite (3.5)

$$H_C = \sum_{k,k',i,\sigma} \epsilon_{i,k,k'} c_{i,k,\sigma}^\dagger c_{i,k',\sigma} + \sum_{k,i,\sigma} h_{i,k} \left( c_{i,k,\sigma}^\dagger c_{d,\sigma} + c_{d,\sigma}^\dagger c_{i,k,\sigma} \right)$$

$$\epsilon_{i,k,k'} = \int d\epsilon \epsilon \Psi_{i,k}(\epsilon) \Psi_{i,k'}(\epsilon)$$
$$h_{i,k} = \int d\epsilon h(\epsilon) \Psi_{i,k}(\epsilon).$$

Analyzing equation (3.7), one can see, that each operator $c_{i,k,\sigma}$ couples to the impurity $c_{d,\sigma}$. This kind of Hamiltonian is usually referred to as star geometry. For real calculations, one has to truncate the orthonormal basis set to only a few basis functions. This must be done for assuring that the number of sites is finite. Finally, one can tridiagonalize $H_C$ (3.7) with a Householder algorithm $[104]$ bringing it into chain geometry, as can be seen in figure 3.2.

### 3.3 Numerical Renormalization Group

#### 3.3.1 Discretization within the NRG

The Numerical Renormalization Group (NRG) was developed by Kenneth Wilson $[93]$ in order to explain the Kondo effect. Some years later the method was applied to the Single Impurity Anderson Hamiltonian by H. Krishna-Murthy $[101, 102]$. An overview of this method and recent developments can be found in R. Bulla et al. $[94]$. The main point in the NRG algorithm is that one has to use a logarithmic mesh for the discretization of the conduction band. The reason for this will become clear below. Hence, the intervals have the form

$$I_{n,\pm} = [\pm \Lambda^{-(n+1)}, \pm \Lambda^{-n}] \quad n \in \mathbb{N}$$
$$L_n = |\Lambda^{-(n+1)} - \Lambda^{-n}|.$$
The constant $\Lambda > 1$ is a free parameter, setting the logarithmic discretization of the intervals. The goal of the logarithmic discretization is to have a very good resolution, meaning very small intervals, near the Fermi energy $\epsilon = 0$. Usually, one uses values for the discretization of approximately $\Lambda \approx 2$. As described above, one sets up an orthonormal basis within each interval. For NRG calculations one neglects all terms but the constant function in each interval. It can be shown that the coupling between the different orthonormal functions is small [93]. Nevertheless, it is a rather rude approximation, especially when using $\Lambda = 2$, which is only justified a posteriori by the results gained [93, 94, 101, 102]. On the other hand, using only the constant function on each interval, it can be shown that the solution is exact for $\Lambda \to 1$. So it is recommendable always to check the results by doing a calculation with smaller $\Lambda$. If nothing changes, one can assume to have a good approximation.

One can now transform the conduction band Hamiltonian $H_c$ into the form of a linear chain with the unchanged impurity at the beginning of the chain (see figure 3.2). The important point of the logarithmic discretization and this mapping is that the coupling constants $t_i$ decrease exponentially along the chain. This exponential decrease is of great importance, as the iterative diagonalization is doomed to fail, if this property is not given. I will explain this in more detail in the next section.

In real calculations the chain is cut after $N$-sites. For NRG-calculations typical chain lengths are of the order of $N = 15 - 100$ sites. Although $N = 15$ sites sounds very few, as the degrees of freedom grow exponentially, there are already $4^{15} = 1,073,741,824$ degrees of freedom. This number is too large for a direct diagonalization, so one is forced to use iterative diagonalization schemes.

### 3.3.2 Iterative diagonalization

The iterative diagonalization procedure of this semi-infinite chain is visualized in figure 3.3. One begins with setting up the complete Fock space for the impurity site. As the number of states is small, it can be diagonalized completely. Taking the new eigenstates one can set up the basis for the impurity coupled to the first site of the chain. The new Fock space is just a tensor product of the eigenstates of the impurity and a Fock space basis for the first site. Diagonalizing this small cluster again yields the eigenstates, which are used to set up the new basis including the next site. This is done iteratively as can be seen in figure 3.3. The problem is that the number of states in the Fock space grows exponentially. For a complete diagonalization one is usually limited to about three or four sites of the lattice. In order to continue one has to truncate the Fock space. In NRG calculation one takes the $N_K$ energetic lowest Fock space states. Only these are used to set up the new Fock space including the next site. As a result, one can continue to iteratively diagonalize the chain always truncating the space to the energetic lowest $N_K$ states. The reason why this truncation scheme works here is that the coupling of the next site to the already diagonalized part of the chain is weak compared to the current energetic scale. The coupling between
the states should be small compared to the difference between the energetic lowest and highest state. Loosely speaking, the next site is supposed to be only a small perturbation for the already diagonalized chain. This is ensured by the exponential decrease of the hopping amplitude $t_i$, which comes from the logarithmic discretization of the bath states in the beginning. This iteration procedure can be written as

$$
H_{N} = \Lambda^{(N-1)/2} \left( H_{\text{Imp}} + t_0 \sum_{\sigma} (c_{d,\sigma}^\dagger c_{0,\sigma} + c_{0,\sigma}^\dagger c_{d,\sigma}^\dagger) 
+ \sum_{i=0}^{N} \epsilon_{i} c_{i,\sigma}^\dagger c_{i,\sigma} + \sum_{i=0}^{N-1} t_{i+1} (c_{i,\sigma}^\dagger c_{i+1,\sigma} + c_{i+1,\sigma}^\dagger c_{i,\sigma}) \right)
$$

$$
H_{N+1} = \sqrt{\Lambda} H_{N} + \Lambda^{N/2} \epsilon_{N+1} \sum_{\sigma} c_{N+1,\sigma}^\dagger c_{N+1,\sigma} 
+ \Lambda^{N/2} t_{N+1} \sum_{\sigma} (c_{N,\sigma}^\dagger c_{N+1,\sigma}^\dagger + c_{N+1,\sigma}^\dagger c_{N,\sigma})
$$

$$
H = \lim_{N \to \infty} \Lambda^{-(N-1)/2} H_{N}.
$$

(3.8)

This defines a renormalization group transformation $R$ [93, 101, 102]

$$
H_{N+1} = R[H_{N}],
$$

(3.9)

which transforms a Hamiltonian $H_{N}$ into another Hamiltonian $H_{N+1}$. The prefactor $\Lambda^{(N-1)/2}$ has been introduced in equation (3.8) to compensate the decreasing of the hopping parameters $t_i$. Thus, the energy levels remain of the same order of magnitude ensuring a constant numerical diagonalization error.

Even if one is able to continue iteratively diagonalizing the semi-infinite chain, one has to stop at some point. There are two criteria when to stop the calculation. The first criterion is given when the calculation has reached a fixed point,
meaning, that the energy levels of $H_N$ equal $H_{N+2}$ and do not change anymore. The energy levels may change from even to odd iterations even when the fixed point is reached. When the zero temperature fixed point is reached, one can stop the iterative procedure and one is able to calculate zero temperature properties. Care must be taken, as also meta-stable fixed points may exist. The other criterion for stopping the procedure applies if one is interested in finite temperature results. As the coupling decreases exponentially, also the imposed energy scale decreases. At some point the changing of the energy levels will be smaller than the energy scale defined by the temperature. The changes in the position of the energy levels by further diagonalizing the chain will not change the Boltzmann weights in the calculation of thermodynamical properties for the given temperature anymore. This is the point when one can stop the diagonalization of the chain. Further diagonalization will not change the finite temperature results.

### 3.3.3 Calculation of impurity properties

The calculation of static expectation values on the impurity is straightforward [94]. One simply sets up the matrix for the corresponding operator at the beginning of the iterative diagonalization. This matrix is always updated during the procedure into the current basis. Using the energy values and the corresponding Boltzmann weights one is able to calculate thermodynamic static expectation values. Let $A$ be the operator of interest, $\beta = \frac{1}{k_B T}$ the inverse temperature, $Z$ the partition function, and $|i\rangle$ a state from the current basis with energy $E_i$. Then the expectation value reads

$$\langle A \rangle = \frac{1}{Z} \sum_i \exp(-\beta E_i) \langle i | A | i \rangle.$$ 

In this formula the sum is supposed to run over a complete basis set, which is difficult to determine, as the basis is truncated during the iterative diagonalization. For thermodynamic properties it is often a very good approximation to assume that the only relevant contributions for a given temperature come from the chain with the length, where the temperature equals approximately the characteristic energy scale of the last site [94]. A more sophisticated approach will be shown below.

The calculation of dynamical properties is a little bit more subtle. At the end of the calculation one is able to calculate static expectation values and has found the eigenstates and the corresponding energies. Thus one is able to use Lehmann’s formula to calculate spectral functions for an operator $A$. The retarded single particle Green’s function for fermionic operators is given by

$$G_{AB}(t) = -i\Theta(t) T \rho [A(t)B(0) + B(0)A(t)].$$

If there were no truncation during the diagonalization, using Laplace transformation, one would obtain

$$G_{AB}(\zeta) = \frac{1}{Z} \sum_{i,j} \langle i | A | j \rangle \langle j | B | i \rangle \frac{\exp(-\beta E_i) + \exp(-\beta E_j)}{\zeta + E_i - E_j}. $$

(3.10)
where $\rho = \exp(-\beta H)/Z$ was inserted. Furthermore, the partition function is given by $Z = \sum_i \exp(-\beta E_i)$, and $\zeta$ is a complex variable. The spectral function obtained by this reads

$$\rho_{AB}(\omega) = \frac{1}{Z} \sum_{i,j} \langle i | A | j \rangle \langle j | B | i \rangle (\exp(-\beta E_i) + \exp(-\beta E_j)) \delta(\omega + E_i - E_j).$$

The problematic point in this formula is that the sum over $i, j$ must be over a complete basis set. If one uses this formula only with the basis set of the last iteration, one will use only a very tiny fraction of a complete basis due to the truncation during the iterative diagonalization. Consequently, the calculated spectral function will contain only frequency points very close to $\omega = 0$. All high energy features will be lost. But adding all iterations of the chain will give an over-complete basis. It will include a double counting of some states, which must be accounted for by some regulation process \[105, 106\]. This regulation procedure is in some way arbitrary and introduces a new and uncontrolled approximation.

To overcome this regulation one has to identify a complete basis set. The idea, how to do this in the NRG chain, was by F. Anders and A. Schiller \[107, 108\]. It was tested for equilibrium Green’s functions by RP, T. Pruschke and F. Anders \[109\] and separately by A. Weichselbaum and J. von Delft \[110\]. The new approach does focus on a Wilson chain of length $N$. In the beginning of the iteration procedure a complete basis can be simply identified as a tensor product of all single site Fock space states. Before the first truncation in the iterative diagonalization procedure at site $m < N$, the eigenstates of the diagonalization $\Psi_{km}^m$ yield a complete basis set of the chain of site $m$. If one performs a tensor product with a basis for the rest of the chain $m < k \leq N$,

$$\Psi_{km}^m \otimes \psi_{km+1}^{m+1} \otimes \ldots \otimes \psi_{kN}^N,$$

one still obtains a complete basis set. Here $\Psi_{km}^m$ is an eigenstate of the chain of length $m$ and $\psi_{km+1}^{m+1}$ a basis state of the single site $m + 1$. If one now truncates the chain at length $m$, one neglects these states times a complete basis for the rest of the chain, when trying to build up a complete basis set. The part of the basis, which is created by the kept states, the states which are not truncated, is not changed by the diagonalization. The kept states will be changed in the diagonalization of the chain of length $m + 1$. But a tensor product of all states in $m + 1$ with a complete basis for the Fock space for $m + 1 < k \leq N$ spans the same space as the kept states at length $m$ times a basis for the Fock space $m < k \leq N$:

$$\text{Span} \left( \sum_{k_m \in \text{kept}} \sum_{k_m+1, ..., k_N} \Psi_{km}^m \otimes \psi_{km+1}^{m+1} \otimes \ldots \otimes \psi_{kN}^N \right) =$$

$$\text{Span} \left( \sum_{k_{m+1}, k_{m+2}, ..., k_N} \Psi_{km+1}^{m+1} \otimes \psi_{km+2}^{m+2} \otimes \ldots \otimes \psi_{kN}^N \right).$$
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Thus, one can identify a complete basis set which consists of all truncated states times a basis for the rest of the chain, where they have been truncated. In the last step of the iterative diagonalization all states are supposed to be truncated. In the following, the notation for a state shall be:

$$|\Psi\rangle = |m, k_m, l\rangle = |m, k_m\rangle \otimes |l\rangle,$$

where $m$ labels the chain site, $k_m$ is the index of the eigenstates at this site and $l$ is an index for a state in the basis for the rest of the chain. After the truncation of a state, denoted as $|\cdot\rangle_{Trunc}$, the impurity properties inherent in this state are not changed anymore as the state is decoupled from the rest of the chain

$$Trunc\langle m, k_m, l_1 | A_{Imp} | m, k_m, l_2 \rangle_{Trunc} = \langle m, k_m | A_{Imp} | m, k_m\rangle \delta_{l_1, l_2}.$$

Thus the environment states $|l\rangle$ do not change the expectation values of an impurity operator after the truncation. If one now inserts a complete basis set consisting only of truncated states in equation (3.10), one question must still be clarified: What is the expectation value of two states truncated at different sites $m$ and $m'$ in the chain for $m < m'$. A state truncated at site $m'$ can be written as a linear combination of kept states at site $m$

$$|m', k_m', l\rangle_{Trunc} = \sum_{k_m \in \text{kept}} \sum_{l'} \Phi_{k_m, l'} |m, k_m, l'\rangle,$$

where the $l'$ is labeling environment states. $\Phi_{k_m, l'}$ are coefficients in the orthogonal matrices of the diagonalization. Thus the contributions of combinations of states truncated at different shells $m < m'$ can be accounted for. One has to take the combinations of the truncated state $k_m$ in shell $m$ and all the kept states in the same shell, as the environment states do not change the expectation value with an impurity operator.

Although the environment states do not change these direct expectation values with an impurity operator, they influence the value of the density operator. Their influence on it can be taken into account with the reduced density matrix [111]

$$\rho_{km, k_m}^{red} = \sum_l \langle m, k_m, l | \rho | m, k_m', l \rangle.$$

The contributions of a state to the static or dynamical expectation value of the impurity can be calculated correctly at the site, where the state is truncated. For calculating magnetic solutions within the NRG, it is essential to use the reduced density matrix $\rho^{red}$ [111]. A small magnetic field can strongly influence the ground state properties of an impurity calculation. Calculating dynamical properties without using the reduced density matrix did often dramatically underestimate the influence of the magnetic field.

In summary, when doing a calculation using a complete basis set, one must take all the contributions of all truncated states and all states of the last iteration. In the end this can be easily understood. All kept states are only refined in the following iterations. Thus contribution between two kept states can be taken

|\Psi\rangle = |m, k_m, l\rangle = |m, k_m\rangle \otimes |l\rangle,
into account in later iterations. Defining \( |m, i\rangle \) as a state in iteration \( m \), the Green’s function can be written as

\[
G_{AB}(\zeta) = \sum_{m=0}^{N} \sum'_{i,j,k} (\langle m, i|A|m, j\rangle \rho_{j,k}^{red} \langle m, k|B|m, i\rangle + \langle m, i|A|m, k\rangle \rho_{j,i}^{red} \langle m, k|B|m, j\rangle) \frac{1}{\zeta + E_i - E_k}
\]

\[
\rho_{AB}(\omega) = \sum_{m=0}^{N} \sum'_{i,j,k} (\langle m, i|A|m, j\rangle \rho_{j,k}^{red} \langle m, k|B|m, i\rangle + \langle m, i|A|m, k\rangle \rho_{j,i}^{red} \langle m, k|B|m, j\rangle) \delta(\omega - E_i + E_k), \quad (3.11)
\]

where now the summations \( \sum'_{i,j,k} \) is such, that at least one of the states \( |m, i\rangle \) or \( |m, k\rangle \) is a truncated state. The spectral function is again given by \( \rho_{AB}(\omega) = -\frac{1}{\pi} \text{Im} G_{AB}(\omega + i0) \).

This formula can now be applied to the NRG diagonalization. After diagonalization of the complete chain, one sets up the density matrix and iterates backwards from the end of the chain, setting up the reduced density matrix for each site. For each iteration one applies equation (3.11) and collects all the delta peaks for the spectral function. To gain a smooth spectrum, one has to replace the delta peaks in equation (3.11) by continuous functions. As the discretization was done on a logarithmic scale, it is quite common to use Gaussian functions on a logarithmic scale for doing this broadening [94]

\[
\delta(\omega - E) \rightarrow \frac{\exp \left(-\frac{b^2}{4}\right)}{bE\sqrt{\pi}} \exp \left(-\left(\log(|\omega|/E)/b\right)^2\right),
\]

where \( b \) is a broadening parameter, whose value is typically \( b \approx 0.3 - 0.8 \). For frequencies below the smallest energetic discretization \( \Lambda^{-(N-1)/2} \) it is advisable to use Lorentzians instead of logarithmic Gaussians. The reason is that pure logarithmic Gaussians will always result in \( \rho(\omega = 0) = 0 \). As one can think of the smallest energetic discretization as a finite temperature, it is justified to use a Lorentzian here.

The same complete Fock space treatment can be used for calculating static expectation values, too [110]. One can determine the exact Boltzmann weight to each Fock space state in the complete basis set. This will lead to the situation that more than only one NRG shell contributes to thermodynamical properties. The advantage of this procedure is, that one can calculate properties at arbitrary temperature with precise Boltzmann weights.

### 3.3.4 Calculating the Self-energy

For the DMFT self-consistency equation one needs the self-energy of the impurity. The expression for the self-energy can be derived by equations of mo-
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\[1 = (\zeta - \epsilon_d)G_{c_d,\sigma}c_{d,\sigma}^\dagger(\zeta) - U G_{c_d,\sigma}c_{d,-\sigma}c_{d,\sigma}c_{d,-\sigma}^\dagger(\zeta) - \sum_{\vec{k}} V_\vec{k}^2 G_{c_{\vec{k},\sigma},\tilde{c}_{c,\sigma}}^\dagger(\zeta)\]

\[0 = (\zeta - \epsilon_k)G_{c_{\vec{k}},\sigma}c_{d,\sigma}^\dagger(\zeta) - V_\vec{k}G_{c_{\vec{k},\sigma}}c_{d,\sigma}^\dagger(\zeta)\]

\[1 = (\zeta - \epsilon_d)G_{c_d,\sigma}c_{d,\sigma}^\dagger(\zeta) - UF_\sigma(\zeta) - \Delta G_{c_d,\sigma}c_{d,\sigma}^\dagger(\zeta)\]

\[\Delta(\zeta) = \sum_{\vec{k}} V_\vec{k}^2 \frac{1}{\zeta - \epsilon_k}\]

\[F_\sigma(\zeta) = G_{c_{d,\sigma}}c_{d,\sigma}^\dagger(\zeta),\]

finally yielding

\[\Rightarrow \Sigma_\sigma(\zeta) = U \frac{F_\sigma(\zeta)}{G_{c_{d,\sigma}}c_{d,\sigma}^\dagger(\zeta)} \quad (3.12)\]

with the notation of equation (3.1) and the Green’s function \(G_{A,B}\) for operators \(A\) and \(B\). Thus, the self-energy of the impurity can be calculated as a quotient of two Green’s functions, which in turn can be calculated within the scheme just derived in this chapter.

3.3.5 Two-orbital Anderson model

In the last sections I have dealt with the single impurity Anderson model. But focusing on a two-orbital Hubbard model within DMFT, it is essential to introduce the two-orbital Anderson model, as DMFT will map the multi-orbital lattice model onto a multi-orbital Anderson model. The local part of the Anderson Hamiltonian is the same as in the Hubbard model. Thus the Hamiltonian for the two-orbital Anderson model reads

\[H_{\text{And},2} = H_C + H_{\text{Imp}}\]

\[H_{\text{Imp}} = 2 \sum_{m=1}^2 \sum_{\sigma} \epsilon_d n_{d,m,\sigma} + U \sum_{m=1}^2 n_{d,m,\uparrow} n_{d,m,\downarrow}\]

\[+ \left(U' - \frac{1}{2} J\right) \sum_{\sigma,\sigma'} n_{d,1,\sigma} n_{d,2,\sigma'} - 2 J \vec{S}_{d,1} \cdot \vec{S}_{d,2}\]

\[H_C = 2 \sum_{m=1}^2 \sum_{\sigma} \int_{-D}^D d\epsilon \epsilon \epsilon_{c,\sigma}^\dagger c_{\epsilon,\sigma}\]

\[+ \sum_{m=1}^2 \sum_{\sigma} \int_{-D}^D d\epsilon V(\epsilon) \sqrt{\rho(\epsilon)} (\epsilon_{c,\sigma}^\dagger c_{\epsilon,m,\sigma} + c_{\epsilon,m,\sigma}^\dagger c_{\epsilon,m,\sigma}),\]

where each operator has an additional orbital quantum number \(m\). Operators acting on the impurity are labeled with “d”. This model can be mapped, as shown above, on an one-dimensional chain, where each site has a local Fock
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The complete Fock space grows with the number of sites \( N \) as \( 16^N \). To get reasonable results for static and dynamic properties within the NRG, I kept up to 5000 states per iteration. For one complete diagonalization and the calculation of spectral functions one needs up to 16GB main memory and several processor hours computing time on a multi-core-processor. In contrast, for an one-orbital model often 1000 – 2000 states and 1GB main memory are enough.

3.4 Density Matrix Renormalization Group

I developed a new Density Matrix Renormalization Group (DMRG) code. I especially focused on solving impurity problems like the Anderson impurity model. The main reason for this development was to get some independent results with a method different from the NRG for the magnetic phase diagram in the Hubbard model. DMRG was originally designed for treating one-dimensional systems [95, 96, 113, 114]. But as I have shown above, an impurity model like the Anderson model can be mapped onto a one-dimensional chain [93]. In contrast to the NRG, no logarithmic discretization must be used for the mapping within the DMRG. For this method one can freely choose the intervals. This allows for more freedom and one is able to properly control the accuracy of the discretization. DMRG can then be used for diagonalizing this chain representing the Anderson impurity model [115–118].

3.4.1 Iterative diagonalization

Similar to the NRG, also in the DMRG the chain is diagonalized iteratively. Here too, the Fock space grows exponentially reaching very quickly a size, which cannot be diagonalized anymore in suitable time. One has to truncate the Fock space selecting a smaller number of states, which will build up the next iteration. This is done in a way best fitting the aim of the procedure. In the NRG the states with the lowest energies were selected to create the next Hamiltonian. The reason for this was the exponentially decreasing hopping parameters and the focus on the low energy eigenstates of the problem. In the DMRG the hopping parameters can have arbitrary values. Selecting the lowest eigenstates in smaller blocks for building up larger blocks fails because of wrong boundary conditions [119]. In DMRG the new states for an enlarged block are calculated using the ground state of the whole system. From the ground state one can build up the reduced density matrix [120] for the enlarged block. Let me assume the whole system is build up from four blocks, see figure 3.4. The middle blocks B2 and B3 correspond to single sites containing only a very limited number of
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Figure 3.4: One iteration step in DMRG. The blocks are named B1, B2, B3 and B4 with states $|i_1\rangle$, $|i_2\rangle$, $|i_3\rangle$ and $|i_4\rangle$. A basis set is formed by tensor product for the two left blocks and two right blocks, respectively.

states. The remaining blocks B1 and B4 represent all sites of the left or the right part. Both are supposed to already contain a truncated Fock space. I will now explain the method how to build up the next enlarged block.

Each block consists of a finite number of states $|i_k\rangle$. From these states the Hamiltonian for the whole system can be set up. For this Hamiltonian one searches the ground state by the Lanczos method or some similar technique [121, 122]. Assuming the chain is represented by 4 blocks the ground state can be written as

$$\Psi = \sum_{i_1,i_2,i_3,i_4} \Phi_{i_1,i_2,i_3,i_4} |i_1\rangle \otimes |i_2\rangle \otimes |i_3\rangle \otimes |i_4\rangle.$$

One can now combine both left blocks forming one new block $|i\rangle = |i_1\rangle \otimes |i_2\rangle$. The same is done for the two right blocks. As a result, one can write the ground state in the states of the two big blocks

$$\Psi = \sum_{i,k} \psi_{i,k} |i\rangle \otimes |k\rangle.$$

From the coefficients $\psi_{i,k}$ one can now form the reduced density matrix for the left blocks

$$\rho_{i,j} = \sum_k \psi_{i,k} \psi_{j,k}^\dagger,$$

where $i, j$ are indices of the left block, $k$ an index of the right block and $\psi_{i,k}$ is assumed to be real. This matrix $\rho_{i,j}$ is supposed to have a maximal dimension of about $\text{dim} \rho_{ij} \approx 1000$, as one has to diagonalize this matrix completely in each iteration.

Let me assume that I want to calculate the expectation value of a bounded operator $\|A\| = \max_\phi |\langle \phi |A|\phi\rangle| = c_A$ acting only in the left enlarged block. This expectation value is given by the trace of the operator times the density
operator $\rho$. As the operator acts only at the left block, the density operator corresponds to equation (3.13). As $\rho$ is a symmetric matrix one can write it as $\rho = \sum_i |\lambda_i\rangle\langle\lambda_i|$, where the eigenvalues are supposed to be ordered from large to small. One wants to truncate the dimension of the block from $\dim \rho_{ij}$ to $m < \dim \rho_{ij}$, thus taking the eigenstates with the largest eigenvalues. The expectation value can be written as

$$\langle A \rangle = \text{Tr} \, \rho A \approx \sum_{i=0}^{m} \lambda_i \langle \lambda_i | A | \lambda_i \rangle.$$ 

The error of the truncation for this operator can be easily approximated by

$$\left| \langle A \rangle - \sum_{i=0}^{m} \lambda_i \langle \lambda_i | A | \lambda_i \rangle \right| = \sum_{i=m+1}^{\dim} \lambda_i c_A$$

being proportional to the sum of the neglected smallest eigenvalues. Thus the eigenstates with the largest eigenvalues of the density operator best describe the operator $A$ [113]. This holds for every bounded operator, especially for the part of the Hamiltonian describing the system of the two blocks. One can also argue that these states best describe the ground state wave function [123] or maximize the quantum entanglement [124].

The algorithm now works as follows: First one calculates the ground state of four single sites. From this a combined block including two single sites is created. So the new system consist of the combined block and three single sites from which a combined block of three sites is created. Going on like this the whole chain can be built up. After setting up the whole chain, one can use the same algorithm to improve the basis stored in each combined block by first enlarging the left blocks and later the right blocks. Iterating this procedure one can get a very accurate ground state wave function of an one-dimensional chain. With this wave function one can calculate static expectation values or correlation functions of the chain. Of course, this includes expectation values of the impurity itself.

### 3.4.2 Calculation of dynamical properties

The DMRG focuses on the ground state of the system. One usually is not able to calculate more than a very few excited states. Therefore, one is not able to use Lehmann’s formula for calculating spectral functions. The easiest way calculating a spectral function is using a Lanczos expansion of the spectral function [125, 126] calculating the first few moments. But this expansion fails for more complex dynamical spectral functions.

An alternative approach is the correction-vector method [126, 127]. A very elegant way of formulating it, also improving its accuracy, was introduced by E. Jeckelmann [128]. The Laplace transformed retarded Green’s function (3.10) for $T = 0$ can be written as

$$G_{AB}(\zeta) = \left\langle \Psi \left| A \frac{1}{\zeta - H} B \right| \Psi \right\rangle,$$
where $\Psi$ is the ground state of the chain. For numerical calculation it is necessary that $\zeta = \omega + i\eta$ has positive finite imaginary part $\eta$. Instead of inverting the operator $(\omega + i\eta - H)$ one sets up the following equation for the state $|Y\rangle$

$$
( (E_0 + \omega - H)^2 + \eta^2 ) |Y\rangle = -\eta B |\Psi\rangle,
$$

(3.14)

where $E_0$ is the ground state energy of the chain. From this one can calculate the spectral function by

$$
\rho(\omega) = -\frac{1}{\pi} \text{Im} \langle \Psi | A | Y \rangle.
$$

One can now formulate this linear equation as a minimization problem [128] of the following functional

$$
W(\omega, \eta) = \langle \Phi | (E_0 + \omega - H)^2 + \eta^2 | \Phi \rangle + 2\eta \langle \Phi | B | \Psi \rangle.
$$

The state $|\Phi\rangle$, which minimizes this functional equals the solution to the equation (3.14)

$$
|\Phi_{\text{min}}\rangle = |Y\rangle.
$$

With this approach it is possible to calculate the spectral function of the Anderson model by using the DMRG.

### 3.4.3 Algorithm

At the end of this section I will summarize the DMRG algorithm. First, one brings the Anderson impurity Hamiltonian into the discrete form of a linear chain. In contrast to the NRG it is possible to discretize the conduction band, for example, in linear intervals resulting in non-exponentially decreasing hopping parameters. By this one can control the resolution of the conduction band. As usual, the only interaction between spin-up and spin-down electrons occur on the impurity. Thus it is possible to build up the chain with all the up-electrons to the left, the impurity sites in the middle and the down-electrons to the right. This results in a small local Fock space consisting of only two states: no electron or one electron. This accelerates the whole procedure. One now uses the DMRG for finding the ground state $|\Psi\rangle$ of the whole chain. By increasing and decreasing the size of the outer combined blocks, called sweeping, one improves the basis set used for setting up the Hamiltonian and finally is able to calculate a very accurate ground state wave function. With $|\Psi\rangle$ it is possible to compute static expectation values, such as the occupation of the impurity.

When calculating the spectral function one cannot simply use the basis set just gained for the ground state. This will give a very poor result for the spectral function as the basis set is optimized for the ground state and cannot describe the exited state $B |\Psi\rangle$ very well. For each frequency $\omega$, one has to calculate the exited state $B |\Psi\rangle$ and the state $|Y\rangle$ as defined in equation (3.14). One has to improve the basis set by sweeping for these two states and the real part of the spectral function $|X\rangle$ given by

$$
|X\rangle = \frac{H - E_0 - \omega}{\eta} |Y\rangle.
$$
This means that one includes not only the ground state wave function into the reduced density matrix but also these three exited states [128]. The density matrix is then simply written as sum

$$\rho_{ij} = \sum_p \alpha_p \sum_k \Psi^\alpha_{ik} \Psi^\alpha_{jk},$$

where \( p \) labels the four states and \( \alpha_p \) is some amplitude for the importance of the state. In my calculations I usually used \( \alpha = 0.4 \) for the ground state and \( \alpha = 0.2 \) for each of the exited states. By sweeping for each frequency point one improves the basis set and is finally able to calculate the spectral function.

The coefficient \( \eta \) results in a Lorentzian broadening of the spectral function. Decreasing \( \eta \) results in a worse convergence to the solution of the equation for the correction-vector (3.14). Not only more time is needed for finding the solution, one also has to include more states \( m \) in the density matrix for calculating a stable solution.
CHAPTER 4

NRG and DMRG Spectral Functions for the Impurity Model

4.1 Introduction

This chapter deals with a comparison between the numerical renormalization group (NRG) and the density matrix renormalization group (DMRG) as impurity solvers. Both methods were introduced in chapter 3. The NRG is well established for calculating spectral functions for one- or two-orbital Anderson models [94, 105]. These kind of calculations have been done for approximately 20 years. In contrast, the DMRG algorithm, which was used here for the computation of spectral functions, is rather young existing in this form for only 10 years [126–128]. Calculations for impurity systems have been performed for 5 years [115, 116]. From this fact it is clear that one should test the DMRG as impurity solver before using it in the framework of the DMFT. Intensive tests were performed in the Ph.D. thesis of C. Raas [129].

As the DMRG spectral functions are Lorentz-convoluted, it is recommendable to look at the deconvolution of the data. Therefore, I will give a short introduction into the topic of deconvolution in this chapter. Finally, I will compare the spectral functions of the DMRG and the NRG for different interaction strengths, doping and magnetic fields. All three parameters are important, when using the DMRG in the framework of the dynamical mean field theory for calculating magnetic phase diagrams. Based on these results I will discuss the strengths and the weaknesses of the DMRG as an impurity solver.
The single impurity Anderson model (SIAM), as introduced in chapter 3, reads

\[ H_{\text{And}} = \sum_{\sigma} \int_{-D}^{D} d\epsilon \, \epsilon \, c_{\epsilon,\sigma}^\dagger c_{\epsilon,\sigma} + \sum_{\sigma} \epsilon_d c_{d,\sigma}^\dagger c_{d,\sigma} + U c_{d,\uparrow}^\dagger c_{d,\downarrow}^\dagger \, c_{d,\downarrow}^\dagger c_{d,\uparrow} \]

\[ + \sum_{\sigma} \int_{-D}^{D} d\epsilon \, V(\epsilon) \sqrt{\rho(\epsilon)} (c_{\epsilon,\sigma}^\dagger c_{d,\sigma} + c_{d,\sigma}^\dagger c_{\epsilon,\sigma}). \]

A constant coupling \( V(\epsilon) \sqrt{\rho(\epsilon)} = \text{const} \) between the conduction band and the impurity is chosen throughout this chapter. The hybridization is defined as

\[ \Gamma = \pi V(\epsilon)^2 \rho(\epsilon) = \pi V^2 \rho \quad \text{for} \quad \epsilon \in [-D, D]. \]

Figure 4.1 shows spectral functions of the SIAM for different interaction strengths obtained by the DMRG. The general form of the spectral functions agrees very well with the known results [98]. One can see the resonance at the Fermi energy, \( \omega = 0 \), called Kondo resonance. For large enough interaction strengths, additional high energy peaks, called Hubbard peaks, are visible. The spectral weight is transferred from the central peak to the Hubbard peaks when increasing the interaction. But already in this figure one should notice that the Friedel sum rule [98], which states that the half-filled SIAM spectral function is pinned at \( \omega = 0 \) to \( \rho(0) = \frac{1}{\pi \Gamma} \), is not fulfilled. I will discuss the spectral functions in more detail later in this chapter.
4.2 Used Discretization Schemes

Before using either the NRG or the DMRG for the SIAM, one has to discretize the band states (chapter 3). The discretization for the DMRG is quite arbitrary. In figure 4.2 I show two resulting bath Green’s functions and the non-interacting impurity spectral function. The bath spectral function represents the form of the bath, which couples to the impurity. The results throughout this chapter were done for a constant bath spectral function $\rho_0(\epsilon) = 0.5$ for $\epsilon = [-1, 1]$. I have tested two kinds of discretization schemes in the DMRG. The black line in the left panel of figure 4.2 corresponds to a pure linear discretization, while the red line corresponds to a linear discretization for large frequencies $|\omega| > 0.1$ and a logarithmic discretization for $|\omega| < 0.1$. The reason for the logarithmic part is to improve the resolution around the Fermi energy. The bath spectral functions were calculated by exact diagonalization of the chain by

$$\rho(\omega + i\eta) = \frac{1}{\pi} \mathfrak{Im} \left\langle \Psi_0 \left| c \frac{1}{\omega + i\eta - H^\dagger} c^\dagger \right| \Psi_0 \right\rangle,$$

(4.1)

where $c^\dagger$ creates an electron on the last site of the bath sites, which directly couples to the impurity. I have used the same broadening $\eta$ in this calculation as in the DMRG calculations. One can see, that this approach quite nicely reproduces a nearly constant bath continuum near $\omega \approx 0$. The discrepancy between
0.5 and 0.48 as well as the curvature at the band edges can be explained by the broadening. The logarithmic broadening shows slight oscillations around the point, where I changed from linear to logarithmic discretization. Throughout this chapter I used 81 intervals for the discretization of the bath continuum. The complete DMRG chain with splitting of the spin-up and the spin-down states to the left and right of the impurity adds up to 164 sites. The right panel in figure 4.2 corresponds to the non-interacting SIAM, \( U = 0 \). The red line and the black points, which lie exactly on the red line, are the calculated and broadened spectral function in discretized form. “Exact” means that the hopping chain was diagonalized without DMRG. The green curve corresponds to the exact spectral function of the SIAM. The DMRG reproduces the exact spectral function, which can be obtained after the discretization of the bath states. The difference between the exact curve and the discretized spectral function is due to the discretization and the broadening.

### 4.3 Deconvolution

Due to numerical reasons and finite size effects, see chapter 3, it is not possible to use equation 4.1 for arbitrary small broadening \( \eta \) within the DMRG. From

\[
G(z) = \left\langle \Psi_0 \left| c \frac{1}{z-H} c^\dagger \right| \Psi_0 \right\rangle
= \int \frac{\rho(\omega)}{z-\omega} d\omega
\Rightarrow \rho(\omega+i\eta) = \frac{1}{\pi} \text{Im} \int \frac{\rho(\omega')}{\omega + i\eta - \omega'} d\omega'
= \frac{\eta}{\pi} \int \frac{\rho(\omega')}{(\omega - \omega')^2 + \eta^2} d\omega'
\]

(4.2)

one can see, that the spectral function calculated within the DMRG is convoluted with a Lorentzian. Deconvolution is an ill-posed problem due to two reasons. The first reason is a physical one: The unbroadened spectral function of a finite system, like the finite chain used within DMRG, consists of a finite number of delta-peaks. Of course, this number is rather big. Nevertheless, finite size effects will most likely be visible. As one is interested in the spectral function, when there is a continuum of bath states, these finite size effects are undesirable. Therefore, it is actually not the goal to do a complete deconvolution. But even if a complete deconvolution would be the goal, it would be numerically impossible. The mathematical reason for this is the sensitivity on the input data points. Only small changes in \( \rho(\omega + i\eta) \) can lead to rather big changes in \( \rho(\omega) \). As the inversion of the integral is done numerically, errors will occur. Another way to formulate the last statement is, that within a given error for the inversion there is more than one solution.

#### 4.3.1 Matrix Inversion

A straight forward idea for the deconvolution is to consider the spectral function as a discrete set of points. Thus the integral in equation (4.2) can be written as
a matrix operation. Let \( \rho_i = \rho(\omega_i) \) with \( \omega_{i+1} - \omega_i = d\epsilon \), one can approximate equation (4.2) as

\[
\rho(\omega_i + i\eta) = \frac{\eta}{\pi} \sum_j \frac{\rho_j}{(\omega_i - \omega_j)^2 + \eta^2} d\epsilon =: L_{ij} \rho_j,
\]

defining the matrix of the Lorentz-convolution \( L_{ij} \). This matrix can in principle be inverted. Thus the desired spectral function can be calculated by

\[
\rho_j = L^{-1}_{ij} \rho(\omega_i + i\eta).
\]

If one uses a fine mesh in frequency space, the matrix \( L_{ij} \) will have eigenvalues, which are approximately zero thus making an inversion practically impossible. Pseudo-inverse techniques can be applied yielding results for the spectral function. These deconvoluted spectral functions have commonly two problems: They are not positive definite and they show strong oscillations. Thus better methods should be used for deconvolution [129].

### 4.3.2 Maximum Entropy Ansatz

A method, which is frequently used for analytic continuation of Quantum Monte Carlo (QMC) data or image restoration, for example, in astronomy, is Maximum Entropy [130–132]. This kind of analytic continuation is closely related to deconvolution as both methods try to invert the same integral. But in the analytic continuation of QMC data one tries to calculate \( \rho(\omega) \) from \( G(i\omega) \).

The Shannon information entropy is written as

\[
S[\rho(\omega)] = - \int d\omega \rho(\omega) \log \frac{\rho(\omega)}{D(\omega)},
\]

in which \( D(\omega) \) is the default model. The entropy without any further conditions is maximal for \( \rho(\omega) = D(\omega) \). Throughout this thesis I use a constant default model \( D(\omega) = 1 \). The same default model was used in the deconvolution of DMRG data in the work of C. Raas [129] and P. Dargel [133]. The reason for using a constant default model is the wish for a least biased deconvolution strategy. Finding the maximum is done under the condition that \( \rho(\omega) \) is consistent with the \( N \) calculated data points \( \rho(\omega_i + i\eta) \), which are supposed to be deconvoluted, meaning

\[
\rho(\omega_i + i\eta) = \frac{\eta}{\pi} \int \frac{\rho(\omega)}{(\omega - \omega_i)^2 + \eta^2} d\omega.
\]  \hspace{1cm} (4.3)

Using Lagrange-multipliers \( \lambda_i \) to enforce this condition, one can find the extremum of the entropy by

\[
0 = \frac{\delta S[\rho(\omega)]}{\delta \rho(\omega)}
= \int d\omega \left( -\log \rho(\omega) - 1 + \sum_i \lambda_i \frac{1}{\pi} \frac{1}{(\omega - \omega_i)^2 + \eta^2} \right)
\]
giving an ansatz for the spectral function as
\[ \rho(\omega) = \exp \left( \sum_i \lambda_i \frac{\eta}{\pi} \frac{1}{(\omega - \omega_i)^2 + \eta^2} \right). \]

This ansatz includes \( N \) free parameters \( \lambda_i \), which can be calculated by equation (4.3). Thus one has to solve \( N \) non-linear coupled equations yielding the parameters \( \lambda_i \). For the results shown in this chapter the system of equations was solved by steepest descent until the desired precision of about
\[ \frac{1}{N} \chi^2[\rho(\omega)] := \frac{1}{N} \sum_i \left( \rho(\omega_i + i\eta) - \eta \int \frac{\rho(\omega)}{(\omega - \omega_i)^2 + \eta^2} d\omega \right)^2 < 0.0002 \]

was gained. The algorithm can be improved by additional assumptions. For example, one can enforce the norm \( \int d\omega \rho(\omega) = 1 \) being always fulfilled. Another point is to assume error afflicted data. Then one can include the variance
\[ \chi^2[\rho(\omega)] = \sum_i \left( \rho(\omega_i + i\eta) - \eta \int \frac{\rho(\omega)}{(\omega - \omega_i)^2 + \eta^2} d\omega \right)^2 \]
into the functional, which is maximized, yielding
\[ Q = S[\rho(\omega)] - A \chi^2[\rho(\omega)]. \]

The constant \( A \) can then be used for tuning the resulting \( \rho(\omega) \), so that \( \chi^2 \) equals the magnitude of the assumed errors.

Figure 4.3 shows an example for a deconvolution. I assume no errors in the pure DMRG data. The black line corresponds to the DMRG output for a SIAM with \( \Gamma = 0.07 \) and \( U = 0.8 \). The blue line represents the NRG spectral function. One should notice two things: The Kondo-peak is strongly smeared out in the DMRG-data. On the other hand, the Hubbard satellites are much better resolved within the DMRG than in the NRG. Using now deconvolution on the DMRG data, all peaks become stronger. Nevertheless the Kondo peak having a width of \( T_K \approx 0.008 \) cannot be resolved. Moreover, in the deconvoluted spectral function additional oscillations occur, as can be seen at \( \omega \approx \pm 0.15 \). These oscillations are unphysical and due to the deconvolution. Similar oscillations occur in much stronger form in the matrix based deconvolution. It is usually very difficult to get rid of these artifacts. Therefore, it is very important to have knowledge about this fact, so that one can interpret this oscillations properly.

### 4.4 Comparison between DMRG and NRG

#### 4.4.1 Single Impurity Anderson Model

I will now present several results which show spectral functions for the SIAM. In all figures I have used \( \Gamma = 0.07 \). The initial DMRG broadening was always \( \eta = 0.05 \). Figure 4.4 shows the spectral function for different ratios between the
interaction strength and the hybridization $\Gamma$. Continuous lines correspond to deconvoluted DMRG results and the dashed lines correspond to NRG results. The lower panel in figure 4.4 shows a magnification of the frequencies around the Fermi energy $\omega = 0$. Two things should be obvious: The DMRG results resolve the Hubbard bands at large frequencies very well. But the Kondo resonance at $\omega = 0$ is resolved very badly. For the NRG results the opposite statement is true. Due to the logarithmic broadening in the NRG, the Hubbard bands are completely smeared out. Both facts hold true for all figures shown in this chapter. Quite recently it was possible to increase the resolution of the NRG by a special kind of z-averaging [134]. Figure 4.5 shows the spectral functions for $U/\Gamma = 11.2$. There are two DMRG calculations included corresponding to a linear discretization and a logarithmic discretization. The height of the Kondo peak within the logarithmic discretization is reduced, thus failing to improve the resolution of the low energy features. This is not astonishing, as the height is mainly limited by the broadening $\eta$. Additionally, I have included in figure 4.5 the NRG spectral functions using the ordinary NRG broadening (CFS NRG) and the high resolution broadening (HR NRG). One can see how the high resolution NRG can resolve the Kondo peak as well as the Hubbard bands with very high accuracy.

For calculating magnetic phase diagrams within the DMFT using the DMRG as an impurity solver, it is necessary that the DMRG is able to calculate spectral functions away from half-filling and is able to handle magnetic fields. Figures 4.6 and 4.7 show that both cases can be treated using the DMRG. Figure 4.6 shows the comparison between the DMRG and the NRG for different on-site

Figure 4.3: Spectral functions for $U = 0.8$ and $\Gamma = 0.07$. One can see the pure DMRG output and the comparison between the complete Fock space (CFS) NRG and the deconvoluted DMRG spectral function. The initial DMRG broadening was $\eta = 0.05$. 
Figure 4.4: Spectral functions for $\Gamma = 0.07$ and different interaction strengths. Continuous lines correspond to the DMRG, dashed lines to the NRG. The lower panel shows a magnification of the upper panel around the Fermi energy $\omega = 0$.

Figure 4.5: Spectral functions for $\Gamma = 0.07$ for $U/\Gamma = 11.2$. The black and the red line correspond to deconvoluted DMRG results with either linear discretization or logarithmic discretization of the conduction band. The green line represents the high resolution NRG explained in the text (This data was provided by Rok Zitko). The blue line corresponds to the complete Fock space NRG. The inset shows a magnification of the region around the Fermi energy.
4.4 Comparison between DMRG and NRG

Figure 4.6: Spectral functions for the SIAM with $\Gamma = 0.7$, $U = 0.8$, $T_k \approx 0.008$, and different on-site energies.

Figure 4.7: Spectral functions for the SIAM with $\Gamma = 0.7$, $U = 0.8$, $T_k \approx 0.008$, and different magnetic fields.
energies, resulting in different occupations of the impurity. Within the NRG results one can see, how the spectral weight is shifted to the right, but one cannot see any substructures in the Hubbard bands. In contrast, within the DMRG results one can nicely see, how the left Hubbard band moves into the Kondo resonance.

Figure 4.7 depicts the results for two different strengths of the magnetic field. In the beginning of the NRG, there was the problem that the NRG dramatically underestimated the effect of small magnetic fields. This problem was firstly solved by introducing the reduced density matrix [111]. The reduced density matrix ensures the correct influence of the ground state on the high energy features in the spectral function. As in the DMRG the correct ground state is used for each frequency, such problems are supposed to be absent. This statement is proven in figure 4.7. The splitting of the majority and minority spin spectral functions is comparable in strength for both methods. Thus the DMRG is able to handle small and large magnetic fields acting on the impurity.

### 4.4.2 Two-Orbital Anderson Model

![Graph of Two-Orbital Anderson Model](image)

Figure 4.8: Two-orbital Anderson model for $U = 0.4$, $J = 0$, $U' = 0.4$, and two different hybridizations $\Gamma$. Continuous lines are DMRG results, dashed lines NRG results.

Finally, it is an interesting question to see, if the DMRG can handle the multi-orbital Anderson model. An intensive study for a simplified two impurity Anderson model was done by S. Nishimoto et al. [135]. Figure 4.8 shows the results for the two-orbital Anderson model. The construction of the one-dimensional chain was such, that the Fock space states of one orbital were to the left of the impurity and the states of the other orbital to the right. Figure 4.8 and 4.9 shows that it is possible to do multi-orbital impurity calculations using the DMRG. Interestingly, the deconvoluted DMRG spectral functions in figure 4.8
with \( J = 0 \) have more spectral weight at the Fermi energy \( \omega = 0 \) than the NRG. This is in contrast to the calculations in the one-orbital Anderson model. As the Friedel sum rule is supposed to hold in this case, one can see, that the DMRG fulfills the sum rule more accurately. For \( \Gamma = 0.125 \) the sum rule predicts \( \rho(0) = 2.54 \), and for \( \Gamma = 0.196 \) it predicts \( \rho(0) = 1.62 \). Two-orbital calculations using the NRG have the big problem, that the Fock space must be built up from 16 states at the same time. Although the shown NRG results were done with \( N_k = 5000 \) states kept after the truncation, this number corresponds to \( N_K = 70 \) states in the one-orbital model. This explains the discrepancies of the NRG results to the Friedel sum rule. Another aspect in the spectral functions are the band edges at \( \omega = \pm 1 \). They are again completely smeared out in the NRG due to the large broadening at large frequencies. The DMRG spectral function nicely resolve these band edges. Finally, figure 4.9 shows results for \( J = 0.1 \). Finite Hund’s coupling has a profound consequence on the spectral function. The Kondo temperature can be considerably reduced by it [52]. The left panel in figure 4.9 shows the spectral function for relatively large hybridization \( \Gamma \), for which no Hubbard peaks are present. In this situation the NRG and the DMRG are very similar. In the right panel one can see the spectral functions for a small hybridization \( \Gamma \). The Kondo temperature is very small. It can still be resolved by the NRG, but the DMRG fails. In the DMRG spectral function one can see additional substructures in the Hubbard bands. But it is very difficult to say, if these structures are real or effects of the deconvolution. One should perform additional calculations with other conduction band discretization to check this result.

Figure 4.9: Two-orbital Anderson model for \( U = 0.4, J = 0.1, U' = 0.2 \), and two different hybridizations \( \Gamma = 0.125 \) (left) and \( \Gamma = 0.031 \) (right).
4.5 Summary

In this chapter I compared results for the spectral functions of the NRG and the DMRG. As the NRG is well established for calculating spectral functions for arbitrary interaction strengths, impurity occupation, and magnetic fields, I mainly tested the DMRG algorithm in this chapter. I have shown that the DMRG is able to calculate dynamical properties of a SIAM reliably. The main problem for the DMRG is the broadening, which can be comparable to the width of the Kondo resonance, thus eventually failing to correctly resolve the low energy features. On the other hand, the DMRG resolves the high energy features like the Hubbard bands very well, at least better than within the NRG. Of course, one should mention that also in the NRG there are ways to improve the resolution of the Hubbard bands [134]. A way to improve the resolution within the DMRG is deconvolution. Although possible, there are limits to what extend structures can be resolved. As the focus of this thesis lies on magnetic phases, which are mainly stabilized due to the high energy features, there is the hope, that the DMRG can deal with these situations.

One very big advantage of the DMRG to the NRG could be seen in the two-orbital Anderson model. As the discretization within the DMRG and also the construction of the chain is rather arbitrary, one has the possibility to split the local Fock space states in the DMRG. This leads to a reduction of the number of states during one iterative diagonalization. In the DMRG, it is possible to separate the band states for each spin and orbital direction, as they are only interacting with each other directly on the impurity. This enables one to perform calculations for even more than two orbitals, as the chain size increases only linearly with the number of orbitals.
CHAPTER 5

One-orbital Hubbard model

5.1 Introduction

In this chapter I will present my results for the situation, when there is effectively only one orbital left at the Fermi level. This can occur in the case of further symmetry reduction from cubic perovskite to tetragonal structure [14], see chapter 1.2. Assuming that there is no Hund’s coupling between the partially filled orbital and the remaining localized electrons, or the remaining bands are completely filled or empty like in the case of cuprates [14], this situation can be modeled by the one-orbital Hubbard model (chapter 1.3)

\[ H = \sum_{ij,\sigma} t_{ij} c_{i,\sigma}^\dagger c_{j,\sigma} - \mu \sum_{i,\sigma} n_{i,\sigma} + U \sum_{i} n_{i,\uparrow} n_{i,\downarrow}, \]

where \( t_{ij} \) describes the hopping of the electrons, \( \mu \) is the chemical potential, and \( U \) the amplitude for the electron-electron interaction. The model was already introduced in the first chapter. In this chapter I will examine the effects of all three parameters: Changing the form of the hopping, the ratio between hopping and interaction strength, and the occupation of the system by tuning the chemical potential \( \mu \).

All calculations in this chapter were performed within DMFT for a Bethe lattice. In the second section I will address the Hubbard model with nearest neighbor (NN) hopping only, resulting in a semi-elliptic DOS. In the third section I compare DMRG with NRG results for this model. Finally, in the last section of this chapter I will introduce an additional next nearest neighbor (NNN) hopping \( t_2 \neq 0 \) leading to an asymmetric DOS. As shown in chapter 2.5, the semi-elliptic density of states for NN-hopping becomes asymmetric and finally develops a singularity at the lower band edge for \( t_2 > 0 \) and \( t_2/t_1 > 1/4 \). For \( t_2 < 0 \) the DOS is reflected at \( \omega = 0 \) compared to \( t_2 > 0 \). All the results remain
Figure 5.1: Metal insulator transition within DMFT for a Bethe lattice with semi-elliptic DOS. The left side of the figure shows the evolution of the spectral function $\rho(\omega)$ with increasing interaction strengths $U/W = (1, 1.5, 1.505, 1.6)$ for $T = 0$. The right side shows the first order transition lines from a metal to an insulator (right line) and from an insulator to a metal (left line). At $T/W \approx 0.01$ there is a critical point, above which there is only a cross-over between metallic and insulating solutions.

valid with occupation $n = 1 - x \rightarrow n = 1 + x$ for $t_2 \rightarrow -t_2$. Therefore I will assume throughout this chapter $t_2 \geq 0$.

Most of the results in this chapter are published in Physical Review B [136] and New Journal of Physics [137].

5.2 Semi-elliptic Density of States

5.2.1 Metal Insulator Transition

Assuming that there is only NN-hopping $t$, the Bethe lattice has a symmetric semi-elliptic DOS, see chapter 2.5. The bandwidth $W = 4t$ of the non-interacting system is in the following used as the energy unit. The calculations are performed with DMFT/NRG for a half-filled system $n = 1$ using the NRG discretization parameter $\Lambda = 2$, and $N_K = 1000$ kept states (see chapter 3). As I will show now, the paramagnetic metal insulator transition (PMIT) is strongly connected to the magnetic phase diagram of the Hubbard model. The PMIT is a numerically well analyzed phenomenon within DMFT [106, 138–141]. The results obtained in my own calculations can be seen in figure 5.1 and are summarized as follows: When approaching the PMIT from the metallic phase a three peak structure develops with two Hubbard bands and a quasi-particle peak at the Fermi-energy $\omega = 0$ [106, 138]. The width of the quasi-particle peak
decreases for increasing interaction strengths. Finally at a critical interaction strength the quasi-particle peak vanishes. Thus an insulator is formed. The PMIT occurs for an interaction strength of about $U/W \approx 1.5$ at $T = 0$. The left panel of figure 5.1 shows the evolution of the spectral function for increasing interaction strength $U$ for $T/W = 2 \cdot 10^{-4}$. When starting the DMFT self-consistency with an insulating medium, obtained from calculations with large interaction strength, the transition occurs at a lower critical value of the interaction, at which the gap vanishes. The right side of figure 5.1 shows these PMIT transition lines. The right line shows the transition starting with a metallic self-energy, while the left line corresponds to the transition when starting with an insulating self-energy. Between both lines there is a hysteresis region, where both insulating and metallic solutions can be stabilized. Therefore, the transition is of first order for temperatures below the critical temperature. Above the critical temperature there is a smooth cross-over between the metallic and the insulating phase. As I did not perform any $\Lambda \to 1$ scaling in the NRG, the transition lines and the critical endpoint do not exactly lie upon the DMFT/NRG results by R. Bulla et al. [106, 138], but they are very close to them.

5.2.2 Magnetic Phase Diagram

The Hubbard model at half-filling exhibits super exchange, as described in chapter 1.4. Therefore it is not surprising to find a strong tendency towards antiferromagnetism. The antiferromagnetic phase in the Hubbard model at half-filling is a well analyzed fact, too [142–145]. It can be shown by perturbation theory that for an unfrustrated lattice, $t_2 = 0$, an antiferromagnetic phase exists at half-filling and $T = 0$ for any finite interaction strength $U > 0$ [142, 143]. The paramagnetic metal insulator transition, shown in figure 5.1, has a smaller critical temperature than the Néel-temperature of the antiferromagnetic phase [70, 140, 146, 147]. This means that the PMIT is completely covered by the antiferromagnetic phase at half-filling. For analyzing the PMIT in this model the antiferromagnetic phase has to be suppressed artificially during the DMFT self-consistency cycle by, for example, averaging the spin components of the effective medium. A phase diagram, as seen in V$_2$O$_3$ (chapter 1.2.1), cannot be seen in the Hubbard model with semi-elliptic DOS. It has been argued that frustration might be able to suppress the antiferromagnetic phase revealing the PMIT [70, 147, 148]. I will come back to this point later in this chapter.

Besides antiferromagnetism, Nagaoka ferromagnetism was found in the Hubbard model [144, 149–151] for a simple cubic lattice. Interestingly, it is impossible to stabilize this kind of ferromagnetic phase for a Bethe lattice. In the rigorous derivation of Nagaoka for this ferromagnetic state [149], closed loops in the lattice structure are essential. As the Bethe lattice does not possess any closed loops this absence of Nagaoka ferromagnetism is in complete agreement with the theory. The interesting fact is, that the lattice structure only enters the DMFT calculation via the DOS. So changing the DOS from Gaussian with exponentially “long tails” for the hyper-cubic lattice, where Nagaoka ferromagnetism has been observed, to the semi-elliptic DOS with finite support, averts
Figure 5.2: Antiferromagnetic polarization for a semi-elliptic DOS and $T/W = 2 \cdot 10^{-4}$. The phase diagram was calculated with metallic starting medium in the upper panel (insulating starting medium in the lower panel). The antiferromagnetic Néel-phase (yellow color) exists only exactly at half-filling. Black is the paramagnetic phase away from half-filling and the white part the incommensurate spin density wave (IC). The horizontal black lines correspond to the critical values of $U/W = 1.5$ (upper panel) and $U/W \approx 1.2$ (lower panel) of the PMIT. In the lower panel the transition lines of the calculation with metallic starting medium are included. The phase diagrams were created by fitting of approximately 200 data points distributed in each phase diagram.
the existence of this ferromagnetic state. This stresses the influence of the lattice on the DMFT calculations.

The phase diagram for very low temperature $T/W = 2 \cdot 10^{-4}$, different interaction strengths and chemical potentials can be seen in figure 5.2. Both panels show the antiferromagnetic polarization $p = n_\uparrow - n_\downarrow$, which is colored yellow corresponding to magnitudes larger than $p > 0.8$. These phase diagrams were created by using different starting media for the DMFT calculation. The upper panel in figure 5.2 corresponds to a metallic starting medium, while the lower panel corresponds to an insulating starting medium. The media influence the critical value of the interacting strength $U/W$ at which the metal insulator transition occurs in the paramagnetic phase (figure 5.1). In both phase diagrams the antiferromagnetic phase exists only exactly at half-filling. This Néel-state is pinned to $n = 1$ and does not change upon slightly changing the chemical potential. Looking at the metallic starting medium, the paramagnetic metal insulator transition would occur for $U/W \approx 1.5$, which is now covered by the antiferromagnetic state. Nevertheless, the magnetic phase diagram changes at this point. For interaction strengths below this value, the paramagnetic phase, represented by the black color, adjoins directly the antiferromagnetic phase at half-filling. The transition is of first order as both occupation and polarization jump, as can be seen in figure 5.3. There exists no stable solution for occupations between $n \approx 0.85$ and $n = 1$. This region can be interpreted as phase separated between a paramagnetic solution away half-filling and an antiferromagnetic solution at half-filling [142–144]. The situation completely changes for interaction strengths above the critical value of the paramagnetic metal insulator transition, $U/W = 1.5$. If one changes the chemical potential $\mu$ for $U/W > 1.5$, one will find a region of parameters where the DMFT calculations do not converge, neither to an antiferromagnetic state nor to a paramagnetic state. This regions lies between the paramagnetic phase and the antiferromagnetic phase at half-filling. An example for a DMFT calculation in this region can be seen in figure 5.4. Both occupation and polarization oscillate with the DMFT iteration, and no convergent solution can be found. If one uses for example Broyden mixing [152] during the DMFT self-consistency circle, one can find a meta-stable solution, for the doped antiferromagnetic state. But as one stops using the mixing technique, the solution starts to iterate away and soon begins to oscillate again. This phase is usually interpreted as an incommensurate spin density wave, as found in these regions earlier by other authors [145,153–156].

Changing the chemical potential leads to a phase transition from the Néel-state at half-filling to this incommensurate phase and later into a paramagnetic phase. The phase diagram is symmetric towards half-filling, due to the symmetric DOS. Therefore the same behavior can be seen for electron doping.

Although the PMIT is covered by the antiferromagnetic phase, it is an interesting observation that it can be seen in the magnetic phase diagram, as at this point the phase separated region vanishes and the incommensurate magnetic phase emerges. This shows the close connection between both phenomena. That this transition occurs at the same interaction values is not by chance, can be seen in the lower panel of figure 5.2. The antiferromagnetic phase diagram depends on the starting medium, too. The lower panel shows the same calcula-
tions as before, but for an insulating starting medium. The critical interaction strength for the PMIT lies at \( U/W \approx 1.2 \). The transition in the magnetic phase diagram between the phase separated region and the incommensurate phase occurs now at an interaction strength slightly above \( U/W = 1.2 \). This discrepancy between both critical values of the interaction strength can be most likely explained by a finite resolution effect in the data points. I have additionally included the transition lines of the antiferromagnetic and the incommensurate phase with metallic starting medium into the figure. So one can very nicely see, how the incommensurate phase starts at smaller interaction strengths. One should notice, that for weak interaction strengths there is a hysteresis region, where one can obtain either an antiferromagnetic solution at half-filling or a paramagnetic solution away from half-filling. This is a common feature for a first order transition and can be seen in more detail in figure 5.3. The interaction value, at which the transition occurs, depends on the starting medium.

The incommensurate spin density state (IC) exists for temperatures below \( T/W \approx 0.01 \), see figures 5.6 and 5.5. If there is a close relation between the transition temperature of the IC phase and the critical temperature of the PMIT is difficult to determine, as the temperature resolution of the data points is bad in this region. Interestingly, the transition value between the phase separated and the IC phase seems to remain at \( U/W \approx 1.5 \) for increasing temperature, while the PMIT interaction value moves towards smaller values of \( U/W \). When increasing the temperature it eventually becomes possible to dope the antiferromagnetic phase. This can be seen in the color gradient in figures 5.5 and 5.6, signaling a decreasing polarization, at the antiferromagnetic phase boundaries. The reason, why the IC-boundary remains at \( U/W \approx 1.5 \), is most likely due to this effect. The phase boundaries are smeared out and a doped antiferromagnetic phase is stabilized by increasing the temperature. For a temperature \( T/W = 0.03 \), figure 5.6, the IC phase has completely vanished and the antiferromagnetic polarization smoothly decreases from half-filling towards its phase boundary away from half-filling.

### 5.2.3 Spin Density Waves

In the last section I have shown that regions of non-convergent DMFT calculations exist in the magnetic phase diagram. I have interpreted these regions as incommensurate spin density waves, as evidence for these were given by other authors [145,153–156]. I will show here, that it is in principle possible to stabilize such phases for a Bethe lattice with NN-hopping. In the theoretical part on the Bethe lattice in chapter 2.5, I have used the following equation for deriving the local Green’s function \( G_{00}(\zeta) \)

\[
G_{00}^{-1}(\zeta) = \zeta - t^2 \sum_{i \in NN} G_{ii}^{(0)}(\zeta) \to \zeta - (t^*)^2 G_{00}(\zeta),
\]

(5.1)

where \( t \) is the hopping amplitude, \( z \) the coordination number of the lattice, and the scaling \( t = \frac{t^*}{\sqrt{z}} \) for \( z \to \infty \) holds. One assumes a homogeneous lattice,
Figure 5.3: First order transition from the paramagnetic state away from half-filling to the antiferromagnetic Néel-state at half-filling for $T/W = 2 \cdot 10^{-4}$, $U/W = 1$ and two different starting media in the DMFT calculation.

Figure 5.4: Non-convergent DMFT calculation for $T/W = 2 \cdot 10^{-4}$, $U/W = 2$, and $\mu/W = 0.28$. The occupation and magnetization oscillate with the iteration number. No convergent state can be found.
Figure 5.5: Magnetic phase diagram for $T/W = 0.007$. The IC phase still exists for $U/W > 1.5$. For small interaction strengths the jump of the magnetization at the phase boundary vanishes and there is now a smooth transition.

Figure 5.6: Magnetic phase diagram for $T/W = 0.03$. The IC phase has completely vanished.
which leads to $G^{(0)}_{ii}(\zeta) = G_{00}(\zeta)$. One can now assume a phase with broken symmetry, in which neighbors have different self-energy. For a bipartite lattice one can immediately write down the equations for an AB-structure, because an A-site has only B-neighbors and vice versa. For longer periods it is more difficult to find a lattice division supporting, for example, an ABC-structure. But it is possible to define such structures for a Bethe lattice, where A-sites have direct contact to almost only B-sites and all B-sites contact almost only C-sites and so on. Almost only means that each A-site contacts one C-site and $z - 1$ B-sites (see figure 5.7). From this lattice structure one can now set up the equation for each lattice site using equation (5.1). For a finite coordination number the sum over the nearest neighbors in equation (5.1) has contributions of two different Green’s functions. But in the limit $z \rightarrow \infty$ and the proper scaling of the hopping parameter there remains only one contribution. So there are $N$ equations for $N$ different local Green’s

Figure 5.7: Bethe lattice with coordination number $z = 4$ and a ABC-structure. Each A-site contacts three B-sites and one C-site.
functions, which define a closed set of equations

\[
\begin{align*}
G_1^{-1}(\zeta_1) &= \zeta_1 - (t^*)^2 G_2(\zeta_2) \\
G_2^{-1}(\zeta_2) &= \zeta_2 - (t^*)^2 G_3(\zeta_3) \\
G_3^{-1}(\zeta_3) &= \zeta_3 - (t^*)^2 G_4(\zeta_4) \\
&\vdots \\
G_N^{-1}(\zeta_N) &= \zeta_N - (t^*)^2 G_1(\zeta_1).
\end{align*}
\]

This can be solved yielding \(N\) local Green’s functions from which the new media for the next DMFT iteration are calculated. For an AB-structure this procedure yields the same new media as the matrix inversion shown in chapter 2.4.2 about DMFT.

Unfortunately, one cannot tell from a non-convergent solution, what is the correct period stabilizing the solution. Even though one can read off such a period in figure 5.4, this does not mean that using this will work. This means that one has to try different periods \(N\) and hope to find the correct one. For one DMFT iteration for periodicity \(N\), one has to solve \(N\) different Anderson models. This makes long periods a heavy numerical task. By the end of this thesis I did not succeed in stabilizing a spin density wave in the Hubbard model for strong interaction. But it was possible in another project to stabilize such state in the Kondo-lattice model within DMFT. In this model there is a local spin \(S\), which is coupled to the electrons via a spin-spin interaction with amplitude \(J\), instead of a local density-density interaction. The model can be

\[
\begin{align*}
G_1^{-1}(\zeta_1) &= \zeta_1 - (t^*)^2 G_2(\zeta_2) \\
G_2^{-1}(\zeta_2) &= \zeta_2 - (t^*)^2 G_3(\zeta_3) \\
G_3^{-1}(\zeta_3) &= \zeta_3 - (t^*)^2 G_4(\zeta_4) \\
&\vdots \\
G_N^{-1}(\zeta_N) &= \zeta_N - (t^*)^2 G_1(\zeta_1).
\end{align*}
\]

This can be solved yielding \(N\) local Green’s functions from which the new media for the next DMFT iteration are calculated. For an AB-structure this procedure yields the same new media as the matrix inversion shown in chapter 2.4.2 about DMFT.

Unfortunately, one cannot tell from a non-convergent solution, what is the correct period stabilizing the solution. Even though one can read off such a period in figure 5.4, this does not mean that using this will work. This means that one has to try different periods \(N\) and hope to find the correct one. For one DMFT iteration for periodicity \(N\), one has to solve \(N\) different Anderson models. This makes long periods a heavy numerical task. By the end of this thesis I did not succeed in stabilizing a spin density wave in the Hubbard model for strong interaction. But it was possible in another project to stabilize such state in the Kondo-lattice model within DMFT. In this model there is a local spin \(S\), which is coupled to the electrons via a spin-spin interaction with amplitude \(J\), instead of a local density-density interaction. The model can be
written as
\[ H = \sum_{i,\sigma} t_{i,j} c_{i,\sigma}^{\dagger} c_{j,\sigma} - \mu \sum_{i,\sigma} n_{i,\sigma} + J \sum_{i} \vec{s}_{i} \cdot \vec{s}_{i}, \]
where \( \vec{s} \) is the spin operator for the electrons at each site. Also in this model there is an antiferromagnetic phase at half-filling, which eventually becomes unstable towards a spin-density wave \[157\] (and references within). Figure 5.8 shows an example for a stable spin density wave for \( J/W = 0.5, \mu/W = -0.225, T \approx 0, \) and periodicity \( N = 14. \) One should notice that the occupation and magnetization seems to oscillate with a period of \( N \approx 3, \) which however did not stabilize the system.
The example given shows that such order is possible. Nevertheless, the method used for stabilizing such states cannot be recommended, as the numerical effort is very high. Additionally, such solutions seem to be rather unstable towards numerical errors, making it very hard to find them.

### 5.3 Comparison of DMRG and NRG

In principle the DMRG is an alternative to the NRG as impurity solver for the DMFT \[115–118\]. For the Bethe lattice it is possible to formulate the DMFT self-consistency equation as \[70\]
\[ G^{-1}(z) = t^2 G(z), \]
in which \( t \) is the hopping parameter in the Hubbard model, \( G(z) \) the impurity Green’s function and \( G \) the effective medium of the DMFT. Hence, for the Bethe lattice it is not necessary to calculate the self-energy for determining the effective medium. As it is simpler within the DMRG to calculate the impurity Green’s function than calculating the self-energy, I used this formulation of the self-consistency. In the DMRG one usually calculates \( G(\omega + i\eta) \). Even though the self-consistency can be formulated for arbitrary \( \eta \), for determining the hopping parameters from the effective medium, which are needed in the next DMRG calculation, one needs \( G^{-1}(\omega + i0) \). Therefore a deconvolution must be performed after every impurity calculation. The PMIT was analyzed within the DMFT and DMRG as impurity solver in several works \[158–160\]. They showed that it is possible to use DMRG as impurity solver for DMFT and discussed spectral features close to the Mott transition. I will here concentrate on magnetic phases. Because the antiferromagnetic phase at half-filling is the most pronounced magnetic phase in the one-orbital Hubbard model, I will concentrate on this state.

Figure 5.9 shows the antiferromagnetic DMFT results for \( U/W = \{0.5; 0.8; 1.0; 1.5\} \) and half-filling. The solutions were calculated separately with the DMRG and the NRG. The DMRG was performed for a bandwidth of \( W = 0.2 \) and a broadening \( \eta = 0.05. \) The shown DMRG results are already deconvoluted. For the NRG calculations, I used the same bandwidth and the usual frequency dependent broadening with \( b = 0.8, \) as described in chapter 3.3.3. For \( U/W = 0.05 \) (upper left panel) the antiferromagnetic gap is too small to be
resolved by the DMRG. The gap-width for this interaction strength, as calculated by the NRG, is $\Delta_{AF} \approx 0.015$. With the mentioned Lorentzian broadening this cannot be resolved and is too small even after deconvolution. Thus the solution of the DMFT with DMRG for this interaction is a half-filled paramagnetic metal. In contrast, the NRG can resolve this gap resulting in an antiferromagnetic insulator with strong van-Hove singularities at the gap edges. For stronger interactions DMFT with DMRG can stabilize the correct solution, meaning an antiferromagnetic state. If one looks carefully, one will notice that even if there is an antiferromagnetic solution for $U/W = 0.8$ and $U/W = 1.0$, DMRG fails to really open the gap. The DMRG results would actually predict an antiferromagnetic metallic state for these intermediate interactions. The reason for this is again the broadening. The gap-width in both system has the same order of magnitude as the broadening $\eta$. Only for stronger interactions $U/W > 1.5$ one can clearly see a gaped antiferromagnetic state in the DMRG calculations. The interaction strengths, at which the DMRG is able to open the gap and form an antiferromagnetic solution, depend on the ratio $\eta/W$. Using smaller broadening will make it possible to better resolve the low frequency parts including the antiferromagnetic gap. But using a smaller broadening $\eta$ will, of course, result in a heavier numerical task.

Another big difference between the spectral functions of the NRG and the DMRG is the structure of the Hubbard bands. As the broadening in the NRG is large for large frequencies, the Hubbard bands do not show additional structures for $U/W \geq 0.8$. In the NRG one can only see for $U/W = 0.5$ van-Hove
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Figure 5.10: DMRG and NRG doped spectral function for $U/W = 1$ and $T \approx 0$. The left panel shows the paramagnetic solution for $\mu/W = 0.1$. The right panel shows antiferromagnetic solutions for $\mu/W = 0.3$.

singularities and a shoulder in the Hubbard bands. The DMRG results include always two structures in each Hubbard band. There are theoretical results on additional structures in the antiferromagnetic state [153, 161–164]. These additional structures are created by virtual movement of electrons or holes in long paths. If the structures found here are related to this must be further investigated. It is possible that they are only artifacts of the interplay between broadening and deconvolution. All shown results in figure 5.9 were calculated using the same broadening $\eta = 0.05$. One should do the same calculations using different $\eta$. If the structures remain at their positions, they are most likely of physical origin.

Besides the antiferromagnetic behavior for different interaction strengths, one should also compare the doping behavior. Figure 5.10 shows the spectral functions of antiferromagnetic calculations for two different chemical potentials $\mu/W = 0.1$ and $\mu/W = 0.3$. For $U/W = 1$ the system jumps directly from a paramagnetic metal away from half-filling into an antiferromagnetic insulator at $\mu/W \approx 0.27$, as I have discussed above. Notice that although the NRG solution in the left panel of figure 5.10 is half-filled, it is asymmetric. The DMFT/DMRG calculations show a change in their behavior at approximately the same value of the chemical potential. In contrast to the NRG results, DMRG stabilizes a metallic antiferromagnetic state away half-filling. The filling of the system is $\langle n \rangle \approx 0.9$ and lies therefore exactly in the phase separated region in the DMFT/NRG calculations. Although one cannot be completely sure, there is strong evidence for phase separation between the paramagnetic metal and the antiferromagnetic insulator in this parameter regime [142–144]. The reason for
the stable antiferromagnetic metal is most likely again the interplay between the broadening and deconvolution.

5.4 Frustrated Bethe Lattice

5.4.1 Half-Filling

I will now introduce frustration to the antiferromagnetic state. Frustration is one of the main arguments when explaining, why the PMIT reaches out of the antiferromagnetic dome in $V_2O_3$ (chapter 1.2.1). This leads to the situation that not all interactions can be saturated. The simplest example is a triangle, in which all bonds are antiferromagnetic. If two of the three sites are in a Néel-state the third site has a bond to an up-site and one to a down-site. Therefore it cannot saturate both bonds. $V_2O_3$ crystallizes in a corundum structure, which is a frustrated three-dimensional lattice [14].

The calculations performed here are done for a Bethe lattice with NN- and NNN-hopping. Including both hopping terms into the Hamiltonian creates triangles in the lattice (see chapter 2.5). The major difference within the DMFT to NN-hopping only is that the DOS becomes now asymmetric and develops a van-Hove singularity at the lower band edge for $t_2/t_1 > 1/4$. I will first analyze the results for half-filling. There were already calculations within DMFT for a frustrated Bethe lattice. But most of the old calculation used the so called two-sublattice frustrated model [70, 147, 148, 165–167], which results in a particle-hole symmetric DOS even with frustration. As side effect, this way of introducing frustration leaves the paramagnetic phase unchanged. For the frustrated antiferromagnetic ordered system, on the other hand, there exists a lower critical value for the interaction $U$, which increases with increasing frustration. It was furthermore found that the Néel-temperature decreases with increasing frustration such that the PMIT eventually outgrows the antiferromagnetic phase [147]. In early calculations using this way of introducing frustration based on exact diagonalization studies or Hartree-Fock of the two-sublattice fully frustrated model [70, 166, 167], the authors also found parameter regions in the phase diagram, where an antiferromagnetic metal appeared to be stable. However, this antiferromagnetic metallic phase was later traced back to numerical subtleties in the exact diagonalization procedure and shown to be actually absent from the phase diagram [147].

The first attempt to study the Hubbard model for the Bethe lattice with the correct inclusion of NN- and NNN-hopping has been performed rather recently in 2007 by M. Eckstein et al. [168] within the self-energy functional approach [169]. The authors particularly focused on the PMIT for $t_2/t_1 = 3/7$ and found phase separation between the insulating and metallic phase.

In this part of the work I will investigate the PMIT as well as the antiferromagnetic phase at half-filling and concentrate on the competition between the paramagnetic phase including the PMIT and the antiferromagnetic phase at intermediate and high grades of frustration. I especially look at the case $t_2 \rightarrow t_1$ and raise the question, if the scenario of the outgrowing PMIT, proposed in [147], still holds for the correct asymmetric density of states. The cal-
Figure 5.11: The transition lines for the PMIT for different frustrations as function of temperature and interaction strength. For each frustration the right line represents the transition from the metal to the insulator, while the left line represents the transition from the insulator to the metal. Symbols mark the calculated data points, the lines are fits meant as guide to the eye.

Calculations were done using Wilson’s NRG as the impurity solver for the DMFT, with \( \Lambda = 2, N_K = 1800 \) states kept per NRG step and a logarithmic broadening, \( b = 0.8 \), to obtain spectral functions. Note that the paramagnetic results are obtained by artificially suppressing an antiferromagnetic instability. The occupation was kept fixed at \( n = 1 \pm 0.005 \) by adjusting the chemical potential. In contrast to the case with \( t_2 = 0 \) it is not possible to achieve \( n = 1 \) here within numerical precision due to the asymmetric DOS. For increasing \( t_2/t_1 \rightarrow 1 \) the PMIT is shifted towards lower interaction strengths and also lower temperatures, see figure 5.11. While the shift in the interaction strength is rather moderate, there is a large difference in the temperature of the critical endpoint between the unfrustrated and highly frustrated system. A shift of the same magnitude was also reported by M. Eckstein et al. [168]. This observation, of course, renews the interest in the question, to what extent long-range hopping can help to push the paramagnetic MIT out of the expected antiferromagnetic phase for reasonable magnitudes of \( t_2 \) to create a phase diagram similar to the one found for V\(_2\)O\(_3\). The scenario proposed by R. Zitzler et al. [147] relied on the fact that the paramagnetic phase largely remains unaltered with increasing \( t_2 \). As the Néel-temperature for the antiferromagnet is reduced at the same time, the PMIT can eventually outgrow the antiferromagnetic phase. Due to the reduction of the critical point of the PMIT this must be analyzed more carefully now.
5.4.2 Antiferromagnetism at half-filling

I will now allow for antiferromagnetic ordering in the calculations. Figure 5.12 shows the resulting phase diagrams for $t_2/t_1 = 0.6$ (upper panel) and $t_2/t_1 = 0.8$ (lower panel) for different temperatures and interaction strengths. The phase diagrams were constructed by fitting the magnetization to the actually calculated data points. This of course means that the phase boundaries shown here must be considered as guess only. However, as one does not expect any strange structures to appear, this guess will presumably represent the true phase boundary within a few percent. The full lines in figure 5.12 are the PMIT transitions. Note that for both diagrams the same division of axes was chosen.

In contrast to the Hubbard model for a bipartite lattice with $t_2 = 0$, there now exists a finite critical value $U_{c \text{AF}}^c > 0$, below which no antiferromagnetism can be stabilized even for temperature $T \rightarrow 0$. With increasing frustration the paramagnetic-antiferromagnetic transition is shifted towards higher interaction strengths and lower temperatures, while the PMIT is shifted towards lower interactions strengths. So obviously the PMIT is shifted towards the phase boundaries of the antiferromagnetic dome. So far this is the expected effect of the NNN-hopping which introduces frustration to the antiferromagnetic exchange. However, note that although $t_2/t_1 = 0.8$ represents already a very strongly frustrated system, the PMIT still lies well covered within the antiferromagnetic phase.

I will now have a closer look at the paramagnetic-antiferromagnetic transition. Here, R. Zitzler et al. [147] made the prediction that one has to expect a first order transition close to the critical $U_{c \text{AF}}^c$ at low temperatures; while at larger values of $U$ again a second order transition was found. Figure 5.13 shows the staggered magnetization for different temperatures and interaction strengths at fixed $t_2/t_1 = 0.8$. The upper panel collects data for the transition at low temperatures at the lower edge of the antiferromagnetic phase. The full lines represent the transition from the paramagnetic to the antiferromagnetic state with increasing interaction strength for two different temperatures, while the dashed lines represent the transitions from the antiferromagnetic to the paramagnetic state with decreasing interaction strength. In the upper panel (low $T$) one can clearly see a hysteresis of the antiferromagnetic transition. This hysteresis as well as the jump in the magnetization are clear signs for a first order transition. This antiferromagnetic hysteresis is very pronounced for strong frustration but numerically not resolvable for example for $t_2/t_1 = 0.2$. The hysteresis regions seems to shrink with decreasing $t_2$ and eventually cannot be resolved anymore with numerical techniques. Note that such a hysteresis is also found in the two-sublattice fully frustrated model [147], which means that this is quite likely a generic effect in frustrated systems at intermediate coupling strengths. The lower panel in Fig. 5.13 shows the staggered magnetization for temperatures just below the corresponding Néel-temperatures and at large interaction strengths. Here the magnetization vanishes smoothly, which is the behavior expected for a second order phase transition. In summary I thus find a first order transition at the critical interaction $U_{c \text{AF}}^c$, where the antiferro-
Figure 5.12: The upper (lower) panel shows the $T - U$ phase diagram for $t_2/t_1 = 0.6$ ($t_2/t_1 = 0.8$). The colored area represents the antiferromagnetic phase, while the black area represents the paramagnetic phase. The lines show, where the PMIT in the paramagnetic phase would occur. The phase diagrams were constructed by fitting the magnetization to approximately 70 calculated data points. Additional calculations were performed to find the PMIT-lines.
magnetism sets in, and a second order transition for large Coulomb parameter $U \gg W$. The merging from both transition lines is an interesting point in itself. There must be a critical point where the first order transition changes into a second order transition. It is however not possible to resolve this merging within DMFT/NRG. The magnetization of the system becomes very small in this region, so it is not possible to distinguish between a (tiny) jump and numerical artifacts of a smoothly vanishing order parameter. Consequently, one cannot decide anymore of what order the transition is.

Antiferromagnetic metallic states at half-filling were reported in earlier publications [148, 165–167] and later ruled out again. In my calculations I saw no evidence for an antiferromagnetic metallic state at half-filling. Especially for strong frustration $t_2/t_1 \approx 0.8$ the system jumps directly from a paramagnetic metallic solution into an antiferromagnetic insulating solution with large magnetization. In the papers cited, the region showing an antiferromagnetic metallic solution broadens with increasing $t_2$. This prediction I clearly cannot confirm, as discussed above. Only in systems with small to intermediate frustration there are narrow interaction regimes where I observe a small finite weight at the Fermi level. One must however consider that the occupation number is not exactly one but only within 0.5%, which influences the position of the gap. It was also sometimes difficult to stabilize a DMFT solution in these regions. In summary, I cannot see any clear signs for an antiferromagnetic metallic state at half-filling in my calculations. If any exists, then only for rather low frustrations.
in a very small regime about the critical interaction $U_{C}^{AF}$. To what extent these rather special conditions can then be considered as realistic for real materials is yet another question.

5.4.3 Nearly fully frustrated system

In the last part concerning half-filling I want to study the situation, in which $t_1$ and $t_2$ are comparable in strength. Interestingly, there has been no attempt to calculate the phase diagram on a mean-field level in the strongly frustrated model $t_2 \approx t_1$. Therefore, before discussing the results of the DMFT calculations for strongly frustrated systems let me try to gain some insight into the physics I must expect, by inspecting classical spins on a Bethe lattice with NN-interaction $J_1$ and NNN-interaction $J_2$. In this calculation I firstly assume a

Figure 5.14: Left: Bethe lattice $z = 3$ with sites numbered according to the vector spins on the right. The nearest neighbors of site 1 must lie on a circle so there is an angle $\theta$ between 1 and 2. Similarly the nearest neighbors of one of the 2-spins must lie on a circle including the 3-spins and the 1-spin.

Bethe lattice with coordination number $z$. The last parameter entering is the angle $\theta$ between NN-spins. Although the initial assumption that two neighboring spins form an angle $\theta$ may seem somewhat restrictive, I am not aware of other configurations with lower total energy [170]. I want to minimize the energy with respect to this angle. According to figure 5.14 the NN-spins of one spin, must lie on a circle. The spins ending on the circle are all NNN-spins of each other. Due to the antiferromagnetic interaction $J_2$, one can assume that they want to maximize the angle between them. Since there are $z$ spins on each circle, they will have an angle $2\pi/z$ projected on the circle. Using now simple trigonometry, the angle between NNN-spins $\gamma$ is given by

$$
\cos \gamma = \frac{2 - (2R^2 - 2R^2 \cos(2\pi i/z))}{2} = \cos(\theta)^2 + \sin(\theta)^2 \cos(2\pi i/z),
$$
where $i$ runs from 0 to $z - 1$, giving the different positions on one circle, and $R = \sin(\theta)$ is the radius of the NN-circle. Inserting this into the Hamiltonian

$$E = J_1 \sum_{i,j \in NN} \vec{S}_i \vec{S}_j + J_2 \sum_{i,j \in NNN} \vec{S}_i \vec{S}_j,$$

one finds for the energy

$$\frac{E}{2N} = J_1 z \cos(\theta) + \frac{J_2 z}{z-1} \sum_{i=1}^{z-1} \left( \cos(\theta)^2 + \sin(\theta)^2 \cos(2\pi i / z) \right).$$

Performing now the limit $z \to \infty$ and scaling $J_1 z \to J_1^*$ and $J_2 z \to J_2^*/z$, as it is done for the hopping amplitudes in DMFT, one finally obtains for the energy per lattice site

$$E_{z=\infty}(\theta)/(2N) = J_1^* \cos(\theta) + J_2^* \cos(\theta)^2.$$ 

The energy depending on $\theta$ can be seen in figure 5.15. If both interactions $J_1^*$ and $J_2^*$ are antiferromagnetic the ferromagnetic configuration of the spins represented by $\theta = 0$ is always a maximum. The Néel-state $\theta = \pi$ is the stable minimum for $J_2^*/J_1^* < 1/2$, because $d^2E(\theta = \pi)/d\theta^2 = J_1^* - 2J_2^*$. The angle minimizing the energy for $J_2^*/J_1^* > 1/2$ is found to be $\theta = \arccos\left(-\frac{J_1^*}{2J_2^*}\right)$, corresponding to a periodically modulated spin state. In this very simplified
situation the ground state changes from a Néel-state for $J_2^*/J_1^* < 1/2$ to a ground state with periodicity with longer than two sites for $J_2^*/J_1^* > 1/2$. For the fully frustrated system $J_1^* = J_2^*$ the stable ground state configuration corresponds to $\theta = 120^\circ$.

In DMFT calculations I can only allow for solutions commensurate with the lattice, for which I can derive a formula for the lattice Green’s function. This however will possibly be inconsistent with the spin structure favored by the system. If, for example, I perform a calculation focusing on the ferromagnetic solution within a parameter regime, where the system wants to order antiferromagnetically, DMFT will not converge. To investigate spin density wave states with periodicity of more than two lattice sites, one has to set up the correct DMFT self-consistency equations respecting the lattice structure, as can be seen in chapter 5.2.3. While for a Bethe lattice with infinite coordination number and NN-hopping only it is straightforward to extend the DMFT equations to commensurate magnetic structures with periodicity of more than two lattice sites, I did not succeed in devising a scheme that allows for such calculations for systems with NNN-hopping. The NNN-hopping makes it impossible to uniquely identify the connectivity of the respective sublattices. A method proposed by M. Fleck et al. [156] for the two-dimensional cubic lattice is not applicable in this case.

I thus only allowed for paramagnetic, ferromagnetic and antiferromagnetic solu-
Figure 5.17: Magnetic phase diagram $T - U$ for $t_2/t_1 = 0.98$ for insulating starting medium including the PMIT as blue lines. The PMIT lies within the hysteresis region of the magnetic phase, but clearly outgrows it in temperature. The white region designates the IC-phase.

The resulting phase diagrams for $t_2 \rightarrow t_1$ are shown in figures 5.16 and 5.17. Figure 5.16 displays the ground states for different grades of frustration and interaction strengths. For $t_2/t_1 < 0.95$ the phase diagram always has the same structure as for small and intermediate $t_2$. The critical interaction strength $U_{c AF}$ necessary to stabilize the Néel-state increases and for all values above $U_{c AF}$ I find an antiferromagnetic phase with a hysteresis region at the phase boundary. For $0.95 < t_2/t_1 < 1$ the critical value $U_{c AF}$ one needs to stabilize the Néel-state increases dramatically. For $t_2 = t_1$ finally one does not find an antiferromagnetic Néel-state for any interaction strength $U$. The DMFT calculations however indicate that in this range of $t_2/t_1$ there actually does exist another magnetic phase. Namely, for sufficiently small temperatures one obtains a finite spin polarization in every DMFT iteration. However, the DMFT does not converge to a unique state as a function of the DMFT iteration (see also Fig. 5.4). In the phase diagrams in figures 5.16 and 5.17 I have left this regime white designating an IC phase. In this parameter regime the Néel-state becomes unstable towards the behavior shown in figure 5.4. Here one can switch between a conventional Néel-state and the IC phase by only a small change of the interaction strength. Note, that the phase boundaries shown in the figure must be taken with some care as I cannot compare the energies of the Néel-state and this IC phase to properly determine the phase
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boundaries. As I observe precisely the same behavior for all investigated values \(t_2/t_1 = \{0.96, 0.97, 0.98, 0.99, 1.0\}\) I am convinced that the ground state in this region is an incommensurate state, as to be expected from the results for classical spins. Similar observations also hold for finite temperatures as shown in figure 5.17, where the \(T - U\) phase diagram for fixed \(t_2/t_1 = 0.98\) is displayed. For increasing interactions and \(T = 0\) there is first a transition from a paramagnetic metal to the IC phase and for \(U/W \approx 1.6\) from the IC phase to the Néel-state. For increasing temperature the IC phase eventually becomes unstable towards the Néel-state. In Fig. 5.17 one can also see the PMIT lines. The PMIT lies within the hysteresis region of the magnetic phases but clearly outgrows both magnetic phases. This is the scenario described in R. Zitzler et al. [147].

5.4.4 Doped System

As \(t_2\) becomes finite the DOS becomes asymmetric and consequently the magnetic phase diagram becomes asymmetric with respect to half-filling, too. However, for sufficient small values of \(t_2\), the magnetic phase diagram will still look very similar to that of the unfrustrated system shown in figure 5.2, with two notable exceptions: For the hole doped side of the phase diagram, the incommensurate magnetic phase sets in at smaller values of the interaction, while on the electron doped side it starts for larger values of the interaction. Thus, for electron doping the phase separation between the antiferromagnetic state at half-filling and the paramagnetic state at \(n > 1\) prevails for stronger interaction strengths. Already for \(t_2/t_1 = 0.2\) I find no incommensurate phase on the electron doped side for \(U/W < 3\). As already stated above [136, 147, 165–167], in order to stabilize the antiferromagnetic phase for a finite NNN-hopping one needs a finite interaction strength \(U_{c}^{AF} > 0\).

For \(1/4t_1 < t_2 \leq t_1\) one obtains a strongly asymmetric DOS showing a square-root singularity at the lower band edge. Here one can expect, and observe, a radically different phase diagram. Figures 5.18 and 5.19 show the antiferromagnetic phase diagrams for \(t_2/t_1 = 0.6\). The first picture shows the magnetic phases for different chemical potentials \(\mu/W\) in the same manner as in figure 5.2. In contrast to \(t_2 = 0\), in the frustrated system the antiferromagnetic Néel-state can now be hole-doped at \(T = 0\). Therefore, I show the same phase diagram in figure 5.19 again, in which the occupation was substituted for the chemical potential. The boundaries of the IC-phase must be taken with care again, as this phase cannot be stabilized. It is interesting to note that the IC-phase is replaced by a doped antiferromagnetic phase. On the electron doped side of the phase diagram, I find neither an IC-phase nor the doped antiferromagnetic phase.

On further increasing the frustration to \(t_2/t_1 = 0.8\), see figure 5.20, the Néel-state does extend to large values of the doping \((\langle n \rangle = 0.72\), i.e. strong frustration seems to stabilize the Néel-state away from half-filling. The IC phase, on the other hand, completely vanished from the phase diagram. If one inspects figures 5.19 and 5.20 more closely, one sees that the antiferromagnetic state actually sets in away from half-filling for increasing interaction strength, i.e.
Figure 5.18: Antiferromagnetic ground state \((T = 0)\) phase diagram \(t_2/t_1 = 0.6\) for different chemical potentials \(\mu\) and interaction strengths \(U\). The color encodes the magnetization. The white region represents the IC phase.

Figure 5.19: The same as in figure 5.18. As the antiferromagnetic phase exists now away from half-filling the chemical potential was substituted by the occupation \(\langle n \rangle\).
Figure 5.20: Antiferromagnetic ground state ($T = 0$) phase diagram for $t_2/t_1 = 0.8$. The color encodes the magnetization. The IC-phase present for $t_2/t_1 = 0.6$ has vanished.

Figure 5.21: Ground state magnetization for $t_2/t_1 = 0.8$ and $U/W = 0.75$. The upper panel shows the occupation and the lower panel shows the antiferromagnetic magnetization $n_\uparrow - n_\downarrow$. 
Figure 5.22: Antiferromagnetic ground state ($T = 0$) phase diagram for $t_2/t_1 = 1$, fully frustrated system. There is an antiferromagnetic phase, which exists only away from half-filling. For strong enough interaction there is a IC-phase at half-filling, white region.

$U_{AF}^{AF}(n)$ has its minimum at $n < 1$. At half-filling one finds for this values of interaction a paramagnetic metal. On the electron doped side, one only finds a paramagnetic state, which is still phase separated to the antiferromagnetic state at half-filling.

As discussed previously for half-filling, for large $t_2/t_1 > 0.96$ there appears a new phase which, motivated by a $120^\circ$-order expected for a classical spin system at this level of frustration, can be interpreted as such a spin density wave order. Figure 5.22 shows the phase diagram for $t_2 = t_1$, i.e. a with respect to antiferromagnetic order fully frustrated spin system. The parameter region for large interaction left blank denotes precisely this spin density wave state, which also can be hole doped. What is most remarkable and rather mysterious, even for the fully frustrated system I find a stable antiferromagnetic Néel-state for fillings between $0.55 < n < 0.8$. To ensure that this result is not a numerical artifact, I performed several calculations at different temperatures and with different NRG parameters like discretization or states kept. However, for low enough temperatures I always find this antiferromagnetic island. I will come back to this point after discussing the ferromagnetic phase diagram.

### 5.4.5 Ferromagnetism in the Frustrated system

As already mentioned, while antiferromagnetism is the “natural” order occurring in single-band systems as studied here, ferromagnetic order is usually only obtained under more restrictive conditions. In this part I therefore want to
focus on possible ferromagnetic solutions in the frustrated system.
One of the first heuristic treatments of metallic ferromagnetism was by E. Stoner [171]. He gave the criterion $UD_F > 1$ for stabilizing ferromagnetism, where $U$ is the value of the on-site Coulomb interaction and $D_F$ is the value of the density of states at the Fermi level. Already in this criterion one sees that ferromagnetism is created by the interplay of the kinetic energy, characterized by $D_F$, and the Coulomb interaction, characterized by $U$. A rigorous result was obtained by Nagaoka [149], who proved the existence of ferromagnetism for $U = \infty$ and “one hole” for certain lattices.

In the beginning of the 1990’s, A. Mielke and H. Tasaki proved the existence of ferromagnetism under certain conditions on the dispersion, known as “flat band ferromagnetism” [172,173]. Here the ferromagnetic ground state appears due to a dispersion-less (flat) lowest lying band. This flat band introduces a huge degeneracy of the ground state for $U = 0$, which is lifted by the Coulomb interaction. A nice overview about this topic and other rigorous results for ferromagnetism can be found in the work of H. Tasaki [174].

Remembering the singularity in the DOS for $t_2/t_1 > 0.25$, the situation present in this system is very similar to the “flat band” scenario. Former studies for an asymmetric DOS [175–178] already showed the existence of ferromagnetism in such situations. Consequently, one has to expect ferromagnetism in this system, too. Indeed, Figure 5.23 shows the ferromagnetic polarization $p = \frac{n_u - n_d}{n_u + n_d}$, color encoded over the occupation $n = n_u + n_d$ and the interaction strength at low temperature $(T/W = 2 \cdot 10^{-4})$. The NNN-hopping for this system is $t_2/t_1 = 0.6$. The ferromagnetic state is fully polarized. One sees, that the singularity in the DOS alone cannot create ferromagnetism. Here one again needs a finite interaction strength of approximately $U/W \approx 0.3$, which however is a realistic number for transition metal compounds of both the 3d and 4d series. In figure 5.24 I depict the lower and upper critical occupation between which the ferromagnetic state is stable as function of the interaction strength.

Below the lower critical occupation, the DMFT simulations do not converge independent of the interaction strength. I believe that this is a numerical problem due to the singularity in the DOS: If the Fermi level lies very close to the singularity, which is the case for $n \to 0$, the slope of the DOS at the Fermi level is very large. Small differences in the position of structures in the interacting Green’s function will consequently have a great influence. However, I cannot rule out the possibility of the existence of another phase in this regime. The occupation number jumps in this region between almost zero and a larger value, and cannot be stabilized. The behavior can only be seen at low temperatures and for $t_2/t_1 > 0.25$, where the singularity in the DOS is sufficiently strong and not smeared out by temperature broadening.

At the upper critical occupation and low interaction strengths the system jumps from a fully polarized ferromagnet to a paramagnetic phase. For strong interaction the upper occupation is large enough such that the system directly changes from a ferromagnetic state into the incommensurate phase or the Néel-phase. As I already noted, the “flat band” scenario indicates that the ferromagnetic state is intimately connected to the appearance of the van-Hove singularity at
Figure 5.23: Ferromagnetic ground states \((T \approx 0)\) for \(t_2/t_1 = 0.6\). Color coded is the polarization \(p = (n_{\uparrow} - n_{\downarrow})/(n_{\uparrow} + n_{\downarrow})\).

Figure 5.24: Upper and lower critical occupation between which the ferromagnetic phase exists for \(t_2/t_1 = 0.6\) and \(T = 0\).
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Figure 5.25: Ferromagnetic polarization for $T/W = 2 \cdot 10^{-4}$ for $t_2/t_1$ as the singularity moves into the band. The upper panels show plots for a DOS without singularity. Note that with increasing $t_2/t_1$ the interaction one needs to stabilize the ferromagnet decreases.

the lower band edge. I will therefore look somewhat closer on the relation of the formation of a ferromagnetic state and the appearance of the singularity in the DOS. Figure 5.25 shows the polarization versus the occupation for different NNN-hopping $t_2/t_1$ and interaction strengths close to the appearance of the singularity in the DOS. The upper panels represent a situation where there is no singularity present in the DOS. The interaction needed to stabilize a ferromagnetic state in these systems without singularity is strongly increased. For the case of $t_2/t_1 = 0.2$ I found no ferromagnetic phase for interactions as strong as $U/W \approx 10$. As soon as $t_2/t_1 > 0.25$, the critical interaction strength lies below $U/W = 1$. Increasing NNN-hopping $t_2$ as well as increasing the interaction strength favors the ferromagnetic state as it becomes more extended to larger occupations. In the DMFT/QMC study of J. Wahle et al. [175] a peak at the lower band edge was enough to stabilize a ferromagnetic phase at moderate interaction strengths. In my calculations the tendency towards ferromagnetism dramatically decreases for a DOS without singularity.

5.4.6 Energies for the different magnetic states

A careful look at the phase diagrams reveals, that there are parameter regions, where one seemingly can obtain both an antiferromagnetic as well as a ferromagnetic solution to the DMFT equations. This is rather unusual because conventionally DMFT will show oscillating behavior if one performs a ferromagnetic calculation in a regime with antiferromagnetic ground state and vice
versa.
To decide which of the two solutions is the thermodynamical stable state, one has to compare their respective free energies. As the calculations were done practically at $T = 0$, I calculate the energy of the system, given by

$$\frac{\langle H \rangle}{N} = \frac{\langle H_T \rangle}{N} + \frac{U}{N} \sum_i \langle n_{i\uparrow} n_{i\downarrow} \rangle,$$

where $H_T$ is the kinetic energy and $N$ the number of sites. The interaction term $U$ is purely local and thus can be taken from the converged impurity calculation.

The kinetic energy, on the other hand, can be calculated from the expression

$$\frac{\langle H_T \rangle}{N} = -\frac{1}{\pi} \text{Im} \int_{-\infty}^{\infty} d\theta \epsilon(\theta) \rho(\theta) \int_{-\infty}^{0} d\omega \left( \frac{1}{\pi} \right) \text{Im} \frac{1}{\omega + \epsilon(\theta) - \Sigma(\omega + i\eta, \theta)},$$

where $\Sigma(\zeta, \theta)$ is the lattice self-energy, $\theta$ a suitable variable to label the single-particle energies on the lattice under consideration, and $\mu$ the chemical potential. Within DMFT, the lattice self-energy is approximated by a local self-energy, i.e. one may set $\Sigma(\zeta, \theta) = \Sigma(\zeta)$. Furthermore, for the Bethe lattice with infinite coordination $\epsilon(\theta) = t_1 \theta + t_2 (\theta^2 - 1)$ and $\rho(\theta) = \frac{1}{\pi} \sqrt{4 - \theta^2}$ holds. Substituting $\epsilon(\theta)$ by $\epsilon$ in the integral, the resulting DOS takes on the form given in chapter 2.5.

Since the Néel-state is defined on an $AB$ lattice, one has to distinguish between the inter- and intra-sublattice hopping terms, and the formula for the kinetic energy takes on the form

$$\frac{\langle H_T \rangle}{N} = -\frac{1}{\pi} \text{Im} \int_{-\infty}^{\infty} d\theta \rho(\theta) \int_{-\infty}^{0} d\omega \left( t_1 \theta (G_{AB}(\omega + i\eta) + G_{BA}(\omega + i\eta)) + t_2 (\theta^2 - 1) (G_{AA}(\omega + i\eta) + G_{BB}(\omega + i\eta)) \right).$$

Note that with the definition of the matrix Green’s function this formula can be put into the compact matrix form

$$\frac{\langle H_T \rangle}{N} = -\frac{1}{\pi} \text{Im} \int_{-\infty}^{\infty} d\theta \rho(\theta) \int_{-\infty}^{0} d\omega \sum_{ij} \left[ G(\omega + i\eta) \right]_{ij},$$

$$\left[ G(\omega + i\eta) \right]_{ij} := \left( \begin{array}{cc} \zeta_{\uparrow} - t_2 (\theta^2 - 1) & -t_1 \theta \\ -t_1 \theta & \zeta_{\downarrow} - t_2 (\theta^2 - 1) \end{array} \right)_{ij}^{-1},$$

$$\zeta_{\sigma}(\omega) := \omega + \mu - \Sigma_{\sigma}(\omega + i\eta).$$

The energies of the converged solutions for $t_2 = t_1$ and $U/W = 2.5$ can be seen in figure 5.26. The antiferromagnetic solution could be stabilized in this parameter region for occupations $0.55 < n < 0.8$. From figure 5.26 it becomes now clear that the ferromagnetic state has the lowest energy for $n < 0.6$. For $0.6 < n < 0.75$ the antiferromagnetic state takes over as the ground state, but
is nearly degenerate with the paramagnetic state. For fillings larger than 0.8 no staggered magnetization can be stabilized any more. Thus, the energy calculations reveal two things. Firstly, an antiferromagnetic Néel-state indeed seems to form away from half-filling in the fully frustrated system. Secondly, the energy differences are extremely small, in particular the antiferromagnet and paramagnet are de facto degenerate over the full parameter regime where the former exists. To understand this at first rather irritating observation let me recall the well-known fact that in strongly frustrated systems it is a common feature to have a large number of degenerate ground state configurations, which also can include magnetically ordered ones [174]. Thus, the degeneracy of the antiferromagnet and the paramagnet hints towards the possibility that there may exist a larger number of other magnetically ordered states in this parameter region. Unfortunately I am not able to search for and in particular stabilize those magnetic phases with the technique at hand.

5.5 Summary

In this chapter I analyzed the magnetic properties of an one-orbital Hubbard model within the DMFT for a Bethe lattice with infinite coordination. The unfrustrated Bethe lattice with semi-elliptic DOS shows antiferromagnetic behavior at $T = 0$ only exactly at half-filling. Interestingly, the doping dependence of the antiferromagnetic phase changes from phase separation between the antiferromagnetic insulator at half-filling and the paramagnetic metal away from half-filling for weak interactions towards an inbetween lying incommensurate

![Figure 5.26: Ground state energies for paramagnetic, antiferromagnetic, and ferromagnetic states in the fully frustrated system for $U/W = 2.5$. The energy was divided by the number of sites and the non-interacting bandwidth $W$.](image-url)
spin-density phase for strong interactions. This change happens exactly at the same interaction strength at which in the paramagnetic phase the metal insulator transition occurs. This means that one can see signs of the PMIT even in the antiferromagnetic phase, which actually completely covers the PMIT. One must note, however, that for finite $T$ this transition does not trace the PMIT, which maybe due to a stabilization of a doped antiferromagnetic phase, but creates room for discussion.

Furthermore, I proposed a way how to stabilize such spin-density waves for a Bethe lattice. Unfortunately, one has to test for each period separately and the calculation seem to be rather unstable.

For the frustrated Bethe lattice the magnetic phases change. The phase diagram becomes asymmetric towards half-filling. While for hole-doping an antiferromagnetic phase exists away from half-filling, for electron doping the phase separated region becomes more and more extended. For increasing frustration the antiferromagnetic doped state replaces finally the incommensurate spin density wave at the hole doped side of the phase diagram. Additionally, one now needs a finite interaction strength $U_{AF}^C > 0$ for stabilizing the antiferromagnetic state. Interestingly, for the fully frustrated system, there still exists an antiferromagnetic Néel-phase away from half-filling. The Néel-state can be stabilized in the same parameter region as the ferromagnetic state. Comparing the energies of the possible states, there seems to be a transition from the ferromagnetic to the antiferromagnetic state. But the latter one is energetically almost degenerate to the paramagnetic state. Thus frustration seems to stabilize different states in this parameter region. It is an intriguing possibility, that there could be more degenerate magnetic states in this regime, stabilized due to the frustration. As I am, however, only able to look for homogeneous or Néel-states, this is only speculative, nevertheless motivating further studies of magnetic order in the single-band Hubbard model with different methods to solve the DMFT equations. However, for these studies the Bethe lattice may not be a suitable choice any more, as the definition of a wave vector $\mathbf{Q}$ to identify the various possible spin structures is not possible here.
CHAPTER 6

Two-Orbital Hubbard Model

6.1 Introduction

Finally, I will present results for the two-orbital Hubbard model, describing two correlated degenerate bands. It was introduced in chapter 1.3, reading

\[ H = H_T + H_U \]

\[ H_T = \sum_{ij} \sum_{m=1}^{2} \sum_{\sigma} t_{ij,m} c_{i,m,\sigma}^\dagger c_{j,m,\sigma}, \]

\[ H_U = U \sum_{i} \sum_{m=1}^{2} n_{i,m,\uparrow} n_{i,m,\downarrow} + \left( U' - \frac{1}{2} J \right) \sum_{i} \sum_{l<m} \sum_{\sigma,\sigma'} n_{i,l,\sigma} n_{i,m,\sigma'} - 2J \sum_{i} \sum_{l<m} \vec{S}_{il} \cdot \vec{S}_{im}. \]

The operator \( H_T \) represents the kinetic energy corresponding to the hopping of the electrons with amplitude \( t_{ij} \). I assume throughout this chapter that there is only nearest neighbor hopping and that the hopping amplitudes are degenerate for both bands resulting in equal bandwidths \( W = 4t \). The calculations were again performed for a Bethe lattice with semi-elliptic density of states. The interaction \( H_U \) consists of three different terms: an intra-band density-density interaction with amplitude \( U \), an inter-band density-density interaction with amplitude \( U' - \frac{1}{2} J \), and a spin-spin interaction with amplitude \( -2J \), representing the ferromagnetic Hund’s coupling for \( J > 0 \). In the calculations shown in this chapter, I mainly concentrate on \( U/W = 4 \), which is a good guess for transition metal oxides [9]. I will vary the Hund’s coupling \( J \) and the inter-orbital interaction \( U' \) and analyze their effects for different occupations of the system.
The two-orbital Hubbard model is an appropriate model for describing the electronic correlations in manganites, as introduced in chapter 1.2.4. The phase diagram of La$_{1-x}$Ca$_x$MnO$_3$ can be seen in figure 1.6. It shows a very rich phase diagram consisting of magnetic and orbitally ordered phases. Due to the cubic crystal symmetry the d-orbitals split into a threefold degenerate $t_{2g}$- and a twofold degenerate $e_g$-band, which for the coordination present in perovskites has the higher energy compared to the $t_{2g}$-band. In La$_{1-x}$Ca$_x$MnO$_3$ one has to distribute $4-x$ electrons per site to the d-states according to Hund’s rules. Thus, the electronic situation in this compound can be modeled by a partially filled $e_g$-band below quarter-filling and a half-filled $t_{2g}$-band, which couples via Hund’s coupling ferromagnetically to the $e_g$-electrons. The hopping between the $t_{2g}$-states is very small and thus the $t_{2g}$-states are often modeled as localized $S = 3/2$ spins. Besides this electronic part the lattice degrees of freedom and especially Jahn-Teller distortions are important to correctly describe the physics of manganites.

The aim of this chapter is to understand the role of the electronic degrees of freedom in the complex phase diagram of the manganites. In particular, to what extent the strongly correlated $e_g$-band is sufficient to reproduce the general features. Thus the investigations done here completely neglect the $t_{2g}$-spin and the coupling to the lattice. Based on such an investigation, one can include additional interactions, like the coupling to the $t_{2g}$-spin (or band) respectively the strong interaction with the lattice step by step, properly identifying for which particular features they are actually responsible. As I will discuss, already this simplified situation shows very complex ground state properties, involving the coupling of charge, spin and orbital degrees of freedom [179].

In the second section of this chapter, I will show calculations for two site clusters, in which the whole lattice consists of only two sites. The third section describes the magnetic ground state diagram of the two-orbital Hubbard model. In this section I focus on occupancies larger than one electron per lattice site. The final section concentrates on the quarter-filled system. Quarter-filling is a very special situation for the two-orbital Hubbard model. Exactly at quarter-filling, I can observe four different long range ordered phases. There is a competition of two different ferromagnetic states, an antiferromagnetic state, and a charge ordered state. Between the two ferromagnetic states one can find a metal insulator transition (MIT). These results are submitted for publication [180].

### 6.2 Two Site Cluster

Before studying the Hubbard model for a Bethe lattice within the DMFT, I will present some calculations for a two site cluster. This means that the whole lattice consists of only two sites, each built up from two orbitals. Altogether the system can be occupied by 8 electrons. But as the system is particle hole symmetric, I will only discuss the subsystems with 4 or less electrons. Even though one cannot expect to see the whole physics of the Hubbard model, one can get some insight into what one can expect. The ground state of four electrons for a two site cluster, meaning half-filling, is...
Figure 6.1: Exact diagonalization of a two site cluster with \( t = -0.05, U = 0.8, U' = 0.6, \mu = -0.3 \) and 3 electrons in the system. For small Hund’s coupling the ground state is a low spin configuration, while for large Hund’s coupling the low and high spin configurations are degenerate. For scaling the x-axis, I have used the bandwidth \( W = 0.2 \) of the free DOS in the next section.

Figure 6.2: Exact diagonalization of a two site cluster with \( t = -0.05, U = 0.8, U' = 0.6, \mu = -0.3 \) and 2 electrons in the system. The states with one electron in each orbital are degenerate ground states. I used again \( W=0.2 \) for scaling the x-axis.
an antiferromagnetic state due to super exchange. Of course, one must be care-
ful with the expression “antiferromagnetic” in a two site cluster. The ground
state is a superposition of several possible states. The principal contributions
come from the states, where one site consists of two up-electrons and the other
of two down-electrons, and its interchanged configuration. If for a real lattice,
like the Bethe lattice, long range order can persist, critically depends on the
lattice and the temperature. For example, as seen in chapter 5, frustration can
prevent the system from forming an antiferromagnetic Néel-state. But in the
calculations for a two site cluster, the states, from which an antiferromagnetic
Néel-state would be built up, possess the lowest energy.

Figure 6.1 shows the ground state energies of the two site cluster with three
electrons in the system. The interaction parameters are similar to the param-
eters, which are chosen in the next sections. The Hund’s coupling is varied to
see its influence on the ground state energy. The configuration with all three
electrons in the same orbital has the highest energy, as one state must be dou-
ble occupied and the local intra-band interaction $U$ is the largest interaction
parameter. The remaining two configurations are such that two electrons are
in the same orbital and the third electron occupies the other orbital. There is
one ferromagnetic state with all spins aligned and therefore $S_z = 3/2$, and one
mixed state with $S_z = 1/2$. Of course, the configurations with interchanged
$S_z$-components, $S_z = -1/2$ and $S_z = -3/2$, exhibit the same energy. There
is a level crossing in the quantum number subspace of $S_z = \pm 1/2$ at approxi-
mately $J/W = 0.5$. For Hund’s coupling $J$ below this value, the ground state
is a doublet of $S_z = \pm 1/2$ states. Above this value the ground state is fourfold
degenerate consisting of one state from the $S_z = \pm 1/2$ subspace and one state
from the $S_z = \pm 3/2$ subspace each. The states from the $S_z = \pm 3/2$ subspace
represent the possibility of a ferromagnetic state in an extended system. This
shows the importance of the Hund’s coupling $J$ for ferromagnetism in this sys-
tem. One will see in the next section, that also in an extended system there is a
ground state transition towards a ferromagnetic phase for occupation $\langle n \rangle \approx 1.5$
when increasing $J$.

In figure 6.2 one can see the ground state energies for the case, when there are
altogether two electrons on both sites, representing quarter-filling. There are
four quantum number subspaces under consideration. Quantum number $S_z = 0$
corresponds to the situation of one up electron and one down-electron, while
for $S_z = 1$ both electrons possess spin component $S_z = 1/2$. The subspace
with both electrons having $S_z = -1/2$ is degenerate to the last one. The same
discrimination can be done for the orbitals. As the pair hopping term was
neglected in this work, one can introduce a conserved orbital quantum number
$T_z$. $T_z = 0$ means, that one electron is in the orbital, represented by $m = 1$
in the Hamiltonian, and the other electron occupying $m = 2$. For $T_z = 1$
both electrons occupy the same orbital. The ground state energies in figure 6.2
show that there is a degenerate ground state with $T_z = 0$. The configuration
corresponds to a triplet state in the spin space, but the $S_z = -1$ state is not
shown here. In an extended bipartite lattice this configuration can result in a
Néel-state for the orbital occupation: On the A-sites of the lattice the electrons
sit on the $m = 1$ orbital, while on the B-sites the electrons sit on $m = 2$. I will
show results on such states later in this chapter about quarter-filling. Calculations with altogether only one electron are not shown here, as all interaction terms vanish. Thus all states possess the same energy of $E = -\mu + t$.

### 6.3 Magnetic Phase Diagram

For an extended system like the Hubbard model for a Bethe lattice the situation is different from the two site cluster. Even though the ground state of the two site cluster consists of aligned spins, it is a priori not clear, if the ground state is ferromagnetical for an infinite lattice. I will here only present results for the semi-elliptic free density of states (DOS) of the infinite dimensional Bethe lattice, corresponding to a bipartite situation. All results are obtained within the DMFT with the NRG as impurity solver. The two-orbital model is an extreme case for using the NRG. The calculations were performed parallelized on eight-core multiprocessor architectures using up to 15 GB memory. For all calculation the NRG parameters $\Lambda = 2.0$ and $N_K = 4000 - 5000$ were used. As the intra-orbital density-density interaction $U$ is usually the strongest interaction present, the system is a good candidate for super exchange at half-filling [51] (chapter 1.4). And indeed, the system forms an antiferromagnetic insulator at half-filling. The temperature dependence of the antiferromagnetic magnetization $m = n_\uparrow - n_\downarrow$ is shown in figure 6.3. With increasing temperature the magnetization vanishes smoothly, signaling a second order phase transition. The transition temperature and the characteristics of the transition mainly depend on the intra-orbital interaction $U$. As in the one-orbital
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Figure 6.4: Magnetic ground state phase diagram, $U/W = 4$, $T/W = 2 \cdot 10^{-4}$, for $\langle n \rangle = 1.5$ (upper panel) and $\langle n \rangle = 1.2$ (lower panel). For stabilizing a ferromagnetic phase, one needs a finite Hund’s coupling $J > 0$. For $\langle n \rangle = 1.5$ the incommensurate phase extending from half-filling, is still present. This phase has vanished for $\langle n \rangle = 1.2$. The points denote the parameters, at which calculations were done. The phase boundaries are only schematic.
Hubbard model for the unfrustrated Bethe lattice, this antiferromagnetic Néel-state cannot be doped. The antiferromagnetic state becomes unstable towards an incommensurate spin density wave, when changing the chemical potential \( \mu \). This was already shown for such strong interaction strengths in chapter 5 for the one-orbital Hubbard model.

The phase diagram of the one-orbital Hubbard model with semi-elliptic DOS, corresponding to a Bethe lattice without frustration, does not show any other ordered phases. In contrast, there are parameter regions in the two-orbital Hubbard model, which are dominated by double exchange (chapter 1.4), showing large regions of ferromagnetism [33, 181–187]. I have shown in the last section for three electrons in a two site cluster, that there is a ground state transition when increasing \( J \) and that the state with parallel aligned electrons becomes the ground state for large enough ferromagnetic Hund’s coupling \( J \). The same holds true for the Bethe lattice. For \( \langle n \rangle = 1.5 \), there is a transition from the incommensurate phase to a ferromagnetic phase for increasing Hund’s coupling, see figure 6.4. The incommensurate phase shows the same non-convergent behavior in the DMFT as described in the last chapter. This phase extends up to half-filling, where it is displaced by the antiferromagnetic Néel-state. For \( \langle n \rangle = 1.2 \) the incommensurate phase has completely vanished. This phase is most probably due to antiferromagnetic tendencies at half-filling, which are in the doped system incommensurable with the filling of the lattice and vanish when doping too far away from half-filling. The ferromagnetic state, on the other hand, is stabilized by the Hund’s coupling \( J \). Interestingly, strong Hund’s coupling alone is not enough. For \( U/W = 2 \) the ferromagnetic tendency in the parameter region for \( \langle n \rangle = 1.2 - 1.5 \) decreases rapidly. For \( U/W = 2 \) it is only possible to stabilize a ferromagnetic phase for \( J/W = U'/W = 2 \), which, however, is a questionable large Hund’s coupling \( J \) compared to \( U \). For lower values of the Hund’s coupling and \( U/W = 2 \) the phase diagram for \( \langle n \rangle = 1.0 - 1.5 \) is dominated by a paramagnetic metallic phase. In contrast, for \( U/W = 4 \) the ferromagnetic phase covers most of the magnetic phase diagram for filling \( \langle n \rangle = 1.2 \). Only for low Hund’s coupling the paramagnetic phase is the only stable one. The ferromagnetic phase diagrams for the whole occupation and temperature range and \( U/W = 4, J/W = 1, U' = 2 \) (upper panel) and \( U/W = 4, J/W = 1.5, U' = 1 \) (lower panel) can be seen in figure 6.5. In both diagrams the ferromagnetic polarization \( p = \frac{n_\uparrow - n_\downarrow}{n_\uparrow + n_\downarrow} \) is color coded. The white region denotes the already mentioned incommensurate phase. For better comparison, the same division of axis was chosen in both diagrams. Therefore, one can see how the ferromagnetic phase becomes more extended to larger values of hole doping when increasing the Hund’s coupling. For \( J/W \geq 1.5 \) the ferromagnetic phase extends to fillings less than quarter-filling \( \langle n \rangle = 1 \). This will become important in the next section. So far, the magnetic phase diagram of the two-orbital Hubbard model consists of an antiferromagnetic phase at half-filling, which becomes unstable towards an incommensurate spin density wave when doping, and eventually changes to a ferromagnetic state at occupation \( \langle n \rangle \approx 1.5 \) if the Hund’s coupling \( J \) is large enough.
Figure 6.5: Magnetic ground state phase diagram for $U/W = 4$, $J/W = 1$, $U'/W = 2$ (upper panel) and $U/W = 4$, $J/W = 1.5$, $U'/W = 1$ (lower panel). The ferromagnetic polarization $p = \frac{n_{\uparrow} - n_{\downarrow}}{n_{\uparrow} + n_{\downarrow}}$ is color coded. The white region corresponds to the incommensurate phase. In this parameter region the DMFT calculations did not converge. Both phase diagrams were created by fitting of approximately 30 points each. Notice that for both diagrams the same division of axis was chosen.
6.4 Quarter-Filling

6.4.1 Ferromagnetic Metal Insulator Transition

Quarter-filling, like half-filling, represents a very special point for the two-orbital Hubbard model. In a classical picture there is one electron per site, which can choose between two orbitals. This picture already makes clear that orbital degeneracy and fluctuations play an important role for quarter-filling. This was confirmed by the two site cluster calculation of the last section. In figure 6.6, I show the ferromagnetic ground state phase diagram for $\langle n \rangle = 1$ as function of $U'$ and $J$. The intra-orbital interaction was $U/W = 4$. As noted before, for strong Hund’s coupling one obtains the orbitally homogeneous ferromagnetic phase discussed in figure 6.5. However, for large enough repulsive inter-orbital density-density interaction $U'$, I observe that the ferromagnetic spin alignment is accompanied by an antiferro-orbital order of the conventional Néel-type [182, 183,187–191]. The phase diagram at $\langle n \rangle = 1$ is mainly covered by ferromagnetic phases. Only for small values of the Hund’s coupling a paramagnetic phase can be found as a ground state. Figure 6.7 shows the spectral functions of both ferromagnetic states. The left (right) panel shows the configuration and the spectral function of the homogeneous (orbitally ordered) phase. These results were obtained at $T/W = 2 \cdot 10^{-4}$. The Fermi energy corresponds to $\omega = 0$. Thus one can observe a dramatic difference in the behavior of both states at the Fermi energy. The majority spin of the homogeneous ferromagnetic state has large spectral weight at the Fermi level, showing metallic behavior. In contrast, the orbitally ordered ferromagnetic state possesses a gap at the Fermi energy. There is no spectral weight. Thus the orbitally ordered ferromagnet is an insulator.

![Figure 6.6: Ferromagnetic phase diagram for $U/W = 4$ and $\langle n \rangle = 1$. The calculations were done at the parameters denoted by the black points. Therefore the phase boundaries are only schematic.](image-url)
The evolution of the spectral function of the orbitally ordered ferromagnetic state and the gap size can be seen in figure 6.8. One can observe how the gap size linearly shrinks and finally closes at $U'/W \approx 1.4$. Thus, by varying Hund’s coupling $J$ or $U'$ one can observe a metal insulator transition (MIT) between two almost fully polarized ferromagnetic phases. Note that this metal insulator transition is very different from the usual paramagnetic one, which appears in the Hubbard model as function of $U$ in the paramagnetic state. The observed MIT within the ferromagnetic phases, however, is due to a strong inter-orbital density-density interaction, which is responsible for driving the orbital ordering. The usual intra-orbital Hubbard interaction $U$ plays a minor role in this transition. There is a first order transition between the orbitally ordered ferromagnetic state and the homogeneous one: both the magnetic and orbital polarization show jumps when crossing the phase boundary, which can be seen in figure 6.9. Note that both states are nearly fully polarized; the orbitally ordered ferromagnetic state has $p = \frac{n_\uparrow - n_\downarrow}{n_\uparrow + n_\downarrow} = 1$, while the homogeneous has $p = 0.82$. This means that the jump in the magnetization is comparatively small. A more important aspect is that the orbitally ordered ferromagnetic phase is an insulator, while the homogeneous one is a metal.

Both states show very different dependence on the chemical potential. For the homogeneous ferromagnetic phase I already showed, when discussing figure 6.5, that its filling can be varied smoothly. The dependence on the chemical potential of the orbitally ordered ferromagnet on the other hand is completely
Figure 6.8: Top: Evolution of the spectral function of the orbitally ordered ferromagnetic state for $U/W = 4$ and $J/W = 1$. Bottom: Size of the gap extracted from the spectral functions as function of $U'$. The red line corresponds to a linear fit.

Figure 6.9: Dependencies of the occupations on $U'$ near the metal insulator transition for $U/W = 4$ and $J/W = 1$. The black points denote the polarization of the ferromagnetic state. The red and green points show the occupation for the majority spin for the upper and lower orbital.
different and can be seen in figure 6.10. The plot shows that for a critical chemical potential the filling of the system jumps from approximately $\langle n \rangle = 0.88$ to quarter-filling $\langle n \rangle = 1$. At the same critical chemical potential also the polarization jumps from a non-polarized state to a nearly fully polarized. In other words, there is a first order transition between a paramagnetic phase with filling less than one and an orbitally ordered ferromagnetic state at quarter-filling. Consequently the electronic system shows phase separation between these states and the precise physics will depend on additional interactions, like long-range Coulomb interaction, or additional degrees of freedom like the lattice. For electron doping this orbitally ordered ferromagnet becomes unstable towards an incommensurate spin density wave. Unfortunately, it is very hard to stabilize such a spin density wave in our calculations, so that I am not able to study the exact nature and energetic stability of this phase.

With respect to effects like the colossal magneto resistance effect in manganites, introduced in chapter 1.2.4, it should be very interesting to look at the temperature dependence of the orbitally ordered ferromagnetic state. In manganites a ferromagnetic metal becomes unstable towards a paramagnetic insulating state when increasing the temperature. The transition temperature can be tuned by applying a magnetic field, which explains the large resistance change when varying the magnetic field. The metal insulator transition observed in the two-orbital Hubbard model provides the opportunity to see similar effects. The question is, whether this MIT can be triggered by applying a magnetic field or changing the temperature. Figure 6.11 shows the temperature dependence of a state deep within the orbitally ordered ferromagnetic phase. The ground state of
Figure 6.11: Temperature dependence of the orbitally ordered ferromagnetic state for $J/W = 0.5$ and $U'/W = 3$ for four different temperatures. For $T/W = 1.5 \cdot 10^{-2}$, both spin directions for each orbital are degenerate, denoting an orbitally ordered paramagnet. For $T/W = 3 \cdot 10^{-2}$, all four lines lie above each other.

Figure 6.12: Temperature dependence of the orbitally ordered ferromagnetic state for $J/W = 1$ and $U'/W = 1.45$ for three different temperatures. In the second panel, both orbitals are degenerate. In third panel, all lines lie above each other.
the system is the fully polarized orbitally ordered ferromagnetic state, already shown above. When increasing the temperature, the ferromagnetic polarization vanishes, but the orbital order remains up to $T/W \approx 2 \cdot 10^{-2}$. Finally the orbital order becomes unstable towards a paramagnetic insulator. Obviously, the orbital order is the stronger ordering mechanism, persisting longer than the ferromagnetic order when increasing the temperature. But as the system remains in an insulating state, no temperature triggered ferromagnetic MIT can be observed in this parameter region. The insulating paramagnetic region reaches as high as $T/W \approx 0.4$. For a system with bandwidth $W = 0.5$ eV, this would imply a transition temperature of about $T \approx 2400$ K. Figure 6.12 shows the spectral functions in the orbitally ordered ferromagnetic phase near the ferromagnetic metal insulator transition for different temperatures. The orbital ordering now vanishes before the ferromagnetic transition occurs, and a ferromagnetic metallic state is stabilized. Finally, this state becomes unstable towards a paramagnetic metallic state. When increasing the temperature for a state in the homogeneous ferromagnetic phase, the ferromagnetic polarization vanishes and a paramagnetic metal is formed. Therefore, the transition temperatures of the ferromagnetic order and the orbital order change quite independently when varying the interaction parameters. Additionally, there has to be a paramagnetic MIT for high temperatures. Figure 6.13 shows a schematic phase diagram, which can be drawn after the just discussed results. Of course, the characteristics of the transition lines are here just proposed, but they include both temperature evolutions shown in the figures 6.11 and 6.12. For high values of the inter-orbital density interaction $U'$, there is the paramagnetic metal insulator transition. For lower temperatures a transition to the orbitally ordered paramagnet and the orbitally ordered ferromagnet can be found. In contrast, for inter-orbital density interaction $U'$ close to the vanishing of the orbital order at $T = 0$, one can see the temperature driven transition.

Figure 6.13: Proposed schematic $T-U'$ phase diagram for quarter-filling. The following abbreviations are used: PM = paramagnetic meta; PI = paramagnetic insulator; OPI = orbitally ordered paramagnetic insulator; OFI = orbitally ordered ferromagnetic insulator; FM = ferromagnetic metal.
from the paramagnetic metal at high temperatures to the ferromagnetic metal and later eventually to the orbitally ordered ferromagnetic insulator.

### 6.4.2 Antiferromagnetism and Charge Order

In the region of large $U'$, where the orbitally ordered ferromagnet is found, it was also possible to stabilize an antiferromagnetic Néel-phase at quarter-filling. As the system is dominated by ferromagnetic double exchange at quarter-filling, one actually does not expect such a phase here. An antiferromagnetic phase at quarter-filling was reported by T. Momoi [183] using an antiferromagnetic Hund’s coupling. Like the orbitally ordered ferromagnet, this antiferromagnetic phase also exists only exactly at quarter-filling. The spectral function and the doping dependence can be seen in figure 6.14. The spectral function shows that also this state is a perfect insulator. When trying to dope it, one again finds phase separation to a paramagnetic metal away from quarter-filling. In order to find out which state is the thermodynamically stable one, I calculated the energy of both states. The result is that, as expected, the orbitally ordered ferromagnet has the lower energy, thus is the thermodynamically stable one. Nevertheless, the calculated energies are very small. Leaving out the chemical potential, which gives the same contribution for both states, the energy of the orbitally ordered ferromagnet is $\langle H \rangle = -0.0135W$, and the energy of the antiferromagnetic state is $\langle H \rangle = -0.0085W$. This is, compared to the chemical potential, which gives contributions of $\langle H \rangle \approx -W$, a very small splitting. Looking at the different terms in the energy, the kinetic energy gives a larger contribution for the antiferromagnetic state than for the ferromagnetic state,
Figure 6.15: Occupation of neighboring sites in the charge ordered state for $J/W = 2$. The inter-orbital interaction becomes repulsive for $U'/W > 1$. The lines are meant as guide to the eye.

Figure 6.16: Spectral functions for the charge ordered state for $U/W = 4$, $J/W = 2$, and different $U'$. The continuous (dashed) lines correspond to the occupied A-sites (nearly empty B-sites)
while the interaction terms increase the energy of the antiferromagnet. Varying the parameters $J$ and $U'$, I always find the antiferromagnetic state exhibiting the higher energy.

For large Hund’s coupling $J/2 > U'$ the inter-orbital density-density interaction becomes attractive. Although at a first glance such a large Hund’s coupling appears unphysical, one can have situations, for example Jahn-Teller coupling to phonons, which can lead to additional contributions to $J$. In this case such an attractive interaction can effectively be generated and the physics will change dramatically. The first thing one notes is that it becomes very difficult to stabilize fillings other than $n = 2$ or $n = 0$. Inspired by this difficulty, I investigated charge ordered phases in this parameter regime. And indeed for sufficiently large Hund’s coupling $J$ it is possible to stabilize a charge ordered state at quarter-filling, with alternating almost doubly occupied and nearly empty sites. The occupation of the different sites for this charge ordered phase can be seen in figure 6.15. The vertical line marks the point, where the inter-orbital density-density interaction changes from attractive in the left part to repulsive in the right part. Remarkably, even for repulsive density-density interaction, one can stabilize such charge ordered states. Of course, the occupation of neighboring sites approach each other. The end of the curves denote the point, at which it was impossible to stabilize this phase. From the two-orbital Anderson model one knows that the Kondo temperature [52] decreases exponentially and the doping dependence around quarter-filling becomes steeper for increasing Hund’s coupling $J$. For an extended lattice this results in the charge ordered state, even for repulsive interaction $U' - J/2 > 0$. The spectral functions in this phase can be seen in figure 6.16. This charge density wave is a perfect insulator, too. The electron number from neighboring sites add up to two, which means that there is an average of one electron per site. When increasing $U'$, the gap shrinks. Interestingly, the spectral function of the double occupied site possess an additional peak at $\omega/W \approx 5$. As the broadening of the NRG is very large in this regions, one cannot deduce the structure of these peaks or tell what is the origin of them.

### 6.5 Summary

This chapter dealt with the situation of two interacting degenerate bands. It is a basic model for an $e_g$-band, as it can be found in transition metal oxides with cubic symmetry. Like the one-orbital Hubbard model, the half-filled system is dominated by super exchange resulting in an antiferromagnetic phase. I especially looked at the interaction strength of $U/W = 4$. For this interaction the system changes into an incommensurate spin density wave phase when doping away from half-filling.

In contrast to the one-orbital Hubbard model, the multi-orbital Hubbard model possesses a natural tendency towards ferromagnetism. For large enough Hund’s coupling $J$ and density-density interactions $U$ and $U'$ the system forms a homogeneous ferromagnetic state at $\langle n \rangle \approx 1.5$. Depending on the value of $J$ this phase can extend to occupations smaller than one.
Quarter-filling is a very special point for the two-orbital Hubbard model. Besides a homogeneous ferromagnetic metal, one can stabilize an orbitally ordered ferromagnetic insulator for large $U'$. Thus one can find a ferromagnetic metal insulator transition at quarter-filling. First studies in the temperature dependence of the phases at quarter-filling seem to indicate that also a paramagnetic metal insulator transition can be found. Such metal insulator transitions accompanied by a ferromagnetic phase transition provide the possibility to observe similar effects as the colossal magneto resistance effect in manganites. Therefore, the dependence of this MIT on temperature and magnetic field should be studied in more detail. Of course, in the manganites the just mentioned phenomenon occurs below quarter-filling and as a result of a transition between a ferromagnetic metal and a paramagnetic insulator, but the ingredients for this can already be found in this very simplified model. Including the neglected $t_{2g}$-spin and the coupling to the lattice, one can expect to describe the manganites. But as the strengths of the neglected effects depend on the exact manganite compound, one can perhaps even hope that one can find a compound, which nearly shows the effects analyzed in this chapter.

Besides the just mentioned two ferromagnetic phases at quarter-filling, I additionally observed an antiferromagnetic insulator and a charge ordered insulator. The charge ordered state exists only for very strong Hund’s coupling, which favors having two paired electrons at one site. In the same parameter region, in which the orbitally ordered ferromagnet exists, I found an antiferromagnetic insulator. But it seems as if this state has always the higher energy compared to the ferromagnetic state.
Summary and Outlook

This work dealt mainly with the topic of magnetic phases in the Hubbard model, which is a minimal model for analyzing the competition between localization induced by strong repulsive electron-electron interaction and delocalization induced by the electron hopping. This competition and the Pauli principle are the basic ingredients for magnetism as being observed in transition metal oxides. Additionally, the orbital degeneracy of the d-orbitals plays an important role in these materials. For better understanding the electronic properties in these materials, I have analyzed the influence of different hopping processes, the ratio between the interaction and the hopping, the filling of the lattice, and the degeneracy of the orbitals. Thus, I tried to identify the influence of each of the mentioned properties. For the purpose of calculating magnetic phases for the Bethe lattice I used the dynamical mean field theory (DMFT). Being exact in infinite dimensions it relates the lattice model to a quantum impurity model, which has to be calculated self-consistently.

DMRG as an Impurity Solver

Most of my results were gained using the numerical renormalization group (NRG), which is a well established method being able to calculate thermodynamic and spectral functions for a wide range of parameters. Additionally, I tested a newly developed code for the density matrix renormalization group (DMRG) as an impurity solver. The DMRG has the ability to perform ground state calculations for impurity models allowing for the calculation of ground state expectation values. For computing dynamical spectral functions, the DMRG uses an internal broadening, which results in a Lorentz convolution of the spectral function. Compared to the NRG, this broadening is much larger for frequencies near the Fermi energy, but smaller far away from it. Thus the
DMRG is able to capture the behavior of the band edges and the substructures in the Hubbard bands, but eventually fails to correctly resolve the Kondo peak or small gaps at the Fermi energy. Unfortunately, this results in problems when using the DMRG as impurity solver within the DMFT. It can be shown that the half-filled one-orbital Hubbard model forms an antiferromagnetic insulator for every finite repulsive value of the Hubbard interaction $U > 0$. This result can be reproduced by the NRG, but the DMRG fails if the interaction value is too small, resulting in a very small gap, which cannot be resolved anymore. But the DMRG has a very big advantage to the NRG. For calculating dynamical properties properly within the NRG, one is limited to the one- or two-orbital case, because the local Fock space grows exponentially. Within the DMRG one can further split up the local Fock space, resulting in a linear growth of the chain length when increasing the orbital number. This is supposed to enable one to perform calculations for multi-orbital Hubbard models, perhaps even taking into account all 5 d-bands. Further studies on this subject should be done.

One-Orbital Hubbard model

In my thesis I showed many results on magnetic phases for the one- and two-orbital Hubbard model. The magnetic phase diagram of the one-orbital Hubbard model for a Bethe lattice with nearest neighbor hopping only is mainly covered by an antiferromagnetic insulating phase exactly at half-filling and a paramagnetic metallic phase away from half-filling. However, for large interaction strengths, there is an incommensurate spin density wave phase next to half-filling, which mainly stems from the antiferromagnetic fluctuation at half-filling. Interestingly, there is a transition from phase separation between the antiferromagnetic phase and the paramagnetic phase to this incommensurate phase exactly at the point, at which the paramagnetic metal insulator transition would occur. This stresses the connection between metal insulator transitions and magnetic phases. This incommensurate phase manifests itself in the DMFT as a non-convergent solution. I proposed here a way how to stabilize such phases for a Bethe lattice, but unfortunately the method seems to be rather unstable and unreliable for finding such solutions. In order to better understand such phases one should perform calculations for different lattices for which k-vectors can be defined, so one can look directly for spin density wave states. Introducing a next nearest neighbor (NNN) hopping for the Bethe lattice changes the density of states, which becomes asymmetric and develops a singularity. This imposes frustration to the Néel-state at half-filling. It was argued that frustration helps pushing the metal insulator transition out of the antiferromagnetic dome. Increasing the frustration suppresses the Néel-temperature as well as the critical end point of the paramagnetic metal insulator transition. Only for NNN-hopping comparable in strength to the NN-hopping the paramagnetic metal insulator transition reaches out of the magnetic phases when increasing the temperature. This is the scenario seen in V$_2$O$_3$, but one still needs very large values of NNN-hopping. Additionally, one can observe that for such large NNN-hopping the Néel-state is replaced at half-filling by a spin...
density wave. Surprisingly, for comparable NN- and NNN-hopping one can still stabilize an antiferromagnetic Néel-state away from half-filling. Thus frustration changes the filling at which a Néel-state is stable. Additionally, one can now find a ferromagnetic state, which is due to the singularity in the free density of states. Ferromagnetic states cannot be found for a Bethe lattice with semi-elliptic density of states. First introducing a singularity into the density of states makes ferromagnetic order possible. The ferromagnetic state reaches to the parameter regions, where the antiferromagnetic state can be stabilized, too. Comparing the energies of the ferromagnetic and the antiferromagnetic states in the fully frustrated model, there seems to be a phase transition between the ferromagnetic and the antiferromagnetic state. But the latter state has nearly equal energy to the paramagnetic state in this region. One could think of the possibility that in this parameter region even more magnetic states are stable due to the imposed frustration. But this is only a conjecture.

Two-Orbital Hubbard model

Finally, I showed results for the two-orbital Hubbard model describing correlations in a degenerate $e_g$-band. Close to half-filling, the model shows similar physics as the one-orbital Hubbard model. But away from half-filling, the two-orbital Hubbard model possesses even for symmetric free density of states the tendency towards ferromagnetism due to the degenerate orbitals. The most interesting point in the two-orbital Hubbard model is quarter-filling. There I could observe a clash of four different long range ordered phases. There is a phase transition between two different ferromagnetic states. One is a homogeneous metal, the other an orbitally ordered insulator. This phase transition can, for example, be triggered by changing the interaction parameters. Thus a metal insulator transition was found. Such transitions have always been very popular in the research of strongly correlated materials. The metal insulator transition observed here is strongly connected to the ferromagnetic phases observed at quarter-filling. It should be very interesting to study the influence of temperature and magnetic fields on this phase transition in more detail. If the transition point can be changed by applying a magnetic field, it would directly connect the resistivity to magnetic fields, which then can eventually be used for measuring magnetic fields. Very similar effects can be seen in manganites in the form of the colossal magneto resistance effect.

Besides these ferromagnetic states also antiferromagnetism and charge order could be found at quarter-filling. Charge order can especially be found for very large Hund’s coupling, which favors states where two electrons are paired on one site.

This thesis explored some of the complexity, for which electronic correlations in an one- and two-orbital Hubbard model can be responsible. But mentioning the colossal magneto resistance effect in manganites, one should remember that the coupling to the very localized $t_{2g}$-states and to the lattice is of great importance. Therefore, after studying the two-orbital Hubbard model, one should include these degrees of freedom step by step. By this one can analyze the effects for
which each coupling is responsible and finally build up a very powerful model for manganites and other transition metal oxides.
Appendices
Calculation of the Ground State Energy

In two parts of this thesis I calculate the kinetic energy of the DMFT solution. Especially in the case of the frustrated lattice, the integrals are numerically difficult, as singularities are involved. Therefore, parts of the integrals are performed analytically improving the accuracy. I will now shortly describe how one can treat the occurring integrals. The kinetic energy for $T = 0$, see chapter 5.4.6, can be written as

$$\frac{\langle H_T \rangle}{N} = \int_{-\infty}^{\infty} d\theta \epsilon(\theta) \rho(\theta) \int_{-\infty}^{0} d\omega \left( -\frac{1}{\pi} \right) \text{Im} \frac{1}{\omega + \mu - \epsilon(\theta) - \Sigma(\omega + i0)}$$

$$\epsilon(\theta) = t_1 \theta + t_2 (\theta^2 - 1)$$

$$\rho(\theta) = \frac{1}{2\pi} \sqrt{4 - \theta^2}.$$ 

As the self-energy is a calculated set of data points, the frequency integral has to be performed numerically. But the $\theta$-integral, can be performed exactly, in which the self-energy enters only as a complex parameter. The $\theta$-integral can be written as

$$\int_{-2}^{2} d\theta \left( t_1 \theta + t_2 (\theta^2 - 1) \right) \frac{\sqrt{4 - \theta^2}}{\zeta - (t_1 \theta + t_2 (\theta^2 - 1))},$$

where $\zeta = \omega + \mu - \Sigma(\omega + i0)$. This integral can be solved by transforming it onto a complex contour by two consecutive substitutions. Firstly, writing
\[ \theta = 2\cos(\phi) \]
\[
\int_{-\pi}^{\pi} d\phi \sin(\phi) \left( 2t_1 \cos(\phi) + t_2 \left( 4 \cos(\phi)^2 - 1 \right) \right) \frac{2 \sin(\theta)}{\zeta - \left( 2t_1 \cos(\theta) + t_2 \left( 4 \cos(\theta)^2 - 1 \right) \right)}
\]

Secondly, one transforms this integral to the closed complex unit circle by substituting \( \cos(\phi) = \frac{1}{2} \left( \exp(i\phi) + \exp(-i\phi) \right) \) and \( \sin = \frac{1}{2i} \left( \exp(i\phi) - \exp(-i\phi) \right) \) and using symmetry properties for performing the integral from \( \int_{-\pi}^{\pi} \). Simultaneously one can write \( z = \exp(i\phi) \) and \( 1/z = \exp(-i\phi) \). The integral thus can be written as

\[
-\frac{1}{2i} \oint_{S_1} \frac{1}{z} \left( z - \frac{1}{z} \right)^2 \frac{\left( t_1 \left( z + \frac{1}{z} \right) + t_2 \left( \left( z + \frac{1}{z} \right)^2 - 1 \right) \right)}{\zeta - \left( t_1 \left( z + \frac{1}{z} \right) + t_2 \left( \left( z + \frac{1}{z} \right)^2 - 1 \right) \right)}.
\]

Sorting powers of \( z \), this reads

\[
-\frac{1}{2i} \oint_{S_1} \frac{1}{z^3} \left( z^2 - 1 \right)^2 \frac{\left( t_1 (z^3 + z) + t_2 ((z^2 + 1)^2 - z^2) \right)}{\zeta z^2 - t_1 (z^3 + z) - t_2 ((z^2 + 1)^2 - z^2)}.
\]

The roots of the denominator polynomial can be found easily looking in equation (A.1). Thus, one is able to use the residue theorem to evaluate this integral for a given self-energy at frequency \( \omega \). The remaining \( \omega \)-integration can then be performed numerically.
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