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Notation

IN natural numbers (including 0)

Z integers

R real numbers

C complex numbers

D open unit disc (including 0)

D closed unit disc

oD unit circle (the boundary of D)

(P(IN) p-summable sequences of the form (a]-)]?‘ozo

P(Z) p-summable sequences of the form (a;);Z

L? quadratic integrable functions on ¢ID

H? space of analytic functions in ID having only positive indexed
Fourier coefficients, the so-called Hardy space

F Fourier transform from L? to (*(Z)

9, F(8)  vector of Fourier coefficients of a function ¢ € L2

& k-th Fourier coefficient of a function & € L?

P_, P,  discrete projection operators

P_, Py continuous projection operators

S shift operator on ¢/#(IN), p =1,2

S* backward shift operator on ¢/#(IN), p =1,2

Sv shift invariant subspace of /7 (IN) generated by a sequence
velP(N) forp=1,2

M, multiplication operator on L? with respect to a free
variable z € C

M, multiplication operator on L? with respect to ¢ € L?

My multiplication invariant subspace of H? generated by ¢ € L?

Fyn Fourier matrix of size N x N

Iy Identity matrix of size N x N

I infinite Hankel matrix with respect to f € /1 (IN)

HENH) the leading principal minor of Tt of size (N +1) x (N +1)

H periodic Hankel matrix with respect to a vector f

Tg infinite triangular Toeplitz matrix with respect to
ge(P(N), p=1,2

H, Hankel operator with respect to ¢ € L?

Ka reproducing kernel on H?
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discrete flip operator



List of Figures

6.1

Example [6.1; The nodes ZI(H) (blue circles) of the approximation

of an exponential sum (6.1) with Algorithm 5.1 for all sum length

n=1,...,9 (from top left to bottom right) together with the

original nodes z; (red asterisk).| . . . .. ... . oL

The first 25 samples of the sequence f from Example[6.2]] . . . . .

82
83

Plot of the approximation error |f; — fk")| (blue, solid line) and

fe—( fk)g)| (red, dashed line) on the logarithmic y-axis and the

index k of the sequence on the x-axis for n = 1,...,10 (from top

to bottom) computed for approximation of 1/x with Algorithm

6.4

Distribution of 100 non-equidistant sampling points in the inter-

val [1,5] with sampling function ¢(x) given by (6.3) for p, = 0.01

(lett), po = 0.1 (center) and p, = 1 (right). The y-axis is the func-

tion f(¢(k)) at k = 0,1,..., M. First row: the x-axis is ¢ (k)

for k = 0,1,...,M —1. Second row: the x-axis 1s the vector

(0,1,..., M—T)itself.| . ... ... ... ... .. ... .. ....

Approximation error |f — f")|, on a logarithmic scale obtained

with equidistant sampling (gray) and non-equidistant sampling

(red) for different parameter p, and for different sum length n.| .

6.6

max; |f]-—fj(n)|

Relative approximation error max; I7]

on a logarithmic scale

obtained with equidistant sampling (gray) and non-equidistant

sampling (red) for different parameter p, and for different sum

lengthn| . ... ... ... ... .. oo

6.7

Sparse SVD approximation (red) of the original signal (blue) in

the left column and the corresponding nodes z; = ij (red) on

the unit circle in the right column. The length of the approxima-

tion sum is K = 10, K = 30 and K = 50 (from top to bottom)

and L =256 . . . . . ... 100

63

Sparse SVD approximation of an image with K =50 . . . . . .. 101

iX






List of Tables

Example |6.1} The error of the n-term approximation £(n) by Al-

gorithm 5.1 and £2 ") by the APM algorithm. Also the con-

eigenvalues 0, of the matrix AZ from Algorithm 5.1 and the

singular values (04), of the rectangular Hankel matrix H; from

Algorithm 42 aregiven.| . . . . .. ... ... ... .. ... ..

80

6.2

Example 6.1 The nodes Z](n) and the corresponding coefficients

~(n) . . . .
a; " of the approximating exponential sum computed with Al-

gorithm o1 . . ... ... ... o o oo oo

Example |6.2} The error of the n-term approximation £(n) by Al-

gorithm 5.1 and £2 ") by the APM algorithm. Also the con-

eigenvalues 0, of the matrix AZ from Algorithm 5.1 and the

singular values (04), of the rectangular Hankel matrix H; from

Algorithm 4.2 aregiven.| . . . . . ... ... ... ... ... ..

84

6.4

Example [6.2; The nodes Z](n) and the corresponding coefficients

~(n) . . . .
a; " of the approximation exponential sum computed with Al-

gortthmo. 1) . ... ..o oo

6.5

(n)

Example 6.3t The nodes Z;"" of the approximation exponential

sum computed with Algorithm 5.1. 'lThe entries of the table

which appear as zeroes are all below Te-14,. . . . ... ... ...

86

Example |64 The error of the n-term approximation £(n) by Al-

gorithm 5.1 and £2 ") by the APM algorithm. Also the con-

eigenvalues 0, of the matrix AZ from Algorithm 5.1 and the

singular values (04), of the rectangular Hankel matrix H; from

Algorithm 4.2 aregiven.| . . . . ... ... ... ... ...

87

6.7

Approximation of 1/x by exponential sums: Singular values o,

of the matrix AZ, the approximation error |f — f")], of Algo-

rithm 5.1 and the approximation error ||f — fgl) |2 obtained with

nodes and coefficients from for length of the sumn =1,...,10] 89

6.8

(n) (n)

The nodes Z;"* and the corresponding coefficients 4;* from the

approximation of 1/x computed with Algorithm 5.1, . . . . . ..

91

69

Approximation of 1/x by exponential sums: singular values ¢,

of the matrix AZ and the approximation error |f — f(")|, ob-

tained with Algorithm 5.1 for different sum lengthn =1,...,8].

xi

97



16.10 Approximation of 1/x by exponential sums: approximation er-

ror |f — fg )Ilz obtained by Greedy Algorithm 6.1 for different

sumlengthsn=1,...,20] . . . . ... ... ... ... ... ... 97
.11 The nodes Z; from the approximation of 1/x computed with Al- |
gorithm 5.1.) . . . ... ... oo o oo 99

6.12 The nodes ziG from the approximation of 1/x computed with

Algorithm 6.1 . . . . .. ... 99




1. Introduction

Sparse approximation of structured signals is a common problem in signal pro-
cessing and system theory. In particular, approximation by exponential sums
often arises in natural sciences for the analysis of decay processes. In many ap-
plications it can be assumed that the signal is either exactly or approximately
a finite linear combination of non-increasing exponentials with complex expo-
nents, i.e., f:= (fi);", satisfies

fei=fk) = > ajzf, (1.1)

where a; € C\{0} and z; € {z € C: 0 < |z| < 1} are pairwise different. Thus,
the nonlinear inverse problem of recovering the parameters z; and 4; from a
suitable number of samples f; becomes relevant. Note that due to Kronecker’s
Theorem, see e.g. Theorem 8.19 in [24], the length of the above sum corre-
sponds to the rank of the infinite Hankel matrix I't = ( fj+k)?,cl)c:0 (and the finite

Hankel matrix HﬁNH) = f]-+k)%{:0 for M > 2N likewise). Hence the above
parameter estimation problem is closely related to the structured low rank ap-
proximation problem of Hankel matrices. Unfortunately, the singular value
decomposition cannot be applied in this case, since it does not preserve the
Hankel structure of the matrix.

There have been different attempts to solve the low rank approximation
problem for Hankel matrices. One possible approach is to apply a regulariza-
tion method, see, e.g., [31]. The main idea in [31] is to formulate the problem
as a minimization problem with the main functional enforcing the lower rank
of a Hankel matrix and the regularization term enforcing the Hankel struc-
ture. Although in [31] the global optimal solution cannot be guaranteed. In
[13] an alternating projection method is used to obtain a low rank approxima-
tion. In this approach a truncated singular value decomposition is applied to
the Hankel matrix first and afterwards a projection to the Hankel structure is
used. This procedure is repeated until a certain stopping criterion is satisfied.
Also this algorithm does not converge to an optimal solution in general. Other
attempts to solve the above parameter estimation problem have been studied
in non-deterministic methods from Compressed Sensing [14, 21, 49]. These
methods only obtain the correct parameters z; and a; with certain probability.

However, the most classical deterministic way to solve the above problem is

1



CHAPTER 1. INTRODUCTION

the so-called Prony’s method due to [48]. Note that this method is also known
as annihilating filter method [22, 54] in signal processing. As pointed out in
the survey by Plonka and Tasche [45], Prony’s method has gained a great pop-
ularity in the last decades. Since the original method is known to have numer-
ical stability issues, stabilized Prony-like methods such as ESPRIT [50], Matrix
Pencil method [30] and Approximate Prony’s Method (APM) [46] have been
developed. In [32, 52} 51] Prony’s method was extended to the multivariate
case. A generalized Prony’s method has been developed in [42], where instead
of exponential functions general eigenfunctions of certain linear operators are
considered.

Prony-like methods can also be applied to approximate special functions
by exponential sums. These approximations are used in order to solve high-
dimensional integrals by products of one-dimensional integrals in [12], in clus-
ter analysis in quantum chemistry, see [33} 26] or for solving Schrodinger’s
equation [6), [7]. Many different examples for function approximation by expo-
nential sums have been presented in [8, 9]. We remark that for special func-
tions, where all function values are available, the Remez algorithm is an al-
ternative to Prony-like methods. In particular, this method has been used to
approximate the function f(x) = 1/x by short exponential sums in [11}, 25, 12].
In this thesis we will consider these approximations obtained by the Remez
algorithm as benchmarks in our numerical tests.

Note that in most applications one is interested in obtaining the shortest
possible exponential sum which satisfies a presumed approximation error in
order to reduce further computational costs. This leads to the following prob-
lem, which we study in this thesis.

For a given f of the form we want to find a new signal f := ( fk);iozo
given by

K
= flk) = a2 (1.2)
j=1
with 4; € C and Z; € ID such that K < N and ||f — ngz(]N) < e. Considering this
problem two questions arise, namely:

1. Let the accuracy level e > 0 be given. What is the smallest K € IN such
that f of the form li satisfies |f — f]| 2Ny < € and how to compute Zj € D
and aj eCj=1,...K?

2. Vice versa, let the "storage budget" K € IN be given. How do we have to
choose the parameters 4; € C and Z; € ID in order to achieve the smallest
possible error [f — £ 2n)?

For solving the above problem we employ the theory of Adamjan, Arov and
Krein (AAK theory) [1] in this work. The main theorem from [1] can be seen as
a structured low rank approximation approach for infinite matrices, see Section
2.5 in [34], and is widely used by engineers for model reduction. It states that

2



CHAPTER 1. INTRODUCTION

an infinite Hankel matrix I'f = ( ﬂ+k)ﬁ<=0 bounded on ¢F(IN) for p € {1,2} and
generated by f = (fi)2, can be approximated by an infinite Hankel matrix I';
of finite rank K such that

I —T%| 2 2 = min If—Tg|p ) = 0]
T =Tl ey —2v) Ra Tt = Tglemy—em) = ok
where 0p > 07 > 02 > ... denote singular values of I't ordered by size and

repeated according to multiplicities. This result is non-trivial, since the usual
approximation approach using the truncated spectral decomposition of I'r does
not preserve the Hankel structure. There exist several equivalent formulations
of the AAK result. For instance in the original paper [1] the above theorem is
presented for an arbitrary bounded function f € L*([0,27)) and provides the
existence of the best approximation by a function f from the subspace H*"K!
(K € IN) of the Hardy space H®. It states that the best approximation f satisfies

If = flo = min |f — gl = ok(Tg),
geH®/K]
where Ty is the infinite Hankel matrix generated by the negative indexed
Fourier coefficients f := (f(—k —1))¥, of f. Here H*K] denotes the space
of functions in H* which possess at most K poles in ID. Further formulations
of the AAK Theorem can be found in [41] 15, 35, 37, 39, 55]. Note that the
proofs of this theorem which can be found in the literature involve some deep
results from complex analysis. They are based on the analysis of bounded
functions in Hardy spaces and operator theory, using the fundamental theo-
rems such as Nehari’s Theorem [38] and Beurling Theorem [5].

For earlier attempts to apply the AAK theory in order to solve sparse ap-
proximation problems by exponential sums we refer to [3] and [8]. In [3] the
connection between the AAK theory for discrete and continuous settings on
R* and on an interval has been studied and some asymptotical results con-
sidering truncated Hankel operators are provided. In [8] a finite-dimensional
approximation problem using finite number of samples of a continuous func-
tion on an interval is considered. On the first glance the main result in [§]
seems very similar to a finite version of the AAK Theorem. It can be sum-

marized as follows. Using 2N + 1 samples f = (f;)?Y, the authors consider

a finite Hankel matrix HENH) of size (N+1) x (N +1) and it’s singular val-

ues 0p > 01 = ... = oy with the corresponding singular vectors vg, vy...,Vy.

Then they propose to compute the N roots zgn), . .,25\7) of the finite polyno-

mial Py, (z) = S, vxzk corresponding to the n-th singular vector v, of HENH),

which can be used as the nodes of the approximating sum. Finally, the authors
prove that if the zeros of Py, (z) have multiplicity 1, then there exist coefficients
c1,...,cN such that

|f— (fk)igoHZ < 0y, fk — Z Cj(Z](-n))k-
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The coefficients can be found by solving a certain Vandermonde system. Note
that the approximating sum in the above equation has length N and not n < N.
However, in numerical examples the authors notice that roughly N — n terms
in the above sum are small enough to be discarded, although the theoretical
foundation for this fact is not provided in [8]. Eventually the authors propose
a procedure which can be used for reduction of number of terms.

Contribution of this work. The main contribution of this thesis is a new
algorithm for solving the K-term approximation problem (1.2), such that

I o) < ox,

where ox denotes the K-th singular value of the infinite Hankel matrix I't. We
give an explicit procedure for the computation of the nodes Z; and coefficients
aj forj =1,...,K, based on the AAK results. Our algorithm also includes a
technique for the computation of all singular values of I't, which is not trivial
due to the fact that I'y is an infinite matrix. For this purpose we consider I'¢
with finite rank N and investigate the structure of the singular vectors corre-
sponding to the non-zero singular values of I't. This structure allows us to
reduce the singular value problem for the infinite matrix I'y to an equivalent
singular value problem for an N x N kernel matrix. Further, we provide a
new proof of the AAK Theorem for Hankel matrices with finite rank in the
discrete context. To our knowledge this is the first proof, which employs only
tools from linear algebra and Fourier analysis and completely avoids the fun-
damental theorems from operator theory. For this purpose we characterize all
mathematical objects used in our proof in the framework of linear algebra and
establish the connection to the continuous setting using the Fourier transform.
Also the connection between the AAK theory and Prony’s method becomes
clear in this work. Thus, this thesis can be seen as a solid groundwork for fur-
ther investigations and approaching this theory from the field of linear algebra.

This dissertation is organized as follows. In Chapter |2 we compile the main
definitions of the mathematical objects used in this work and their basic prop-
erties. We distinguish between the so-called discrete setting in Section 2.1jand
the continuous setting in Section In the discrete setting we consider ab-
solute or square summable sequences, finite and infinite matrices with certain
structure and their interaction with each other. The continuous setting handles
analytic functions on the unit disc, L? and it’s subspaces and linear operators
mapping between them. Further we establish a connection between the objects
from Sections 2.1/ and 2.2 via the Fourier transform. This connection is sum-
marized in the table at the end of Chapter

In Chapter [3| we present a special case of the AAK theorem in two versions,
namely for infinite Hankel matrices with finite rank as well as for Hankel
operators with finite rank. In Section 3.1) we provide a new proof of the dis-
crete version of the theorem using only tools from linear algebra. The proof is
"translated" to the continuous setting in Section where the structure of the
"discrete" proof is being carried over.
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In Chapter [ we give a brief overview over the Prony-like methods for pa-
rameter estimation of exponential sums, which are used in our algorithm in

Chapter 5| Section 4.1|deals with the classical Prony’s method, which recov-
ers the exponents and the corresponding coefficients from the exact sequence
of samples f in (I.T). Since the classical Prony’s method is numerically instable
for non-exact data, we introduce the approximative Prony’s method APM from
[46] in Section The APM algorithm approximates the original samples f by
the sequence f with exponential sum structure. This method is proven to be
numerically stable for noisy data.

In Chapter 5| we present one of the main results of this dissertation, namely
a new algorithm for sparse approximation of exponential sums. The algorithm
itself is derived in Section Additionally, in Section |5.2) we discuss stability
issues of the presented algorithm and provide some solutions. Furthermore,
in Section |5.3| we outline an algorithm for the low rank approximation for the
special case of periodic sequences f. In this case one can show that all nodes z;
lie on the unit circle and the truncated SVD preserve the Hankel structure of
the matrix.

In Chapter [ we provide numerical experiments demonstrating the perfor-
mance of Algorithms 5.1 and 5.4. Our algorithm is tested for approximation
of exponential sums in Section Further, in Sections [6.2] and [6.3 the ap-
proximation of other decaying functions is considered, where in particular a
new non-equidistant sampling approach is presented. Finally, in Section
we briefly show the performance of Algorithm 5.4.






2. Preliminaries

In the following we denote by ¢7(IN) for p € {1,2} the space of p—summable
sequences

o0
(P(N) == {V(Uj)?oo 1 ZU]'”<OO}, p=12
=0

and the norm
1/p
o0
1] or oy = (Z Ujp)
j=0

and by ID the open unit disk
D:={zeC : |z] <1}.
Clearly, we can also consider the space (¥ (Z) defined analogously, containing

doubly infinite sequences of the form v = (v;)* __. It holds ¢}(Z) < ¢*(Z
y q ]/ j=—w

and ¢'(IN) < ¢2(N). Note that /2(IN) and ¢?(Z) are Hilbert spaces with inner
products given by

[e¢] 0
W, vy = Z U;v; and W, v)pz) = Z Uujv;, (2.1)
j=0

j=—e0

respectively. For every sequence v € ¢/(IN) and z € ID we denote the corre-
sponding Laurent polynomial by

Py(z) := i vjzj (2.2)
j=0

and its Fourier series by Py (el“), where w € [0,277).

2.1. Discrete Setting

Let u := (u) . and w := (wy)___ be two sequences in (?(Z). We define

the discrete convolution as follows,

o0
(u * W)k = Z ujwk_]-, keZ.

j=—o0
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The convolution of sequences can be written in terms of infinite matrix-vector

multiplication
Ug U_1 U_2 | U_3 :
w3 (usw)_3
u Up U_1 | U2 U_3
w2 ( )2
u u u U_1 U_p U_ w_ —
2 1 0 1 2 3 1] _ ( ) 1 = u*wW.
wo W)o
us Uun [Z5] Up U_1 U_p
w1 w)1
Uus Uun ui up U [1%) W)z
us Uun u [ZA0)

The above matrix is usually called infinite Toeplitz matrix with respect to u or
a convolution matrix. This representation gives rise to the definition of infinite
Hankel matrices and triangular Toeplitz matrices below. For f € ¢!(IN) we
define the infinite Hankel matrix

l"f =

fo i f
fi 2 f3
fo f3 fa

- (fk+j)1(fj:0 )

Note that by extending the sequence spaces to ¥ (Z), multiplication of I'y with
a vector v € (P(IN) can be seen as the part with negative indices of the convo-
lution vector u * w, where

- e {0
since
fo fi]fe
fO fl fz
fO fl fz
fo hf
fo

and

(%]
(%1
(%)

- )0, j<0
w (w])]:foo . {'U]‘, ] > 0 ’
(u * W)_3 (l"f V)z
(u * W),z (I‘f V)1
(u * W),l (l"f V)o
(u=w) (u=w)
(u+w)q (u=w)q
(uxw); (u+w);
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Therefore the infinite Hankel matrix I'¢ determines an operator I'¢ : /#(IN) —
(P(IN) for p € {1,2} given by

Iiv= (Z fkﬂ-v]') for v := (vy);2, € (P (IN).

j=0 k=0
This is a direct consequence of Young’s inequality and the convolution repre-
sentation above, since with u, w as before it holds
ITevipmy < luswlpz) < [ulaz)[wlez) = 1flam Ve <o

For g = (k)2 € ¢*(IN), we define the infinite triangular Toeplitz matrix Tg by

8o
81 80

Tg:= 2 &1 L0

For g € ¢}(IN) this matrix determines a bounded operator Tg : £/(IN) — ¢”(N)
for v > 1 given by

o0]
k
Tgv := (Z gk]-v]) , ve (V(IN),
j=0 k=0
since for
- 0, j<0 5 . 0, j<0
o — H OO_ = and vV = (0, OO_ = ’
g (g])]_foo {g]/ ] > 0 ( ])]_foo {U]’; ] > 0
it holds

ITgvlewny = 18+ ¥wz) < 18laz) ¥l @) = [8lam Ve

by Young’s inequality.

2.1.1. Basic properties of infinite Hankel and Toeplitz matrices

Let v := (v)}2, be a sequence in /7 (IN) and p € {1,2}. We define the (forward)
shift operator S : ¢P(IN) — ¢F(IN) by

Sv := (0,v9,v1,02,...)
and the backward shift operator S* : {F(IN) — (7 (IN) by
S*v := (vq,v2,03,...).

The shift operator is closely related to the infinite Hankel and Toeplitz matrices.
It is obvious that the Toeplitz matrix Tg contains the forward shifted vectors

9
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Skg as its k-th column. Furthermore the k-th column (and row) of the Hankel
matrix T¢ is the backward shift (S*)¥f of the vector f. Thus, for v € £2(IN) we
have

0 x 0 *
I'¢Sv = (Z it Uj1) = (Z fk+1+j7]j) = S'Tyv.

=1 k=0 N0 k=0
This commutator relation determines the structure of a Hankel operator and
can be even used as a formal definition of T, see [29]. Beyond that, some less
obvious connections can be observed, for investigation of which we need the
following definition.
The shift invariant subspace of £>(IN) generated by the sequence v € ¢?(IN) (resp.
ve ('(N) c ¢?(N)) is denoted by

Sy 1= closp ) span (S*v : ke N}.

With the help of the concept of shift invariant subspaces we obtain a useful
characterization of the kernel of I't presented in the following lemma.

Lemma 2.1. Let f := (f)°, be a sequence in (*(N) and T¢ the corresponding
infinite Hankel matrix as above. Then the following assertions hold.

(1) The kernel space Ker (Tg) := {v € £>(N) : Tgv = 0} is S-invariant, i.e., for
v € Ker(I'¢) we have Sy < Ker(Ty).

(2) A vector v e (?(IN) is in Ker (T¢) if and only if f e (Sy)*.
Proof.
1. Let v € Ker(T'¢). Then the commutator relation implies
ISv = S*Tgv = S0 = 0,
and thus Sv is also in Ker(I).

2. Using the definition of Sy we obtain

0
er:0<:> ka+j0k20 V]EN

k=0
0 .
< Y (Iv)fi=0 VjeN
k=0
< {£Vpn =0 VjeN
= 1Sy

for every v e £2(IN).

Lemma 2.2. For two sequences f € /1 (IN) and g € /' (IN), we have the following.

10
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(1) The convolution f + g is a sequence in £*(IN) and

(2) For g € {1(IN) I'¢Tg is a bounded Hankel operator on ¢*(IN) for v > 1.
(3) It holds T¢Tg = Ty T¢ .
(4) Further we have Tgf = I'tg.

Proof.

1. We observe that for [ > k

-k -k
(TgTe)ik = D, fui)—r& = D, fr8u—t)—r = (TeTg)ie = (£ )ik,
r=0 r=0

while (T¢Tg);, = 0 for [ < k. Young’s inequality ensures that (f«g) €
¢}(IN) and thus the product of Toeplitz operators is a bounded operator
on (Y(N) forv > 1.

2. Since the j-th row of It is (S*)/f and the k-th column of T, is S'g, it
follows that . ‘
(TTg)jx = ((5*)f) ' (S'g) = £ (5*"g),

thus the entries of I'tTg only depend on the sum of their indices. There-
fore, I'tTg has again Hankel structure. The obtained Hankel matrix is
generated by T¢g € /! (IN).

3. Similarly, since the j-th row of T is S'g and the k-th column of T'¢ is (S*)*f
we obtain

(TgTe)j = (S'g) " ((S*)f) = (97g) £ = £1(Ig) = (I¢Ty) .

4. Again, using the shift structure of the matrices Tg and I't we have

T = (Slg, )70 = (& (5)/H)70 = ((SVE8) 70 = Ig.

2.1.2. Infinite Hankel matrices with finite rank

Let f = (fx)2, be sequence of the form with N € N, a; € C\{0} and
pairwise different nodes z; € D\{0},j € {1,...,N}. Then f = (fi), € ¢*(N),
since

[e¢] [e¢]

HIESNIAESY
0

k= k=0

N
2,477

j=1

0 N
|aj]
< Z (Z )cyzﬂ) = Z 1 —]|z]~| < 0. (2.3)

j=1 \k=0 j=1

11
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First, we recall the following property of the corresponding infinite Hankel
matrix I'¢, the so-called Kronecker’s Theorem. Note that there exist different
formulations of the following theorem, for instance Theorem 16.13 in [55] or
Theorem 8.19 in [24], which contain more or less extended statements. We
present here a shortened version, which fits best in our setting.

Theorem 2.3. (Kronecker’s Theorem). The Hankel operator T'¢ : (¥ (IN) — ¢P(IN)
generated by f = (fi) € L' (IN) of the form has finite rank N.

Proof. 1f f can be written in the form (1.1), we define the characteristic polyno-
mial (Prony polynomial)
N N
P(z) := H(z —zj) = bz, (2.4)
j=1 k=0

where by = 1. Then

N N N N N
Z blfk—H = 2 bl 2 a]'Z?—H = Z ajz;‘ (Z bﬂ;) =0 (25)
1=0 j=1 I=0

=0 j=1

for all k € N, i.e., the (N + k)-th column of Iy is a linear combination of
the N preceding columns. Thus Rank I't < N. Now we want to show that
Rank I't = N. Due to the structure of f for the truncated Hankel matrix
we have the factorization

fo fi o fNa
i foo fN
. | =vev
fN-1 N foanea
where V is a Vandermonde matrix given by
1 1 1
21 22 ZN
V= ,
N1 212\1.—1 N1

and C = diag(ay, ..., an) is the diagonal matrix containing the coefficients a;.
Since all z; are in ID\{0} and both, z; and 4; are pairwise different, the matrices
V and C have full rank. Thus the first N columns (and rows) of I'; are linearly
independent and therefore Rank I't = N. O

In order to examine the converse of the above theorem we need some insights
into the theory of difference equations. An equation of the form

fj+N + CN—1fj+N—1 + -+ lej-H + C()f]' =0, j=012,..., (2.6)

12
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where the coefficients ¢ are real or complex numbers is called a homogeneous
difference equation of order N. The equivalent sum notation of (2.6) is given by

N-1

firn == afiskr j=0,1,2,.... (2.7)
k=0

The polynomial with the same coefficients as in (2.7),

N
P.(x) := Z Xk forey =1, (2.8)
k=0

is called the characteristic polynomial of the difference equation (2.7). The above
difference equation has obviously the trivial solution f; = 0 for all j € IN.
To find further solutions of the homogeneous equation we choose the ansatz
fi= 7 for some z € C, z # 0. Then with cy = —1 we obtain the identity

N

N N
Z Ckfjrk = Z etk =2 Z ezt = 2FP(2),
k=0 k=0 k=0

which is zero if and only if Pc(z) is zero. Thus f; = 2/ is a non-trivial solution
of the homogeneous equation if and only if z is a root of the characteristic
polynomial Pc(x). In the following theorem, which can be found as Theorem
1.1 in [4], the generalization of this statement is presented.

Theorem 2.4. Let z1, ... ,zN be distinct roots of Pc(x). Then
fk = Z a]-z;‘ (29)

is the unique' splution of the homogeneous equation (2.7), where a; are some real or
complex coefficients.

Now we assume that the infinite Hankel matrix I'y has rank N. This means that
the (N + 1)-th column (or row) of I’ is a linear combination of the N previous
columns (or rows). Due to the structure of I't we easily see that in this case
f satisfies a difference equation of order N of the above form. Assuming that
the zeros z;, j = 1,..., N of the characteristic polynomial Pc(x) are pairwise
different, the above theorem yields that f can be written in the form (1.1). Note
that the zeros have modulus smaller than 1, since f has been assumed to be in
¢*(IN), as has been shown in (2.3).

2.1.3. Con-diagonalization of matrices

The idea of the con-diagonalization arises in analogy to the unitary diagonal-
ization of hermitian matrices and resp. compact self-adjoint operators. In the
following we will apply the concept of con-similarity and con-diagonalization

13
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for finite matrices, see e.g. [8]. We begin with the following definition.
For a matrix A € CN*N we call A € C a con-eigenvalue with the corresponding
con-eigenvector v e CN if it satisfies

AV = Av. (2.10)

Observe that for a pair (A, v) satisfying (2.10) it also holds

A(eity) = e AT = (e ¥A)v = (e72%)) (V)

for all « € R. Thus, for each con-eigenvalue A of A we can find a corresponding
real non-negative con-eigenvalue ¢ = |A| by this rotation trick. We will always
restrict the con-eigenvalues to their unique non-negative representatives. Note
that this concept can also be found in the literature as Takagi factorization due
to [53] and can be applied to infinite matrices defining a bounded operator on
(2(IN), such as T, see, e.g. Section 4.2 in [15].

In the following we explore the connection between con-diagonalization and
the singular value decomposition (SVD). For that purpose we distinguish be-
tween symmetric matrices (such as Hankel matrices) and non-symmetric ma-
trices.

Con-diagonalization vs. SVD for symmetric matrices

First, it can be simply observed that a symmetric infinite Hankel matrix I'¢
with finite rank is a compact operator and unitarily con-diagonalizable, see
[29]. Since I'tv = A v implies

(Tel§)v = [TV = ATV = (A%,

we directly conclude that the non-negative con-eigenvalues and con-eigenvectors
of I'¢ are also singular values and singular vectors of I'¢, respectively.
Conversely, let ¢ be a singular value of I't with geometric multiplicity 1 and
0 # v € £2(IN) the corresponding left singular vector, i.e.

[[fv=TTev = o2v.

Then TI'¢v is also a singular vector of I't corresponding to the same singular
value o, since

(T3 (Tv) = IT¢(T¢v) = T¢(TTgv) = 0° Tgv
and therefore it holds I'fv = Av for some A € C. On the other hand we have
o*v =T Tgv = ALV = |APPv
and hence |A| = .

14
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Remark 2.5. Note that if we start with a right singular vector of I'y, we use
the singular value equation with the matrix I'fT¢. In this case we can show
analogously that T¢v satisfies the singular value equation

TiTe(Tev) = o2 Ty

and end up with the con-eigenvalue equation of the form
er = )\‘_/',

which can be used as an alternative definition for (2.10).

Con-diagonalization vs. SVD for non-symmetric matrices

In the case of non-symmetric matrices the sufficient condition for the exis-
tence of con-eigenvalues and con-eigenvectors is given in Theorem 4.6.6 in
[29], namely the existence of non-negative eigenvalues of AA with the corre-
sponding eigenvectors. The theorem also states how to determine the con-
eigenvalues and vectors of A from the non-zero eigenvalues and eigenvectors
of AA. Let (0, w) be an eigenpair of AA with ¢ # 0, then (A,v) is a con-
eigenpair of A, where A = /o and v := Aw + AW, since

AV = A(Aw+ Aw)
= AAW + AAw
= AW+ AAW = Av.

2.1.4. Circulant matrices

In this section we consider a special class of finite matrices, the so-called circu-
lant matrices. These matrices are strongly related to finite Hankel- and Toeplitz
matrices, as we will see below.
Let L e Nand ¢ = (cj)jL:_O1 be a vector in C'. We call a matrix C € CL*E
circulant if it is of the form

Co €1 e CL—1
(L1 ¢

. — . _ L-1

C = circ(c) := g1 ¢ - = (C(k—j)modL)]‘,kZO'

1
1 T -1 Co

Note that circ(c) is a special case of a finite Toeplitz matrix, since it has identical
entries on its diagonals. Let

10 ...0
0 1

U=| o 2.11)
01 ..0
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be the flip matrix, which gives us a certain permutation of the columns or rows
by a right or left multiplication. Then we observe that

Cop, €1 C -+ CL1
(o8] Cr C3 - Co
UcC = €2 €3 C4 - (O
€L—-1 ¢ €1 -+ CL-2
has Hankel structure as well as
¢ Cr-1 CrL—2 -+ (1
-1 CL—2 €L-3 -+ (g
CU=| ‘L2 €L-3 CL-4 -~ CL-1
€1 co CrL-1 -+

Note that UU = I and thus UUC is circulant again. The properties of circulant
matrices are well-studied and can be found in [17]. However, one of the most
interesting and useful properties, in particular for our algorithm presented in
Chapter 5 can be summarized as follows.

Proposition 2.6. Let C be a circulant matrix as above. Then it can be diagonalized by
the Fourier matrix Fy of size L x L, defined as

1 1 1 1
1 wp w? w%__l o
S N
I b i(L—l) (L1t
where wy := e~ 27/ is the L-th primitive root of unity. It holds
C = F;DF,, (2.12)

where D is a diagonal matrix containing the eigenvalues of C, which are given by
L-1 y
Aj:chwL_] forj=0,...,L -1
I=0

Proof. We show (2.12) using the definition of F; and the assumed form of the
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eigenvalues A;. We obtain

F/DF| = F;DF;
1, _j

= = (w L - diag(Ao, . ) - (@]
= %(/\ wfl])zL] o (w]Lk)]Lk L
| L-1
— % Z A]wL_l]w]Lk
i k=0
BYGI= ] b
= > D aw lw
j=01=0 ik=0
_1 LZ_lc LZ_le(kil) -
F\S lJ'ZO " i k=0

Due to the properties of roots of unity we have for every term in the sum

Lc;, k—i=1 modL,

ClZ j(k—i=1I) {O

for/ =0,...,L —1 and thus we obtain

else

F;DF| = (C(k—i)modL)b::lO =C.

17
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2.2. Continuous Setting

2.2.1. L? on the unit circle and Hardy spaces

In this work L? denotes the Hilbert space of square integrable functions on the
unit circle 0D = {ze C : |z| =1},

L?:= {47 :0D — C : fzn |p(elf)[2dt < oo}
0

with the inner product

1 27T

(P2 = 2 |, (el (elt)dt,

where ¢, € L?. Note that L? can be identified with the space L?[0,27) via
z = e'!. Thus, due to the standard theory of Fourier analysis, every function
i € L? can be written as a Fourier series on dID

w(eit): 2 1/}(k)eitk/

k=—o0
where the Fourier coefficients 1 (k) are given by the Fourier transform

F: 1?2~ 1%(2),
1 27

N

(Fp) (k) := (k) (elf)e 1 qt.

AN
The transmission between the function domain and the Fourier domain will
become crucial for the understanding of the objects of this section.

Further we introduce the space L* of essentially bounded Lebesgue-measurable
C-valued functions on ¢D,

L* = {gb 10D —C : e5|515111p p(z)| < oo} .
z|l=

Essentially bounded means that it is bounded on the complement of a set of
measure zero. Note that L* is a Banach space equipped with the essential
supremum norm

|pl e = eﬁs‘itllp ¢(2)]-

Furthermore, L* is a proper subspace of L? and it holds

I$l2 < [Pl ¥V peLl”.

By H? we denote the so-called Hardy space. There exist two different possibili-
ties to define H2. The first definition is based on the Fourier transform above.

18
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We define H? as a subspace of L?, which contains functions having only Fourier
coefficients with non-negative index, i.e.

H? := {(p eL? : ¢(e) = Z (ﬁ(k)eitk} :
k=0

Such functions on the unit circle /D can be naturally identified with the power
series Y7 o #(k)zF on the open unit disk ID. Considering z as an indepen-
dent variable, such power series defines an analytic function in ID. This leads
to an alternative definition of the Hardy space, namely the space of analytic
functions on ID with

1 27T -
9l = sup o | lgre) P < .
re(0,1) 0

The transmission from the open unit disk to the unit circle is obtained by
Fatou’s theorem, which states that for ¢ € ID the radial limit

ple') = lim p(re)
exists almost everywhere for t € (0,27]. This result can be found e.g. in [55],
Theorem 13.10. Indeed ¢ is a function in L?. In the following we will make no
distinction between the analytic function ¢ in ID and the corresponding limit
function ¢, which has its domain on the unit circle JD. Note that due to the
power series representation of functions in H? it can be easily seen that the set
{1,z,7%,...} with z = e defines the standard orthonormal basis in H2.
Using the Parseval’s identity, we consider the scalar product on H? in the
Fourier domain, that is, for two functions

P(z) == i aZ" and  ¢(z) := i bz*
k=0 k=0

in H2 we have

(b P = ), aiby.
k=0

For further properties of L2, H?> and L* defined above we refer to the Section
13 in [55].

2.2.2. On rational functions in L2 and their Fourier series

Let g and p be polynomials, which have no common zeros and p is not the zero
polynomial. Further let p have only simple zeros zy, ...,zy and be monig, i.e.
the coefficient corresponding to the largest power of z is one. We denote by R
the set of zeros of p and define a rational function ¢ : C\R — C as a function
of the form

¢(z) = %, (2.13)
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The function ¢ is said to have degree n if max{deg(q),deg(p)} = n. In the
following we want to study rational functions contained in L2.

Rational functions of the form with deg(q) < deg(p) = N admit the
unique partial fraction expansion

z) = il ,
9(2) ]—21 -
where zj, j = 1,...,N, are zeros of p and a; € C some constants. If M =
deg(q) = deg(p) N, then every rational function of the above form can be
written as
q(z)

¢(z) =r(z) + Z)

where 7(z) is a polynomial and deg(§) = N — 1. Thus we obtain the general-
ized partial fraction expansion

A

p(z) =r(z) + Y, —L—, (2.14)

which turns out to be very useful for handling rational functions, particularly
for integration.
Obviously polynomials of finite degree N

N
z) = Z a2k,
k=0

are contained in L2. Since p(z) has only non-negative Fourier coefficients
p(k) = ax, k = 0,...,N, it also belongs to H2. We pass over to the rational
functions on L? with poles and use the following useful property.

Proposition 2.7. A rational function which belongs to L* has no pole on 0.

Proof. Assume that ¢ is a rational function in L? of the form which has
one pole zg = el?7, K {1,...,N} on JD. Then there exists an interval [ :=
[ — &, + ¢] where the numerator |g(el’)| is bounded for t € I and we can
find a constant c; such that 0 # |g(e")]?> > ¢y, t € I. Furthermore for the
denominator we have p(e'f) = (el —e!?)p(e!), where p is a polynomial with
0 # |f(e")|> < cp on I for some c; € R. For the L2-norm of ¢ we obtain

27T 2 ity |2
it q(e”) J 1
Jo ‘(p(e )| dt = L () dt > 1 e —eiﬂz\f)(eit)lzdt

1 1 1 1
— | ———=dt=— | ————=dt
o L |e1t _ el’)/|2 Co L |el(t7’)/) _ 1|2

¢ 1 ¢ 1
:C_lf .—dt:C—lf S S Y
0 J e ’elt _ 1’2 ¢ J e 2 _ it _ it

\%

:c_lr 1 PG ¢ (14 cost)
2¢y J_o 1 —cost 2¢5 J_¢ (1 —cost)(1+ cost)
€ €
_a 1+—c2ostdt > a 12 dt,
2cp ) sin“t 2cy) J_¢sin“t

20



CHAPTER 2. PRELIMINARIES

where the last inequality holds due to the fact that cosine is positive around
zero. Since the last integral is known to be divergent, it holds that ¢ ¢ L2. [

In this section we would like to characterize those rational functions which
belong to the Hardy space H? and those which belong to L? but not to H?. As
we will see below, the crucial part of this characterization is about the question
whether the poles of the function lie in ID or not.
In the following two examples we consider "simple" rational functions with
only one pole inside or outside of ID first, trying to understand some simple
rules about their Fourier coefficients. Afterwards we extend our results to
general rational function of the form (2.13).
Example 2.8. Consider the function with one pole in ID

1

¢1(2) = a e D.

Since |we | < 1 for all t € [0,27), the Fourier coefficients of ¢; are of the form

1 27T e—ikt 1 27T e—ikte—it
k) = ¢1(k) = — . = — ——dt
(Fo1)(k) = 1 (k) 27T ell —n 2t Jg 1—ea
1 (7 e
]
=5 Z dt
j=0
0 1 27T
— IZ_J o (k+]+1)tdt]
A
B a1 <1,
o, k>0,
since
1 e ikt igy — 5 = L k+j+1=0,
27 Jy R 0 else.

Thus ¢; has only negative Fourier coefficients and does not belong to H.
Furthermore, it holds for z € JID

le*klk

k=—00

-1

Z a1 = Zwk |IX|

k=—00

|p1(z

It follows that | @] < o and ¢; is a function in L*. The sequence of Fourier
coefficients (¢1(k))L_ of ¢; is in £1(Z), since
o0 -1

D @)= ) e = Zlﬂdk < o,
le

szoo k:*%

Note that if a rational function is given by the sum of partial fractions

N
=: Z ¢i(z), cieC, ajeD,
=1
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then the Fourier coefficients of ¢ are given by
Z] 1 c] , k< —1,
Z ¢j(k
k= 0.

and also belong to ¢}(Z). Since ¢ is a finite sum of L* functions, it clearly
belongs to L” as well.

(Fo)(k

A

Example 2.9. Consider the function with one pole in C\ID

1 —
¢2(z) := Py 1 B e C\D.
Since |~ lel| < 1 for all ¢ € [0,277), the Fourier coefficients of ¢, are given by
A 1 (27 ikt 27T ’3 1g—ikt
(.FQDQ)(k) - (PZ(k) = E mdt = 27_[ o mdt

f ﬁ_l —1kf2 ﬁ 1 1t ]dt
o 1 27T
— S g [E J ei(kj)tdt]
. 0

Thus ¢, has only non-negative Fourier coefficients and is an H? function.
Moreover, for z € /D we have

|92(2)] = s

[o'e) L 0 1 k 1
<21 kl:k;(ﬂ) BRIk

since 1/|B| € D and therefore the function ¢; is in L*. In analogy to the pre-
vious example it follows that the sequence of Fourier coefficients (¢2(k))~

of ¢y is in £1(Z).
A

A very important special case of a rational function with only one pole in C\ID
is

1
K = , D.
() 1-=az ‘e
It is easy to see that Ky can be written as
1 1
Ka(z) = —a 1 —
zZ—U
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Setting B = @ ! € C\ID in the above computation we obtain for the Fourier
coefficients

(FKa) (k) = Ku(k) = {gk ’;i -1,

K, is frequently called the reproducing kernel of H?, since every function ¢ € H?
can be represented at a fixed value zg as a scalar product with I,

¢(z0) = > ¢()zh =, Kzpdpiny = @, Kzodpp- (2.15)
j=0

Note that the last equality holds due to the Parseval’s equation with scalar
product on ¢?(IN) defined as in . Using the examples above and the partial
fraction decomposition we can easily see that negative Fourier coeffi-
cients only appear if the function ¢ has poles z; in ID, since

@(k):’?(k)‘kzn:ﬂj(__lz.) (k)=0 fork< -1
=1 j

holds if and only if z; € C\D for all j = 1,...,1n. We sum up this result in the
following proposition.

Proposition 2.10. A rational function of the form , which belongs to L? is in
H? if and only if it has no poles in ID.

Summarizing the above considerations we conclude: a rational function of
degree n possesses only Fourier coefficients with non-negative index if it has
no poles in ID. On the other hand, it possesses only Fourier coefficients with
negative index if it has no poles in C\DD.

2.2.3. Hankel operator on L2

We define the projection operator P_ as a mapping from L? to the orthogonal
complement of H? in L2. It maps every two-sided infinite Laurent series to its
part with negative indexed coefficients, which is called principal part, that is

o0 -1
P_:L*—L*©OH*>  P_ ( > ajzj) = > ad. (2.16)

In the following we generally assume ¢ to be a function in L* < L? and with
Fourier coefficients (¢)___ in £1(Z), if not defined otherwise. We define the
multiplication operator induced by ¢ as

My:L*— L%  M,0:= @b

Note that ¢¢ € L? for all ¢ € L? and M, indeed maps to L? as has been shown
in Theorem 13.14 in [55]. Now we define the Hankel operator with respect to
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@ € L™ as the projection P_ of the product with ¢ to the negative part of the
Laurent polynomial

Hy:H? > L?©H?  Hyb:=P_(My0) =P_(¢9). (2.17)

Let P be the projection from L? to H?, which preserves only non-negative
coefficients, that is

o0
P, : L> — H?, Py ( Z ajzj) = Z a]-zj. (2.18)
4 pary

Note that Py +P_ = Id. Now we can show the following lemma about the
adjoint Hankel operator.

Lemma 2.11. Let H, be the Hankel operator as defined above. Then the adjoint
operator H}; : L> © H* — H? is given by

Proof. We recall that the adjoint operator to H,, is defined as an operator Hj, :
L2 © H? — H?, for which it holds

(Hy8, &)1z = (0, Hyd)r2

for two arbitrary functions ¢ € H? and ¢ € L2© H?. First we compute the
adjoint operator to the multiplication operator M, for some ¢ € L*. We find

(My8,8)12 = (9?9, E)r2
1 27T

= 5= | eleeezEna

2

27T , —— -
P R CUTTCORCOL
= (B,98)12 = (8, MgG) 2.

Thus the adjoint to M, is given by M, = Mg. Now, since ¢ has only Fourier
coefficients with non-negative indices and ¢ those with only negative indices,
for the Hankel operator it holds

(Hy8, &)1z = (P (My?),8)12
= <(Id - P+)(Mrpl9)r §>L2
= <Mqﬂ9/ C>L2 - <P+ (Mgoﬂ)r C>L2
= (0, M¢§>Lz -0
= (0, P_(Mg¢))12 + (8, P+ (Mg¢))12
=0+ (0, P (MgC))2.
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How is the definition of a Hankel operator and the found representation of its
adjoint operator connected to our Hankel matrix I't and its adjoint matrix T'
from the Section In order to shed light on this question, we will "translate"
the above concepts to the Fourier domain.
We define the discrete projections P_ and P on the spaces of sequences in
analogy to P_ and P

_:(Z) — F(Z\N),  P_(aj)"_, = (a));

j=—00

P_|_ . KZ(Z) —> KZ(N)/ P+ (aj)]gi—oo = (a]);czo

Furthermore, we recall that the multiplication in L? corresponds to the convo-
lution in ¢?(Z), i.e., for ® € H? and ¢ € L?> © H? we have

F(My?) = F(¢9) = =9 and F(Mgf) = F(9¢) = ¢p(—) &

Thus, the images of the Hankel operator H, and its adjoint operator H in the
Fourier domain are given as follows

F(Hg®) = F(P_(Mg9)) = P_(F(My8)) =P_(¢p+ ),

F(Hpg) = F(Py(Mgf)) = Po(F(Mgg)) = Py (§(—) &)

Since the discrete convolution can be written as a multiplication by a Toeplitz
matrix, for

A

f=(f))Z0:=(9-j1)j 2 and v= (7)), := (%) (2.20)

we have

Po P-1 P2 | P-3 ( EA) ( 5)
A A A A N A*l9_3 erZ
A MR 0| | )
P2 P11 Po |91 P2 ¢-3 0l _ (¢+0)_4 _ [ (Tev)o
S S B0 (¢=0)o (¢p=0
ARG R bl | (@dn | |(g:d

P33 P2 | 1 Po P 4 (¢ +0) (¢

and hence we obtain

Analogously, for

S

f=(f)): (§0]+1) %o and u= ()2 :=({-j-1)7% (2.21)
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we have
~ ~ =~ =~ =~ 5_3
-1 Yo 91| 92 @P3 &,
P2 ¢-1 Po | 1 P2 P3 61
~ A N =~ =~ =~ O
Y3 Y2 Q1| ¢ P11 P2
$3 §o|P1 Po ¢1
o P3| P2 1 Po
(@(=)*E)-s (@(=)*5)-
(P(=) )2 (P(=) &)
@) 6)a | | (@(=) =)
(¢(=)*C)o (Tt w)o
(P(=)*Ch (Tfu)
(@(—) *¢)2 (Tf u)2

and thus we obtain
F(H ;;C) =Tfu.
Indeed, as it has been proven in Theorem 15.8 in [55]], I'¢ is the representation

matrix of H, with respect to the standard orthonormal basis 1, z, z2,...in H?
andz71,272,273,...in L2© H2.

Remark 2.12. Note that in both cases and the sequence f is in
('(N) due to the assumption we made in the beginning of this subsection.
Thus, by Young’s inequality, the convolution in terms of the multiplication by
the Toeplitz matrices above is well-defined.

A

As we will see below, due to the close connection between the infinite Hankel
matrix and the Hankel operator via the Fourier transform, we preserve all the
basic tools we used in the discrete setting. We recall from Example that a
rational function ¢, which is given by the partial fractions

~ C.
@(z) ::ZZ—]a]" cieC, ajeD,
j=1

belongs to L* and has Fourier coefficients of the form

N —k—1
pInE} Cj&i

k<-1,
0 k

0,

(F@)(k) = {

AR/
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which build a sequence in o (Z). Thus, the samples of the exponential sum,
N
fk:ZajZ;'{, k=0,1,2,...,
j=1

where 4; € C and z; € ID\{0} can be seen as the Fourier coefficients with
negative index of a rational function ¢ € L* of the form

2):= Y 1 2.22

9(2) ]_21 - (222)
by setting (F¢)(k) := f_j_q for k < —1. Let us consider Hankel operators
H,, determined by such a rational function ¢ given in (2.22). First, the bound-
edness of T¢ for all f € £1(IN), which we saw in the beginning of Section
can be obviously carried over to the boundedness of the operator H, for all
functions ¢ € L™.
Also Kronecker’s Theorem [2.3] about Hankel matrices with finite rank can be
formulated in terms of Hankel operators on the Hardy space. It can be found
as Theorem 2.8 in [15] and states that for a function ¢ with N poles in ID\{0}
given by the Hankel operator Hy, has finite rank N.
Moving on to the concept of singular values of the Hankel operator, we recall
their formal definition first. Note that we use the standard notation from the
spectral theory for Hankel operators, which is outlined in Section 16.1 in [55].
Let £(H?, L2 © H?) denote the space of all linear bounded operators from H?
to L? © H2. For all k € N we call the non-negative numbers

o= _inf {|H,—R| : Re L(H? L*©H?
k= inf{|H, — R| ( S H)}
singular values of H,. For the bounded operator H, we always assume the
singular values to be ordered non-increasingly, i.e. 0p = 07 > ... > 0. Since H,,
is a compact operator if ¢ is given by (2.22), which has been proved by Hartman
in [27], the above definition is equivalent to the solution of the eigenvalue
equation

HHyty = 07y (2.23)

The functions ¢ satisfying the above equation are called Schmidt vectors of H,
and form an orthonormal system in H2. This result can be found as Theorem
16.4 in [55]. In analogy to the left and right singular vectors of a matrix, the
functions ¢ satisfying

HyH} & = 076k (2.24)

are called Schmidt vectors of Hy,. Since the equations (2.23) and (2.24) are rather
unhandy to work with, we introduce the following. A pair (&, ) is called
Schmidt pair corresponding to the singular value oy, if

Hq;ﬂk = O'kék and H;;@k = O'kl9k. (2.25)
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Let 0 # 0. Then multiplying both sides of the equation (2.23) by H,, yields
HyHjHy = 0y Hy .

and thus for 0xx = Hy0 we obtain (2.24). Conversely, multiplying (2.24) by
Hg, we obtain lb for o} 0 = H Gk We can formulate the following lemma.

Lemma 2.13. Let ¢ be a function in L™, H, the corresponding Hankel operator and
0y a non-zero singular value of Hy. Then the following is equivalent:

(1) (O, Cx) is a Schmidt pair of H,, corresponding to oy.
(2) O is a Schmidt vector of Hy and it holds Hy0y = 03y
(3) C is a Schmidt vector of Hy and it holds Hg 8y = 0y

Proof. The equivalence of (2) and (3) already has been shown above. Let now
(0%, Cx) be a Schmidt pair of Hy, corresponding to oi. Then from 1} it follows

H;;H(Pﬂk = O'kH;;(?k = 0']319](

as well as
Hq;H:;gk = 0'qu719]< = U]%?k-

]

In the following by writing "singular vector of H," we will refer to a Schmidt
vector of H,. Accordingly, by "singular pair of H," we denote a tuple (o, %),
where 9 is a Schmidt vector of H, corresponding to the singular value oy.
Recalling the concept of con-eigenvalues and con-eigenvectors of a symmetric
matrix in Section we can easily see, that it corresponds to the definition of
Schmidt vectors. Namely, if (o, v) is a con-eigenpair of I'¢ then it holds 'tV =
ov as well as I'fv = 0V and thus (v, V) is a Schmidt pair of I'¢ corresponding to
0. This means that Schmidt vectors in a Schmidt pair of the Hankel matrix I'¢
have the special property to be the complex conjugate of each other. Our aim
is to obtain a similar property for the Schmidt pairs of the Hankel operator H,,.
Let us make some useful definitions first. In the following we denote by

M,:L2—>1%  (M®)(z) :=z8(z)

the multiplication operator by an independent variable z. Further we define the
(continuous) flip operator | : L?> — L? as

JO =M9, el
Evaluated at each z € C we have
(J9)(z) = z0(2). (2.26)

We collect the most useful properties of | in the following lemma.
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Lemma 2.14. Let | be the flip operator. Then the following holds.

1) The multiplication by z and conjugation of a function ® in H? causes the con-
p Yy JUS:
jugation and reflection of the Fourier coefficients of ¢ across the zero point, that
is
J(H*) =1’6H*> and J(L?©H?) = H~ (2.27)

(2) For the projection operators P and P_ defined in (2.16) and (2.18) it holds

JP,=P_] and JP_=P,]. (2.28)

(3) Let further ¢ be a function in L* and H, be the corresponding Hankel operator.
Then we have for % € H? and 8, € L> © H?

JHe®: = H5J%  and  HyJ0y = [H30,

Proof.

1. Let the Fourier series representation of ¢ € H? be given by
¥(e'v) = 2] 0 d(j)el/. Then we obtain

27T .
F(Jo)(k) = E eitﬂ(eif)e’”kdt
o b —it(k+1)
—itj
27'( Z 19 e dt
j=0
SET R it (k+1+7)
= — -1 ]
Z 19(])27T Jo e dt
j=0
w A
=2, 9(1)é; k1
j=0
| B(-k-1), k<1
0 k= 0.

The second assertion J(L?© H?) = H? follows analogiously.

2. The second assertion follows immediately from the first due to the fact
that for every function ¢ € L? it holds Py ® € H?> and P_¢ € L? © H>.

3. Let ¥; € H? and ¢, € L>© H?. Using (2) we have

JHpty = JP_(¢t1) = P4 J(9pth) = P1(@]t1) = HyJth

and
HyJ0, = P_(¢]2) = P_](902) = JP4(902) = JH, 0.
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Remark 2.15. Note that the flip operator can also be defined in the discrete
case, namely as

J:02(2) - (*(Z), Jv:=ASv,
where v € ¢2(IN), S the shift operator and A := (ﬂjk)ﬁ:, o, is the counter-identity

matrix with
1, j=—k
A 1=
Ik 0 else.

Furthermore, similar properties as in the previous lemma can be proven also
for the discrete flip operator involving the spaces ¢?(Z), />(N), /*>(Z\IN) and
the discrete projection operators P and P_.

A

Now let us assume that (o, 9 ) is a singular pair of Hy, i.e. it holds H (’;H(Pﬂk =
029 Then, using the above properties of the flip operator, we obtain

HoH} [0 = HyJHyby = [H}Hyty = o7 [0

Hence [ is the Schmidt vector of Hy, corresponding to i and the Schmidt
pairs of the Hankel operator H, are of the form (8, J¢).

Another concept we want to transfer from the discrete to the continuous set-
ting is the one of the shift operator and shift-invariant subspaces. For this
purpose we note that the shift S of a sequence v € /2(IN) corresponds to the
multiplication of the corresponding Laurent polynomial Py(z) by z. Thus, in
analogy to the shift invariant subspace Sy generated by a sequence v € ¢2(IN),
we define the multiplication invariant subspace

My = closppspan{M<d : k e N}

generated by a function ¢ in H2. Now we can formulate a similar assertion to
Lemma [2.1| about the kernel of the Hankel operator H,,.

Lemma 2.16. Let ¢ be a function in L and H, the corresponding Hankel operator.
Then the following holds.

(1) Ker(Hy) := {8 € H*> : Hy® = 0} is multiplication invariant, i.e. for a
function ¢ € Ker(H,) it holds M9 € Ker(H,) for all k € IN.

(2) A function ¢ is in Ker(Hy) if and only if ¢ L M.
Proof.
1. Let ¢ be in Ker(Hy). Then, since z¥ is a H?-function, we have
Hy(M£9)(z) = P (M¢9)(z) = P (2" (2)19(2))

=P_(z "P+( (2)8(2))) +P_(Z'P_(9(2)8(2)))
=P_(MEH,9)(z) =0

for all z e C.
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2. Using properties of the Fourier transform we find

Hy9 =0 < P_(p8) =0

< F(d)(k) =0 vk < —1

< €L 27T (e 9 (e)elkdt = 0 Vk =1
27T 0 ~
1 27T ) )

e — () (M,)*8(e)dt =0 Vk=>1
27T 0

< (@ (M)0)2 =0 vk > 1

and therefore @ L M.

]

2.2.4. Finite Blaschke Products and the corresponding Toeplitz
matrices

In this section we introduce special rational functions, the so-called finite
Blaschke products, which are well-studied in the context of complex analysis.
Detailed information can be found, e.g., in [36]. The infinite version of Blaschke
products was originally introduced by Wilhelm Blaschke in 1915. However, in
this section we will restrict ourselves to the finite version of Blaschke products
and its properties, which are used in the proof of the AAK theorem in Chapter
For instance, as we will see below, finite Blaschke products appear to be
unimodular. Thus, in the proof of the AAK theorem we will rewrite a rational
function as a product, where one factor is a Blaschke product that does not
change its norm. We will study the properties of Blaschke products also by
means of their Fourier coefficients and the corresponding infinite triangular
Toeplitz matrices. Finally we will show how these Toeplitz matrices are related
to our main protagonist, the infinite Hankel matrix I’¢.

Let ay, ..., ag be distinct complex numbers in ID\{0}. A function of the form

K24 K>0
B(z) := U =5 ' (2.29)
1, K=0

is called a finite Blaschke Product of degree K. We denote by

ba,(2) 1=

I 1—1sz

the Blaschke factor corresponding to «;. It holds
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Defining the polynomial p(z) := H] 1(z — «;) another alternative representa-
tion of B on ¢JD is given by

105 P ) R IC) N——IC) 2.30
S ST Ry | e BT N

Some basic properties of finite Blaschke products are presented in a nutshell
in the following lemma.

Lemma 2.17. Let B be a finite Blaschke Product as given in . Then the following
properties holds.

(1) B e H?

(2) |B| = BB = 1 a.e. on 0D and thus B € L.

3) IBl;2 = 1.

(4) B has exactly K zeros in D, namely oy, ..., ak.

(5) B has exactly K poles in C\ID, namely 1/ay,...,1/ak.

(6) Every function ¢ € H? which has zeros at a1, ..., ax can be represented on ID
as

¢=B-9,
for a suitable ¢ € H?,

(7) Let ¢ be an arbitrary function in L2. Then it holds
P_(Bp)=P_(BP_¢) and P, (Bp)="P.(BP;g).

Proof. As (4) and (5) are obvious, we only prove the remaining assertions. Since
B does not have any poles in ID, it is by Proposition an H? function. Using
the representation (2.30), for the modulus of B we obtain

|B(z)|*> = B(2)B(z) = p(z) }Z p(2) =1 a.e. on JD.

Hence, for the L2-norm of B it follows that
27T 27T
|B|7, = —J elh)[2dt = —J 1dt = 1.

Now, let ¢ be a function in H? with zeros at a1, ..., ax. Then ¢ can be repre-
sented as a product

¢(z) = (z—w) ... (z—ax) - q(2) = p(2) - §(2),

where ¢ is also in H2. Hence, we can write ¢ in ID as

0(z) = LEL 2500 = B) - 42



CHAPTER 2. PRELIMINARIES

with ¢(z) := z8p(z)q(z) € H?, since zXp(z) only has the zeros 1/a7,...,1/ag
outside of ID. Let the function ¢ be in L. The first assertion in (7) follows from
the fact that B € H? and from the properties of the projections, that is

P_(Bg) = P_(BP.¢) +P_(BP_g) = P_(BP_g).

Let B(e') = Y2, b(j)e'" be the Fourier series of B. For the second assertion
we recall that on the unit circle B can be written as

and thus we obtain

P, (B¢) =P, (BP_¢) + P, (BP;¢)
=P, (P_BP_¢) +b(0) -P1(P_¢) + P4 (BP+¢)
=P, (BP+¢).
O

From the assertion (2) in the previous lemma we can easily see that the prod-
uct Be is in L® for ¢ € L®. We need this fact for the next lemma, where we
collect further properties of Blaschke products in connection with Hankel op-
erators and their singular values. In particular, in Lemma [2.1§(1) we formulate
an analogous statement to Lemma [2.2(3). Note that in case of matrices this
assertion holds more generally, whereas (1) only applies to a singular vector of
the Hankel matrix.

Lemma 2.18. Let ¢ be a function in L* and B the Blaschke product of the form .
Further let Hy and Hp,, be the Hankel operators corresponding to ¢ and Be.

(1) Let (o, 9) be a singular pair of H, with o # 0 and multiplicity 1. Further let
a1,...,ux be zeros of ¥ in ID and B(z) the corresponding Blaschke product as
given in (2.29), i.e. ® = BY for some & € H?. Then we have

Hpy® = BH,0.
In particular it holds BH,9 € L? © H>.

(2) Let 04(Hy) and 04 (Hpgy) be the n-th singular values of Hy and Hp,, ordered
non-increasingly, i.e.,



CHAPTER 2. PRELIMINARIES

Then, for all n € IN, we have

0n(Hpy) < 0n(Hyp).

Proof.
1. First we note that with (7) of Lemma we have
Hpy0 =P_(Bpd) =P_(B-P_(¢0)) = P_(BH,0)

and thus, in order to prove our assertion it suffices to show that BH,? €
L2 © H?. Let ] be the flip operator as defined in the previous section. Due
to the properties of the Schmidt pairs of Hy, it follows that H,8 = J¢
and thus JH,9 = ¢. Hence JH,0 € H? is also a singular function of H,
corresponding to the singular value ¢ and has the same zeros as ¢. By
Lemma it can be written as

JH,9 = B9,
where @ is a function in H?. Since J? = Id and BB = Id, we have
H,® = J(B8) = B]d e L*© H?

and thus
BH,¢ = J§ e L>© H™.

2. For the proof of the second assertion let £(H?, L2 © H?) be the space of
linear bounded operators from H? to L?> © H2. Using the definition of a
singular value and the fact that the norm of the multiplication operator
|Mg| = 1 we obtain

0x(T¢) = min{|H, - R| : Re L(H? L?© H?), Rank(R) < n}
= min{|H, — R||Mg| : Re £L(H? L*© H?), Rank(R) < n}
> min{|(Hp, — R)Mpg| : Re L(H? L*© H?), Rank(R) < n}
= min{|Hy,Mg — RMg| : Re L(H? L*© H?), Rank(R) < n
= min{|Hp, — R| : Re £L(H? L*© H?), Rank(R) < n}
(Tn(HBq))/

}

since Rank(RMjp) remains at most n due to the fact that Rank(R) < n
and multiplication with Mp it can not increase it.

]

We know already that a finite Blaschke product is an H?-function and therefore
analytic in ID. Now we can state the following lemma, in which the properties
of B in the Fourier domain are examined.
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Lemma 2.19. For some K € N let b = (by)"_, be given as the Fourier coefficients of
a Blaschke product

16()

K
]_[ “]elw Zbke (2.31)

j= 1

where ay, ..., ax € D. Then b € £*(IN) and the infinite triangular Toeplitz matrix Ty,
generated by b has the following properties.

(1) Let v and u be two sequences in £2(IN) with corresponding Laurent polynomials
Py(z) and Py(z) as defined in (2.2). Furthermore let the equality

Py(z) = B(z) - Pu(2),

be satisfied. Then it holds
v = Tpu.

(2) Ty T, =1, i.e. T is the left inverse of Ty,

(3) The operator Ty : €F(IN) — (P(IN) has the norm |Ty |-y = 1 for
p e {1,2}.

(4) Let T¢ be an infinite Hankel matrix generated by f € £1(IN). In analogy to the
previous lemma let 0,(T¢) and 0,(T¢Ty,) be the n-th singular values of Ty and
I'¢Ty, being ordered non-increasingly, i.e.,

oo(Tg) = o1(Ty)
and o0p(TTy) =

Then, for all n € IN, we have

Oy (l"fTb) < 0y (l"f)

Proof. First we prove that b € /!(IN). Let ba,(2) == 1ew, L be the Blaschke factor

corresponding to «;. Then, using the geometric series, b,; can be written as

o0 Q0
b“].(z) _ (em} i 0(]') Z(&jéw)k _ Z w(k+1) Z DC] k 1wk
k=0 k=0
o0
Z lwk Zajklwk _a1+2“k1 1_%“]) elwk

k=1

Thus the Fourier coefficients of b, are given by
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and it holds

0]
| (Bey () o vy = ltj] + 2 @)1 - )

k
< (1—|oyl? Z ;]

1
— |aj]

:(1—\oc]-\)-1 <

1. This assertion follows immediately from the fact that the multiplication
in terms of functions corresponds to the convolution of sequences in the
Fourier domain. Since all the sequences of Fourier coefficients v, b, u
have only non-negative indices, the convolution matrix is given by the
truncated triangular Toeplitz matrix Tj,.

2. Obviously, Ty T, is hermitian. For the (I, k)-th entry of T}, we obtain for
I >k
(TpTo )1k = Zb] 1bj—x = Z bibj(1-k)-
j=l j=0
The coefficients b; are the Fourier coefficients of B,
1 27T

b= —

57 )y B(e)e “kdw,  k=0,1,2,....

Thus,

[e¢]
2bibian = 37, Zb f B(e")e™ M 0 dw
=0

1 (20 . (1K) o
_ iw\ ,—iw(l— a—lwj
= ), B(e'“)e ]Zob]e dw
1 27T Ik
= 27 ), B()Pe N dw = 4

due to property (2) from Lemma
3. Now the third assertion follows directly from the equality above.

4. Let L(¢P(IN)) be the set of all linear operators from ¢7(IN) to ¢F(IN).
Analogously to the previous proof we obtain for p € {1,2}

0x(Tf) = min{|Tf—R|| : Re L({’(N)), Rank(R) < n}

— min{|T¢—R||Ty| : Re £(£7(N)), Rank(R) < 1}
> min{[(Tf—R)Tp| : Re L(¢P(IN)), Rank(R) < n}
= min{|[¢{Tp — RTp| : Re L(/’(IN)), Rank(R) < n}
= min{|T[¥Tp, — R| : Re L(¢P(IN)), Rank(R) < n}

= 0Oy (I‘fTb),

since Rank(RTy,) is still at most #.
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]

Remark 2.20. In the following table we sum up the connection between the
mathematical objects presented in this section in the discrete and continuous
setting. The connection usually employs the Fourier transform /. Note that in
this table we identify the vector in ¢2(Z) of the form

(. . .,0,0,00,01,02,. . .)T

and the vector
T
(UOI 01,02,.. )

in /2(IN). We also identify the vector
(...,0_3,0_5,v_1,0,0,0,..)7T

in £2(Z) and the vector
(- -, 03,02, U—l)T

in /2(Z\IN). AN
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3. AAK Theory

In this chapter we will present a special case of the so-called AAK theorem,
namely for infinite Hankel matrices with finite rank. We will introduce two
versions of the theorem, in terms of infinite Hankel matrices and sequences as
well as in terms of Hankel operators and functions on H?. In Section 3.1 we
provide a new proof for the discrete version of the theorem using only tools
from linear algebra and Fourier analysis. In Section 3.2 the proof for the com-
plex analysis version of the theorem is presented. Both proofs have similar
structure and involve the same mathematical objects just on different "sides"
of the Fourier transform. In contrast, the original result from [1] and all fur-
ther representations of the AAK theory we are aware of, involve fundamental
theorems in complex analysis for approximation of meromorphic functions,
such as the Nehari theorem and the Beurling theorem, see e.g. [15, 40| 55| 34].
The new proof of the AAK Theorem in the linear algebra setting is one of the
main new results of this thesis. The new insights which we achieve by these
considerations may have important impact on the understanding and the com-
putation of low rank approximations of Hankel matrices. Also the connection
between the AAK theory and the Prony’s method can be understood better
due to these considerations.

Let us state the two different versions of the AAK theorem first, beginning
with the discrete one.

Theorem 3.1. Let the Hankel matrix T'¢ of rank N be generated by the sequence f of the
form with1 > |z1| = -+ = |zn| > 0. Let the N non-zero singular values of I's be
ordered by size, 09 = 0y ... > on—1 > 0. Then, for each K € {0, ..., N — 1} satisfying
ox # 0y for K # k, the Laurent polynomial of the corresponding con-eigenvector

v(K) = (o0

o0
Pyio(z) =Y 0N,
1=0

has exactly K zeros ng),...,zéK) in ID\{0}, repeated according to their multiplic-

) (K)

ity. Furthermore, if ng ,-.., 2y are pairwise different, then there exist coefficients
a1,...,dk € C such that for

K o8]
- (Saes o
j=1 1=0

- (1)
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we have
IT¢ — Ty || = ok

In order to formulate the theorem in terms of Hankel operators and functions
on H?, we recall from Example that the samples of the exponential sum
(1.1) can be seen as the Fourier coefficients with negative index of a rational

function of the form N

p(z) =),

j=1

aj

P (3.2)
Therefore, the problem of reduction of the number of terms in the exponential
sum can be "translated" into the function domain. Namely, our goal is
now to reduce the number of poles in ID of the rational function ¢.

This reformulation of the problem leads to the following definition. Let K
be a natural number. We denote by R(K) the space of rational functions in
(L? © H?) n L* having at most K poles in ID. Note that a function ¢ in R(K)
has only Fourier coefficients with negative index and hence no poles in C\DD.
Now we can reformulate Theorem [3.1]in terms of rational functions and corre-
sponding Hankel operators.

Theorem 3.2. Let ¢ be a rational function with exactly N distinct poles in ID given by
and H the corresponding Hankel operator of rank N. Further, let the N non-zero
singular values of Hy be ordered non-increasingly, i.e. 09 > 01 = ... = on_1 > 0.

Then, for every K € {0, ..., N — 1} satisfying ox # oy for K # k, the corresponding
(K) (K)

singular function 9K) has exactly K zeros zy ',..., 2 in D, repeated according to

their multiplicity. Furthermore, if z](.K)

there exist coefficients a](.K) eC,j=1,...,K, such that for

are pairwise different for j = 1,...,K, then

Ko gl
§(z) =Y, —L— e L*OH? (3.3)

we have

inf H. — Hol = |H — H~ll = 0w (H..).
Rank(Hw)gKH ¢ IPH H P (PH K( (p)

3.1. Proof of the AAK Theorem for Hankel matri-
ces with finite rank

In the following we will use the results about infinite Hankel and Toeplitz ma-
trices from Section Note that the proof of the AAK theorem similar to the
one presented below can be found in our paper [43]. We start the preparations
for the actual proof with some useful properties of special Hankel matrices.
Let the sequence f be of the special form with z; € ID. Then the structure
of the (con)-eigenvectors corresponding to the zero-con-eigenvalues of I's can
be described as follows.
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Theorem 3.3. Let f be a vector of the form (1.1). Then v € (*(IN) satisfies T¢v = 0
if and only if the corresponding Laurent polynomial satisfies Py(z;) = 0 for j =
1,..., N, where the z; are given in .

Proof. Observe first that Py(z) is well-defined for each z € ID. The assertion
I'tv = 0 implies

N

o) o N [o's)
0= (T@)x = ) firr®r = ), ) a2 0 = Z a;z} Z 0,2} Z

r=0 r=0j=1

for all k € IN and hence, Pv(zj) =0forj=1,...,N. In particular we have

Na-Pvz-
O—ZZa] z]zz —Z]—(])

k=0j=1 j=1

for all z € ID. Conversely, Py(z;) = 0 obviously implies that I'tv = 0 is satisfied.
O

Next, in Lemmas and 3.5/ we will construct an infinite Hankel matrix with
operator norm 1 that possesses a predetermined con-eigenvector v € ¢!(IN) to
the con-eigenvalue 1. For that purpose, we first need to understand the image
of an infinite Hankel matrix.

Lemma 3.4. For given sequences f € (1(IN) and v e (1(IN) with corresponding
Laurent polynomials Pg(z) and Py(z) the vector w = (wy )2, obtained by

w=TIyv
satisfies

1 27T

Wy = 27 Jo Pe(elt) Py (e 1)e rdt, Vk € IN.

Proof. Let Pw(z) := >07, wiz¥. Then, on the one hand, we find

o O o O )
— Z Z fk+jUjZk = Z Z ka]'Z(k_]).

k=0 j=0 j=0k=j
On the other hand,
W . oo j—1 .
Pe(2)Py(z) = 3 3 fiog™ ) = Pu(z) + 3] 3 fioz® ),
k=0;=0 j=0k=0

where in the second sum only negative powers of z occur. Hence, Py(z) pos-
sesses the Fourier coefficients

w i 27TP it P, —it 7itkdt
o= [ PP e

for k € IN. O

43



CHAPTER 3. AAK THEORY

Now we consider the construction of a special infinite Hankel matrix with
operator norm 1.

Lemma 3.5. Let v € (1(IN) with the corresponding Laurent polynomial Py(z) be
given. Assume that Py(z) # 0 for all z € 0ID. Further, let w = (wy);_, be given by

1 (27 Po(ef) iy
= — . dt, k € IN.
Wk 27'(f0 Pv(e—lf)e ©

Then w € (*>(IN), and |wl|, = 1. Furthermore, the Hankel operator Ty, satisfies
I'wVv = v and it holds

o ITwul2 _ [Tw¥]a _
ITwlemy—em) = sup = =1
uel2(N)\{0} a2 V|2
Proof. First we note that Py(el!) = Pg(e™") and thus it holds ‘ ;V((:_”l?) =1 for
all t € [0,271). Now we observe that by Parseval’s identity
0 iy |12 27T ity |2
Py (e 1 Py (€'
= X nf = |y =5, [miem| @=1
k=0 v L2([0,277)) 0 1tV

and thus w e £?(IN). Further, we obtain
o0 0 27T it
- - 1 Py(e’) k+47)
(e = Qe = 2, 7y e o

1 [ PV(eit) itk - itj 1 (7 i i
= — A 5.e Wdt = — P it —1tkdt:
27t )y Pele )" ],_Zovfe 2nf0 v(ete Ok

for all k € N and thus I'yV = v. The norm of Iy, is indeed equal to 1 since for
arbitrary u € £2(IN) it follows by Lemma [3.4) and Parseval’s identity

2 i 1 (7 it it ikt ’
Tl = 3 |—— f P (i) Pa(e i) e it
k=0 27T 0
) 2
0 27T t
1J PV(el) —it\ . —ikt
< — —— _Pgle ") e ™dt
2 l2n )y BgemyTee)
1 (2r Py (eit) - .
— VAT Pg(e )24t
21 Jo | Po(e ) [Pa(e™)|
Pv(elt) 1 fﬂ —ity\ |2 -2 2
< sup —~| 5= |Pg(e™™)["dt = |ir|* = |[ull3,
te[0,277) Py(e )| 27 Jo k—z—:oo
and thus the assertion holds. ]

This result also immediately implies [Twu/ ) < [W/]e2m [alopny = llula oy
for all u € /! (IN) by Young’s inequality.

Let us come back to the Hankel matrix I'y of rank N and its con-eigenvalues
and con-eigenvectors. We can state the following lemma.
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Lemma 3.6. Let I'¢ be the Hankel matrix of rank N generated by the sequence f of
the form with 1 > |zy| = --- = |zn| > 0, and with con-eigenvectors v(¥),
I =0,...,N—1corresponding to the non-zero con-eigenvalues (resp. singular values)
0p = 01...=0n-1 > 0. Then the following holds.

(1) The con-eigenvectors v\!) have the same structure as f for all | = 0,...,N —1,
i.e. it holds

v,(cl) = Z bi(l)z;‘, (3.4)

where the coefficients bgl), Ceey bg\l,) are given by

i 1
b = o %iPet) (zi)-

(2) Further, the corresponding Laurent polynomials P, )(z) are rational functions
of the form

N
1« 4P ()
P = — A 3.5
v (2) 01;_1 T2z (3.5)

for all z € D, where the numerator of P, (z) is a polynomial of degree N — 1.
Proof.
1. Foralll =0,...,N —1itholds

0 o N )
O'ZZ)I({Z) = (rf\_l(l))k = Z f]'_|_kZ7](l) = Z Z aizfrkﬁ](.l)
=0 j=0i=1

S RN N
=S (Set) = St
i=1  \j=0 =1

and thus v(!) can be written as a sequence of samples of an exponential

()

sum with nodes z;, j = 1,..., N, and coefficients b;”’ = %aiP‘_,U) (z;).

2. Using (1) for the corresponding Laurent polynomials we obtain

o N

1
Z Z ;a]-P‘_,(l) (zj)z;-‘zk

o0
1) _k
P(z) = Z v,(()z =
k=0 k=0j=1""1

k=0 (%

N 0 N
1 1 2P0 (z))
- 2 R St = 2 HE g
j=1 =1
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We will come back to the above lemma in Chapter [5|in order to derive the main
algorithm for the explicite computation of the approximation sequences f(X) in
(3.1). We want to show now that for each single non-zero con-eigenvalue o
of T¢ the Laurent series of the corresponding con-eigenvector v(K) possesses
exactly K zeros in ID, and moreover, that these zeros ng), e, Z§<K) can be used
to construct a new Hankel matrix I; of rank K with f of the form (3.1) and
ITe— T = o

Let ng be the number of zeros of P, (z) in D, where 0 < ng < N — 1. Further
let us denote those zeros by ay, ..., a,,. We first show that ng < K. Since the
Laurent polynomial P, (z) is a function in H?, we know from Lemma 6),
that P ) (z) can be written as

where all the zeros a5, ..., &y of P« inside ID are collected in the Blaschke
product

B~ TT2"% _ % (K 3.7
(z) : H1_m 2. b (3.7)
=1 =0

Further, combining Lemma 2.17(6) and (3.6) we also know that P, (z) is a
function in H? given by

P o) L [T (1= m2) [T 1 (2 By) 69
! UK Hjlil(l - 2j2)

with B; denoting the zeros of P, x)(z) outside ID. Note that the function P, ) (z)
defines a sequence u € /!(IN). By Lemma 1) it follows that

vl — Tb(K)u(K)/ (3.9)

where T (k) denotes the triangular Toeplitz matrix corresponding to the Fourier

coefficients b(K) := (b](K))]?‘OZO of BX)(z). Now we can prove the following.

Theorem 3.7. Let I'¢ be the infinite Hankel matrix of finite rank N generated by £ =
(fi)iey of the form with non-zero singular values op > 01 > ... = ony—1 > 0.
Further, let (ox, vK)) be the K-th con-eigenpair of T with ox # oy for K # k. Let
Ty« be the Toeplitz matrix corresponding to the Blaschke product B (K)(2) as above.
Then T'¢T, k) possesses the singular value ox with multiplicity at least ng + 1, where
ng denotes the number of zeros of P ) in ID. In particular, we have ng < K.

Proof. Considering the Blaschke product as in (3.7), we define the nj partial
products by
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where ay,...,a,, are the zeros of P ) (z) inside ID. We employ the nota-

tion T, (K) /p(K) for the triangular Toeplitz matrix generated by the sequence of
]

Fourier coefficients of [ [} Kin 7.5 such that

Tow) =T ) 0 Ty =T

() /b! b (K) /b](KW

where all b\®) are ¢! (N) sequences according to Lemma [2.19, We show now
that the ng + 1 vectors

v, T v T v (3.10)
nK

are linearly independent singular vectors of I'+T, k) corresponding to the sin-
gular value 0. For j =0,...,ng (with T, () := I) we obtain by Lemma[2.2/and
0

Lemma
(TeT )" (T Ty )) T

= Tl k) 0Ty T, w0 Tyw T
] ] j

— ® wr

- Tb(K) rf Tb(K)/b(K) rfTb](K)T

]

_ * * T K
]

— * T =(K)
oK T, rfT 0w

b®) /b

= T IiT

K
]

= U'Kr}kT(
= O'KTb(K)

To show that the vectors (3.10) are linearly independent, we recall that by
Lemma [2.2(4) the equality

ng
* K) _
j=0 !

for some coefficients 7€C, j=0,...,ng,is equivalent to

nK
> b | =0
j=0

Therefore the vectors (3.10) are linearly dependent if and only if (Z =0 7ib; bl

is a zero-(con)-eigenvector of T (k). In this case, by Theorem [3.3and (3.5 . the
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corresponding Laurent polynomial

o Hg K ng ] 71—y
IR erZWJFZ'Yle—az
r=0=0 j=1 k=1 k

possesses all zeros zy,...,zy, defined in (1.1). Since the degree of the polyno-
mial in the numerator above is ng + 1 and it holds ng < N —1, we conclude

that yo = ... = yn, = 0. Therefore, the vectors are linearly independent
and the mult1p11c1ty of ox as a smgular value of I'fT ) is at least nx + 1. Since
ox(T¢T k) < ox(I'¢) by Lemma it follows that ng < K. O

In the next step, we construct a sequence f(K) = f — g(K) such that

Rank(T; ) =K

and
Hr (K) H - Hrf_f(K) ” = UK.
8

LetT, =T (x) be the Hankel matrix generated b (K) — (oK) *  with
g g(K) & Y8 81 =0

& _ ok [T Py (e)

—itl
£ B A LS [ 3.11
3 27T Jo PV(K)(e—lf)e 3.11)

for | € N. Then by Lemma it follows that [Ig|p2mn)—pemn) = ok and
l"g‘_/(K) — oxvK). Now we can show

Theorem 3.8. Let I'¢ be a Hankel operator of finite rank N generated by f = (fi)7",
with fy of the form with the non-zero con-eigenvalues op > 01 = ... = on—_1 > 0.
Further, let (0%, v\K)) be the K-th con-eigenpair of Tg with i # oy for K # k. Then
the shift-invariant space

So) = closgz(N)span{SlV(K) :1e N}

has at least co-dimension K in £2(IN), and the matrix I _g® ) with g(K) determined by
- 3.11) has at least rank K. Moreover, for the operator norm of I'y(x) we have

ITg 2y —2mny = ITe =Ty lem)—em) = ok

Proof. 1. Similarly as in the proof of Lemma (3.5 we observe that

Q0
- _(K in (K
7™ ) = X 8149) )_ f (e~ 1t e M5 dt
j=0
27T i
_ 0K P, (e . i
- EJ@ PV elf IZ” e~ itidt
27T
_ % (K) ity omitl 34 _ —(K)
= EL Py (ef)e M dt = ko,
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for all k € N and thus Fg(K)V(K) = ov(K), resp. l"ffg(K)V(K) = 0. Moreover, by
Lemma 3.5]it follows that [Ty | 2n)—2an) = k-

We consider now the operator I';_ g(k)- By Lemma the shift-invariant space
S.k) is a subset of KerI';_ g(K)- On the other hand, we observe that for the

0) K-1)

singular vectors vl ,...,v(

0o, - --,0k—1 we have

corresponding to the larger singular values

ITe g7 = [T =T v

T, = [Ty 97

\%

(0 — o) [v 2 > 0.

\%

Thus, the K linearly independent con-eigenvectors v\, . .., ¥(K=1) to the larger

con-eigenvalues ¢y > ... > ox_1 are not contained in the kernel of I'; g(K) and
thus not in S_). Hence, codim S_ ) > K, and T;_ g(k) possesses at least rank
K. O

Finally, we conclude the following theorem.

Theorem 3.9. Let I'y be the Hankel operator of finite rank N generated by £ = (fi)2,
of the form (1.1) with non-zero singular values oy > oy > ... = on_1 > 0. Further,
let (ox, v(K)) be the K-th con-eigenpair of Ts. Then for each K € {0,...,N — 1} where
ok is a simple singular value we have:

(1) The Laurent polynomial P, x)(z) corresponding to the con-eigenvector v(&) has

exactly K zeros ng),. e zg() in ID repeated according to multiplicity.

(2) Considering the Hankel matrix L) given by the sequence g'&) = (8K)io in
1} it follows that T g(K) possesses the rank K and

ITg |2y 2v) = 1T = Te_g) 2y -2y = Ok

(3) The kernel of T g(K) has co-dimension K. If the zeros ng), ey zg() are pairwise
different, then it satisfies

Ker(Ty_y) = Sy = (clospnyspan{ (21, ., (2 )DZoh
where Sy := clospzyyspan {S'VH) : 1 e NJ.

Proof. First we show that S = (closyspan{( (ng) NP ((z,(f;) MEHL
(K) (K)

where z;7, ...,z are all pairwise different zeros of P, (z) inside ID. Indeed
forall/e Nand forj=1,...,ng,
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Thus,
K K
Syt L span{((z1" )y, - (21 )i}
Assume now, that u € /2(IN) satisfies u L span{((ng))l)loiO,..., ((z,g;))l)?ozo},
i.e., that Pﬁ(Z](-K)) =0forj=1,...,ng. Weshow that u e S_). We can rewrite
ng (el Z(.K))

]

=(K)

Pw(eiw) _ B(K)(eiw)Pw(eiw)
j:1(1-—Zj

eiw )

with the same Blaschke product as in , where Py (e'?) still corresponds to
a sequence w = (w;){°, € ¢'(IN). Equivalently, we have @ = T, xw. Since
T, contains the columns v(K), 59(K), ., the assertion u e S5k is equivalent
to the assertion that there exists a sequence y € £2(IN) such that

u="Txy.
By Lemma 2.2]and (3.9) this is equivalent to
Tprow =Ty Tyw Y,

and thus to
W ::Tﬁ;KfTbuvi ::12ﬁK)y-

Now we observe that implies

n N-1
[11-292) 1 (%) - ()2
1 j=1 L St /
P (z) = — ,
() = ~
[1(1-zz)
j=1
and thus
T . = T T Ty
(K) — 5(K) (K)y—1 p’
i () (1L

where TE](K)’ T ( 5](-
(

sequences ((Z.K))r)?; or ((ﬁ](K))” “o and by the finite sequence
p = (1, pN_1,...,po) containing the coefficients of the Prony polynomial in
(2.4). The assertion (1) now follows since T ) is invertible.

By Theorem [3.7] we have ng < K, i.e., S_) possesses at most co-dimension
K. On the other hand, S_x) < Ker(l"f_g(K)) and Ker(T',_ g<K)) has at least co-

dimension K by Theorem Thus, ng = K, i.e., P« (z) possesses exactly K

K)-1 and T are the infinite Toeplitz matrices generated by the

zeros in D, and S_«) = Ker(T;_,x)) has co-dimension K, which proves (3).
Assertion (2) follows directly from Theorem O
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Theorem [3.1] is now a corollary of Theorem In this last theorem the new
sequence f = f — g(&) is explicitely given. Furthermore from Theorem 3)
and Lemma 2.1]it follows that

i K K
f e clospyspan{((z{))iZ, .., ((z)) 0},
i.e., it can be written as a linear combination of the form (3.1).

Remark 3.10. The proof given in this subsection does not explicitly use the
Theorems of Beurling and Nehari for Hankel operators. Nehari’s result states
that the norm of the operator Iy is equal to the infimum of the L*-norm over
all bounded 27t-periodic functions whose Fourier coefficients coincide with fj
for k € IN, see e.g. [55]. This result is “hidden” in Lemma where a sequence
w is constructed from the Fourier coefficients of a special function with norm
1in L*.
Beurling’s theorem essentially states that the linear span of all shifts of a given
sequence v in ¢?(IN) is characterized by the inner factor of its corresponding
Laurent polynomial Py(z). Thus assertion (3) of Theorem is a direct con-
sequence of Beurling’s theorem. We have proven it directly by showing the
invertibility of the Toeplitz matrix T ).

A

3.2. Proof of the AAK Theorem for finite rank Han-
kel operators on the Hardy space

We start the preparations for the proof of Theorem [3.2| with the following char-
acterization of the kernel of a Hankel operator, which is the continuous version
of Theorem Note that a result similar to the assertion of the next theorem
can be found, e.g., in [55]], see Lemma 16.11.

Theorem 3.11. For N € IN let ¢ be a rational function of the form

N

p(z) =

],:12 Z]

where zj € D\{0} and a; € C. Then a function 9 € H? satisfies Hy® = 0 if and only
if 9(zj)) =0forallj=1,...,N.

Proof. By definition of the Hankel operator Hy¢ = 0 holds if and only if
P_(¢9) = 0. This means that the function ¢ has no Fourier coefficients with
negative indices and therefore ¢ € H2. By Proposition it follows that
@9 has no poles in ID. However we recall that ¢ can be written in the form
¢(z) = q(z)/p(z), where p(z) = (z—2z1) -... - (z—zn) and g(z) is some poly-
nomial of degree N — 1 with g(z;) # 0 for all z;. Since ¢¢ = %19 e H? we can
conclude that the poles z; € ID of ¢ have to be canceled out by the zeros of 8.
Hence ¢(zj) =0forallj=1,...,N. O
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Now, similarly to the previous section, we construct a special Hankel operator
with operator norm 1 and a predetermined Schmidt pair corresponding to the
singular value ¢ = 1. The operator-term analog to Lemmas and is
presented below.

Lemma 3.12. Let ¢ be given as in and © be a non-zero function in H?. Further
we define
_Jo . M9
ve= "
Then the Hankel operator Hy has © as a singular function corresponding to the singu-
lar value o = 1. Furthermore we have

e L2

H Hy?
|Hy| := sup |Hyéll2 _ [Hydl2 _
cer oy 16112 19] 2

Proof. We recall from Section that the multiplication by z and conjugation

of a function ¢ in H? causes the conjugation and reflection of the Fourier coef-
ficients of ¢ across the zero point, i.e., z8 € L> © H?, and by definition of ¢ we

have 98
Hypt = P_(ypd) =P_ (%) =P_(J9) =]9. (3.12)

Further, on the unit circle JID it holds zz = 1, and using the formula (2.19) for
the adjoint Hankel operator and the definition of | we obtain

H;(J9) = P (§]9) = P. (%) — P, (M.M.9) = 6.

Thus, ¢ is a singular function of Hy, corresponding to the singular value o =1
and (9, ]J9) is a Schmidt pair to . Furthermore, analogously to the proof of
Lemma for all functions & € L? we have

[Hyll2 = [P ()12 < [9¢]2 < €]12,

since 1p is unimodular on the unit circle, that is

e 9 (eil)

g | -1 Welo2n).

(e =

Therefore the assertion holds. OJ

For the proof of the AAK Theorem we consider again the Hankel operator H,,
of rank N with symbol ¢ given as in . Let 9) e H2, 1 =0,...,N —1be the
singular functions of H, corresponding to the singular values oy > 07 > ... >
on-1 > 0. We want to show that for each non-zero singular value ok of H,
the corresponding singular function #K) possesses exactly K zeros in ID\{0}.
Moreover we show that these zeros Z%K), cer, Z%K) can be used to construct a new
rational function ¢ of the form and the corresponding Hankel operator
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CHAPTER 3. AAK THEORY

Hy of rank K with [|Hy — Hg| = ok.

Let ng be the number of zeros of 9K) in ID, where 0 < ng < N — 1. We denote
these zeros by ay,...,a,,. Imitating the structure of the discrete case from the
previous section and in analogy to Theorem we first show that ng < K.

Theorem 3.13. Let H,, be the Hankel operator of finite rank N with symbol ¢ of the

form and non-zero singular values o9 > 01 > ... = on—1 > 0. Further, let
(0, 8'X)) e the K-th singular pair of H, with ox # oy for K # k. Let ng be the
number of zeros of 9K) in D and BK)(z) the corresponding Blaschke product as in
. Then H B(K) possesses the singular value ox with multiplicity at least ng + 1.
n particular it holds ng < K.

Proof. Let &y ...,a,, denote the zeros of 9(K) inside D such that

8K — p(K) . §(K) (3.13)

be the partial Blaschke product of length j, and Br(llz)_ = BK)/ B](K) such that it

holds
gk — g(K)  gK)

j ng—j"

Similarly as in the proof of Theorem (3.7| we show that the ng + 1 functions

3 B 4K

¢ BN y(®) (3.14)

s Puyg

are linearly independent singular functions of H pB(K) tO the singular value ox.
Note that the above functions are all in H?, since with (3.13) we have

B oW = BVBMBN) 50 = ) AR e vi=1,.

] ] ng—j

With FSK) := 1 we obtain by Lemma [2.17|and [2.18

H g0 Hopix (EJ(‘K)ﬂ(K)) = H;B<K>P7(<PB,(1§7]‘B;K) E(K)ﬂ(K))
= H;B<K>P—(B,(1§)_]-gol9“<>)
- HZB<K>P—(B,SI§)_]-P_(¢19<K>))
- H;B“)P—(Bn?—jH(pﬂ(K))
= H*, , B H,8K)



CHAPTER 3. AAK THEORY

Now, for some complex coefficients Y, j=0,...,ng, it follows from 1} that
SR L ()
yol K 3 (K
> 1B 8 =9 B, =0
j=0 j=0

if and only if
ng K)
S8 =o.
j=0

The numerator of the last sum is a non-zero polynomial of degree nx + 1. Thus,
the above equality leads to y; = 0 Vj = 0,...,ng and the functions (3.14) are
linearly independent. We have shown that ok is a singular value of H B with

multiplicity at least ng + 1. On the other hand, since ok (H,px)) < 0k (Hy) by
Lemma it follows that ng < K. O

Now we construct a function ¢ = ¢ — (X) in L* such that
Rank(Hy) = Rank(H(Pflp(IQ) =K

and
|Hyx | = [Hyp—g = ok

Let Hy = H ) be the Hankel operator with symbol $(K) € L* given by the
K-th singular value and singular function of H,, namely

M, (K
9K

Similarly to Theorem 3.8l we can show the following.

(3.15)

Theorem 3.14. Let H, be the Hankel operator of finite rank N with symbol ¢ of
the form and non-zero singular values o9 > 0q > ... = on—1 > 0. Further,
let (0%, 8)) be the K-th singular pair of H, with ox # o for K # k. Then the
multiplication invariant space

My == clos;pspan{ML8K) : | ¢ N}

has at least co-dimension K in H2. Moreover the operator Hyx) with &) determined
by has at least rank K. For the operator norm of H k) We have

[Hyooll = [Hp = H,_yuo| = ok
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Proof. Let &) be given by (3.15). By Lemma (3.12|it follows that HH#J(K) | = ok
and 9% is a singular vector of Hyw) corresponding to the singular value ok.
From Section |2.2.3we know that (¢(K), J9(K)) is the Schmidt pair of H pl) corre-

sponding to ok. Since (0K, 70(K)) is also the Schmidt pair of Hy corresponding
to ok, it holds

Hlp(KﬂS‘(K):aK]ﬁ(K) and  Hyo™) = oy jo

and thus we have

Hyo!®) — Hyq 8% = H 8K = 0.

g—yp
We consider now the operator H g—ypt0- By Lemma the multiplication

invariant space My is a subset of Ker(H (P_w(K)). On the other hand, we
observe that forr =0,...,K—1

HH(,HP(K)ﬂ(r) lr2em2 = HH(pﬂ(r) - H¢(K)19(r)”L2@H2
> [|Hp8") | 2o — HH¢(K)19(Y)HL2@H2

> (07 = o) |118") | 202 > .

Therefore, the K linearly independent Schmidt vectors 19(0), . ,19(K*1) to the
larger singular values 0y > ... > og_1 are not contained in the kernel of H p—p)
and thus not in M ). Hence, codimM ) > K and H g—yp(K) Possesses at least
rank K. O

Finally, the analog to Theorem 3.9|in the discrete case in terms of Hankel op-
erators and their singular functions can be formulated as follows.

Theorem 3.15. Let H,, be the Hankel operator of finite rank N with symbol ¢ of the
form and non-zero singular values o9 > oy > ... = oy_1 > 0. Further, let
(o, 9W)) be the K-th singular pair of Hy with ox # oy for K + k. Then we have the
following.

(1) The singular function 85) has exactly K zeros ng),zéK),...,z%K) in ID\{0}
repeated according to multiplicity.

(2) Considering the Hankel operator Hy ) with yK) given as in (3.15), it follows
that H p—yplK) possesses rank K and

[Hywol = [Hyp = Hy_yo| = ok

(3) The kernel of H p— has co-dimension K. If the zeros ZgK)’ ng), L Zg(K) are
pairwise different, then it satisfies

1

Z}(K)} ’

Ker(H(p_w(K)) = Myx) = clostspan{IngK), K:zéK)' LK
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where My 1= clospaspan{MK0(K) : k e N} is the multiplication invariant
space generated by 95) and

are the reproducing kernels of H* introduced in Section m

Proof. First we show that

Mﬁ(K) = ClOSHZSpaII{ICZ(K), ]C (K)s«~r ,CZ(K) }J‘,
1

Zy ng

(K) _(K) (K)

where z; 7,2z, 7, ..., 2y, are the pairwise different zeros of 9K in D\{0}. In-
deed, using the reproducing property (2.15) of ICZ]@ we obtain for all [ € IN

MM, K o)pe = (MEBU) (2 = (219)10 M) () = o,

]
since 9(K) (Z](-K)) =0forallj=1,...,ng. Thus,

Mﬂ(K) 1 span{ICZY(), ICzéK), ey ’C (K)}-

Z"K

2 caticfi .
Assume now that ¢ € H- satisfies ¢ L span{lCz§K>,lCZ§K),...,ICZ(K)}, ie.,

nK

cp(z](K)) = 0 forall j = 1,...,ng. We show that ¢ € M«x). First we recall

that by 1} ®K) can be written as
8K — g(K) . @(K),

where 8(K) is a non-zero function in H2. Since ¢ has the same zeros in ID as
#K) we can rewrite

with ¢ € H? and the same Blaschke product BK) as in (3.13). Thus,

2 = () 5K (). P _ s,y P2)
#(2) = BN () 30 z) =09 Rl

3K (2)

(K)

where ¢/8K) is a function in H?, since #(K) has no zeros in ID. Let ()2 be

the coefficients of the Laurent polynomial of ¢/3). Then it holds

(z) = 85 (z) - @i()z()z) = Z;)cjzjﬁ(K) (z) = Z;)Cj(Méﬁ(K))(Z)
= j=

56



CHAPTER 3. AAK THEORY

and hence ¢ € M y).
Now, by Theorem we have ng < K, i.e. My possesses at most co-
dimension K. On the other hand, M 4« < Ker(H q)—l/J(K>) and Ker(H 50—1/1(’()) has

at least co-dimension K by the previous theorem. Thus ng = K, i.e., 8K pos-

sesses exactly K zeros in ID\{0} and Ker(H rpftp(“) = Mk has co-dimension
K. Assertion (2) is now a direct consequence of the previous theorem. O

Now again the AAK Theorem is a corollary of Theorem 3.15] The new
rational function ¢§ = ¢ — 1K) is given by Theorem 3.15|(3) and Lemma m
since we have

7=y L My
and thus L _
¢ e clostspan{lCZ(K), /CZ(K), e, ICZ(K) }.

1 2

Hence, on 0D @ can be written as a linear combination

¢(Z)=ZWZZW'
- )

Z 1z

(K) (K)

i.e., ¢ is a rational function with K poles in ID given by z;"/, ...,z . According
to Kronecker’s theorem Hg has rank K and the assertion of Theorem holds.
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4. An overview over Prony-like meth-
ods

In this chapter a brief overview over the so-called Prony-like methods for re-
construction and approximation of exponential sums is given. These methods
aim to solve the following problem. Let the function f be given by an expo-
nential sum

N
flx) =Y a2, @.1)
=1

where a; # 0 are complex or real weights and z; := eli are pairwise different

exponentials with Im(T;) € [0,271) ¥j = 1,..., N. Given the length of the sum
N and the samples

N N
fr:=f(k) = Z ajz;'< = Z ajeTfk
=1 j=1

fork =0,...,2N we want to reconstruct the parameters T; or the nodes z; and
the coefficients a;.

As we will observe later, the original method introduced by G. de Prony [48]
in 1795 is known to be numerically unstable, see e.g. [45]. Therefore there
have been several modifications of the original version developed in the last
decades. In the following two sections we will give a summary of the original
method, which can be found e.g. in [42], and one of the so far best performing
modifications called Approximate Prony’s Method (APM) by D. Potts and M.
Tasche [46].

In this chapter we will deal with the finite setting. For N € IN and a vector
f := (fx)2Y, of length 2N + 1 we denote by

fo A - fN

fi foo fun )
H§N+1) — : : . : _ (fk+j);i\,]j:0 e C(N+1)x(N+1)

fN fN—H fZN

the leading principal minor of T.
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CHAPTER 4. AN OVERVIEW OVER PRONY-LIKE METHODS

4.1. Classical Prony’'s method

Following the idea of G. de Prony we consider the function of the form (4.1).
Let N and the samples f; for k = 0,...,2N be given. We introduce the Prony
polynomial

N N
P(z) := H(z —zj) = Z Pz, (4.2)
j=1 k=0
defined by it's zeros zj,...,zy. Note that in the monomial representation
the coefficients py are normalized, i.e. py = 1. We observe, that the vector
p = (px) ]Z(\[:O is an eigenvector of the Hankel matrix HENH) corresponding to
the zero-eigenvalue, since

N NNy NN N
SMopkfie= D> mz ™ =Yz > gzl = D azlP(z) =0
k=0 k=0 I=1 =1 k=0 =1

and therefore

HNp — 0. (4.3)

It means, p can be obtained by solving the homogeneous linear equation sys-
tem (4.3). Note that the above system has indeed a unique solution, since the
nodes z; were chosen pairwise different and thus Rank(HgNH)) = N. Once we
have the coefficients py, ..., pny of the Prony polynomial, its zeros zy, ..., zx can
be computed by solving the eigenvalue problem with the companion matrix

00 0 po
10 0 p
Cp :: 0 1 e 0 pZ
00 --- 1 pna

Note that the nodes T; can be computed easily from the zeros z; by taking the
principle branch of the logarithm. Given the exponentials z; the corresponding
coefficients a1, ..., ay can be obtained by solving the overdetermined system

N
daizi=fr, k=0,...,2N (4.4)
j=1

for instance with the least squares method. This leads to the following algo-
rithm.

Algorithm 4.1 (Prony’s Method)
Input: N and the samples f;, k =0,...,2N.

1. Compute an eigenvector p of HENH) corresponding to the zero-eigenvalue.
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CHAPTER 4. AN OVERVIEW OVER PRONY-LIKE METHODS

2. Compute all zeros z;, j =1,..., N of the Prony polynomial P(x).

3. Solve the overdetermined linear system (4.4) and obtain the weights a;, j =
1,...,N.

Output: Nodes z; and weights a; of the exponential sum (4.1).

Note that since py = 1, the homogeneous linear system (4.3) can be rewritten
as

fo fi o fna Po N
i foooo AN o N+
fN.—l f;\l f21\.l—1 PI\;—l fziN

Thus it represents a homogeneous difference equation

N-1

__f]'—l-N - Z pkf]'+k/
k=0

as introduced in Section with the same coefficients pj as in the Prony
polynomial #.2).

Let us proceed with the stability issues of Prony’s method. In many applica-
tions noisy data

f= (' = (fiteiy =f+e,

instead of exact samples fi is given. Usually the perturbed Hankel matrix
H?] 1 is not singular anymore and the linear system 1} has no exact solution.
In many modified Prony’s methods, such as [47] and [46], this problem is
approached by finding an eigenvector v corresponding to a small eigenvalue

of H%NH) and setting p ~ v. This can cause another difficulty in the next
step of the Prony algorithm, namely the instabilities arising while the roots
of Prony polynomial are computed. The error e in the data is propagated
throughout the whole algorithm and leads to large perturbations in the output.
Another drawback of the classical Prony’s method is the fact that the a priori
knowledge of the sum length N is required. As presented in [25], in many
applications the length of the exponential sum is not known a priori and has
to be reconstructed as well as the coefficients aj and the nodes zj. Moreover,
in case of sparse approximation of certain functions by exponential sums, one
is interested in adapting the length of the sum and ideally obtaining small N.
Therefore, in order to get rid of these disadvantages in our algorithm, we use
an approximate Prony’s method presented in the next section.

4.2. Approximate Prony’s method

In the following we present the so-called Approximate Prony’s Method (APM)
for non-increasing exponentials z;, first introduced by D. Potts and M. Tasche
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in [46]. APM can substitute Prony’s method for parameter reconstruction of
exponential sums. In this case the main goal of APM is to improve the poor
numerical performance of the classical Prony’s method for noisy data. Fur-
thermore, the authors get rid of the necessity of the a priori knowledge of N.
For the Approximate Prony’s Method only an upper bound for N is required.
However APM is able to do more than just to reconstruct. It can also be applied
to samples of functions, which are not necessarily exponential sums. In this
case APM approximates the function by a sum of non-increasing exponentials.
This method can be seen as a modification of the classical Prony’s method as
well as the generalization of [8] to a perturbed rectangular Hankel matrix.

First, we assume the underlying structure of the original function to be an
exponential sum of length N. Let the exponentials z;.‘, j=1,...,N be
non-increasing and non-vanishing for k > 0, i.e. z; € D\{0} Vj. The authors of
[46] deal with noisy data and consider the vector of samples to be of the form

f=f)M=(fite) =f+e,

where the noise is bounded by a hopefully small number ¢, i.e. |ex| < e1,
and M > N ensures a certain oversampling of the system. Furthermore they
assume the upper bound L for N to be known a priori. In contrast to the
classical Prony’s method APM uses the perturbed rectangular Hankel matrix

- : OM-LL
Hg := (fi+1)kj—o0

and it’s singular value decomposition. However the general structure of both
algorithms is similar, although APM adapts some steps from the classical
Prony’s method to the noisy data. Such a modification already occurs in the
very beginning of the algorithm. Due to the noise it can not be assumed, that
there exist a zero singular value of H;. Thus in the first step of APM a singular
value o close to zero is evaluated, i.e. o € (0,¢,] for a certain accuracy ¢ > 0.
Let u be the corresponding right singular vector. Since u € C'*1, the polyno-
mial Py(x) has L + 1 zeros instead of N. The question is, how to sort out the
superfluous zeros. The first approach would be to take only zeros in ID\{0},
due to the a priori knowledge that the exponential sum has non-increasing ex-
ponentials. The problem is that the samples f; are noisy, so we cannot hope to
find exactly N zeros in ID\{0}. To solve this problem, the authors of [46] intro-
duce the extended disk ID(r) := {z € C : |z| < r} with radius 7 > 1 and take
only zeros Z; € ID(r)\{0}, j = 1,...,N of Py(x). Note that if r is sufficiently
larger than 1, then N > N. In the next step of the algorithm, similarly to the
classical Prony’s method, the overdetermined linear system

N
DAz =fi, k=0,...2M
j=1

is solved and the weights aj, i=1..., N are obtained. Since it can happen
that we still have too many nodes Z;, another attempt to reduce their number
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is done at this stage, namely by looking at the coefficients 4;. We remember
that the bound of the noise e is given by &;. Thus it can be assumed, that the
superfluous nodes Z; correspond to the coefficients 4;, which have range less
than the noise level, i.e. | < ¢1. Such nodes don’t contain any substantial
information about the original signal and can be discarded in this step. With
the remaining set of nodes denoted by {zj : j=1,...,N} with N < N the
overdetermined linear system

N
Yazi=fi,  k=0,...,2M
j=1

is solved again, in order to obtain new weights aj, j=1,...,N. The complete
algorithm can be summarized as follows.

Algorithm 4.2 (APM)

Input: L, M as before, fi, k =0,...,2M, accuracy bounds ¢1, €5, radius r.

1. Compute a right singular vector u € C-! corresponding to a singular

value o € (0, &;] of the rectangular Hankel matrix F e C(2M~L+1)x(L+1),

2. Compute all zeros Z; € ID(r)\{0}, j = 1,..., N of the corresponding poly-
nomial Py(x).

3. Solve the overdetermined linear system
N
- ok
DAz =fi, k=0,...2M
j=1

and obtain the weights 4;, j=1,...,N.

4. Remove all the Z; corresponding to |4;| < ¢1 and denote the remaining set
of nodesby {z; : j=1,...,N} with N < N.

5. Solve the overdetermined linear system
N
Yiaizi=fr,  k=0,....2M
j=1

again with respect to the new set of nodes and obtain the weights 4;, j =
1,...,N.

Output: Nodes z;, weights a; and the length N of the exponential sum (&.I).

Even though APM is a rather stable method, it has several drawbacks, mostly
caused by the choice of the parameters. For instance, in the first step, it can
happen that for very small ¢, there exist no singular value ¢ in the interval
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(0, 2], since the singular values of I:I; don’t decay fast enough. Thus, in prac-
tice one would first compute the singular values of H; and then choose the
parameter &, accordingly. Furthermore there is no possibility to control the
number of terms in the approximation sum.

Note that the APM algorithm can also be used for sparse approximation of
decaying functions by exponential sums, since a suitable choice of parameters
affects the resulting sum length of the output. We will see the performance of
the approximation approach in Chapter |6
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5. Algorithms for sparse approxima-
tion of exponential sums

In this chapter we present two algorithms solving the following sparse ap-
proximation problem, where the first algorithm is new and is one of the main
contributions of this work. Let the function f be of the form

N
x) = Z a]'z;‘
j=1

where a; # 0 are complex or real coefficients and z; := eli pairwise different
exponent1als with Im(T;) € [0,27) Vj = 1,..., N. Further let the sequence of
samples

N
fi=flk) = Z (5.1)

be denoted by f := (f¢)}",. Given L > N samples of f find new coefficients 4;

Mz

]:

and new nodes Z;, such that for the sequence f = (f;), with

—

N N
=Yzl = > ae' (5.2)
j=1 j=1

it holds
If—flem) <e

where N < N and ¢ some target accuracy.

The first algorithm in Section [5.1| solves the above approximation problem for
decreasing exponentials z; € ID\{0}, which implies Re(T;) < 0. It employs
the AAK theory and Prony’s method presented in the previous sections and
can be found in our paper [43] 44]. The algorithm involves an idea of dimen-
sion reduction of the con-eigenvalue problem of an infinite Hankel matrix I's.
We remark that in [8] a similar finite-dimensional approximation problem has
been considered. The authors use 2N + 1 equidistant samples of a continuous
function f to approximate it with a shorter exponential sum. However, in [§]
neither Prony’s method nor the AAK theorem are used explicitely and the di-
mension reduction is applied to a finite Hankel matrix of size L x L for L > N.
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The second algorithm is presented in Section |5.3|and is known from the con-
text of low rank approximation, for instance from [34], p. 68. It deals with
finite Hankel matrices of special structure and involves the singular value de-
composition to obtain a structured low rank approximation of the matrix. In
the context of the AAK theory it can be seen as a special case of approximation
of exponential sum with nodes on the unit circle. As an output it has a shorter
sum, again with nodes on the unit circle, and the approximation error given
by a singular value of the corresponding Hankel matrix.

5.1. Sparse approximation of exponential sums with
AAK theorem and Prony-like method

In this section we want to apply the AAK Theorem 3.1 for infinite Hankel ma-
trices with finite rank to compute a sparse approximation f of f. Although
the theorem involves computation of singular values and vectors of an infinite
matrix as well as the computation of zeros of an infinite Laurent polynomial.
In order to make these computations numerically feasible and with high preci-
sion, we introduce the dimension reduction approach below. Since the approx-
imation error in Theorem [3.1|is given in terms of the operator norm of Hankel
matrices, we shed light on the connection of this norm to the more common
/2(N) norm of sequences.

In this section we consider the sequence f to be generated as in with N
complex coefficients a; # 0 and pairwise different nodes z; # 0 inside the unit
disc ID.

Structure of the con-eigenvectors of I'y. First, we need some useful proper-
ties concerning the structure of the con-eigenvectors of I'r which we already
used in the proof of Theorem We sum up these properties in the following
lemma.

Lemma 5.1. Let f = (f;)72, € (Y(IN) be given as in and let 07 # 0 be a fixed
con-eigenvalue of the infinite Hankel matrix T¢ = (f; 1k ;’3{:0 with the corresponding
(1)

con-eigenvector v := (vp )i Then v()) can be represented by

N
v,({l) = Z b](l)z;-‘, k=0,1,...,
j=1

where zj, j=1,...,Nare the same as in and the coefficients b](l), j=1,...,N
satisfy

l 1 1 ——
b](- )= o %0 (zj) = —a;Pyu) (%)). (5.3)

_a.
(%] /

Proof. Let (07,v\")) be a con-eigenpair of T for a fixed I € {0,1,...,N — 1}, i.e.
it holds Tsv(!) = gv(). With the notation P.y(z) = Z?io 17](1)27 and we
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obtain
() z ) _ N0, k(D)
00, = (er( ))k = Zfﬁ_k@]- = Z Z alzz Z7]
j=0 j=0i=1
N 0 0 N
=Y | D] 7; Z | 2 = > 4Py (2)2)

i=1 j=0 i=1

forallk=0,1,2,.... l

Dimension reduction for the con-eigenvalue problem. In the next theorem
we present an alternative formulation of the con-eigenvalue problem for the
infinite Hankel matrix I't. The new con-eigenvalue equation involves a finite
Cauchy matrix of size N x N and can be solved numerically.

Theorem 5.2. Let f = (f])]g‘;0 e (1(IN) be given as in and let (07, v\)) be a
fixed con-eigenpair of the infinite Hankel matrix T¢ = (fj ;?,(;c:()’ where | < N, i.e.,
07 # 0. Then the con-eigenvalue equation

l"fv(l) = O'IV(I) (54)

is equivalent to the following con-eigenvalue problem of the dimension N,

AZb" = b, (5.5)
where
1 1 e 1
aq 0 1-z17 T—z1z; T—z1zn
1 1 1
A— as ’ 7 .— 1-z12o 1—|22|2 1—zpzN
1 1 1
O aN 17212]\] 17222]\] T 1—|ZN‘2
and .
l 1
b(l) = (bg ), ey bg\]))—r = ;l(alpv(l) (Zl)/ . ,EINPV([) (ZN))T.

Proof. Using (5.1) and Lemma [5.1] the con-eigenvalue problem leads to

o0
3 fHkﬁj(.l) —ool), Vk=0,1,2,...

j=0
> N k—+j ! N I
= Z Zarzr ]> st( )2 —0'le£ )z’,‘
7=0 \r=1 s=1 r=1
N N () 0 N |
r=1 s=1 j=0 r=1
N . N arE(l) N Dk
S —
= er (Zl—zrzs —Uler Zy
r=1 s=1 r=1
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by use of the geometric series, since |z,zs| <1 forall /,s =1,...,N. Note that
the vector b = (bj)z\i 1 is given explicitely in Lemma Moreover, the above
equality is satisfied for all k = 0,1,2, ..., therefore we obtain

N7
b
Z 1€lr_s_ = (leﬁl) Vr=1,...,N,
s=1" Zrs
which is exactly the entry-wise representation of (5.5). O

Thus, instead of considering the infinite con-eigenvalue problem we can solve
the equation . Due to Lemma the con-eigenvector v() of T¢ is com-
pletely determined by it’s coefficient vector b(!).

Computation of the roots of a con-eigenpolynomial of I'tr. Now, as a con-
sequence of Theorem we can show that the infinite Laurent polynomial
P ) (x) corresponding to a con-eigenvector v(D for I < N has a finite rational

\'
function representation.

Corollary 5.3. Let f = (f]);‘oz0 e (1(IN) be given as in and let (o,v\)) be a
fixed con-eigenpair of the infinite Hankel matrix T¢ = ( fj+k)]93<:0f where | < N, i.e.,
07 # 0. Then for the corresponding Laurent polynomial P (x) it holds

N !
Poy(x) =)

7
P 1 —zjx

(5.6)

where b](Z) is the coefficient vector given in .

Proof. Using the structure of the con-eigenvectors v(!) of T from Lemma
the Laurent polynomial P, (x) can be written as

o N
I
Poy(x) = Z v,(()xk = Z Z b )zj‘xk
k=0 k=0j=1
NS, &b
=207 2z = )
i o l-zx

for |x| < |Zl—| Vj=1,...,N, and in particular for x € D, since z; € D\{0} for all
]
j=1,...,N. O

The above corollary indicates that P (x) is a rational function with numerator
of degree at most N — 1, which is given by

N 0 N
Z b; ;z].’1 H (zg' —x) (5.7)
=1 k=1k+#j

Thus the zeros of P ;) (x) in ID can be obtained by computing the roots of the
above polynomial.
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On the approximation norm. Note that Theorem (3.1 provides the approxima-
tion error in terms of the operator norm of the corresponding Hankel matrix
I, ;. The following considerations give us a connection to the /2(IN) norm of
sequences. For ey := (1,0,0,...) € /2(IN) it holds

ITeo 2
£y = M) g
H HEZ(]N) HeOHﬁ(]N) [ fHEZ(IN) £2(IN)

Thus the norm assertion of the AAK theorem can be reformulated as
If —Elean) < [T gl = ox.

The above considerations lead to the following algorithm.

Algorithm 5.1 (Algorithm for sparse approximation of exponential sums with
decreasing exponentials)

Input: samples f, k =0,..., M for sufficiently large M > 2N —1,
target approximation error € or the desired length of the
approximation sum 0 < K < N.

1. Find the parameters z; € ID\{0} and a; € C\{0}, j = 1,..., N of the expo-
nential representation of f in using a Prony-like method.

2. Solve the con-eigenvalue problem for the matrix AZ to compute
the non-zero con-eigenvalues 0y > 07 > ... > oy_1 of I't. Determine
the largest con-eigenvalue ox with cx < € and the corresponding con-
eigenvector v{K). If a certain length of the approximation sum is desired,
chose ok directly such that 0 < K < N.

3. Compute the K zeros z](.K), j =1,...,K inside the unit disc ID\{0} of the
con-eigenpolynomial P ) (z) of T¢ using it’s rational function represen-
tation obtained in Corollary More precisely, the zeros are obtained

by computing the roots of the numerator polynomial (5.7). Note that

the AAK Theorem 3.1/ ensures that the number of zeros Z](-K) in ID\{0} is
exactly K.

4. Compute the coefficients 4; by solving the minimization problem

K

0
I _ =~ ((K)\k2
= min ) Ifi= 2,z P

. 712
ﬁmu; |f— fHﬁ(N)
104K k=0 ].:1

Output: sequence f of the form such that |f — f]| 2(N) < 0k <€
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Remark 5.4. Note that the £2(IN)-minimization problem in step 4 of the algo-
rithm can be reformulated as

o) [ oo
Jnin 3 [fi —fil? = min | 3 [~ 2Re(fify) + il
" & M [ &

i o0) o0)
= min |[—2Re ) fify+ . \fk\zl ,
S k=0 k=0
since | fk]2 does not depend on the coefficients dy, ..., dg. Furthermore, using

the structure of f; and f; the above problem breaks down to a least squares
problem with complex coefficients as follows

,min | —2Re D Sf+ DL AP

K| k=0 k=0
[ (K) K K B 0 K
= ‘ZReZZ“ﬂzZ REAEDIW L HNCE

j=1li=1 = j=1li=1 k

=0
i K
= dmir} —2Re Z Z Z }
1reee ]:1 -

]1111 ]Zi

A

The complexity of the above algorithm is determined by the computation of
the con-eigenvalues in step 2 and the zeros of the con-eigenpolynomial in step
3. Further singular values and zero computation problems are usually part of
the Prony-like method in step 1.

5.2. Stability of the algorithm for sparse approxi-
mation of exponential sums

In this section we discuss the stability issues of the Algorithm 5.1 and sum-
marize two methods which try to overcome those. In order to improve the
readability of this thesis, only the main procedure of each method is given
below in form of a pseudocode. All the other algorithms, which occur in the
main method as modules, are given in the appendix.

The problems with the stability of the Algorithm 5.1 mostly appear in the com-
putation of the singular values of the matrix AZ in the second step, especially
if the nodes z; are close to each other. As we will see in Chapter|] the singular
values of AZ decay very fast, i. e. the matrix is badly conditioned

There exist several possibilities to improve the stability of the necessary SVD
computation in step 2. The simplest way to do so is using the high precision
floating point arithmetic, which is used in Chapter [ Another way to over-
come the stability issues is to use the structure of AZ, which is well known in
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the literature as the so-called Cauchy matrix, defined as a matrix of the form

Cldl Cldz . CldN
xi+y1 x1ty2 xX1+YyN
od N c2dy cody . _cdn
X+ X+ X1+
C:— ( 14s ) _ 2.y1 2.]/2 1.yN ) (5.8)
X;+Ys ls=1 : : :
CNd1 CNdz . CNdN
xN+tYy1  XNTY2 XN+tYN

where ¢;,dj, xj,y; € C for j =1,...,N. It can be easily seen, that C of the form
(5.8) can be written as the matrix product

1 1 1

€1 0 x+y aty: 0 atyn dq 0
1 1. 1 J
C— ) Xoty1 Xty x1+yN 2
0 c D S 1 0 d
N XN+TY1L XNTY2 XN+YN N
Thus, for cj = aj/zj, dj =1 and Xj 1= 1/zj, yj == —Zj forj =1,...,N our

matrix AZ is a Cauchy matrix, since

aj  aj/z

1—Z]'Zk N 1/Zj—Zk

(AZ)j = fork,j=1,...,N.

Below we summarize two attempts to solve the stability problem for Cauchy
matrices, see [18] and [28]]. The first paper only deals with the singular value
decomposition of structured matrices, whereas the second explicitly computes
the con-eigenvalues and con-eigenvectors. In both papers even the small sin-
gular values of a Cauchy matrix C are computed with high relative accuracy,
i.e. the relative error |o; — Jj| between the exact con-eigenvalues ¢; and the
computed con-eigenvalues 0; is small forall j =1,...,N.

In contrast, the classical numerical algorithms such as QR iteration, bisection
method, traditional Jacobi, etc. compute the singular value decomposition only
with high absolute accuracy. This means that the error estimation is bounded
by O(e)oq1, where e is machine precision and o is the largest singular value.
In our case, where the difference between ¢; and on_; is too large, this error
estimation guarantees no accuracy at all.

The first paper [18] by J. Demmel proposes an algorithm for accurate singular
value decomposition of Cauchy matrices with complexity O(N?®). The main
idea in [18] is to compute the so-called rank revealing decomposition (RRD)
C = XDY', where D is diagonal and X and Y are well conditioned, prior
to the singular value decomposition of C. The author consideres such a de-
composition to be provided by a modified Gaussian elimination with complete
pivoting (GECP). It can be found as Algorithm 3 in [18] and uses the well
known formula for the determinant of a Cauchy matrix. The complexity of the
proposed GECP algorithm is %NS . The computation of the SVD from an RRD
was first published in [19] and involves a modified one-sided Jacobi method,
which is first proposed in [20]. The full algorithm can be found as Algorithm
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1 in [18] and reads as follows.

Algorithm 5.2 (High accuracy SVD for Cauchy matrices)
Input: Cauchy matrix C of the form (5.8).

1. Compute an RRD of C = XDY' using GECP (Algorithm A.1).

2. Compute the QR factorization with pivoting on XD to obtain XD = QRP,
where P is a permutation matrix. It holds C = QRPY .

3. Multiply W = RPY' (it must be conventional matrix multiplication) to
get C = QW.

4. Compute the SVD of W using the one-sided Jacobi (Algorithm A.2) and
obtain W = UZV ' . Thus C = QUZV .

5. Multiply U = QU to obtain the desired SVD C = ULV .

Output: U,Z,V, where C = ULV is the SVD of C.

Remark 5.5. Note that in [18] the author transfers his algorithm for Cauchy
matrices to the Vandermonde matrices. This is possible due to the observation
that a Vandermonde matrix V can be transformed to a Cauchy matrix of the
above structure via the discrete Fourier transform of length N, i.e. VF is of
Cauchy structure. The detailed derivation of this connection can be found in
[18] in Section 6.

A

The second attempt to overcome the stability issues of Cauchy matrices can be
found in [28]. Even though it is based on the main ideas from [18], in contrast
to [[18] it aims to explicitly solve the con-eigenvalue problem for a positive def-
inite Cauchy matrix C from the singular value decomposition of CC. Further
the algorithm from [28] reduces the complexity of [18], since it computes the
m-th con-eigenvalue in O(m?N) operations due to the fact that some matrix
factorizations are only computed partially.

The procedure of [28] works as follows. First, similar to [18], a rank reveal-
ing decomposition of C is computed by a modified LDL factorization, i.e.
P*CP = LD’L, where L is a lower triangular square matrix with unity di-
agonal elements, P is a permutation matrix and D is diagonal. Note that this
decomposition is equivalent to

C = (PL)D?(PL)*

and is of the form C = XD?X* for X := PL. To obtain this representation the
authors use a modified GECP, similar to the Algorithm A.1, which is given
as Algorithm A.4 in the Appendix. Since in [28] only a con-eigenvalue of a
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certain size ¢ is of interest, the authors equip Demmel’s algorithm with a stop-
ping criterion with respect to the target size § of the desired con-eigenvalue.
The iteration terminates when the diagonal elements D? are smaller than the
product of 62 and the machine precision. Therefore the modified GECP can be
computed in fewer than O(N?) operations. At the end only a partial Cholesky
decomposition is obtained i.e. C ~ C = (PL)D?(PL)*.

Next, the authors develope an accurate algorithm to obtain the con-eigenpair
of interest of a Cauchy matrix C from a rank revealing factorization. Let C be
of the form C = XD?X* and define the (m x m) matrix

G :=D(X'X)D.

Considering the SVD of G given by G = WXV* it holds G*G = VZV*. Now,
let v; be the i-th column of V for 1 < i < m, i.e. the singular vector of G
corresponding to the i-th singular value. Then we have

G*Gv; = (DX*XD)(DX'XD)v; = Z2v;.

It follows that z; := XDyv; is an eigenvector of CC corresponding to the eigen-
value X;;, since

CCz; = (XD2X*)(XD’X")z; = XD(DX*XD)(DX'XD)v; = £2XDyv;. = X2z,.

It means that a con-eigenvector z; of CC is given by z; = XDV;Z;'/%, where
v; is the i-th singular vector of G := D(X'X)D. The corresponding i-th con-
eigenvalue is given by L;;, which is at the same time the i-th singular value of
G. The con-eigenvalue algorithm can be summarized as follows.

Algorithm 5.3 (Con-eigenvalue algorithm for Cauchy matrices)

Input: The parameters b, d, x, y of the positive definite Cauchy matrix C
given by (5.8), target size § of the con-eigenvalue.

1. Compute partial Cholesky factors L, D and P such that C = (PL)D?(PL)*
(Algorithm A.4). Set X = PL.

2. Form G = D(X"X)D.
3. Compute the OR factorization of G with the Householder QR algorithm
(with optional pivoting) and obtain G = QR, where Q is a unitary and

R an upper triangular matrix. Note that Uz = R™1ULE.

4. Compute the SVD factors U, X and Uy of R using the one-sided Jacobi
method (Algorithm A.3) and obtain G = QR = QU; X Ug.

5. Compute Ry = D"!'RD™ !, X; = D"!U; /2 and Y; = R} 'X;.
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6. Form the matrix of con-eigenvectors T = XY, since
XY; = XR;'X; = XDR!DD U /% = XDR'U; /2 = XDURE /2

is indeed the a matrix containing the conjugated con-eigenvectors as it
has been shown before. The con-eigenvalues are already given in Z.

7. Select the largest [ such that X;; > 6.

Output: Matrix (1 :/,1 : I) with con-eigenvalues on the diagonals and matrix
T(1: N,1:1) containing the corresponding con-eigenvectors in the
columns.

5.3. Sparse approximation of exponential sums by
means of SVD

In this section we want to solve the sparse approximation problem presented
in the beginning of this chapter for a special case. We remember from Chapter
that the sparse approximation problem for exponential sums is equivalent to
the structured low rank approximation of the Hankel matrix I'y. Classically the
best rank K approximation of a matrix is obtained by use of the singular value
decomposition. It gives the best low rank approximation in the Euclidean and
Frobenius norm. The approximation error in Euclidean norm is given by the
K-th singular value. This result can be found in [23] as the Eckart-Young-Mirsky
Theorem. It is a known fact that the SVD approach applied to a Hankel matrix
in general destroys the Hankel structure, see e.g. Subsection 4.2.4 in [15]. In
this subsection we present a special case of finite Hankel matrices, where the
Hankel structure is preserved by the singular value decomposition and the
low rank approximation can be computed efficiently using the Fast Fourier
Transform.

We consider a periodic sequence of the form

N
fe=Daz, k=012, (5.9)
j=1

where fy,; = fi for some L > N. This condition means that the sequence
is determined by the first L values. In this section we denote by f the vector
(fi)f—s- Due to the structure of the sequence (f¢)j~, we have

ZajzkzL:Zajzk forallk=0,...,L -1

and thus z]-L = 1 are L-th roots of unity for all j = 1,...,N. Therefore, for
0<1r; <1 <...<vy <L-—1thesum (5.9) can be written as
N

fo=Dlajw)),  k=012,...,
j=1
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—2imt/L

where wp 1= e and z; = ij . We define the periodic Hankel matrix with

respect to f by i ]
foo A o fi2 fia
i foooooo S fo
: oot : (5.10)
fi2 fi1 - fi-a fi-s
fr-1 foo -0 fr-3 fi2
As we have seen in Section a Hankel matrix becomes circulant by multi-
plication with the flip matrix U defined in (2.11) of the same size. It holds

[ fo fi o fio froi]
fi-1 fo - fL-3 fL—

UHE™ = | @ 0 L | =dre(fo, fi far o fLea)-
fo f35 oo fo A
A fooooo fir fo |

Moreover, according to the Proposition a circulant matrix in CE*L can be
diagonalized by the Fourier matrix of size L, which is given by

1 wp - wf’l

FL = : . :
1 wffz o CU(LL—l)(L—Z)
1 w[I:_l o w£L71)(L71)_

Let D = diag(dk),%;é be a diagonal matrix containing the eigenvalues dj of
UH}f)er. Using the fact that F F; = LI} the equation

1.
UH" = ZFLDFL,

is equivalent to
UH{"F, =F.D
and since UU = I} and UF; = F; it holds
HY®'F; = UF.D = F,D.

Thus, the con-eigenvalues of err are given by the eigenvalues dj of UHlfD “ and
the normalized con-eigenvectors are the columns (or rows) \%(aﬂf) le_Ol of the

Fourier matrix \LEFL. The Proposition 2.6 also states that the con-eigenvalues
d; are of the form

L-1
—ki .
di= > frw; ", j=0,...,L-1,
k=0
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i.e., they can be computed easily by applying the discrete Fourier transform to
the vector f,

do fo
d
g (5.11)
dr_1 fr—1

We order the modulus of the con-eigenvalues |d|, k = 0,..., L — 1 non-increasingly
|dk0| = |dk1‘ = ... = |dkL—1|

and define A; := dkj s.t.
(Aol = [A] = ... = [Apa].

kil
S j*\L—1 . s )
Letv;:= ﬁ(wL )/—o be the corresponding con-eigenvectors, i.e.

HIf)er‘_’]' Z)\]‘V]' for j=0,...,L—1.

We remember from the Section [2.1.3| that every con-eigenpair (A;, v;) is also a
singular pair of Hlf:’er. For a fixed K < N the truncated singular value decom-
position of err is given by the matrix

K-1
H .= Z /\]V]V]T
j=0

The classical low rank approximation by means of SVD, known as Eckart-
Young-Mirsky, states that H provides the best rank K approximation of err
in the spectral and Frobenius norm. In the spectral norm the approximation
error is given by the (K + 1)-st sigular value Ag, i.e.

IHE" —H|, = inf |HF" —A[» = Ak
RankA<K

For the Frobenius norm it holds

1/2
L-1
HY —H|rp= inf |HY" —A|r= A2
HET Bl =l Al = | 2

Note that such a truncated SVD doesn’t preserve the Hankel structure in the
non-periodic case. The following theorem gives us the structure preserving
properties of H.

Theorem 5.6. Let H be the best rank K approximation of the periodic Hankel matrix
HE' given in . Then H is periodic and has Hankel structure, i.e. there exist a
vector f such that H = HY" . Moreover f is given by

K-1
f=> Avj (5.12)

j=0
here v; = —L (w7 )L=1 are th ' t HE ding to the largest
where vj = —=(wp ), are the con-eigenvectors of Hy ™ corresponding to the larges

con-eigenvalues dy; = Aj for j=0,...,L—1.
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Proof. We observe that for all j =0,...,L —1 it holds

1 kj kj
T "\L—1 (wLJS)SL_—l

Vivi = L(“JL )r=o =0
SRR
wy
e I TP )
Ki(L-1)
L L _
[ 1 wlzj wlz(L U]
1 wlzj wikj 1
A ]

Thus the sum of the matrices of the above form is periodic and Hankel. The
vector f is given by the first row of H. Entry-wise it holds

1S ki
T 2w, forl=0,..,L-1,

which corresponds to (5.12)) in the vector notation. O

Using the Eckart-Young-Mirsky Theorem combined with the above result we
obtain

. e
[P —HElp = inf [HET— Az = A

in the spectral norm and

1/2
L-1
per per, . per o 2
|Hg — H; e = Rar111£11£<K |He ™ —Alr = Z )\]’

in the Frobenius norm. In order to study the connection between the matrix
norm of HE™ and the vector norm of f — f we observe the following. For the
spectral norm it holds

. HY Yey|>
If—f, = M < HHPQ{
e f—f

HZ = /\K/

where e; := (1,0,..., O)T e CL is the first unit vector of length L. In the Frobe-
nius norm we even obtain the best K-term approximation f of the sequence f,
since

L-1L-1
HESIE = 20 D0 I(HE) il —LZIf] fil* = LIf 3
j=0 k=0 j=0
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and thus
1/2

£ By = —— [P = 1L21A2
= FEIF = j
VL L&

Hence the computation of the best K-term approximation of f can be divided
into three essential steps given in the following algorithm.

Algorithm 5.4 (Structured SVD approximation)
Input: Sequence f = (f;);_,-

1. Compute the eigenvalues d; of UH{* by d = F.f using the Fast Fourier
Transform (FFT).

2. Sort the modulus of d; decreasingly and obtain the con-eigenvalues A;
and the corresponding con-eigenvectors v; in the right order.

3. Take the first K pairs (A, v;) and build the sum (5.12).
Output: Nodes wlzj and weights Aj, such that for f = ( fi)i—y with
- 1E L kg
fl:fz/\wa]’ for!=0,...,L—1
i=0

it holds
1/2

1 L-1
. 2
f-Fo= (7 323
j=K

The complexity of the above algorithm is determined by the Fast Fourier Trans-
form of length L in the first step. FFT algorithm was first published by Cooley
and Tukey in 1965 [16] and is still the most common algorithm for the compu-
tation of the discrete Fourier transform. The complexity of the FFT of length L
is O(LlogL).

Remark 5.7. Note that the approximation method presented in this subsection
is equivalent to the classical approximation approach. Namely, first the original
signal is transformed into the Fourier domain and represented in the Fourier
basis. Additionally, the basis elements corresponding to the coefficients under
certain threshold are eliminated and the remaining signal is transformed back
to the time domain. In our context Algorithm 5.4 can be seen as a special case
of the AAK approximation, namely for finite Hankel matrices with periodic
structure. A
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6. Numerical experiments and ap-
plications

In this chapter we present various numerical experiments demonstrating the
performance of the Algorithms 5.1 (AAK) and 5.4 (S§VD). The AAK algorithm
from the previous chapter is tested for approximation of exponential sums
in Section In Sections [6.2 and [6.3] the approximation of other decaying
functions, such as 1/x, is considered. The approximation is conducted for
equidistant and non-equidistant sampling, respectively. Algorithm 5.1 requires
a Prony-like method for Step 1. Here we use the APM algorithm, which was
presented in Section In order to overcome the instabilities of Algorithm
5.1 we chose to increase the precision of all computations in Section [6.1] to 128
significant decimal digits using the Symbolic Math toolbox in Matlab. Further,
in Section [6.5| we present the performance of Algorithm 5.4 for one- and two-
dimensional signals. All experiments in this chapter were implemented in
Matlab 2016b and conducted with a 2,4 GHz Intel Core 2 Duo processor and
4GB 1067 MHz DDR3.

6.1. Approximation of exponential sums

Example 6.1. In the following example we test the performance of Algorithm
5.1 with an exponential sum of length N = 10 using M = 50 equidistant
samples

10
fk = 2 a]‘Z;( (6.1)
j=1

for k =0,1,...,49. In addition, we compare our results to the performance of
the APM Algorithm 4.2. The complex nodes z; and the coefficients a; of the
above sum were chosen randomly according to the uniform distribution in ID
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7N If_ (n)
I I T e e e R e Iy e T/ A
1 | 7.2335e-01 | 7.0434e-01 | 3.9596e-01 | 7.2335e-01 | 7.0434e-01 3.9596e-01
2 | 2.7143e-01 | 2.5776e-01 | 9.8862e-02 | 2.7143e-01 | 2.5776e-01 9.8862e-02
3 | 1.3522e-01 | 1.3464e-01 | 7.2974e-02 | 1.3522e-01 | 1.3464e-01 7.2974e-02
4 | 6.1020e-02 | 6.0843e-02 | 2.1650e-02 | 6.1020e-02 | 6.0844e-02 2.1650e-02
51 9.5748e-03 | 9.5732e-03 | 4.8520e-03 | 9.5748e-03 | 9.5732e-03 4.8520e-03
6 | 2.2792e-03 | 2.2790e-03 | 1.0436e-03 | 2.2792e-03 | 2.2790e-03 1.0436e-03
7 | 1.1236e-04 | 1.1236e-04 | 4.3713e-05 | 1.1236e-04 | 1.1235e-04 4.3707e-05
8 | 3.4296e-06 | 3.4291e-06 | 1.1382e-06 | 3.4295e-06 | 3.4291e-06 1.1381e-06
9 | 9.0150e-07 | 9.0150e-07 | 3.4800e-07 | 9.0149e-07 | 9.0152e-07 3.4776e-07

Table 6.1: Example The error of the n-term approximation f") by Algorithm 5.1
and £, ™ by the APM algorithm. Also the con-eigenvalues ¢;, of the matrix AZ from
Algorithm 5.1 and the singular values (0 ), of the rectangular Hankel matrix H; from
Algorithm 4.2 are given.

and are given by

Z1 0.5441 — 0.1213i ay 0.3536 + 0.17051
k) 0.0491 — 0.10191 ap 0.0929 — 0.09711
z3 0.2157 — 0.38311 az —0.0720 — 0.13111
Z4 —0.5561 — 0.29351 a4 —0.2909 + 0.3794i
z5s | 0.3710 — 0.5754i as | 0.3023 — 0.2191i
z6 | 0.2983 +0.5084i |’ ag | | —0.3256 4 0.3774i
Z7 —0.4558 + 0.1844i az —0.5230 + 0.34691
zg 0.0301 + 0.5191i as 0.3208 + 0.4227i
Z9 —0.2090 — 0.40381 g 0.2054 + 0.0068i
Z10 0.0557 + 0.50531 ay 0.2583 + 0.1628i

For the initial N-term approximation with APM of Algorithm 5.1 the param-
eters L = 20, e = le-14, ¢ = 1le-15 and r = 1 were used. The obtained
approximation error is [f — fo[, = 1.3619e-15, where f = (f);, denotes the
original sequence of samples and fao = ((fa)x)}, the N-term APM approx-
imation. The condition of the matrix AZ in this example is 9.1644e+06. The

(n) (n)

nodes Z:’ and the coefficients i j of the AAK approximation are provided in

Table For better visualization the nodes Z](”) are also plotted in Figure
for all sum length n = 1,..., N — 1 together with the original nodes z;. We
observe that the AAK nodes tend to the original ones as the length of the sum
n grows larger. Remarkable is also the fact that the new nodes sometimes even
exceed the range of the original nodes. This can be seen for instance in case
n = 2, where the upper AAK node is closer to the unit circle than any of the
original nodes z;.

The comparison of our algorithm to the performance of the "pure" APM
method is shown in Table We consider the same sampling sequence £ as in
(6.1I), and compute the n-term approximation by exponential sums with both
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Figure 6.1: Example The nodes Z](n) (blue circles) of the approximation of an
exponential sum (6.1) with Algorithm 5.1 for all sum length n =1,...,9 (from top left
to bottom right) together with the original nodes z; (red asterisk).

algorithms for n = 1,...,9. For APM the parameters L = 20, ¢ = 1e-10 and
r = 1 were used. The tolerance &, was adapted such that we obtain the desired
sum length. In Table [6.1) we can see that the con-eigenvalues o}, of the Cauchy
matrix AZ from Algorithm 5.1 and the singular values (c4), of the rectangu-
lar Hankel matrix H; from Algorithm 4.2 are almost identical for all n. Also
the approximation error in terms of the Euclidean norm as well as the relative
errors of both algorithms do not differ a lot. Although, due to the space con-
strains, the nodes and the coefficients of the n-term APM approximation are
not listed here, it can be observed that also those are almost the same as the
ones obtained by our method. We assume that this behavior can be explained
by perturbation theory. The rectangular Hankel matrix H; is simply the trun-
cated infinite Hankel matrix I't. We know that for a fast decreasing sequence f
the singular values of the Hankel matrix also decay rapidly. Thus, in this case,
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Figure 6.2: The first 25 samples of the sequence f from Example

the SVD of I:I; and the truncated SVD of I'; do not differ a lot.

However, the advantage of our algorithm is noticeable when a fixed length
K of the approximation sum is desired from the beginning. Algorithm 5.1
guarantees the approximation to have sum length K by choosing the K-th con-
eigenvalue ox in Step 2. Furthermore, in this case an iterative algorithm for
solving a con-eigenvalue problem with reduced computational costs can be
used as presented in Section since we can stop the computation at the K-th
con-eigenvalue. Fixing the sum length with the APM algorithm requires rather
special constellation of the parameters ¢, &, and r. Especially in case of noisy
data this is not easy to achieve.

Example 6.2. In this example we consider M = 50 samples f, k =0,1,...,49
of an exponential sum of the same form , i.e., with N = 10. This time we
choose real nodes z; and coefficients a;, j = 1,..., N, randomly uniformly in
the interval [-1,1],

Z1 —0.2090 ay —1.3460
4) 0.0557 a 1.6844
z3 —0.1213 az 1.1786
Z4 —0.1019 as 0.3096
zs | | —0.3831 as | | —0.2399
ze | | —02935 |’ ag | | —0.9695
z7 —0.5754 az 1.0078
zg8 0.5084 ag —1.0853
Zg 0.1844 a9 —1.7433
Z10 0.5191 aio 1.0693

For the purpose of illustration the first 25 values of the sequence of samples f
are plotted in Figure For the initial APM approximation in Step 1 of Algo-
rithm 5.1 we use the parameters L = 20, ¢ = le-15, ¢y = le-16 and r = 1. The
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7N If_ (n)
I I T e e e R e Iy e T/ A
1 | 3.7324e-01 | 3.6585e-01 | 7.9042e-01 | 3.7324e-01 | 3.6585e-01 7.9042e-01
2 | 4.3827e-02 | 4.3484e-02 | 8.0874e-02 | 4.3827e-02 | 4.3484e-02 8.0874e-02
3 | 1.5447e-02 | 1.5443e-02 | 2.8169e-02 | 1.5447e-02 | 1.5443e-02 2.8169e-02
4 | 2.2440e-03 | 2.2440e-03 | 3.7798e-03 | 2.2440e-03 | 2.2440e-03 3.7798e-03
5] 2.2308e-05 | 2.2308e-05 | 4.4868e-05 | 2.2308e-05 | 2.2308e-05 4.4868e-05
6 | 2.4205e-06 | 2.4205e-06 | 4.8623e-06 | 2.4205e-06 | 2.4205e-06 4.8623e-06
7 | 1.2358e-07 | 1.2358e-07 | 2.4582e-07 | 1.2358e-07 | 1.2358e-07 2.4580e-07
8 | 8.7787e-10 | 8.7787e-10 | 1.5171e-09 | 8.7787e-10 | 8.7787e-10 1.5169e-09
9 | 2.0828e-13 | 2.0829¢-13 | 3.6771e-13 | 2.0828e-13 | 2.0828e-13 3.6809¢e-13

Table 6.3: Example The error of the n-term approximation f") by Algorithm 5.1
and £, ™ by the APM algorithm. Also the con-eigenvalues ¢;, of the matrix AZ from
Algorithm 5.1 and the singular values (0 ), of the rectangular Hankel matrix H; from
Algorithm 4.2 are given.

error of the initial APM approximation is |f — o[, = 1.9140e-15, where, again,
f = (fr)2, denotes the original sequence of samples and fo = ((fa)x)ie, the
APM approximation. The condition of the matrix AZ in this example is ex-
tremely bad, namely cond(AZ) = 6.9986e+13.

Similar to Example we summarize the approximation errors of an n-term
approximation computed with Algorithm 5.1 compared to Algorithm 4.2 in
Table We observe that, again, the errors and the singular values are almost
(n)

the same for both algorithms. Looking at the nodes Z j

d](n) obtained by Algorithm 5.1 given in Table we make a remarkable ob-
servation. Since we do not enforce the nodes or the coefficients to be real, it
appears that for some n (namely 3, 4 and 7) the nodes and the coefficients
become complex in order to achieve the desired approximation in the £2(IN)
norm below the con-eigenvalue ¢;,. Further, we can observe that the nodes and
the coefficients appear to only become complex together, which can be con-
firmed by further numerical tests conducted in the course of this work. This
behavior is a known property of polynomials with real coefficients.

and the coefficients

Example 6.3. In this example we consider a very special structure of our expo-
nential sum. Similar to the examples before we choose N = 10 and use M = 50
samples. However, this time we set the nodes to be real and equidistantly dis-
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1 sum computed with Algorithm 5.1.
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n| 1 2 3 4 5 6 7 8 9
(10,0000 —0.7307 —0.8544 —0.8867 —0.8965 —0.8993 —0.8999 —0.9000 —0.9000
{m 0.7307 —0.000 —0.4184 —0.5895 —0.6605 —0.6888 —0.6979 —0.6998
() 0.8544 04184 —0.000 —0.2592 —0.3991 —0.4679 —0.4946
() 0.8867 05895 02592 —0.000 —0.1688 —0.2637
() 0.8965 0.6605 03991 0.1688 —0.000
(n
6
(n
7
(n
8
(n
9

Nt N N dn

N

) 0.8993 0.6888 04679 0.2637
) 0.8999 0.6979 0.4946
) 0.9000  0.6998
) 0.9000

N D N

N

Table 6.5: Example The nodes Z](") of the approximation exponential sum com-
puted with Algorithm 5.1. The entries of the table which appear as zeroes are all below
le-14.

tributed inside the interval [—1,1] as follows:

Z1 —-0.9
Z7 -0.7
Z3 -0.5
Z4 -0.3
Z5 . -0.1
Z6 - 0.1
z7 0.3
Z8 0.5
Z9 0.7
Z10 0.9

In order to simplify the example, the coefficients are set to be a; = 1 for all j =

1,...,N. In Table [6.5 the nodes Z](.”) computed with Algorithm 5.1 are given.
We observe that in this example the nodes are interlacing, i.e., considering an
order

1 2 N
forallm=1,...,N it holds
Z,((TH) < Z,((’:) <...< Z,((:H) < Z,((Z) < Z](!Zjll)

Although this behavior has not been studied more closely in this work, it can
be assumed that the interlacing has its origin in the fundamental properties of
polynomials. Even a connection to orthogonal polynomials can be presumed
in this case and is yet to be studied.

Example 6.4. Finally we present a representative example for noisy data. We
use the same nodes z; and coefficients a; as in Example i.e. the sum length
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f_f) F (£,
A L e T L e
1 | 7.2335e-01 | 7.0434e-01 | 3.9596e-01 | 7.2335e-01 | 7.0434e-01 3.9596e-01
2 | 2.7143e-01 | 2.5776e-01 | 9.8862e-02 | 2.7143e-01 | 2.5776e-01 9.8862e-02
3 | 1.3522e-01 | 1.3464e-01 | 7.2974e-02 | 1.3522e-01 | 1.3464e-01 7.2974e-02
4 | 6.1020e-02 | 6.0843e-02 | 2.1650e-02 | 6.1020e-02 | 6.0843e-02 2.1650e-02
5 | 9.5748e-03 | 9.5732e-03 | 4.8520e-03 | 9.5748e-03 | 9.5732e-03 4.8520e-03
6 | 2.2792e-03 | 2.2790e-03 | 1.0436e-03 | 2.2792e-03 | 2.2790e-03 1.0436e-03
7 | 1.1236e-04 | 1.1236e-04 | 4.3713e-05 | 1.1236e-04 | 1.1236e-04 4.3712e-05
8 | 3.4301e-06 | 3.4303e-06 | 1.1398e-06 | 3.4295e-06 | 3.4303e-06 1.1408e-06
9 | 8.9825e-07 | 8.9845e-07 | 3.4865e-07 | 8.9734e-07 | 8.9941e-07 3.4856e-07
10 | 4.6693e-08 | 4.6079e-08 | 1.4741e-08 | 3.9961e-08 | 3.0247e-08 1.0967e-08
11 | 3.0380e-08 | 3.0678e-08 | 1.0022e-08 | 2.3912e-08 | 2.8829e-08 6.5616e-09
12 | 1.7420e-08 | 2.3472e-08 | 6.4942e-09 | 1.7218e-08 | 2.3756e-08 5.3718e-09
13 | 1.7420e-08 | 2.4063e-08 | 6.6276e-09 | 1.4609e-08 | 2.1247e-08 4.3500e-09
14 | 1.4917e-08 | 2.5550e-08 | 7.3254e-09 | 1.3192e-08 | 2.2261e-08 5.2587e-09
15 | 1.3977e-08 | 1.8756e-08 | 5.4749e-09 | 1.2803e-08 | 2.2379e-08 5.0981e-09
16 | 8.6763e-09 | 1.8419e-08 | 5.5655e-09 | 1.2071e-08 | 2.3144e-08 4.9552e-09
17 | 8.0903e-09 | 1.8539e-08 | 5.4616e-09 | 1.0748e-08 | 2.3844e-08 5.3377e-09
18 | 5.1834e-09 | 1.8952e-08 | 5.3407e-09 | 1.0294e-08 | 2.3699e-08 5.2083e-09
19 | 2.9653e-09 | 1.8898e-08 | 5.1181e-09 | 9.0372e-09 | 2.2557e-08 4.9929e-09
20 | 9.0714e-10 | 2.1824e-08 | 5.0089e-09 | 7.1365e-09 | 2.3084e-08 5.0272e-09
21 | 4.6724e-10 | 2.2586e-08 | 5.0477e-09 | 5.5830e-09 | 2.3559e-08 4.9684e-09
22 | 2.6402e-10 | 2.3049e-08 | 4.9597e-09 | 3.3391e-09 | 2.3307e-08 5.3393e-09

Table 6.6: Example The error of the n-term approximation f(") by Algorithm 5.1
and fa " by the APM algorithm. Also the con-eigenvalues ¢, of the matrix AZ from
Algorithm 5.1 and the singular values (0 ), of the rectangular Hankel matrix H; from
Algorithm 4.2 are given.

remains N = 10. We use M = 50 equidistant samples again, which we equip
with additive noise as

fnoisy = f + se,

where e := (ek)‘,?:o a randomly generated vector using a normal distribution
with mean 1 and standard deviation 2 and s is some scaling factor which
determines the magnitude of the noise. For this example we choose s = 1e-09.
For the initial approximation with APM in Algorithm 5.1 the parameters L =
25, e1 = le-14, e, = 1e-08 and r = 1.2 were used. In order to demonstrate the
development of the approximation error we chose the parameters such that the
APM algorithm initially approximates our sum by a longer sum, namely with
23 terms. The error of the initial APM approximation is ||f — fa > = 2.3370e-08,
where f = ()12, is the original sequence of samples and fa = ((fa)r)7>, the
APM approximation. The matrix AZ has condition 1.3209e+14 in this example.
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In Table |6.6| we compare the errors of our algorithm and Algorithm 4.2. For
the APM method the parameters ¢; = le-10 and r = 1.1 were used for all
n=1,...,22. Only the tolerance ¢, was adapted in every step in order to obtain
an n-term approximaton. It was chosen such that for the n-term approximation
we use the n-th singular value of the rectangular Hankel matrix H;.

We see that the performance of both algorithms appears to be almost the same
also in the noisy case. However, we observe that the errors presented in Table
[6.6|begin to stagnate as soon as the magnitude of the noise is achieved. This is
caused by the fact that the signal itself also stagnates once the function values
get below the noise level. Note that in noisy case neither the infinite Hankel
matrix I nor the rectangular Hankel matrix H; are singular anymore. Apart
from this, we see that all values in Table for n < 9 are almost identical to
the values in Table A further effect we can see in this example is that the
gap between the con-eigenvalue of AZ and the actual Euclidean norm grows
larger with n.

Concerning the nodes obtained by Algorithm 5.1 it could be observed that
in this case the number of zeros of the con-eigenpolynomial in Step 3 does
not correspond to the index of the con-eigenvalue. The noise destroys the
exponential structure of the signal and the AAK Theorem does not hold in
this case. Thus we used the K zeros, which have the smallest absolute value
for this experiment in order to achieve the K-term approximation for K =
1,...,23. These zeros appear to be almost the same as the ones computed with
APM. As expected, due to the noise perturbations, also the APM algorithm
had difficulties to fix the sum length of the approximation.

6.2. Approximation of 1/x by exponential sums

In this section we approximate the function f(x) = 1/x in the interval [1,50]
by exponential sums and compare our results to the ones obtained by Hack-
busch in [25]. Note that the interval is chosen to start at one in order to keep
distance from the singularity of f at zero. This approximation result can be
used, for instance, to evaluate some high-dimensional integrals by products of
one-dimensional integrals as can be found in [12]]. Further, a d-variate function
of the form f;(x) :=1/(x1 + x2 + ...+ x4) can also be approximated by an ex-
ponential sum, since the d variables can be separated in the exponential repre-
sentation. Functions of the form f;(x) appear in the so-called Coupled Cluster
(CC) method for solving many-body systems in quantum chemistry and nu-
clear physics. In this application x; represent energies, related to the occupied
orbitals and virtual orbitals. Thus, the separation of variables x; enables cou-

X

pling of the orbitals, since the exponential sum representation 1/x ~ Z]Ii 14jZ]

leads to
N

1 x
. 1 DY
ajz;' -z

1

~ Xd
X1+x2+ ...+ x4 ;

j
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n o, £ Em) | e £,
1 1.5789e-00 1.0479¢e-00 -
2 4.3137 e-01 3.7340e-01 1.4145e-01
3 9.9203e-02 9.4372e-02 2.4771e-02
4 1.9627e-02 1.9207e-02 4.4988e-03
5 3.3233e-03 3.2870e-03 7.8479e-04
6 4.7360e-04 4.6840e-04 1.3138e-04
7 5.5123e-05 5.4309e-05 2.2138e-05
8 4.9665e-06 4.8884e-06 3.6552e-06
9 3.1299¢-07 3.1581e-07 5.9684e-07
10 1.0840e-08 4.5328e-08 9.8033e-08

Table 6.7: Approximation of 1/x by exponential sums: Singular values ¢;, of the matrix
AZ, the approximation error |f — f")|, of Algorithm 5.1 and the approximation error

|£f— fg) |2 obtained with nodes and coefficients from [25] for length of the sum n =
1,...,10.

and the computational costs of CC can be reduced. For further details about
coupled cluster analysis in quantum chemistry we refer to [33].

In this example we use M = 100 equidistant samples of 1/x in the interval
[1,50]. Let f := (f;)?, be the vector of samples of f and f(") := (f,fn))zio the
output vector of its n-term approximation by Algorithm 5.1. The initial N = 11
nodes z; and weights a; were obtained with parameters &y = &, = 10719, r =11
and L = 23 by applying APM2 and are given as follows:

Z1 0.9959 ap 0.0214
v4) 0.9781 az 0.0507
z3 0.9443 az 0.0818
Z4 0.8919 ag 0.1137
Z5 0.8178 as 0.1422
ze | = | 07198 |, ag | = | 0.1597
Zy7 0.5981 az 0.1585
zg 0.4568 ag 0.1339
Z9 0.3060 a9 0.0895
Z10 0.1634 aio 0.0405
211 0.0533 a1 0.0082

In Table |6.7| we compare the approximation error of Algorithm 5.1 with expo-
nential sum approximation obtained in [25], where the following approxima-
tion problem is considered. Let E,(x) be an exponential sum of the form

n
Ea(x) = ) cje” ", (6.2)
j=1
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Figure 6.3: Plot of the approximation error |fj — fk(")| (blue, solid line) and | f; — ( fk)g)\
(red, dashed line) on the logarithmic y-axis and the index k of the sequence on the x-
axis forn = 1,...,10 (from top to bottom) computed for approximation of 1/x with
Algorithm 5.1.
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n 1 2 3 4 5 6 7 8 9 10
2 0.9804 0.8725 0.6982 0.5254 0.3856 0.2816 0.2063 0.1516 0.1112 0.0802

£ 0.9933 0.9545 0.8706 0.7544 0.6279 0.5079 0.4022 0.3123 0.2355
2" 0.9953 0.9710 0.9187 0.8386 0.7391 0.6309 0.5220 0.4157
2" 0.9958 0.9760 0.9358 0.8731 0.7901 0.6917 0.5814
5 0.9959 0.9776 0.9421 0.8869 0.8113 0.7154

)
)
)
)
£ 0.9959 0.9780 0.9439 0.8911 0.8171
)
)
)
)

2 0.9959 0.9780 0.9443 0.8919
2" 0.9959 0.9781 0.9443
2" 0.9959 0.9781
2 0.9959
n| 1 2 3 4 5 6 7 8 9 10

i\ 02419 0.6728 07437 05561 0.3499 02045 0.1158 0.0645 0.0354 0.0186
s 0.0434 01717 0.3228 0.3886 03592 0.2832 02011 0.1320 0.0797

)
)
(n) 0.0290 0.0921 0.1756 0.2434 0.2669 0.2474 02014 0.1455
(n) 0.0225 0.0637 0.1173 0.1685 0.1988 0.2001 0.1753
al" 0.0217 0.0542 0.0929 0.1318 0.1597 0.1686
(n)
(n)
(n)
)
)

i 0.0215 0.0514 0.0841 0.1172 0.1444
iy’ 0.0214 0.0508 0.0821 0.1140
i’ 0.0214 0.0507 0.0818
i 0.0214 0.0507
i 0.0214

(n)

Table 6.8: The nodes z\") and the corresponding coefficients 4 j from the approxima-
tion of 1/x computed with Algorithm 5.1.

where cj, aj € RR, aj > 0 and x is restricted to non-negative numbers. Further let
En = {Ey : En(x) is of the form (6.2)} denote the set of all exponential sums
E,(x) of the above form of length n. Find an exponential sum E}; € &,, such
that

max |E;; — 1/x| = min max|Ex(x) —1/x|,

xel E,e&, xel
where [ is a closed interval in R™\{0}. Note that in [25] an algorithm for
function approximation based on the Remez algorithm was used, which is
considered a classical L* approximation algorithm with equioscillating ap-
proximation error, whereas we approximate sequences of samples.
We denote the vector of samples of the n-term approximation of f from [25]

by fg) = (( fk)g))zgzo. The nodes and weights obtained by our algorithm are

given in Table and the nodes and weights from [25] can be downloaded

from http://www.mis.mpg.de/scicomp/EXP_SUM/1_x/. It can be observed that
(n) (n)

the nodes Z and weights 7 j for j = 1,...,10 obtained by Hackbusch are
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Figure 6.4: Distribution of 100 non-equidistant sampling points in the interval [1,5]
with sampling function ¢(x) given by for p, = 0.01 (left), po = 0.1 (center) and
p2 = 1 (right). The y-axis is the function f(¢(k)) at k = 0,1,..., M. First row: the x-
axisis ¢(k) fork =0,1,..., M — 1. Second row: the x-axis is the vector (0,1,...,M —1)
itself.

very different from the ones computed by our algorithm, especially for small
n. Even though, for the most values of n we obtain the same order of the 2-
error. For n > 9 the error of our algorithm is even slightly better.

Another interesting observation can be made by looking at Figures where
the approximation errors |f; — fk(”)| and |fx — ( fk)g)| at each sampling point
k =1,2,...,100 are pictured for our algorithm and the algorithm from [25].
We see that the error from [25] rather increases towards the interval [1,50]. In
contrast, the error made by the AAK Algorithm is mostly concentrated in the
beginning of the interval.

6.3. Equidistant vs. non-equidistant sampling

Observing a different error behavior in parts of the interval when 1/x is ap-
proximated by an exponential sum, we want to investigate whether the error
can be decreased by using different sampling. Since Prony-like methods re-
quire equidistant samples, we will employ a special substitution.

In the following we consider approximation of the function f(x) = 1/x in the
interval [, b] with non-equidistant sampling. Our goal is first to construct a
sampling function ¢ : [0, M — 1] — [a,b] with $(M) = b and ¢(0) = a such that
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we sample
fr = f(p((k)) for k=0,1,..., M

and the sampling points are distributed more densely in the end of the interval.
Therefore we choose ¢ to be of the form

1

xX)=p———,
¢(x) = p1 P

where p1, p2 and p3 are some parameters in C. We want the following condi-
tions to be satisfied:

L =b and q’)(O)zpl—i:a.

My=p - —
PM) =P T s p3

Note that the second condition is equivalent to p; = a + % and thus, substi-
tuting p; in the first condition, we obtain

T
p3 p2M + p3
p2M
=b—a
~ pa(paM+ p3)
< p2M = (b—a)pMps + (b —a)p3

M
= pi+paMps — 122 =0,

Now, if we choose p, to be a free parameter, the solution of the quadratic
equation above is given by

2
pzM pzM pzM
=== 4 = :

and the function ¢ is given as

_l+aps 1 (Itaps)(pax+ pg). 63)

ps pax+ps pa(p2x + p3)

Some examples of the sampling with function ¢ above are given in the first
row of Figure |6.4{for 2 = 1 and b = 5. We observe that for small p, the sam-
pling is more dense in the beginning, whereas for larger p, the sampling points
are more and more shifted to the end of the interval [a, b]. Note that for p; — 0
we will approach equidistant sampling. Of course it has to be said that if we
chose p; too large, the full function f(x) = 1/x is not represented properly by
the obtained samples.

The second row of Figure |6.4] shows the same sampling points plotted at the
original equidistant points 0,1, ..., M — 1. We can see that the larger we choose
p2, the faster the function f(¢(x)) tends to zero. This causes fast decay of the
con-eigenvalues of the matrix AZ and the resulting approximation error, as we
can see in Figures 6.5/ and Comparing to the approximation error obtained

¢(x)
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Figure 6.5: Approximation error |f — f(")|, on a logarithmic scale obtained with
equidistant sampling (gray) and non-equidistant sampling (red) for different parame-
ter pp and for different sum length n.
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Figure 6.6: Relative approximation error on a logarithmic scale obtained

max; | fj|
with equidistant sampling (gray) and non—equic]lis]tant sampling (red) for different pa-

rameter p, and for different sum length .
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with equidistant sampling (gray lines in the figures) we observe that in par-
ticular for sum length n < 5 non-equidistant sampling gives us much better
results already with rather small p,. An exception is the case n = 1 for the
relative error in Figure Note that from Figure we also see that if the
sampling points would be distributed more dense in the beginning of the in-
terval, the function f(¢(x)) would decay slowly. Thus we cannot expect small
approximation error in this case.

6.4. Comparison to the Greedy approach

In this chapter we compare our Algorithm 5.1 to the so-called greedy approach.
A greedy algorithm is an iterative method of obtaining a globally good solution
by making the optimal choice in each stage. For the approximation by expo-
nential sums this means that in the first step we approximate our sequence of
samples f = (fy)M o by only one exponential zg and the corresponding coeffi-
cient cp. We obtain

fk%fkgo) ::COZ](;/ kZO,l,...,M,
Then the residual term

£ .0 _ g (Cozlé)llz/[o

is built, which is again approximated by one exponential z; and its coefficient
c1 in the next step. The iteration stops when the global approximation error is
small enough, i.e., for a certain tolerance epsilon > 0 the condition

If— £, < e

is satisfied for some n € IN. The approximation at each iteration step is per-
formed as follows. Choosing the ansatz

f;f") = Ccnzy

for k =1,2,..., M the Prony polynomial is given by
PO (x) = x — 2z, =: p\" + pgn)x
(n) _ (n)

with coefficients py’ = —z, and p; ° = 1. This leads to the linear overdeter-
mined system of equations

o
n n
f1 f2 (Po) -0
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which is equivalent to
fé”) fl(n)
—(n)  —S(n (n) (n)
(f(é; f%; fM1> f1 f2 (Po)zo
fi f27 fM : . P

L

and thus
Z |fk ’2 Zk 0 k fk+1 Po —0
e AeT D Yl A P
Since we assumed pgn) = 1, from the above equality we can compute
p(()") = —z, by solving the equation
Yy A
S A
from the first row or
P If F
2y = —pi = Hl (6.5)
Z f k+1f k

from the second row. Once the node z, is computed, we know that
) — ¢, . z(n)
where z(") .= (1,zy,...,zM)T and thus
(f(n))Tf(n) - Co(f(”))TZ(”).
Therefore the corresponding coefficient ¢, can be computed by

(f(n))Tf(n)

(£ Tz(n)” (6.6

Cn:

The full greedy algorithm can be summarized as follows.

Algorithm 6.1 (Greedy algorithm for approximation by exponential sums)

Input: Sequence of samples f = (f;)M, error tolerance €.

1. Initialize £(©) := f and 1 := 0.
2. while |[f — f)|; >eorn =0

2.1 Compute the node z, using or (6.5).
2.2 Compute the corresponding coefficient ¢, using (6.6).
2.3 Update the residual term

f0HD) = £ — £ = £ — (c,zf) M,
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n 0y |£— £,
1 7.1762e+00 1.4824e+00
2 8.2868e-01 2.8978e-01
3 7.1421e-02 3.6591e-02
4 4.7100e-03 3.0648¢-03
5 2.3362e-04 1.7532e-04
6 8.2387e-06 6.8243¢-06
7 1.8143e-07 1.6518e-07
8 1.7681e-09 1.7105e-09

Table 6.9: Approximation of 1/x by exponential sums: singular values o}, of the matrix
AZ and the approximation error |f — f(")||, obtained with Algorithm 5.1 for different
sum lengthn =1,...,8.

no | E—E0L | on | -
1 6.6975e-01 11 6.3553e-06
2 2.0419e-01 12 1.5547e-06
3 8.5992¢-02 13 4.0673e-07
4 1.4476e-02 14 1.2588e-07
5 8.9278e-03 15 3.8642¢-08
6 1.7453e-03 16 1.3680e-08
7 4.3659e-04 17 4.8130e-09
8 2.4497e-04 18 5.9306e-09
9 2.3027e-05 19 5.9306e-09
10 1.1232e-05 20 5.9306e-09

Table 6.10: Approximation of 1/x by exponential sums: approximation error |f — f(cn ) |2
obtained by Greedy Algorithm 6.1 for different sum lengths n =1, ...,20.

and
n:=n-+1.
end

In the following example we test the algorithm above for approximation of the
function f(x) = 1/x and compare it to the performance of Algorithm 5.1. We
sample the function 1/x on the interval [1,5] with 100 equidistant sampling
points, i.e., the initial sequence of samples is of the form f = ( fk)gio. The
parameters for the APM algorithm are chosen as follows: L = 23, e; = le-11,
g1 = le-11 and r = 1. This leads to the exponential sum of length 9 with
approximation error |f — fa[» = 2.3178e-10 for the initial APM approximation,

where f4 is the approximation sequence of length 100. For fn) — ( fén))ggzo the
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AAK approximation sequence for the sum length n the approximation error is
given in Table

Note that the condition of the AZ matrix in this example is 1.4100e+11. For
comparison, Algorithm 6.1 is used to approximate the same sampling sequence
f, where the function 1/x is sampled equidistantly on the same interval [1, 5]
with the same number of samples 100. The approximation error of the greedy
algorithm is given in Table

For sum length n = 1 and n = 2 Algorithm 6.1 indeed provides a better per-
formance. But for n > 3 we observe that the approximation error of the greedy
approach is worse than the one obtained with Algorithm 5.1. In general, for
larger n we see that much more terms in the approximation sum are necessary
to obtain the same order of approximation error as with our algorithm. Fur-
thermore, for n > 18 the error of Algorithm 6.1 does not change substantially,
i.e., the best possible approximation seems to be already achieved.

Note that the relatively weak performance of Algorithms 5.1 for small 7 in
comparison can be improved by the parameter choice. First, the number of
samples M has to be lowered for approximation with small sum length n. Fur-
ther, the upper estimate L for the sum length should be adapted for extreme
short approximating sums. Thus, considering 1/x on the same interval as
above with only 5 samples and APM parameters L = 2, e, = 1e-02, & = 1le-14
and r = 1 leads to the approximation error ||f — f(")|, = 2.2140e-01 for n = 1.
Note that for this new sampling also the error of Greedy algorithm for n = 1
improves, namely |f — f(c? ) |2 = 1.2668e-01. However both errors have become
comparable in this case.

Comparing the nodes computed with our algorithm and those of Algorithm
6.1 we also observe big differences. In the Tables and |6.12 the nodes Z; of
Algorithm 5.1 are given for every n as well as the nodes z i of Greedy algo-
rithm. The first main difference, which is rather of conceptional matter, is that
the Greedy algorithm does not change the nodes computed in the previous
steps, whereas in Algorithm 5.1 the nodes are obtained independently for ev-
ery sum length n. Further we see that for n € {2,4, 6,8} the nodes of Algorithm
6.1 are not inside the unit disk ID. However with both algorithms we obtain
quite large nodes, i.e., close to the unit disk, which can be explained by a rather
moderate decay of the function 1/x.

6.5. Structured low rank approximation with SVD

In this section we show the performance of Algorithm 5.4 for one dimensional
signal f = (f) ,I;;S given by the 100-th row of the image "trui". The signal has
length L = 256, i.e. we consider the samples to be an exponential sum of the
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no| o1 2 3 4 5 6 7 8
2" 109953 09762 09443 09031 0.8548 0.8005 0.7401 0.6702
2 09973 09851 09624 09298 0.8879 0.8363 0.7728
A 0.9975 09867 09667 0.9370 0.8968 0.8445
2\ 0.9975 09870 0.9675 0.9382 0.8981
&) 09976 0.9870 0.9675 0.9383
£ 0.9976 0.9870 0.9675
&) 0.9976 0.9870
2" 0.9976

Table 6.11: The nodes Z; from the approximation of 1/x computed with Algorithm
5.1.

z8 | 09762 | z& | 10339 | z§ | 09817 | z& | 0.7829
z§ | 10125 | z& | 08065 | z& | 08627 | z& | 0.7419
z$ | 08756 | z$ | 1.0383 | z& | 08193 | z§& | 0.7324
z$ | 1.0297 | z§ | 08731 | z§, | 08302 | z§ | 0.7333
z$ | 08944 | z§ | 07480 | z% | 07777 | z§ | 0.7333

Table 6.12: The nodes z]G from the approximation of 1/x computed with Algorithm
6.1.

form

L-1 L-1
k ik
fk:ZﬂijZZajW]Lz k=0,1,2,...,
j=0 j=0

where the original nodes z; are the 256-th roots of unity z; = w]L for j =
1,2,...,L. In this case our periodic Hankel matrix HlfDer e RE*L has period L.
In Figure |6.7| we present the results of the rank K approximation for K = 10,
K =30 and K = 50. In the right column we see the nodes on the unit circle of
the shorter sum f. We observe that for K = 50 we already obtain a really good
sparse approximation of the initial signal. This can be seen as a signal com-
pression, which means that instead of 256 values it suffices to store 50 nodes z;
and 50 coefficients 4;.

As shown in Figure 6.8/ the Algorithm 5.4 can also be applied to images, namely
row- or column-wise, although the correlation between the rows or columns
gets lost. Thus we observe horizontal and vertical artifacts after the row- and
column-wise approximation, respectively. This can be improved a little by tak-
ing the average between the row- and the column-wise approximated images.
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Figure 6.7: Sparse SVD approximation (red) of the original signal (blue) in the left

column and the corresponding nodes z; = wlzj (red) on the unit circle in the right
column. The length of the approximation sum is K = 10, K = 30 and K = 50 (from
top to bottom) and L = 256.
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Figure 6.8: Sparse SVD approximation of an image with K = 50.
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Conclusions and future work

In this dissertation a new algorithm solving the approximation problem (1.2)
based on Prony-like methods and AAK theory was presented. The main idea
of the algorithm is the dimension reduction procedure for the con-eigenvalue
problem of infinite Hankel matrix I'y with finite rank. This procedure is based
on the investigation of the structure of the con-eigenvectors of I't correspond-
ing to the non-zero con-eigenvalues. Further, a new proof of the AAK theorem
for Hankel matrices with finite rank was provided in Chapter 3, where only
tools from linear algebra and Fourier analysis were used. The mathematical
objects involved in our proof were characterized in the discrete framework and
the connection to the operator theoretical setting was established in Chapter
Also a structure preserving "translation" of our proof to the continuous setting
was provided in Section With this work a solid groundwork for under-
standing the AAK theory from the perspective of linear algebra and Prony
methods was accomplished.

However there exist further open questions in the field connecting the AAK
theory and Prony’s method. As it has been pointed out in [8] and [3], an open
problem concerning the AAK theory is whether a similar result can be ob-
tained for finite Hankel matrices. In [8] the numerical experiments support the
presumption that the ¢2-error of the K-term approximation using finite Hankel
matrices and the K-th con-eigenvalue correlate. A theoretical foundation for
this fact is yet to be developed.

A further interesting object of investigation would be the two-dimensional
case. As we mentioned in the Introduction, a lot of efford has been made to
obtain a Prony-like method in several variables, see [32, 52, 51]. Also attempts
to apply the AAK theory for function approximation by exponential sums in
two dimensions can be found for instance in [2]. In this context the question
arises, whether the algorithm presented in this thesis can be extended to the
two-dimensional case.

From Chapter 3.1l we know that the AAK Theorem provides the best approx-
imation in the operator norm of the infinite Hankel matrix I'y. In view of this
fact the question arises, whether a best approximation is possible to achieve
with an algorithm using a minimization approach, such as [31] or [13], which
we mentioned in the Introduction. All earlier attempts to solve the structured
low rank approximation problem for Hankel matrices using tools from convex
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analysis cannot guarantee to obtain a global optimal solution.

Also the location of the nodes z; is a critical point of the algorithm presented
in this work. Some applications consider approximation by exponential sums
with exponents outside of the unit disc ID or mixed nodes. Thus, based on
the groundwork of this thesis, the possibility for a related algorithm of sparse
approximation by exponential sums with non-decaying exponents is to be dis-
covered.

Finally we want to empathize the great performance of the APM method
(used with suitable parameters). While our new algorithm based on AAK the-
ory provides provable good error bounds in terms of the con-eigenvalues of
Hankel matrices, the APM algorithm often achieves numerical result which
are as good as those obtained by our algorithm for approximation with short
sums of exponentials. The reason for this excellent behavior of APM is not yet
completely understood.
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A. Pseudocodes

Algorithm A.1 (High accuracy GECP of a Cauchy matrix of the form (5.8))

Input: Cauchy matrix C of size N x N, x,y from (5.8)
fork=1,..., N—1
1. Find the largest absolute entry in C(k : 1,k : n)
2. Swap rows and columns of C, and entries of x and y, such that
Cki is largest
3.forr=k,...,N—1lands=k+1,...,N overwrite:
Crs = Crs» (xr — xp) * (Ys —yi) / [(xk — ys) * (Xr + Y]
endfor
endfor
4. Build the matrices for SVD:
D = diag(C)
X = tril(C) * D~ + Id, where tril means strict lower triangle
Y = (D71 «trui(C) + Id)T, where trui means strict upper triangle
Output: The rank revealing decomposition C = XDYT.
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Algorithm A.2 (One-sided Jacobi for the singular value problem)

Input: Matrix C of size N x N, tol (for the stopping criterion)
repeat until convergence (all |c|/v/ab < tol)

a c
1. Compute the (i, j)-th submatrix ) of CTC:
c b

N
a= lec\]:l Cl%i
b= Cf
=Yy Cyi* Cj

a c
2. Compute the Jacobi rotation which diagonalizes ( ) :
c b

[ = (b—a)/(2)
E=sign(¢)/ (gl + 1+ )
cs=1/vV1+ 2
Sn =cs =t
3. Update columns i and j of C:
fork=1,... N
tmp = C;
Cki = cs = tmp — sn = Cy;
Ckj = sn=tmp + cs = Cy;
endfor
4. Update tha matrix V of right singular vectors:
fork=1,...,N
tmp = C
Vii = cs« tmp — sn = Vi
Vij = sn« tmp + cs « Vy;
endfor
end
Output: The computed singular values are the norms of the columns of the
final C and the left singular vectors are the normalized columns
of the final C.
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Algorithm A.3 (Pivot Order)

Input: The parameters b, d, x,y of the positive definite Cauchy matrix C
given by (5.8), target size ¢ of the con-eigenvalue.
1. Form the vector ¢; := a;b;/(x; +y;) fori=1,...,N.
2. Set the cutoff parameter for GECP termination: 17 := €4°.
3. Initialize permutation matrix B = I(N, N) (N x N identity).
4. Compute correctly pivoted vectors:
m:=1
while |g(m)| =norm=N-1
4.1. Find m <1 < N such that |¢(I)| = max|c(m : N)|.
4.2. Swap elements:
(1) c(m), x(1) < x(m), y(1) < y(m),
b(l) < b(m), d(I) < d(m)
4.3. Swap rows of the permutation matrix:
D(l,:) < P(m,:)
4.4. Update the diagonal of Schur complement:
c(m+1:N):= %*c(m—i—l:N)
m:=m-+1
end
5. Overwrite P = P(1:m,1: N).
Output: Correctly pivoted vectors b, d, x, y, truncation size m and the
permutation matrix P of size m x N.
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Algorithm A.4 (Cholesky Cauchy)

Input: The parameters b, d, x,y of the positive definite Cauchy matrix C
given by (5.8), target size ¢ of the con-eigenvalue.

1.

Compute the pivoted vectors b, d, x, y, permutation matrix p
and the matrix size m with Algorithm A.3.

. Initialize generators: o :=b, B :=d.
. Compute the first column of the Shur complement:

G(:,1):==a=p/(x+y)

. for k = 2,...,m update generators:

a(k:N) ::tx(k:N)*W

(
k:N)—
Blk: N) = B(k: N) « LESLE
end

. Extract the k-th column for the Cholesky factors:

G(k:N,k):=a(k:N)=B(k:N)/(x(k:N)+y(k:N))

. Compute the partial Cholesky factors:

D = diag(G(1: N,1:m))"/?
L = tril(G(1 : N,1: m))D~2 4+ I(N,m), where tril means strict

lower diagonal
Output: Matrices L of size N x m, D of size m x m and P of size m x N,
such that C = LDP is a partial Cholesky factorization.
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