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The true work of the mathematician is not experienced until the later parts of
graduate school, when the student is challenged to create knowledge in the form
of a novel proof. It is common to fill page after page with an attempt, the seasons
turning, only to arrive precisely where you began, empty-handed — or to realize
that a subtle flaw of logic doomed the whole enterprise from its outset. The steady
state of mathematical research is to be completely stuck. It is a process that
Charles Fefferman of Princeton, himself a onetime math prodigy turned Fields
medalist, likens to “playing chess with the devil.” The rules of the devil’s game are
special, though: The devil is vastly superior at chess, but, Fefferman explained,
you may take back as many moves as you like, and the devil may not. You play
a first game, and, of course, “he crushes you.” So you take back moves and try
something different, and he crushes you again, “in much the same way.” If you
are sufficiently wily, you will eventually discover a move that forces the devil to
shift strategy; you still lose, but — aha! — you have your first clue.

Gareth Cook, New York Times Magazine [23]
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1. Introduction

This thesis deals with methods on how to solve the phase retrieval problem which can
be stated, in the discrete setting, as follows: Given a unitary mapping U : Cd1×d2 →

Cd1×d2 and measurements m ∈ Rd1×d2
+ , find x ∈ Cd1×d2 such that

|Ux|
◦

= m (1.1)

where |·|
◦

denotes the point-wise modulus. For a treatment of the continuous phase
retrieval problem, we refer to [74].

The phase retrieval problem arises in many applications, mainly in experimental
physics. These applications include crystallography, astronomy, and electron mi-
croscopy. This thesis will be concerned with the latter, especially the microscopy
using hard x-rays in the near-field regime. This includes x-rays with wavelengths on
the scale of nanometers.

Traditionally, the phase retrieval problem was solved using algorithms that were
called iterative transform algorithms such as the Gerchberg-Saxton algorithm [39], the
error reduction algorithm [37], and the hybrid input-output (HIO) algorithm [38].
All these algorithms use projections onto measurement and constraint sets in an
alternating fashion in order to determine a feasible solution. The connection of these
iterative transform algorithms to existing projection algorithms was first drawn in
[63], where it was recognized that the error-reduction algorithm is an instance of the
method of alternating projections, first notably used in [106].

An overview of the related projection algorithms can be found in [7], the aforemen-
tioned similarities are further studied in [6]. The reference [8] introduces new variants
based on a mathematical analysis of a convex variant of the underlying problem. In
practice, relaxed versions such as the relaxed averaged alternating reflections (RAAR)
algorithm [75] have been successfully used. For the RAAR algorithm, convergence
results can be found in [75] for the convex case and in [76] for the non-convex setting.
Recent results on the alternating projections method and the Douglas-Rachford algo-
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rithm for the non-convex setting are obtained in [65, 64, 51, 52, 50].

A different approach to solve the phase retrieval problem uses the transport of
intensity equation

∇(x,y) ·
(
I(x, y, z)∇(x,y)φ(x, y, z)

)
= −

∂I(x, y, z)
∂z

, ψ(x, y, z) =
√

I(x, y, z)eiφ(x,y,z) (1.2)

to obtain the phase by numerically solving a PDE. This was originally proposed in
[104] with recent application to experimental x-ray data, and it serves as a starting
guess for iterative transform algorithms in [57]. Here, the right-hand-side −∂I(x,y,z)/∂z is
approximated by finite differences, using multiple intensity measurements of I(x, y, z)
at different positions z±∆z. Further similar approaches can be found in [47, 46, 20, 110].

Another widespread and promising approach is to use regularized Gauss-Newton
methods to solve the inverse problem of phase retrieval. For recent results we refer
to [99] for the one-dimensional problem and to [54, 109] for the general setting with
data misfit terms for Poisson noise. The latter methods perform very well when being
used with experimental data, see [81, 82].

Recently, compressed sensing techniques were applied to the phase retrieval prob-
lem as well, see [87, 90, 18]. Since the problem is non-linear and the corresponding
minimization problem non-convex, lifting schemes are applied in order to linearize the
problem. While these methods promise unique recovery and global convergence, due
to the lifting into a higher dimensional setting, the algorithmic complexity is squared
in comparison to the lower-dimensional model. This renders these methods unus-
able for most practical problems. Furthermore, a randomization of the measurement
process is often necessary in order to achieve the restricted isometry property of the
measurement matrix with high probability which is essential to show the equivalence
of the non-convex to a convex minimization problem.

Further research includes wavelet methods applied to the phase retrieval problem
in different settings. In [101], wavelets were used together with the transport of in-
tensity equation. Moreover, wavelet methods have been employed in different phase
retrieval settings. In [2], the assumption is used that a low-pass version of the signal is
known, which is, of course, a very strong assumption. A wavelet Wiener filtering has
been applied in [62] in order to improve reconstruction results. Here, one determines
optimal shrinkage coefficients based on the assumption that the signal is corrupted by
additive Gaussian noise. In [108], a wavelet transform with an application adapted
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generator was chosen in order to improve on traditional wavelet approaches. The
authors of [89] used an orthogonal matching pursuit (OMP) in combination with pro-
jection methods to obtain sparse solutions of the phase retrieval problem. An iterative
nonlinear method using Tikhonov regularization was performed in [27] which then
was combined using an orthogonal wavelet basis which was further investigated in
[28, 29].

The multi-resolution properties of the wavelet transform were also employed in
[67, 66, 68] in the context of digital holography.

However, wavelets are not optimally suited for sparse representations of two-
dimensional objects such as images with singularities along curves. This drawback
will be addressed in this thesis. First, we embed the approach of sparsity into the
framework of projection methods and show how the often used soft-threshold opera-
tor can be interpreted as a proximity operator using tight frames. We will furthermore
use shearlets, a representation system that almost optimally (up to logarithmic factors)
approximates cartoon-like images.

This motivates our approach where, on the one hand, we develop an algorithm
based on the well understood RAAR algorithm using a generalization of the projec-
tions. On the other hand, we will employ shearlets which are optimally suited for
the purpose of sparse approximation of images. First numerical simulations together
with a discussion on the convergence behavior in the discrete setting were published
in [72]. The applicability of this method to experimental data in x-ray imaging has
been shown in [93].

1.1. Notation

While the mathematical model and part of the wavelet theory is formulated in the
continuum, the main part of this thesis will focus on the discrete setting. Infinite
dimensional Hilbert spaces will be denoted by H . However, most of the time, the
underlying vector spaces will be finite dimensional. We denote byE an arbitrary finite
dimensional Hilbert space which may be over the field of real or complex numbers.

We will use matrices as a representation for discrete images which we denote by
x ∈ E, i.e., we may have x ∈ E = Rd1×d2 or x ∈ E = Cd1×d2 . However, in most cases
images can also be vectorized without problems such that we may write E = Rd1·d2 =

Rd or similarly E = Cd1·d2 = Cd. We will denote the j-th component of such an image
or vector x ∈ E by x[ j] where on the other hand j is implied to be a tuple j = ( j1, j2) if
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x is an image. We will only use the extended notation x[ j1, j2] if neccessary.

We denote by |·|
◦

the point-wise modulus of a vector or matrix and by � the point-
wise product of vectors and matrices.

We denote the space of proper, lower semi-continuous, convex functions f : Rd
→

R ∪ {+∞} by Γ0(Rd).

The difference set B − A is defined as

B − A := {b − a | a ∈ A, b ∈ B}

which follows the convention of the Minkowski sum of two sets. Similarly, for any
vector g ∈ Rd and set A ⊂ Rd we define

A − g :=
{
a − g | a ∈ A

}
.

Further notation will be introduced when needed.

1.2. Outline of the Thesis

This thesis is organized as follows. Chapter 2 introduces the mathematical model
that is used for the operator U in (1.1). Following the derivation given in [13, 42],
we start with Maxwell’s equations and use assumptions on the medium as well as
approximations such as scalar diffraction theory to derive the Helmholtz equation.
Using a specific setup and further approximations, the Fresnel transform is derived
as an approximation to the near field as well as a formula for the far field that is very
similar to the Fourier transform. We further introduce the imaging model and provide
more details from the experimental setup as well as a motivation for the noise model.

Chapter 3 introduces the shearlet transform, following the exposition in [60], which
is used in the algorithm. First, a brief summary on continuous and discrete wavelets
is given based on [79]. The fast wavelet transform using wavelet filter banks is
described and a two-dimensional tensor-product approach outlines how wavelets can
be used in image processing. Based on the presented wavelet theory, the construction
of compactly supported shearlet frames is explained. Shearlet frames were first
introduced in [61]. Starting with cone-adapted, band-limited shearlets used in [61, 45],
we finally discuss compactly supported shearlets with non-separable generators as
proposed in [69, 70, 60]. We furthermore describe the discretization scheme of the
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wavelet functions and the shearing operator and give examples for wavelet and
scaling functions following the examples in [60]. The chapter concludes with a short
exposition of the numerical implementation.

In Chapter 4 we introduce iterative algorithms for phase retrieval following [6, 7].
We briefly review the most common projection algorithms and give some references to
convergence results. Based on the RAAR algorithm which was developed in [75, 76],
we propose a new algorithm for phase retrieval with sparsity constraints using soft-
thresholding of frame coefficients. We prove results for the convergence behavior in
the finite dimensional, discrete setting. These results are published in [72]. Further-
more we prove a result for the convex case using the Douglas-Rachford algorithm. We
discuss a problem that arises when soft-thresholding is used with frames instead of
unitary transforms. This problem is very common in image processing applications
and was already discussed in [35]. The main contribution on this problem is that we
show that the soft-thresholding of tight frame coefficients is the proximity operator of
a lower continuous, convex function. We discuss the implications and further thresh-
olding functions such as smooth-hard shrinkage. The chapter closes with details on
the numerical implementation of the projection and proximity operators.

We numerically evaluate the proposed method in Chapter 5. Using the introduced
tools, we perform reconstructions using simulated data of different types of objects
on exact data as well as data corrupted with Poisson noise. For real-valued objects,
the results are published in [72]. We further evaluate the method on amplitude,
phase, and mixed objects using soft-thresholding. The results from this new method
are compared to existing methods and shown to outperform them. Furthermore,
we compare the results using smooth-hard shrinkage against the results using soft-
thresholding on a phase object. The application to experimental data using soft-
thresholding is shown in [93].

Chapter 6 summarizes the thesis, discusses open questions, and provides an outlook
for future research.





2. The Mathematical Model

This chapter introduces the basic ideas of scalar diffraction theory that results as an
approximation to Maxwell’s equations. In order to derive the diffraction integral
given by Fresnel, the first approximation is from vectorial to scalar diffraction theory.
This simplification leads to the Helmholtz equation and the integral theorem by
Helmholtz and Kirchhoff. Based on this, Kirchhoff’s formulation of diffraction theory
gives some insight into diffraction on a plane. Finally, the perspective by Rayleigh
and Sommerfeld, using a different choice of Green’s function, results in the diffraction
formula named after them. In practice, Fresnel and Fraunhofer diffraction play an
important role. We discuss these two approximations in the end of the chapter. This
chapter is based on [41, 42, 74, 77] and [13] as well as [91] and [92].

2.1. Maxwell’s Equations

Maxwell’s equations describe the propagation of electromagnetic waves, e.g., light.
By E =

(
Ex,Ey,Ez

)
we denote the electric field and by H =

(
Hx,Hy,Hz

)
the magnetic

field, respectively. Furthermore, ε describes the dielectricity and µ is the magnetic
permeability of the medium. The constants ε0, µ0 are the corresponding vacuum
constants. Maxwell’s equations are given by

∇ × E = −µ
∂H
∂t

(2.1)

∇ ×H = ε
∂E
∂t

(2.2)

∇ · εE = 0 (2.3)

∇ · µH = 0. (2.4)

Using assumptions on the medium, we will derive the wave equations describing the
propagation of the wave.

Consider a dielectrically isotropic medium, i.e., the dielectric properties are inde-
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pendent of the direction of the polarization of the wave. A medium is said to be
homogenous if ε is spatially constant, and non-dispersive if ε does not depend on the
wavelength λ. We further assume that wave propagation happens in the vacuum, i.e.,
µ = µ0 and ε = ε0. Using these assumptions, we can derive a wave equation for the
electric field E. The derivation for the magnetic field follows using analogous steps.
Applying the rotation operator ∇× to the first Maxwell equation (2.1), we obtain

∇ × (∇ × E) = ∇ ×

(
−µ
∂H
∂t

)
= −∇2E,

where we used

∇ × (∇ × E) = ∇ (∇ · E) − ∇2E

as well as the absence of charge, i.e.,∇·E = 0 in (2.3). Furthermore, for a linear, isotropic
and non-dispersive homogenous medium, we can change the order of differentiation
with respect to space and time and obtain1

−∇
2E = −µ

∂
∂t

(∇ ×H) .

Using the second Maxwell equation (2.2) we obtain the wave equation for the electric
field

∇
2E − µε

∂2E
∂t2 = 0. (2.5)

We define the propagation velocity in vacuum c and the refractive index n by

c =
1
√
µ0ε0

, n =
√
ε/ε0,

i.e.,

n2

c2 =
εµ0ε0

ε0
= ε0µ0

1Here, ∇2 denotes the vector Laplacian which is defined for a vector field A : Rn
→ Rn by ∇2A =

∇ (∇ · A)−∇× (∇ × A). This, in cartesian coordinates, is the same as ∇2A =
(
∆Ax,∆Ay,∆Az

)
where ∆

denotes the (scalar) Laplacian and Ax,Ay,Az are the components of A. We use the different notation
∆ and ∇2 to indicate weather the Laplacian acts on a scalar or a vector field.
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since ε = ε0 and µ = µ0. Plugging this into the wave equation (2.5), we obtain

∇
2E −

n2

c2

∂2E
∂t2 = 0.

In complete analogy one derives the wave equation for the magnetic field H and
obtains that both E and H fulfill the same wave equation.

2.2. Scalar Diffraction Theory

Since the electric and magnetic fields fulfill the same wave equation, every component
of E and H satisfies the scalar wave equation

∆u(x, t) −
n2

c2

∂2u(x, t)
∂t2 = 0, (2.6)

with u(x, t) : R3
× R → C and where u(x, ·) represents an arbitrary component of E

or H. In this case, scalar and vectorial diffraction theory are the same. In the case
of inhomogeneous media, i.e., ε = ε(x), we would obtain mixed derivatives of the
refractive index n with respect to the position what would lead to a coupling of the
different components of the field. Thus, every component of the field would satisfy a
different wave equation.

A coupling effect also occurs when posing boundary conditions on bounded do-
mains – the coupling of electric and magnetic field on the boundary of the domain
even occurs in homogenous media.

In our model, we consider the diffraction of light by an aperture. The coupling
occurs due to the interaction of light and matter at the boundary of the aperture. The
coupling effects only reach some wavelengths into the aperture, therefore if the size
of the apertureA is much larger than the wavelength, this coupling can be neglected.
We will therefore focus on scalar diffraction theory as it is sufficiently accurate to
model the behavior of light in diffractive imaging.

2.3. Helmholtz Equation

An important step is the simplification using assumptions on the model. The x-rays
are assumed to only have one wavelength, i.e., they are monochromatic. For position x
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and time t we therefore can write the scalar field as

u (x, t) = A(x) cos [2πνt −Φ(x)]

where A(x) denotes the amplitude, ν the optical frequency and Φ(x) is a phase function.
Furthermore, we define the phasor U(x) : R3

→ C by

U(x) := A(x) exp [iΦ(x)].

We are now able to write the scalar field as the real part of a product of two functions,
one as a function of position and one as a function of time, i.e.,

u(x, t) = Re
{
U(x) exp [−2πiνt]

}
. (2.7)

We derive the Helmholtz equation by plugging (2.7) into the scalar wave equation
(2.6). This yields

∆
(
Re

{
U(x) exp [−2πiνt]

})
−

n2

c2

∂2

∂t2

(
Re

{
U(x) exp [−2πiνt]

})
= 0.

Interchanging the differential operators with the Re operation leads to

Re
{
∆

(
U(x) exp [−2πiνt]

)}
− Re

{
n2

c2

∂2

∂t2 U(x) exp [−2πiνt]
}

= 0.

Since U(x) does not depend on the time t, the second partial derivative w.r.t. t gives a
factor (−2πiν)2 = 4π2ν2. Setting k = 2πnν/c = 2π/λ where λ = c/nν, we obtain

Re
{
∆U(x) exp [−2πiνt]

}
+ k2 Re

{
U(x) exp [−2πiνt]

}
= 0.

Therefore, U(x) in (2.7) fulfills the time independent equation(
∆ + k2

)
U(x) = 0 (2.8)

which is known as the homogeneous Helmholtz equation. The next step is to express
U(x) in terms of the values of a boundary integral. Therefore, we will make use
of Green’s identity which is a consequence of Gauß’ divergence theorem, cf. [102,
Theorem 15K] and [103, Section 7.2].
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Corollary 2.3.1 (Green’s Identity). Let Ω ⊂ Rn be compact with piecewise smooth bound-
ary S := ∂Ω, and U,G ∈ C2 (Ω). Then∫

Ω

[U(x)∆G(x) − G(x)∆U(x)] dx = −

∫
S

[
U(x)

∂G(x)
∂n

− G(x)
∂U(x)
∂n

]
dσ (2.9)

where ∂/∂n denotes the partial derivative with respect to the inward normal to S.

Suppose that U and G fulfill the homogeneous Helmholtz equation (2.8). Therefore,
it follows that

U(x)∆G(x) − G(x)∆U(x) = U(x)
(
−k2G

)
− G(x)

(
−k2U(x)

)
= 0

and hence∫
Ω

[U(x)∆G(x) − G(x)∆U(x)] dx =

∫
S

[
U(x)

∂G(x)
∂n

− G(x)
∂U(x)
∂n

]
dσ = 0. (2.10)

We chose the auxiliary function

G0(x; p) =
eik|x−p|∣∣∣x − p

∣∣∣
that has a singularity in x = p. This, indeed, does not fulfill the homogeneous
Helmholtz equation but instead satisfies(

∆ + k2
)

G0(x; p) = −4πδ(x − p), (2.11)

see Lemma A.1.1.
In order to apply (2.10), we consider the equation on the modified domain Ωε :=
Ω \ Bε

(
p
)

where x , p, thus the right hand side in (2.11) vanishes and we can apply
(2.10). This leads to a new boundary ∂Ωε = S ∪ Sε where S := ∂Ω and Sε := ∂Bε

(
p
)

and we will study the limit as ε→ 0. In other words, we have∫
Ωε

[
U(x)∆G0(x; p) − G0(x; p)∆U(x)

]
dx =

∫
S∪Sε

[
U(x)

∂G0(x; p)
∂n

− G0(x; p)
∂U(x
∂n

]
dσ

= 0,
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i.e.,∫
S

[
U(x)

∂G0(x; p)
∂n

− G0(x; p)
∂U(x)
∂n

]
dσ = −

∫
Sε

[
U(x)

∂G0(x; p)
∂n

− G0(x; p)
∂U(x)
∂n

]
dσ

We will now show that the right-hand-side is equal to −4πU(p). For the partial
derivative ∂G0/∂n on Sε we have 2

∂G0(x; p)
∂n

=
∂
∂n

eik|x−p|∣∣∣x − p
∣∣∣ =

ik −
1∣∣∣x − p

∣∣∣
 eik|x−p|∣∣∣x − p

∣∣∣ cos
(
n, x − p

)
=

 1∣∣∣x − p
∣∣∣ − ik

 eik|x−p|∣∣∣x − p
∣∣∣

since cos
(
n, x − p

)
= −1 on Sε and therefore

−

∫
Sε

[
U(x)

∂G0(x; p)
∂n

− G0(x; p)
∂U(x)
∂n

]
dσ

= −

∫
Sε

U(x)
eik|x−p|∣∣∣x − p

∣∣∣
 1∣∣∣x − p

∣∣∣ − ik

 − eik|x−p|∣∣∣x − p
∣∣∣ ∂U(x)
∂n

 dσ

Expressing the integrand in spherical coordinates yields

−

∫
Sε

U(x)
eik|x−p|∣∣∣x − p

∣∣∣
 1∣∣∣x − p

∣∣∣ − ik

 − eik|x−p|∣∣∣x − p
∣∣∣ ∂U(x)
∂n

 dσ

= −

∫
[0,π]×[0,2π)

[
U(x)

eikε

ε

(1
ε
− ik

)
−

eikε

ε

∂U(x)
∂n

]
ε2 sinϑdϑdϕ.

Recall that ε is the radius of the ball located at p. Since U and its partial derivatives
were assumed to be continuous and Ωε is a bounded domain, we can change the
integration with the limit. Therefore,

−

∫
[0,π]×[0,2π)

lim
ε↘0

[
U(x)eikε

− εikU(x)eikε
− εeikε∂U(x)

∂n

]
sinϑdϑdϕ = −4πU(p)

since the second and third term vanish in the limit and limε→0 eikε = 1 while the

2In this setting, n denotes the outward normal vector on Sε and x − p is the vector pointing from the
center of the ball Bε

(
p
)

onto the point x on Sε. Hence, the vectors are parallel but with opposed
directions, hence ∠

(
n, x − p

)
= π. Note that here n is outward with respect to Sε but inward with

respect to the modified domain Ωε as required by Corollary 2.3.1.
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integration of sinϑ over [0, π] × [0, 2π) contributes 4π. For ε → 0 we further have
x → p and hence U(x) → U(p) due to continuity. We therefore established the
relationship

−4πU(p) =

∫
S

[
U(x)

∂G0(x; p)
∂n

− G0(x; p)
∂U(x)
∂n

]
dσ

or rewritten

U(p) =
1

4π

∫
S

eik|x−p|∣∣∣x − p
∣∣∣ ∂U(x)
∂n

−U(x)
∂
∂n

eik|x−p|∣∣∣x − p
∣∣∣

 dσ (2.12)

which is the integral theorem of Helmholtz and Kirchhoff, cf. [42].

2.4. Fresnel-Kirchhoff Diffraction

As the next step, we derive the Fresnel-Kirchhoff diffraction formula. Therefore we
consider a monochromatic wave starting from a point source at p0. We are interested
in the behavior when the wave hits an opaque screen with a small opening A. We

p0

p
r

s
R

B

A

B

C

Q

1

Figure 2.1.: Graphical illustration of Fresnel-Kirchhoff diffraction

want to derive an expression of the wave at the point p. Therefore, we assume that the
opening is large compared to the wavelength but small compared to the propagation
distance from p0 toA as well as fromA to p. In our setting, we have S = A∪ B ∪ C

withA,B,C as in Figure 2.1.
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We start to discuss the behavior on C. On C we have
∣∣∣x − p

∣∣∣ = R for all x ∈ C and
therefore G0(x; p) = exp (ikR)/R. In order to imply that we are considering G0(x; p) on C
we write G0(R) instead. For the derivative we obtain

∂G0(R)
∂n

=
(
ik −

1
R

) eikR

R
≈ ikG(R)

for large R.3,4 This leads to the approximation∫
C

[
G0(R)

∂U(x)
∂n

−U(x) (ikG0(R))
]

dσ =

∫
M′

G0(R)
(
∂U(x)
∂n

− ikU(x)
)

R2 dϕdϑ

whereM′
⊂ [0, π]× [0, 2π) is the part of the solid angle covering C. Since G0(R) = eikR/R

on C, |RG0| is uniformly bounded on C. We further use the Sommerfeld radiation
condition from [100], i.e.,

lim
R→∞

R
(
∂U(x)
∂n

− ikU(x)
)

= 0. (2.13)

This guarantees that the integral over C vanishes for sufficiently large R. In order to
handle the integrals overA and B, we use Kirchhoff’s boundary conditions. These are

U(x) = Ui(x),
∂U(x)
∂n

=
∂Ui(x)
∂n

onA (2.14)

U(x) = 0,
∂U(x)
∂n

= 0, on B (2.15)

where

Ui(x; p0) =
Aeik|x−p0|∣∣∣x − p0

∣∣∣ , ∂Ui(x; p0)
∂n

=
Aeik|x−p0|∣∣∣x − p0

∣∣∣
ik −

1∣∣∣x − p0

∣∣∣
 cos (n, x − p0).

Here (n, x− p0) denotes the angle between n and x− p0 and Ui is the incident field with
amplitude A, see Figure 2.2.

Let us briefly comment on the assumptions made here. The first assumption (2.14)
implies that the values of U and ∂U/∂n on A are invariant under the presence of the
screen. The second assumption (2.15) simply means that the field and its derivative

3A priori, it is not completely clear what “for large R” means. For sake of brevity, we assume R in
practice to be so large that this approximation leads to negligible errors.

4In this setting, opposed to above, the inward normal n on C faces into the same direction as x− p and
we therefore have cos

(
n, x − p

)
= 1.
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p0

r p
sQ

(n, s)
(n, r)

2

Figure 2.2.: Graphical illustration of the occurring angles in Fresnel-Kirchhoff
diffraction

in normal direction directly behind the screen, i.e. on B, vanish. To conclude, we can
write the field at p as

U(p) =
1

4π

∫
A

[
Ui(x)

∂G0(x; p)
∂n

− G0(x; p)
∂Ui(x)
∂n

]
dσ. (2.16)

We now use (2.16) and apply all the a priori information that we gathered in the last
section. Let us briefly recall the functions Ui and G0 and their normal derivatives.

Ui(x; p0) =
Aeik|x−p0|∣∣∣x − p0

∣∣∣ , ∂Ui(x; p0)
∂n

=
Aeik|x−p0|∣∣∣x − p0

∣∣∣
ik −

1∣∣∣x − p0

∣∣∣
 cos (n, x − p0)

G0(x; p) =
eik|x−p|∣∣∣x − p

∣∣∣ , ∂G0(x; p)
∂n

=

ik −
1∣∣∣x − p

∣∣∣
 eik|x−p|∣∣∣x − p

∣∣∣ cos
(
n, x − p

)
Plugging this into (2.16) yields

U(p) =
1

4π

∫
A

Aeik|x−p0|∣∣∣x − p0

∣∣∣
ik −

1∣∣∣x − p
∣∣∣
 eik|x−p|∣∣∣x − p

∣∣∣ cos
(
n, x − p

)
dσ

−
eik|x−p|∣∣∣x − p

∣∣∣ Aeik|x−p0|∣∣∣x − p0

∣∣∣
ik −

1∣∣∣x − p0

∣∣∣
 cos (n, x − p0) dσ.

Writing r := x − p0 and s := x − p and neglecting the terms 1/|r| and 1/|s| in the normal
derivatives yields

U(p) =
1

4π

∫
A

Aeik|r|

|r|
ik

eik|s|

|s|
cos (n, s) −

Aeik|r|

|r|
eik|s|

|s|
ik cos (n, r) dσ

=
Aik
4π

∫
A

eik(|s|+|r|)

|sr|
[cos (n, s) − cos (n, r)] dσ
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Substituting k = 2π/λ and using i = −1/i finally yields

U(p) =
A
iλ

∫
A

eik(|r|+|s|)

|rs|

[
cos (n, r) − cos (n, s)

2

]
dσ. (2.17)

This representation given by (2.17) is known as Fresnel-Kirchhoff diffraction formula.
Note that, while practically relevant, the assumed boundary conditions are theoreti-
cally questionable. Suppose a two-dimensional potential function vanishes together
with its normal derivative on any arbitrary line segment. Then by [58, Theorem
6.7], this function is identically zero in the whole plane. This contradicts the result
established here.

The next section will establish an equally convenient expression for the solution
whilst circumventing this problem.

2.5. Rayleigh-Sommerfeld Diffraction

In order to avoid the aforementioned inconsistencies we will work with a slightly
modified model. The assumptions on U and ∂U/∂n vanishing onB can be circumvented
with the following setup. We consider two point charges at the positions p0 and p1,
cf. Figure 2.3. It can be shown that the Green’s function

G
(
x; p0, p1

)
=

eik|x−p0|∣∣∣x − p0

∣∣∣ − eik|x−p1|∣∣∣x − p1

∣∣∣ (2.18)

solves the Helmholtz equation(
∆ + k2

)
G(x; p0, p1) = 4π

(
δ(x − p0) − δ(x − p1)

)
in the right half-space Ω :=

{
(x1, x2, z) ∈ R3

| z ≥ 0
}

using similar arguments as in
Lemma A.1.1 and

G(x; p0, p1) ≡ 0 on
{
(x1, x2, z) ∈ R3

| z = 0
}

since
∣∣∣x − p0

∣∣∣ =
∣∣∣x − p1

∣∣∣ for all x ∈
{
x = (x1, x2, z) ∈ R3

| z = 0
}
. Assuming the radiation

condition (2.13) one can, similarly to the section before, show that the integral over
the infinitely large hemisphereC vanishes. Since G vanishes on the plane where z = 0,
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z = 0

p0
x

p1

B

A

B

C

4
Figure 2.3.: Graphical illustration of Rayleigh-Sommerfeld diffraction

we obtain the approximation

U(p) = −
1

4π

∫
A

U(x)
∂G(x; p0, p1)

∂n
dσ, (2.19)

the first Rayleigh-Sommerfeld solution, cf. [13, Section 8.11].

We now explicitly calculate the normal derivative of G and, using the assumption
that

∣∣∣x − p0

∣∣∣ � λ, simplify the integral in (2.19). Similar calculations as for G0 yield

∂G(x; p0, p1)
∂n

= cos
(
n, p0

) ik −
1∣∣∣x − p0

∣∣∣
 eik|x−p0|∣∣∣x − p0

∣∣∣ − cos
(
n, p1

) ik −
1∣∣∣x − p1

∣∣∣
 eik|x−p1|∣∣∣x − p1

∣∣∣
where onAwe have x − p0 = p1 − x. This implies

cos
(
n, p0

)
= − cos

(
n, p1

)



18 2. The Mathematical Model

and with
∣∣∣x − p0

∣∣∣ =
∣∣∣x − p1

∣∣∣ onAwe obtain

∂G(x; p0, p1)
∂n

= 2 cos
(
n, p0

) ik −
1∣∣∣x − p0

∣∣∣
 eik|x−p0|∣∣∣x − p0

∣∣∣ .
Neglecting the term 1/|x−p0| for

∣∣∣x − p0

∣∣∣ � λ yields

∂G(x; p0, p1)
∂n

= 2ik cos
(
n, p0

) eik|x−p0|∣∣∣x − p0

∣∣∣ .
Finally, we can write the integral representation (2.19) as

U1(p) :=
1
iλ

∫
A

U(x)
eik|x−p0|∣∣∣x − p0

∣∣∣ cos
(
n, p0

)
dσ (2.20)

for
∣∣∣x − p0

∣∣∣ � λ.

2.6. Fresnel Approximation

Next, we express the setup in rectangular coordinates. Based on this, we establish the
integral representation we will work with using another approximation. The precise
setup is illustrated in Figure 2.4. Note that in the literature the caption of the axes
may be reversed (x1 ↔ ξ1, x2 ↔ ξ2). However, since the object is considered in spatial
domain and the propagated object in Fresnel or Fourier domain, this notation seems
more natural. In these coordinates the angle θ is given by cosθ = z/|r01| where r01 is
the vector from p0 to p1. Any point p0 in the object plane possesses the coordinates
p0 = (x1, x2, 0) and any point p1 in the image plane the coordinates p1 = (ξ1, ξ2, z).
Plugging this into the representation (2.20) results in

U1 (ξ1, ξ2) =
z
iλ

∫
A

U(x1, x2)
eik|r01|

|r01|
2 dx1 dx2

where

|r01| :=
√

z2 + (ξ1 − x1)2 + (ξ2 − x2)2 = z

√
1 +

(
ξ1 − x1

z

)2

+
(
ξ2 − x2

z

)2

.
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Figure 2.4.: Diffraction setup in rectangular coordinates

For a real number |b| < 1 we can express the square-root of 1+b by its Taylor expansion

√

1 + b = 1 +
1
2

b + O
(
b2

)
.

Using only first order terms in the expansion we can approximate |r01| by

|r01| ≈ z
[
1 +

1
2

(
ξ1 − x1

z

)2

+
1
2

(
ξ2 − x2

z

)2]
. (2.21)

We now apply two different approximations. For |r01|
2 in the denominator only the

constant order term is taken, i.e., |r01|
2
≈ z2, and hence this yields

U1 (ξ1, ξ2) ≈
1

iλz

∫
A

U(x1, x2) eik|r01| dx1 dx2 (2.22)

Since errors in the approximation of the exponent have more severe consequences,
we apply formula (2.21) to approximate |r01| there. In the exponential term we obtain

exp (ik |r01|) ≈ exp
(
ik

[
z +

z
2

(
ξ1 − x1

z

)2

+
z
2

(
ξ2 − x2

z

)2])
= exp (ikz) exp

(
ik

z
2

[(
ξ1 − x1

z

)2

+
(
ξ2 − x2

z

)2])
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= exp (ikz) exp
(

ik
2z

(ξ1 − x1)2 + (ξ2 − x2)2
)
.

Plugging this into (2.22) gives

U1 (ξ1, ξ2) ≈
eikz

iλz

∫
A

U(x1, x2) exp
(
i

k
2z

[
(ξ1 − x1)2 + (ξ2 − x2)2

])
dx1 dx2, (2.23)

which is the Fresnel diffraction integral. The scope of this approximation is called near
field or Fresnel regime.

Definition 2.6.1 (Fresnel transform). We denote the Fresnel transform Dτ : L2(R2) →
L2(R2) of a function f ∈ L2 (R2) by Dτ[ f ] where x = (x1, x2), ξ = (ξ1, ξ2). We have the
representation

f̃τ = Dτ
[

f
]

(ξ) =
1
τ

∫
R2

f (x) exp
( iπ
τ2 |x − ξ|

2
)

dx (2.24)

where k = 2π/λ and τ =
√
λz.

Note that our definition of the Fresnel transform is equivalent to the Fresnel diffrac-
tion integral up to the multiplicative constant −ieikz. For a discussion on the accuracy
of the approximations we refer to [42, p. 68].

2.6.1. Equivalent Representations of the Fresnel Transform

For numerical purposes it may be convenient to express the Fresnel transform in terms
of the Fourier transform. Therefore we first define the Fourier transform.

Definition 2.6.2 (Fourier transform). Let f ∈ L2(Rd). We define the Fourier transform
f̂ of f by

f̂ (ω) := F [ f ](ω) =

∫
Rn

f (x) e−2πi〈x,ω〉 dx.
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Remark 2.6.3. Classically, the Fourier transform is defined for integrable functions
but can be extended for square integrable functions. We refer to [80, Section 2.2.2] for
a proof. The inverse Fourier transform of f̂ , denoted by f , is given by

f (x) = F −1[ f̂ ](x) =

∫
Rn

f̂ (ω)e2πi〈x,ω〉 dω.

A proof of this result is given in [80, Theorem 2.1]. ◦

In order to obtain a better understanding of the Fresnel transform, we will derive
different representations of it. Therefore we first expand the term in the exponential

(ξ1 − x1)2 + (ξ2 − x2)2 = ξ2
1 + x2

1 + ξ2
2 + x2

2 − 2x1ξ1 − 2ξ2x2

or respectively

e(ξ1−x1)2+(ξ2−x2)2
= eξ

2
1+ξ2

2ex2
1+x2

2e−2(x1ξ1+x2ξ2).

We can now factor out the first factor and rewrite the Fresnel transform in terms of
the Fourier transform of a modulated function

Dτ
[

f
]

(ξ) =
e

ik
2z (ξ2

1+ξ2
2)

τ

∫
R2

[
f (x) exp

[
ik
2z

(
x2

1 + x2
2

)]]
exp

(
−

2πi
τ2 〈x, ξ〉

)
dx. (2.25)

To see this, we use ik/2z = 2πi/λz = iπ/τ2 and x2
1 + x2

2 = |x|2 and obtain

Dτ
[

f
]

(ξ) =
e

iπ|ξ|2

τ2

τ

∫
Rn

[
f (x) e

iπ|x|2

τ2

]
e
−2πi〈x,ξ〉

τ2 dx.

Substituting y = x/τ2 yields dx = τ2 dy and hence

Dτ
[

f
]

(ξ) = τe
iπ|ξ|2

τ2

∫
R2

[
f (τ2y) eiπτ2|y|

2
]

e−2πi〈y,ξ〉 dy.

We can now write (2.25) using the Fourier transform as

Dτ
[

f
]

(ξ) = τe
iπ|ξ|2

τ2 F

(
f (τ2y) eiπτ2|y|

2
)
. (2.26)

In the presentation of the properties of the Fresnel diffraction integral we will follow
[66, Chapter 2]. However, these properties are also presented in [42, Chapter 5] with
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references to the original work. We start by noting that we can write (2.24) in the form

Dτ
[

f
]

(ξ) =
(

f ? Kτ
)

(ξ) =

∫
R2

f (x) Kτ(x − ξ) dx

where

Kτ(x) =
1
τ

exp
( iπ
τ2 |x|

2
)
.

Furthermore, we note that the kernel Kτ is separable with

1
τ

exp
( iπ
τ2 |x|

2
)

=
1
τ

exp
( iπ
τ2

[
x2

1 + x2
2

])
=

1
√
τ

exp
( iπ
τ2 x2

1

)
︸            ︷︷            ︸

=:k√τ(x1)

1
√
τ

exp
( iπ
τ2 x2

2

)
︸            ︷︷            ︸

=:k√τ(x2)

.

2.6.2. Properties of the Fresnel Transform

Most important in our setting is how to compute the inverse transformD−1
τ .

Proposition 2.6.4 (Inverse Fresnel transform). The inverse Fresnel transform of a func-
tion f̃ ∈ L2 (R2) is given by

D
−1
τ

[
f̃
]

(x) =
1
τ

∫
R2

f̃ (ξ) exp
(
−

iπ
τ2 |x − ξ|

2
)

dξ. (2.27)

Proof. We prove this for the 1D-case where 1
τ is replaced by 1

√
τ
, x = (x1, x2) by x = x1,

ξ = (ξ1, ξ2) by ξ = ξ1, and f (x) = f (x1, x2) by f (x1) since the kernel is separable. We
simply apply the forward and the inverse transform and show that we retrieve the
original function. In order to make things more readable, we write y instead of x for
the variable that appears for the inverse transform.

D
−1
√
τ

[
D√τ

[
f
]]

(y) =
1
τ

∫
R

∫
R

f (x)eiπ(x−ξ)2/τ dx e−iπ(ξ−y)/τ dξ

=
1
τ

∫
R

∫
R

f (x)eiπx2/τe−2iπxξ/τ eiπξ2/τe−iπξ2/τ︸      ︷︷      ︸
=1

e−iπy2/τe2iπyξ/τ dx dξ

=
1
τ

∫
R

(∫
R

[
f (x)eiπx2/τ

]
e−2iπxξ/τ dx

)
e2iπξy/τe−iπy2/τ dξ
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τξ′=ξ
=

1
τ

∫
R

(∫
R

[
f (x)eiπx2/τ

]
e−2iπxξ dx

)
e2iπξye−iπy2/τ τ dξ

= e−iπy2/τ

∫
R

F

{
f (x)eiπx2/τ

}
e2πiξy dξ

= e−iπy2/τ
F
−1

[
F

{
f (x)eiπx2/τ

}]
= e−iπy2/τ f (y)eiπy2/τ = f (y).

Hence,D−1
√
τ
D√τ = Id. The 2D-case follows equivalently. �

Proposition 2.6.5 (Properties). Let f , f̃τ ∈ L2 (R2) with f̃τ(ξ) := Dτ
[

f
]

(ξ). Then the
following properties hold:

(i) Duality: f (x) = Dτ

[
Dτ

[
f
]]

(x)

(ii) Translation: Dτ
[

f (· − t)
]

(ξ) = f̃τ (ξ − t)

(iii) Dilation: Dτ

[
f
(
·

s

)]
(ξ) = f̃τ/s (ξ/s)

Proof. (i) follows from the definition ofDτ and its inverse, (ii) follows since the Fresnel
transform is a convolution, and (iii) follows by calculation. �

Remark 2.6.6. The characterization of the Fresnel transform as a convolution and the
explicit expression for the Fourier transform of the kernel simplifies the computation
of the Fresnel transform numerically. Therefore, the numerical effort reduces to the
computation of fast Fourier transforms and point-wise multiplications. However, in
certain situations it may be important how to sample the kernel to avoid artifacts. For
further details, we refer to [105].

2.7. Fraunhofer Diffraction

In the last sections we derived an approximate representation of the solution in the
near field. In this section we will, based on these facts, derive an even simpler
representation that will turn out to be valid in the far field or Fraunhofer regime.

As observed in (2.25) the Fresnel diffraction integral can be rewritten in terms of the
Fourier transform of the modulated function

f (x) exp
[

ik
2z

(
x2

1 + x2
2

)]
.
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If we further assume that

z�
k
(
x2

1 + x2
2

)
max

2
=

k diam
(
supp

(
f
))2

2

where supp ( f ) =
{
x = (x1, x2) ∈ R2 | f (x) , 0

}
and diam (X) = sup

{∣∣∣x − y
∣∣∣ : x, y ∈ X

}
it

follows that the quadratic phase factor almost vanishes and hence

f (x) exp
[

ik
2z

(
x2

1 + x2
2

)]
≈ f (x).

Therefore the Fraunhofer approximation is given (up to multiplicative phase factors)
by the Fourier transform with scaled frequencies of f , i.e.,

D
Fra
τ

[
f
]

(ξ) =
e

ik
2z (ξ2

1+ξ2
2)

τ

∫
R2

f (x) exp
(
−

2πi
τ2 〈x, ξ〉

)
dx.

A rescaling of the model (cf. [77, Section 3.1.4]) leads to the new, idealized model that
the measurements taken are the point-wise moduli of the Fourier transform of that
function.

2.8. The Imaging Model

In the last sections we derived an expression for the propagation of the wave in free
space from the object plane to the imaging plane. In applications like coherent x-ray
imaging, the measurements are taken typically on some sort of digital image sensor.
The measurements that can be taken are the point-wise moduli of the propagated
wave that usually are complex numbers in each point.

Therefore, our measurements can be written as

m(ξ) =
∣∣∣Dτ

[
f
]

(ξ)
∣∣∣ or m(ξ) =

∣∣∣DFra
τ

[
f
]

(ξ)
∣∣∣ ,

respectively. In practice, we will discretize f andDτ on a rectangular domain with a
regular grid. The discretized image f will be a matrix f ∈ Cd1×d2 and we consider the
discrete transformDτ : Cd1×d2 → Cd1×d2 . Then the matrices fulfilling the measurements
can be written as

M =
{

f ∈ Cd1×d2 |

∣∣∣Dτ
[

f
]

(ξ)
∣∣∣ = m(ξ), ∀ξ ∈ Ω

}
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where Ω = {1, . . . , d1} × {1, . . . , d2} and the modulus is taken element-wise. The task
is to recover f from those measurements. This problem is, in general, ill-posed,
since all matrices with point-wise same modulus as m(ξ) fulfill the measurements
independently of their phase. A typical approach to overcome this difficulty is to
regularize the problem using different types of a priori information. Furthermore, the
measured data may not be exact. Thus a solution that both is in M and fulfills the
additional a priori information may not exist. In this case one may solve a relaxed
problem where the distance of f to the set M is small and not necessarily f ∈ M. In
Chapter 4 we will introduce iterative phase retrieval methods as a tool to solve such
problems. Furthermore, we will study different types of relaxations concerning the
set M, the modulus function |·|, and the projection algorithms. Before that, we discuss
a suitable model for experimental phase retrieval data.

2.9. Experimental Setup

Since experimental details are beyond the scope of this work, we only briefly mention
the idea behind the image formation process as derived in, e.g., [91]. The Fresnel
transform derived in the previous sections is only valid for the wave propagation in
free space, i.e. in the absence of matter. However, in the object plane the wave hits a
physical object, namely the specimen. It can be shown that in the presence of matter,
the wave Uω fulfills the equation(

∆2 + k2n2
ω(x)

)
Uω(x) = 0

where x = (x1, x2, z) and nω(x) =
√
ε(x)/ε0 is called frequency-dependent refractive index

which can be written as

nω(x) = 1 − δ(x) + iβ(x),

cf. [91], and where δ(x) > 0 and β(x) > 0 may also depend on the wavelength. In
some applications, those may be of the order of 10−5 to 10−8 which would legitimize
the approximation of the squared refractive index

n2
ω(x) ≈ 1 − 2δ(x) + 2iβ(x).
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It can be shown, cf. [92], that δ(x) relates to an induced phase shift while β(x) reflects
the absorption in the material. The so called projection approximation is then given by

Uω(x1, x2, 0) ≈ eikτUω(x1, x2,−τ) exp
(∫ 0

−τ

δ(x1, x2, z) − iβ(x1, x2, z) dz
)

(2.28)

where Uω(x, y,−τ) is the incident wave and Uω(x, y, 0) the exit wave in the object
plane after passing an object of thickness τ. This can be shown to be a reasonable
approximation in many physical applications, cf. [91, 92]. Defining the illumination
function

P(x1, x2) := Uω(x1, x2,−τ)

and the object transmission function

O(x1, x2) := exp
(
−k

∫ 0

−τ

β(x1, x2, z) dz − ik
∫ 0

−τ

δ(x1, x2, z) dz
)
,

formula (2.28) becomes

Uω(x1, x2, 0) ≈ eikτP(x1, x2)O(x1, x2).

While most functions arriving from an experimental setup will be of this form, our
discussion will be as general as possible. Hence, we will not employ the knowledge
about this special form specifically. The results therefore will be valid for a more
general class of functions. Nonetheless, since the central theme of this thesis is the
recovery of information about the specimens from phase retrieval data, this type of
function is of course of special interest. Before we study sparsifying transforms in the
next chapter, the following section briefly introduces the common noise model that
appears in the aforementioned applications.

2.10. The Noise Model

One important ingredient when dealing with experimental data is the noise model.
This section treats the derivation of the Poisson noise model used in phase retrieval.
In our reasoning we follow [42, Chapter 3].

The noise model is based on on three fundamental hypotheses, cf. [41]. With a
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slight abuse of notation, in this section τ denotes a real-number describing a time
interval.

Fact 2.10.1. I. For an arbitrarily small time interval ∆t, the probability of a single im-
pulse occurring in the time interval [t, t + ∆t] is equal to the product of ∆t and a
real-nonnegative function λ(t), i.e.,

P (1, t, t + ∆t)) = λ(t)∆t. (2.29)

II. For an arbitrarily small time interval [t, t + ∆t], the probability of more than one
impulse occurring in the time interval [t, t + ∆] is negligibly small, i.e., there are no
multiple events,

P (0, t, t + ∆t) = 1 − λ(t)∆t. (2.30)

III. The impulses in non-overlapping time intervals are statistically independent.

We are interested in the probability that K impulses occur in a certain time interval
t + τ. Hence, we assume that P is differentiable and derive an ordinary differential
equation whose solution will be the noise model. Consider the time interval [t, t + τ+

∆τ] and the probability that K impulses occur. Based on Fact 2.10.1, there are only
two possibilities, since we excluded multiple events:

1. There are K impulses occurring in the time interval [t, t + τ] and no impulses
occurring in the time interval [t + τ, t + τ + ∆τ].

2. There are K− 1 impulses occurring in the time interval [t, t + τ] and one impulse
occurring in the time interval [t + τ, t + τ + ∆τ].

Applying (2.29) and (2.30) to this observation yields

P(K, t + τ + ∆τ) = P(K, t, t + τ) · P(0, t + τ, t + τ + ∆τ)

+ P(K − 1, t, t + τ) · P(1, t, t + τ, t + τ + ∆τ)

= P(K, t, t + τ) · (1 − λ(t + τ)∆τ) + P(K − 1, t, t + τ) · λ(t + τ)∆τ.
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After rearranging the terms and dividing by ∆τ we obtain

P(K, t, t + τ + ∆τ) − P(K, t, t + τ)
∆τ

= λ(t + τ) [P(K − 1, t, t + τ) − P(K, t, t + τ)] .

Assuming differentiability we arrive at the differential equation

dP(K, t, t + τ)
dτ

= λ(t + τ) [P(K − 1, t, t + τ) − P(K, t, t + τ)] . (2.31)

The solution for (2.31) is given by

P(K, t1, t2) =

[∫ t2

t1
λ(t) dt

]K

K!
exp

[
−

∫ t2

t1

λ(t) dt
]
,

see Fact A.1.3 for the proof.
Our interpretation of this result is as follows: The measurements are taken using a

digital sensor that measures the number of photons in each individual pixel. The true
image to be measured would be the expectation value of the underlying probability
distribution. Since we are only able to measure a finite time interval, the data obtained
is intrinsically incomplete.
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In this chapter we introduce the multivariate wavelet-based transforms that we will
utilize in the phase retrieval problem as sparsifying transforms. In order to under-
stand shearlets, we begin by introducing the one-dimensional wavelet transform and
explain the digital realization using wavelet filter banks. In order to be able to in-
troduce the discrete shearlet transform, we sketch how to perform a fast wavelet
transform in two-dimensions using tensor-product wavelets.

3.1. Wavelets

There are several ways to introduce wavelets and a lot of literature on that topic, see,
e.g., [25, 80, 84, 94]. We will follow the path of [80], but take a few shortcuts when
appropriate.

Formally, a wavelet is a normalized function ψ ∈ L2(R)∫ +∞

−∞

∣∣∣ψ(t)
∣∣∣2 dt = 1

with zero-average ∫ +∞

−∞

ψ(t) dt = 0.

The wavelet transform of a function f ∈ L2(R) at time u and on scale s is defined as

W f (s,u) :=
〈

f , ψs,u
〉

=

∫ +∞

−∞

f (t)
1
√

s
ψ∗

( t − u
s

)
dt

where

ψs,u(t) :=
1
√

s
ψ

( t − u
s

)
.
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Figure 3.1.: Mexican hat wavelet for σ = 1 and its Fourier transform

A well-known example for a wavelet is the (normalized) Mexican hat wavelet, it is
given by

ψ(t) =
2

π1/4
√

3σ

(
t2

σ2 − 1
)

exp
(
−

t2

2σ2

)
with Fourier transform

ψ̂(ω) =
−
√

8σ5/2π1/4

√
3

ω2 exp
(
−
σ2ω2

2

)
,

see Figure 3.1. The admissibility condition

0 < cψ := 2π
∫
R

∣∣∣ψ̂(ω)
∣∣∣2

|ω|
dω < ∞

ensures that every real-valued function f ∈ L2(R) has a wavelet representation

f (t) =
1
cψ

∫ +∞

0

∫ +∞

−∞

W f (s,u)
1
√

s
ψ

( t − u
s

)
du

ds
s2 ,

cf. [80, Theorem 4.3] which was originally proven in [15] and later independently in
[43].
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3.1.1. Smoothness and Vanishing Moments

In order to measure properties of the function f on which we perform the wavelet
transform, the wavelet itself needs to satisfy certain properties such as smoothness
and vanishing moments.

Definition 3.1.1 (Vanishing Moments). The wavelet ψ ∈ L2(R) possesses n vanishing
moments if ∫

R

tkψ(t) dt = 0

for all 0 ≤ k ≤ n. In other words, ψ is orthogonal to all polynomials of degree smaller than n.

Definition 3.1.2 (Lipschitz Regularity, Definition 6.1 from [80]). A function f is

• pointwise Lipschitz regular of order α ≥ 0 at v if there exists a constant K > 0 and
a polynomial pv of degree m = bαc such that∣∣∣ f (t) − pv(t)

∣∣∣ ≤ K |t − v|α ∀ t ∈ R. (3.1)

• uniformly Lipschitz regular of order α over [a, b] if it satisfies (3.1) for all v ∈ [a, b]
where K is independent of v.

The Lipschitz regularity of f at v or over [a, b] is the supremum over all α such that f is
Lipschitz α.

Note that if f is uniformly Lipschitz regular of order α > m in a neighborhood of
v then it is m times continuously differentiable in that neighborhood. The following
theorem [80, Theorem 6.1] connects the smoothness of f with the decay of its Fourier
transform.

Theorem 3.1.3 (Theorem 6.1 from [80]). A function f is bounded and uniformly Lipschitz
regular of order α over R if ∫

R

∣∣∣∣ f̂ (ω)
∣∣∣∣ (1 + |ω| α) dω < ∞.
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Suppose now that f is uniformly Lipschitz regular of order α. Then by (3.1) we
have

f (t) = pv(t) + εv(t)

where |εv(t)| ≤ K |t − v| α and pv is a polynomial of degree m ≤ α. If ψ has n > α

vanishing moments, then it is orthogonal to all polynomials of degree smaller than or
equal to m. Therefore, we have

W f (s,u) =

∫
R

f (t)ψ
( t − u

s

)
dt

=

∫
R

(
pv(t) + εv(t)

)
ψ

( t − u
s

)
dt

=

∫
R

pv(t)ψ
( t − u

s

)
dt︸                   ︷︷                   ︸

=0

+

∫
R

εv(t)ψ
( t − u

s

)
dt

=

∫
R

εv(t)ψ
( t − u

s

)
dt

= Wεv(s,u).

Therefore, the wavelet transform (using wavelets with a sufficient amount of vanish-
ing moments) can measure the degree of the singularity of f .

3.1.2. Discrete Wavelets

In order to be able to implement the wavelet transform on a computer it is indis-
pensable to discretize it. This is achieved by sampling the translation and scaling
parameters in a suitable manner. In order to allow for a stable reconstruction, this
sampling must be chosen such that the generated wavelets

{
ψ j,n

}
( j,n)∈Λ form a frame for

L2(R). Necessary and sufficient conditions on ψ, j, and n to achieve this requirement
are given in [25, Proposition 3.3.2] as well as estimates on the frame bounds. Further
it can be shown that if we sample only the scaling parameter on a dyadic grid

{
2 j
}

j∈Z
and there are A,B > 0 such that for all ω ∈ R \ {0}

A ≤
+∞∑

j=−∞

∣∣∣∣ψ̂ (
2 jω

)∣∣∣∣2 ≤ B
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then the resulting wavelets form a frame for L2(R), see [80, Theorem 5.11] and Defini-
tion 3.1.6. It is even possible to construct orthonormal bases of wavelets for L2(R) of
the form {

ψ j,n(t) =
1
√

2 j
ψ

(
t − 2 jn

2 j

)}
( j,n)∈Z2

.

In order to implement a fast wavelet transform using filter banks, the concept of
multiresolution analysis is crucial. Therefore we need the notion of a Riesz basis that
we introduce first. Since the term frame is related to the concept of Riesz bases, we
introduce this definition here as well. We will use frames for the construction of
shearlets in the subsequent sections.

Definition 3.1.4 (Riesz basis, Definition from [111]). A sequence
{
fn
}

in a separable
Hilbert space H is a Riesz basis if it can be obtained from an orthonormal basis by an
invertible, bounded linear operator U, i.e. for all fn it holds that

fn = Uen

where U : H →H and {en} is an orthonormal basis forH .

We will, however, work with a definition which can be shown to be equivalent to
the one above, cf. [111, Theorem 9].

Theorem 3.1.5 (Riesz basis, cf. Theorem 9 from [111]). A sequence { fn} in a separable
Hilbert space H is a Riesz basis if and only if it is complete in H and there exist constants
0 < A ≤ B < ∞ such that for all c ∈ `2 it holds that

A ‖c‖2`2
≤

∥∥∥∥∥∥∥∑i∈Z ci fi

∥∥∥∥∥∥∥
2

H

≤ B ‖c‖2`2
. (3.2)

Definition 3.1.6 (Frame, Definition 2.3 from [21]). Let H be a Hilbert space. Then
{ fn}n∈Z is a frame for H if there exist constants 0 < A ≤ B < ∞ such that for all x ∈ H it
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holds that

A ‖x‖2
H
≤

∑
n∈Z

∣∣∣〈x, fn
〉∣∣∣2 ≤ B ‖x‖2

H
.

The frame is called tight if A = B and Parseval frame if A = B = 1.

We now introduce the multiresolution analysis and the corresponding approxima-
tion spaces. This concept was first introduced in [79] and [84].

Definition 3.1.7 (Definition 7.1 from [80]). Let V j ⊂ L2(R) for j ∈ Z be closed subspaces
such that

∀( j, k) ∈ Z2 : f (t) ∈ V j ⇐⇒ f
(
t − 2 jk

)
∈ V j, (3.3)

∀ j ∈ Z : V j+1 ⊂ V j, (3.4)

∀ j ∈ Z : f (t) ∈ V j ⇐⇒ f
( t
2

)
∈ V j+1, (3.5)

lim
j→+∞

V j =

+∞⋂
j=−∞

V j = {0}, (3.6)

lim
j→−∞

V j = cl

 +∞⋃
j=−∞

V j

 = L2(R). (3.7)

There exists θ such that {θ(t − n)}n∈Z is a Riesz basis of V0. (3.8)

The sequence
{
V j

}
j∈Z

is called multiresolution analysis. We refer to the spaces V j as
approximation spaces.

For a discussion of these properties, we refer to [80, Chapter 7]. It is shown in
[80, Theorem 7.1] that by using a function θ as in (3.8) it is possible to construct an
orthonormal basis for each V j by{

φ j,n(t) =
1
√

2 j
φ

( t − n
2 j

)}
( j,n)∈Z2

.
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Here, the scaling function φ is defined in Fourier domain by

φ̂(ω) =
θ̂(ω)(∑+∞

k=−∞

∣∣∣∣θ̂(ω + 2kπ)
∣∣∣∣2)1/2

where the Riesz basis property guarantees that the autocorrelation symbol

+∞∑
k=−∞

∣∣∣∣θ̂(ω + 2kπ)
∣∣∣∣2

is bounded away from zero and bounded from above. This orthonormalization trick
always works for a given Riesz basis {θ(t − n)}n∈Z for V0.

Using Definition 3.1.7 we see that V1 ⊂ V0 and φ
(

t
2

)
∈ V1 since φ(t) ∈ V0 and

therefore φ
(

t
2

)
∈ V0. Since

{
φ(t − n)

}
n∈Z

is an orthonormal basis of V0 we can represent
the dilated scaling function as

1
√

2
φ

( t
2

)
=

+∞∑
n=−∞

h [n]φ(t − n)

where

h[n] :=
〈

1
√

2
φ

( t
2

)
, φ(t − n)

〉
. (3.9)

The interpretation of h[n] as a discrete filter will serve as the cornerstone for the fast
wavelet transform using filter banks.1 The theoretical justification is given in Theo-
rem 3.1.8, cf. [80, Theorem 7.2] which originates from [79, 84]. This theorem shows a
one-to-one connection between scaling functions and its corresponding discrete filter.
It even demonstrates how to construct a scaling function if an appropriate filter is
given.

Theorem 3.1.8 (Theorem 7.2 from [80]). Given an integrable scaling function φ ∈ L2(R)
such that

{
φ(t − n)

}
n∈Z

is an orthonormal basis of V0 and the corresponding filter as defined

1Note that whenever we write the argument in square brackets, i.e. h[n], we mean a discrete filter. In
this case ĥ(ω) is the Fourier series of h. For a function φ(t) we denote by φ̂(ω) the Fourier transform
of φ.
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in (3.9), the Fourier series ĥ(ω) =
∑

n∈Z h[n] e−iωn of h[n] satisfies∣∣∣∣̂h(ω)
∣∣∣∣2 +

∣∣∣∣̂h(ω + π)
∣∣∣∣2 = 2, ∀ω ∈ R (3.10)

ĥ(0) =
√

2. (3.11)

On the other hand, given a 2π-periodic function ĥ that is C1 in a neighborhood of ω = 0 which
satisfies (3.10), (3.11) and

inf
ω∈[−π/2,π/2]

∣∣∣∣̂h(ω)
∣∣∣∣ > 0

then

φ̂(ω) =

+∞∏
p=1

ĥ (2−pω)
√

2

is the Fourier transform of a scaling function φ ∈ L2(R).

Definition 3.1.9. A discrete filter h[n] that satisfies (3.10) is called a conjugate mirror filter.

We have seen that the approximation spaces V j are subspaces of L2(R) and for each
V j we have an orthonormal basis. Hence, we can approximate any function f ∈ L2(R)
by elements from V j with the orthogonal projection

PV j f =

+∞∑
n=−∞

〈
f , φ j,n

〉
φ j,n.

In order to reconstruct a signal from a wavelet transform we have to take care of the
details that are lost on each scale. Therefore, denote by W j the orthogonal complement
of V j in V j−1, i.e.,

V j−1 = V j ⊕W j. (3.12)

In other words, we have

PV j−1 f = PV j f + PW j f , (3.13)
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hence, we need to construct orthonormal bases for the spaces W j as well. Conse-
quently, we will refer to the spaces W j as detail spaces. The following theorem, cf.
[79, 84], gives precise instructions on how to construct a wavelet using a scaling
function φ and the corresponding conjugate mirror filter.

Theorem 3.1.10 (Theorem 7.3 from [80]). Let φ be a scaling function and h the corre-
sponding conjugate mirror filter. Let ψ be the function whose Fourier transform satisfies

ψ̂(ω) =
1
√

2
ĝ
(
ω
2

)
φ̂

(
ω
2

)
with the 2π-periodic function

ĝ(ω) = e−iω ĥ(ω + π).

Let us denote

ψ j,n(t) =
1
√

2 j
ψ

(
t − 2 jn

2 j

)
.

For any scale 2 j,
{
ψ j,n

}
n∈Z

is an orthonormal basis for W j. For all scales,
{
ψ j,n

}
( j,n)∈Z2

is an

orthonormal basis for L2(R).

The proof, which we will omit here and just refer to [80, p. 320–323], also shows
that ĝ is of the form ĝ(ω) =

∑
n∈Z g[n]e−iωn with the Fourier coefficients

g[n] =

〈
1
√

2
ψ

( t
2

)
, φ(t − n)

〉
and g[n] itself can be written as

g[n] = (−1)1−n h[1 − n].

Therefore, we also have a corresponding filter for the wavelets. The filter h[n] can
be seen as a low-pass filter that provides a low-resolution approximation while g[n]
complementarily is a high-pass filter that maintains the details.
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3.1.3. Filter Banks

The inner products
〈

f , φ j,n

〉
and

〈
f , ψ j,n

〉
can be realized as convolutions of f with the

scaling function φ and the wavelet ψ respectively. Filter banks use this property to
implement a fast transform that can compute the wavelet transform on each scale
with a complexity that is linear in the length of the signal. The orthogonality of both
bases in V j as well in W j – or the scaling function and wavelets – is an important
fact implying conjugate mirror filters. We have seen in (3.12) and (3.13) that we can
successively decompose an approximation PV j f of f into a coarser approximation
PV j+1 f and a detail function PW j+1 f . The coefficients in the corresponding expansions
are therefore given by

a j[n] :=
〈

f , φ j,n

〉
and d j[n] :=

〈
f , ψ j,n

〉
(3.14)

since
{
φ j,n

}
n∈Z

is an orthonormal basis of V j and
{
ψ j,n

}
n∈Z

is an orthonormal basis of
W j. We denote x̄[n] := x[−n] and the upsampled sequence by

x̌[n] :=

x[n], for n = 2p

0, for n = 2p + 1.

The following theorem first appeared in [79] and [84] and states that it is possible to
calculate the coefficients a j[n], d j[n] using discrete convolutions.

Theorem 3.1.11 (Theorem 7.7 from [80]). The coefficients in (3.14) can be calculated using
discrete convolutions with the filter sequences h[n] and g[n], i.e.,

a j[n] =

+∞∑
n=−∞

h[n − 2p] a j[n] = a j ? h̄[2p],

d j[n] =

+∞∑
n=−∞

g[n − 2p] a j[n] = a j ? ḡ[2p].

Furthermore, the original signal can be successively reconstructed by

a j[p] =

+∞∑
n=−∞

h[p − 2n] a j+1[n] +

+∞∑
n=−∞

g[p − 2n] d j+1[n]

= ǎ j+1 ? h[p] + ď j+1 ? g[p].
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Figure 3.2.: Flowchart illustrating two decomposition steps from the wavelet
transform (top) and the inverse transform (bottom).

Remark 3.1.12. In practice, we will work with compactly supported wavelets (and
scaling functions) and therefore the discrete convolutions will be finite sums of a
certain length. The complexity of the transform depends only linearly on the signal
lengths as well as on the lengths of the filter sequences h and g. Daubechies wavelets
are known to be optimal in the sense that, given a certain number of vanishing
moments, they have the shortest possible support, see [80, Chapter 7.2.3]. ◦

Figure 3.2 illustrates two steps of the forward and the inverse transform. The symbol
↓ 2 means a downsampling by a factor of two, i.e., we drop every second entry and
obtain a vector of half length. The symbol ↑ 2 means introducing zeros in every second
component which we interpreted as an upsampling, i.e., we obtain a vector of twice
the length. The symbols h̄ and ḡ stand for the convolution with the corresponding
filter sequences. In each decomposition level, a coefficient a j is thus decomposed
into a coarser approximation a j+1 using a low-pass filter and the corresponding detail
part d j+1 using a high-pass filter. The new approximation coefficient a j+1 is then
again decomposed into a j+2 and d j+2. The wavelet transform therefore consists of an
approximation vector aL and all vectors with detail coefficients

(
d j

)
1≤ j≤L

.

The inverse transform follows accordingly. Here, we first insert zeros, expand the
vector and then perform the convolution with low- and high-pass filters. By adding
the result, we obtain a j+1 from a j+2 and d j+2. This procedure can be iterated until we
receive our original signal, see Figure 3.2.
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3.1.4. Wavelets in Two Dimensions

In order to analyze images, we need to apply a two-dimensional wavelet transform.
The most obvious approach is to use tensor-product wavelets. We will see that
the construction and the fast wavelet transform can be applied for more than one
dimension.

We start by extending the multiresolution analysis to cover the two-dimensional
case, cf. [80].

Definition 3.1.13 (Separable multiresolution approximation). Let
{
V j

}
j∈Z

be a mul-

tiresolution of L2(R). Then a separable multiresolution for L2(R2) is given by{
V2

j

}
j∈Z

:=
{
V j ⊗ V j

}
j∈Z
.

Remark 3.1.14. It can be shown that we obtain an orthonormal basis for V2
j by{

φ2
j,n(x1, x2) = φ j,n1(x1)φ j,n2(x2) =

1
2 jφ

(
x1 − 2 jn1

2 j

)
φ

(
x2 − 2 jn2

2 j

)}
n∈Z2

,

cf. [80, Theorem A.3]. ◦

In order to construct two-dimensional wavelets, we introduce the detail spaces W2
j as

the orthogonal complements to the approximation spaces V2
j in V2

j−1, i.e.

V2
j−1 = V2

j ⊕W2
j .

The following theorem [80, Theorem 7.24] shows how to construct orthonormal bases
for the detail spaces.

Theorem 3.1.15 (Theorem 7.24 from [80]). Let φ be a scaling function in L2(R) and ψ ∈
L2(R) the corresponding wavelet generating an orthonormal basis for L2(R). We define

ψ1(x) := φ(x1)ψ(x2),

ψ2(x) := ψ(x1)φ(x2),

ψ3(x) := ψ(x1)ψ(x2),
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and for 1 ≤ k ≤ 3, we consider

ψk
j,n(x) :=

1
2 jψ

k

(
x1 − 2 jn1

2 j ,
x2 − 2 jn2

2 j

)
.

Then {
ψ1

j,n, ψ
2
j,n, ψ

3
j,n

}
n∈Z2

is an orthonormal basis for W2
j and{

ψ1
j,n, ψ

2
j,n, ψ

3
j,n

}
( j,n)∈Z×Z2

is an orthonormal basis for L2(R2).

The approximation and detail coefficients are therefore given by

a j[n] =
〈

f , φ2
j,n

〉
, dk

j[n] =
〈

f , ψk
j,n

〉
for 1 ≤ k ≤ 3.

For the product of two one-dimensional filters y[m], z[m] we denote the product filter
by yz[n] = y[n1]z[n2], and n := [n1,n2]. Furthermore, denote y[m] := y[−m] as before.
Given the conjugate mirror filters g[m], h[m] associated with a wavelet ψ (or a scaling
function φ respectively), we obtain

a j+1[n] = a j ? h h[2n],

d1
j+1[n] = a j ? h g[2n],

d2
j+1[n] = a j ? g h[2n],

d3
j+1[n] = a j ? g g[2n].

(3.15)

The fast wavelet transform using filter banks can be generalized to the multivari-
ate case to compute the approximation and wavelet coefficients. For details we
refer the reader to [80, Chapter 7.7.3]. It should be clear that all the ideas from the
one-dimensional case can be carried over to the two-dimensional setting if we use
separable wavelets.

Remark 3.1.16. The separable construction has several drawbacks. Since we only
compute horizontal, vertical and diagonal directions, the tensor-product structure



42 3. Frames

prefers those directions. Singularities along other curves are thus not captured suffi-
ciently. The separable two-dimensional wavelet transform is inherently isotropic and
therefore not aware of different directions. ◦

The next section introduces shearlets, one approach to circumvent these drawbacks
while maintaining most of the advantages that the wavelet transform has.

3.2. Shearlets

Before we describe the construction of compactly supported shearlets, we want to
briefly review the development of anisotropic wavelet-like function systems. The
introduction of wavelets to the field of signal processing had an enormous impact on
applications as well as on the development of the theoretical aspects. Wavelets were
soon recognized to provide sparse representations for most one-dimensional signals
[79, 80], a fact that has been extensively exploited for various applications such as
denoising of signals, reconstruction or extraction of special features. It was further
possible to establish a connection between the regularity of functions in Besov spaces
with the decay of wavelet coefficients of these functions [32].

However, a naïve tensor-product approach for multivariate approximation using
wavelets for images is not optimal anymore in the sense of N-term approximations.
This is due to the fact that tensor-product wavelets are intrinsically isotropic and
cannot efficiently represent structures along curves. This circumstance led to the
development of various function systems (often summarized under the term ∗-lets)
that are based on wavelets and try to overcome isotropy in order to achieve better
approximation rates, namely brushlets [83], ridgelets [16], contourlets [33], curvelets
[17], and shearlets [61, 45, 78] – just to mention a few. A different approach is used
by the Easy Path Wavelet Transform (EPWT), see [95]. Here, the idea is to construct a
(smooth) path through the pixels of the discrete image and to apply a one-dimensional
wavelet transform along this path. Hence, the EPWT is an adaptive transform in
contrast to the other transforms mentioned above. Its approximation properties are
well understood and its usefulness for image processing is well established, see [49,
97, 96].
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3.2.1. Construction of Shearlets

This section introduces shearlets using compactly supported generators as proposed
in [69]. We briefly introduce the shearlet transform and review some of its properties
as well es its numerical implementation. For an extensive treatment of the latter, we
refer to [60].

An important ingredient for the construction of shearlets are the scaling, shearing
and sampling matrices.

Definition 3.2.1 (Scaling, shearing, and sampling matrices). For j ∈ Z and k ∈ Z we
define the anisotropic scaling matrices

A2 j :=

2 j 0
0 2b j/2c

 , Ã2 j :=

2b j/2c 0
0 2 j

 .
For k ∈ Z we define the shearing matrices

Sk :=

1 k
0 1

 , ST
k :=

1 0
k 1

 .
For a sampling vector c = (c1, c2) with sampling parameters c1, c2 > 0 we define the sampling
matrices

Mc :=

c1 0
0 c2

 , M̃c :=

c2 0
0 c1

 .

Shearlets are constructed for two different cones, cf. Figure 3.3. The following
definition introduces these cones. Note that this is not a general definition for cones
but only a very special case that we will be working with here.

Definition 3.2.2 (Vertical, horizontal and truncated cones). The horizontal and vertical
cones are defined as

Kh :=
{
ξ = (ξ1, ξ2) ∈ R2

| |ξ2/ξ1| ≤ 1
}
,

Kv :=
{
ξ = (ξ1, ξ2) ∈ R2

| |ξ1/ξ2| ≤ 1
}
.
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Using the definition of the centered rectangle

R :=
{
ξ = (ξ1, ξ2) ∈ R2

| ‖ξ‖
∞
< 1

}
,

we define the truncated horizontal cone and the truncated vertical cone by

K
t
h := Kh \ R

=
{
ξ = (ξ1, ξ2) ∈ R2

| ξ1 ≥ 1, |ξ2/ξ1| ≤ 1
}
∪

{
ξ = (ξ1, ξ2) ∈ R2

| ξ1 ≤ −1, |ξ2/ξ1| ≤ 1
}
,

K
t
v := Kh \ R

=
{
ξ = (ξ1, ξ2) ∈ R2

| ξ2 ≥ 1, |ξ1/ξ2| ≤ 1
}
∪

{
ξ = (ξ1, ξ2) ∈ R2

| ξ2 ≤ −1, |ξ1/ξ2| ≤ 1
}
.

These cones are highlighted by bold lines in Figure 3.3. The shearlet system is
a union of a low-pass element and two individual generating shearlets which are
defined according to the horizontal respectively the vertical cone.

Definition 3.2.3 (Definition 2.1 from [60]). Let φ,ψ, ψ̃ ∈ L2(R2), and c = (c1, c2) ∈ R2
+.

We define the set of low-pass elements for ξ ∈ R by

Φ
(
φ; c1

)
:=

{
φm = φ (· − c1m) : m ∈ Z2

}
,

the set of shearlet elements on the horizontal cone for ξ ∈ K t
h by

Ψ
(
ψ; c

)
:=

{
ψ j,k,m = 2

3
4 jψ (SkA2 j · −Mcm) : j ≥ 0, |k| ≤ d2 j/2

e, m ∈ Z2
}

and the set of shearlet elements on the vertical cone for ξ ∈ K t
h by

Ψ̃
(
ψ̃; c

)
:=

{
ψ̃ j,k,m = 2

3
4 jψ̃

(
ST

k Ã2 j · −M̃cm
)

: j ≥ 0, |k| ≤ d2 j/2
e, m ∈ Z2

}
.

The complete shearlet system is then given by

SH
(
φ,ψ, ψ̃; c

)
:= Φ

(
φ; c1

)
∪Ψ

(
ψ; c

)
∪ Ψ̃

(
ψ̃; c

)
.

The associated shearlet transform maps a function f ∈ L2(R2) onto a series of shearlet
coefficients

c j,k,m
(

f
)

:=
(〈

f , φm

〉
,
〈

f , ψ j,k,m

〉
,
〈

f , ψ̃ j,k,m

)〉
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with the standard L2-scalar product. Elements from the shearlet system are called shearlets.

More precisely, this construction is referred to as cone-adapted regular discrete shearlet
system, cf. [70]. The reason for this can be seen in Figure 3.3 where the bold lines
constitute the cones for which the shearlets are constructed individually. The question
that arises from the definition is which functionsφ,ψ, ψ̃ are suitable in order to achieve
the desired properties and a fast numerical implementation. The classical shearlets are
generated by separable, band-limited functions

ψ̂ (ξ1, ξ2) = ψ̂1 (ξ1) ψ̂2

(
ξ2

ξ1

)
,

̂̃
ψ (ξ1, ξ2) =

̂̃
ψ1

(
ξ1

ξ2

) ̂̃
ψ2 (ξ2)

where ψ1 and ψ̃1 are orthogonal wavelets and ψ2 and ψ̃2 are bump functions. This
construction directly yields a Parseval frame due to the tiling of the frequency plane,
see Figure 3.3. Since we want to approximate objects that have compact support

1

Figure 3.3.: Induced tiling of the frequency plane R̂2 for classical band-limited,
cone-adapted shearlets

in spatial domain, it is natural to use compactly supported shearlets. The difficulty
when designing shearlets with compact support (and hence functions that are not
band-limited in the frequency plane) is to achieve a similar frequency tiling as in
Figure 3.3.

The first construction is due to Lim [69] where the shearlets form a frame with
reasonable frame bounds A and B. Here, separable generators are used and a fast
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numerical implementation is derived. In [70], a construction based on non-separable
compactly supported generators was presented together with a numerical implemen-
tation.

Remark 3.2.4. It is an open problem whether or not it is possible to construct com-
pactly supported shearlets that form a Parseval frame for L2(R2), cf. [55]. ◦

3.2.2. Compactly Supported Shearlets

In this section we want to briefly recall the characterization and assumptions for which
shearlet frames with compactly supported generators exist.

Theorem 3.2.5 (Theorem II.3 from [70]). Let φ,ψ ∈ L2(R2) be compactly supported such
that their Fourier transforms satisfy the decay conditions

φ̂ (ξ1, ξ2) ≤ C1 min
{
1, |ξ1|

−γ} min
{
1, |ξ2|

−γ} (3.16)

and ∣∣∣ψ̂ (ξ1, ξ2)
∣∣∣ ≤ C2 min

{
1, |ξ1|

α} min
{
|ξ1|
−γ} min

{
|ξ2|
−γ} (3.17)

with positive constants C1,C2 < ∞ and α > γ > 3. Define ψ̃ (x1, x2) = ψ (x2, x1) and assume
further that there exists a constant A > 0 such that

∣∣∣φ̂ (ξ)
∣∣∣2 +

∑
j≥0

∑
|k|≤2d j/2e

∣∣∣∣ψ̂ (
ST

k A2− jξ
)∣∣∣∣2 +

∣∣∣∣ ˆ̃ψ
(
SkÃ2− jξ

)∣∣∣∣2 > A. (3.18)

Then there exists a sampling vector c = (c1, c2) ∈ R2
+ such that the generated shearlet system

SH
(
φ,ψ, ψ̃; c

)
is a frame for L2(R2).

Theorem 3.2.5 indicates the requirements on the wavelets chosen as generators.
Using compactly supported wavelets one has to ensure smoothness and vanishing
moments ofψ to fulfill (3.16) and (3.17). The boundedness from below away from zero
in (3.18) resembles the conditions for the Fourier transform of the scaling function φ
in the one-dimensional wavelet case. While this condition is less strict it also does
not yield a Riesz basis. However, it still ensures a sufficient covering of the frequency
plane and thus one obtains a frame for L2(R2) as stated by the theorem.
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3.2.3. Discrete Shearlets

This section outlines the general idea of the implementation of a discrete shearlet
transform. There exist several MATLAB toolboxes for band-limited as well as com-
pactly supported shearlets, see [48, 60, 69, 70]. Here, we will focus on non-separable
shearlets with compactly supported generators as discussed in [60] and follow the
exposition therein. First, we introduce separable, compactly supported shearlets.

A key aspect in deriving a fast algorithm is the discretization of the shear operation
Sk onto a grid Z2. We consider the horizontal cone and start with a two-dimensional
tensor-product scaling function and wavelet, i.e.,

φ(x) = φ1 ⊗ φ1(x), ψ(x) = ψ1 ⊗ φ1(x) (3.19)

where x = (x1, x2) ∈ R2. These generators are called separable shearlet generators.
The construction for the vertical cone follows analogously while interchanging the
coordinates x1 and x2 in the construction. The assumptions of Theorem 3.2.5 can be
fulfilled by choosing a suitable scaling function and wavelet. Prominent examples
that can be chosen (and are implemented in the ShearLab toolbox) include Coiflets,
Daubechies wavelets, Symmlets, and their corresponding scaling functions.

While the abstract definition of the transform assumes a continuous function and
calculates an infinite sequence of coefficients, the discrete transform will have to
work on a finite number of samples with a finite number of scales and shearing
directions. One thus assumes that the coefficients on some fine scale are given and then
uses a procedure similar to Figure 3.2 to compute the coefficients on different scales.
However, in practice, analogously to the wavelet transform, those coefficients are not
directly available and an approximation has to be made at some point. Furthermore,
in order to be able to apply a similar filter bank scheme as for wavelets, one needs to
take care of the shearing operator. In order to do that, we first prove a fact about the
commutation of the scaling and shearing matrix and consider its implications for the
inner products

〈
f , ψ j,k,m

〉
.

Lemma 3.2.6. With the notation as in Definition 3.2.1 we have

SkA2 j = A2 jS2−b j/2ck (3.20)
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and hence

ψ j,k,m(·) = ψ j,0,m(S2−b j/2ck·). (3.21)

Therefore, we can calculate the shearlet coefficients
〈

f , ψ j,k,m

〉
by〈

f , ψ j,k,m

〉
=

〈
f (S−2−b j/2ck·) , ψ j,0,m

〉
. (3.22)

Proof. For the first statement, we calculate

SkA2 j =

1 k
0 1

 2 j 0
0 2b j/2c

 =

2 j k2b j/2c

0 2b j/2c


A2 jS2−b j/2ck =

2 j 0
0 2b j/2c

 1 k2−b j/2c

0 1

 =

2 j k2b j/2c

0 2b j/2c

 .
For the second statement, we use the first statement and obtain

ψ j,0,m (S2−b j/2ck·) = 2
j+b j/2c

4 ψ (S0A2 jS2−b j/2ck · −Mcm)
S0=Id
= 2

j+b j/2c
4 ψ (A2 jS2−b j/2ck · −Mcm)

(3.20)
= 2

j+b j/2c
4 ψ (SkA2 j · −Mcm)

= ψ j,k,m(·).

For the third statement, we write down the inner product, substitute with y = S2b j/2ckx,
and obtain 〈

f , ψ j,k,m

〉
=

∫
R2

f (x)ψ j,k,m(x) dx

=

∫
R2

f (x)ψ j,0,m (S2−b j/2ck·) dx

=

∫
R2
|det S2−b j/2ck| f (S−2−b j/2ckx)ψ j,0,m(x) dx

=
〈

f (S2−b j/2ck·) , ψ j,0,m(·)
〉

as claimed, since |det S2−b j/2ck| = 1. �

Remark 3.2.7. Calculating the shearlet coefficients hence is possible by calculating a
discrete tensor-product wavelet transform with an anisotropic scaling matrix of the
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sheared data. The next steps are then to develop a faithful discretization of the shear
operator. We further describe how to compute shearlet coefficients for non-separable
generators. ◦

If we discretize the shear operator S2−b j/2ck, we need to make sure that it is well defined.
In this current form, the shear operator S2−b j/2ck does not preserve the grid Z2, i.e.,

S2−b j/2ck

(
Z2

)
, Z2.

More specifically, we need to refine the grid along the horizontal axis x1, since

2−b j/2cZ ×Z =

2−b j/2c 0
0 1

 (Z2
)

=

2−b j/2c 0
0 1

 (SkZ
2
)

= S2−b j/2ck

2−b j/2c 0
0 1

 (Z2
)

= S2−b j/2ck

(
2−b j/2cZ ×Z

)
where we used 2−b j/2c 0

0 1

 Sk =

2−b j/2c 2−b j/2ck
0 1

 = S2−b j/2ck

2−b j/2c 0
0 1


and that Z2 is invariant under the action of Sk. This leads to a grid 2−b j/2cZ × Z
for each decomposition level. However, it is still necessary to compute the sheared
sampling values f (S2− j/2k·) from the given input, cf. [70]. One possibility is to apply
an interpolation of the sampling values to obtain values on the refined grid, calculate
the sheared sampling value and perform a downsampling afterwards. Therefore, we
assume that the function f ∈ L2(R2) can be written as

f (x) =
∑
n∈Z2

fJ[n]2Jφ
(
2Jx1 − n1, 2Jx2 − n2

)
(3.23)

with φ as defined in (3.19). Let ↑2b j/2c denote the upsampling by a factor of 2b j/2c

and ↓2b j/2c the downsampling by the same factor along the x1-axis. Denote by ?1 the
convolution along the x1-axis. One obtains interpolated sampling values f̃J on a finer
grid 2−b j/2cZ ×Z by

f̃J :=
(
( fJ)

↑2b j/2c ?1 hb j/2c
)
.
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Note that f̃J is unchanged in x2 direction and interpolated along the x1-axis yielding
2−b j/2c as many sampling values. This is necessary to apply the shear operator. The
application of S2−b j/2ck to discrete data fJ is hence achieved by computing the discretized
shear operator

Sd
2−b j/2ck fJ :=

(
( f̃J[Sk·]) ?1 hb j/2c

)
↓

2b j/2c
(3.24)

where, as above, we used the convention h[n] = h[–n]. This result is central for the
computation of the shearlet coefficients as we will discuss in the next section.

Non-Separable Shearlet Generator

For separable shearlets, we have considered generators of the form

ψsep(x) := ψ1 ⊗ φ1(x) (3.25)

where ψ1 is a wavelet and φ1 a scaling function. It is discussed in [60] that non-
separable generators can achieve better numerical results. Non-separable generators
are constructed in Fourier domain by

ψ̂(ξ) = P(ξ1/2, ξ2)ψ̂sep(ξ) (3.26)

where P is the Fourier series of a two-dimensional fan filter.2 Following [60], it
is possible to construct compactly supported wavelets ψ1, scaling functions φ1, and
finite two-dimensional fan filters

{
p[n]

}
n∈Z such that the requirements of Theorem 3.2.5

are met, and one obtains a shearlet frame with reasonable frame bounds. We denote
the Fourier coefficients of the trigonometric polynomials

ĥ j(ξ1) =

j−1∏
k=0

ĥ(2kξ1), ĝ j(ξ1) = ĝ
(

2 jξ1

2

)
ĥ j−1(ξ1) (3.27)

by
{
h j[n]

}
n∈Z

and
{
g j[n]

}
n∈Z

respectively where ĥ0 ≡ 1.

In the last section we have seen how the shear operator can be suitably discretized.

2 Fan filters have been studied originally in the electrical engineering community, cf. [1]. The term
fan filter describes those filters that have a wedge-like support in frequency domain. The fan filter
is in this case responsible for directional sensitivity of the shearlet generators. For more details and
examples, we refer to [1, 3, 24].
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Now, we turn our attention to the computation of the shearlet coefficients
〈

f , ψ j,k,m

〉
itself. We have seen in Lemma 3.2.6 that

ψ j,k,m(·) = ψ j,0,m(S2−b j/2ck·) and
〈

f , ψ j,k,m

〉
=

〈
f (S−2−b j/2ck·), ψ j,0,m

〉
.

Recall that ψ j,k,m was defined as

ψ j,k,m(x) = 2
3
4 jψ(SkA2 j · −Mcm)

which for k = 0 and Mc = Id simplifies to

ψ j,0,m(x) = 2
3
4 jψ(A2 j · −m). (3.28)

Computing the Fourier transform of (3.28) yields

ψ̂ j,0,m(ξ) = 2−
3
4 je−2πi

〈
m,A−1

2 j ξ
〉
ψ̂(A−1

2 j ξ). (3.29)

Using the definition of ψ̂ in (3.26) with ψsep as in (3.25) and plugging it into (3.29)
yields

ψ̂ j,0,m(ξ) = 2−
3
4 j−1e−2πi

〈
m,A−1

2 j ξ
〉
P(A−1

2 j Q−1ξ)ĝ(2− j−1ξ1)ĥ(2−b j/2c−1ξ2)φ̂(A−1
2 j 2−1ξ)

with Q = diag (2, 1). This can be shown to be equal to

ψ̂ j,0,m(ξ) = 2−Je−2πi
〈
m,A−1

2 j ξ
〉
P(A−1

2 j Q−1ξ)ĝJ− j ⊗ ĥJ−b j/2c(2−Jξ)φ̂(2−Jξ) (3.30)

where we refer to [60, Section 3.2] for details. Since we assumed that f is of the form
(3.23) one obtains for its Fourier transform

f̂ (ξ) := 2−J f̂J(2−Jξ)φ̂(2−Jξ). (3.31)

One can show by using (3.31) and (3.30) that the shearlet coefficients are of the form

〈
f , ψ j,0,m

〉
= 2−2J

∫
R2

f̂J(2−Jξ)
∣∣∣φ̂(2−Jξ)

∣∣∣2 e2πi
〈
m,A−1

2 j ξ
〉
P∗(A−1

2 j Q−1ξ)Ŵ∗

j(2
−Jξ)φ̂(2−Jξ) dξ
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where the filter W j is defined by W j = gJ− j ⊗ hJ−b j/2c. Using a rescaling η = 2−Jη and∑
n∈Z2

∣∣∣φ̂(ξ + n)
∣∣∣2 = 1

one can then compute that

〈
f , ψ j,0,m

〉
=

∫
[0,1]2

f̂J(η)e2πi
〈
m,A−1

2 j 2Jη
〉
P∗(2JA−1

2 j Q−1η)Ŵ∗(η) dη.

It is shown in [60, Section 3.2.1] that one can compute the shearlet coefficients using
discrete convolutions 〈

f , ψ j,0,m

〉
=

(
fJ ?

(
p j ?W j

)) [
A−1

2 j 2Jm
]

(3.32)

where
{
p j[n]

}
n∈Z

are the Fourier coefficients of P
(
2J− j−1ξ1, 2J− j/2ξ2

)
. If we choose p j ≡ 1

and omit the anisotropic scaling matrix A2 j , (3.32) simplifies to the two-dimensional
wavelet formula, see (3.15). Furthermore, denote the digital shearlet filters

ψd
j,k = Sd

k/2 j/2

(
p j ?W j

)
(3.33)

with the discretized shearing operator as described above. Similarly as before, the
corresponding shearlets on the other cone can be obtained by a changing the order of
variables and will be denoted by ψ̃d

j,k.

For a more detailed treatment of the construction of compactly supported generator
functions we refer to [56], for more information on non-separable generators we refer
to [70] and to [60] for a detailed discussion on the numerical discretization. Suitable
choices for the aforementioned low-pass, high-pass and fan filters will be discussed
in the next section together with more details on the numerical implementation in
ShearLab.

Inverse Transform

Since the shearlet system is not a basis, the dual frame elements (here denoted dual
shearlets) have to be known in order to compute an inverse transform using the same
scheme as for the forward transform. In general, this is often not the case and the
pseudo-inverse is computed to perform an inverse transform.

However, in certain circumstances it is possible to give precise formulas for the
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dual shearlets and thus derive an inverse algorithm. This is described in [60] and
studied in more detail in [59]. Here, we focus merely on giving the formulas that are
important to understand the idea of the inverse algorithm.

Choosing a separable low-pass filter

φ̂d(ξ) = ĥJ(ξ1) · ĥJ(ξ2)

with hJ as defined in (3.27) one defines the dual frame weights

Ψ̂d(ξ) :=
∣∣∣φ̂d(ξ)

∣∣∣ 2 +

J−1∑
j=0

∑
|k|≤2b j/2c

(∣∣∣∣ψ̂d
j,k(ξ)

∣∣∣∣ 2 +
∣∣∣∣ ˆ̃ψd

j,k(ξ)
∣∣∣∣ 2

)

where ψ̂d
j,k is the Fourier series of the digital shearlet filter ψd

j,k as defined in (3.33). The
dual shearlets can then be defined by

ϕ̂d(ξ) =
φ̂d(ξ)

Ψ̂d(ξ)
, γ̂d

j,k(ξ) =
ψ̂d

j,k(ξ)

Ψ̂d(ξ)
, ˆ̃γd

j,k(ξ) =

ˆ̃ψd
j,k(ξ)

Ψ̂d(ξ)
.

It is shown in [60] that these definitions yield a reconstruction formula that can be
implemented similarly as the forward transform using point-wise multiplications in
Fourier domain to realize the convolutions.

Remark 3.2.8. Note that although the low-pass filter is separable, the resulting gen-
erating functions are not. This separability is only valid for the low-pass filter which
itself does not represent any directional features and therefore separability is not
important. ◦

3.2.4. Numerical Implementation

This section explains the numerical implementation of the shearlet transform in more
detail. We will illustrate the behavior using a simple example. We start with an image
x ∈ Rd1×d2 , perform the transform to obtain the shearlet coefficients, and perform an
inverse transform. For each of these steps we will introduce the functions involved
using the shearlet toolbox ShearLab3D in version 1.1.3

3Although the name might suggest that this toolbox only computes the shearlet transform of three-
dimensional data, it offers both, a two-dimensional and a three-dimensional transform.
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Forward Transform

The forward transform can be separated into two parts. First, a shearlet system has to
be computed depending on the size of the image and the number of decomposition
levels which imply the number of shearings.

In this step one has to chose a suitable quadrature mirror filter. We have seen that the
shearlets are constructed on cones. Since shearlets on the border of two neighboring
cones are very similar, the toolbox offers to compute only one of the two shearlets to
save computation time and memory. The simplest version4 to create a shearlet system
is by calling the function� �

1shearletSystem = SLgetShearletSystem2D(useGPU, rows, cols, nScales)� �
where rows and cols determine the size of the image and scales the number of
scales. The boolean input useGPU specifies if the shearlet system will be stored on
a GPU. In order to illustrate the method, we show the returned structure in Table
3.1. The shearlets are computed using convolutions which are calculated as a point-
wise multiplication in Fourier domain. Therefore, the shearlet variable is complex-
valued although they are real-valued indeed (up to machine precision). The size
denotes the size of the shearlets and the shearLevels are determined by the number of
decomposition levels, i.e., the number of shearings on the corresponding scale. The
variable full denotes if a full system is computed or if the shearlets on the border
of the cone are only computed once as mentioned above. The variable nShearlets
stores the number of shearlets and shearletIdxs the indices of the shearlets in the
format [cone, scale, shearing]. In dualFrameWeights the sums of the absolute squared
shearlets are stored which is neccessary for the inverse transform. Furthermore, RMS
stores the root mean squares of all shearlets for normalization purposes.

The storage on a GPU is indicated by useGPU while isComplex is always zero, since
real-valued shearlets are used. Once a shearlet system is computed for a given
size, number of scales (and further optional parameters), the forward transform is
computed using� �

1coeffs = SLsheardec2D(x,shearletSystem)� �
4In this case, a couple of default options are used. For example, a default quadrature mirror filter is

chosen and a default number of shearing levels. For a detailed outline of these options we refer to
the comments in the Matlab file SLgetShearletSystem2D.m inside the ShearLab3D toolbox.
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Field Value Min Max

shearlets 〈512 × 512 × 49 complex double〉 – –
size [512 512] 512 512
shearLevels [1 1 2 2] 1 2
full 0 0 0
nShearlets 49 49 49
shearletIdxs 〈49 × 3 double 〉 -4 4
dualFrameWeights 〈512 × 512 double 〉 0.0669 1.000
RMS 〈1 × 49 double 〉 0.0231 0.1049
useGPU 0 0 0
isComplex 0 0 0

Table 3.1.: An example shearlet system structure computed using ShearLab3D 1.1
and MATLAB 2013a

where x denotes the input image. The coefficients on each scale are computed by
point-wise multiplications of the shearlet system with the image x in Fourier domain.
The variable coeffs is of the size 512 × 512 × 49 (in this example) or more generally
rows × cols × nScales.

Inverse Transform

For the inverse transform, the ShearLab3D toolbox uses the same shearlet system as for
the forward transform where each coefficient is weighted by the dual frame weights
saved in shearletSystem.dualFrameWeights in order to obtain the dual shearlet
frame. The calculation is therefore performed analogously to the forward transform
by point-wise multiplications in Fourier domain. In this example, we retrieve the
original image x using the command� �

1x = SLshearrec2D(coeffs,shearletSystem);� �
where the shearlet system can be pre-computed and used for all images of the same
size assuming the same number of scales and shear levels are used. As described in
the last section, the dual shearlets can be obtained by rescaling with the dual frame
weights Ψd. This makes the inverse transform fast and stable and the generated
shearlet system universally applicable for forward and inverse transform.

Computing the Shearlet System

Since the forward and inverse transform reduce to a point-wise multiplication of the
data with the shearlet system in Fourier domain, the more interesting aspect of the
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Index 0 1 2 3 4
Value 0.010493 -0.026348 -0.051777 0.27635 0.58257

Index 5 6 7 8
Value 0.27635 -0.051777 -0.026348 0.010493

Table 3.2.: Filter coefficients for the maximally flat symmetric 9-tap filter

transform is how the shearlet system can be computed. We touched this topic briefly
in the last section. The Matlab function of interest here is SLgetShearletSystem2D.
This method computes the necessary filters for a given set of options such as image
size, number of scales, number of shearings. We have seen in the last section that
we basically need to specify a low-pass filter h and a fan filter P. The low-pass
filter then induces a high-pass filter via (3.27). While, in principle, every filter that
fulfills the assumptions of Theorem 3.2.5 is possible, the choice of the filter influences
the numerical performance and the frame bounds of the generated shearlet system.
In ShearLab 3D, the default choice for the low-pass filter is a so called maximally
flat symmetric 9-tap low-pass filter. Here, maximally flat refers to filters that realize
a maximum number of vanishing moments for a given length such as Daubechies
wavelets mentioned in Remark 3.1.12. The coefficients for this filter are given in Table
3.2.
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Figure 3.4.: Illustration of filters used for the discrete shearlet transform: (a) maxi-
mally flat, symmetric 9-tap low-pass filter, (b) magnitude of its Fourier
transform, (c) magnitude of the Fourier transform of the maximally
flat 2D fan filter.

Remark 3.2.9. Since there are no symmetric, compactly supported orthogonal wavelets,
this filter only approximately fulfills orthogonality, see [60, Section 5.1]. As men-
tioned in [60], these filters are very similar to Cohen-Daubechies-Feauveau (CDF) 9/7
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wavelets but trade some higher regularity and vanishing moments for the maximal
flatness.

For the fan filter P, also a maximally flat filter is used that in this case is a so called 2D
fan filter. The coefficients can be computed using� �

1modulate2(dfilters(’dmaxflat4’,’d’)./sqrt(2),’c’);� �
where both functions are part of the Nonsubsampled Contourlet Toolbox [24] but
also available in ShearLab 3D. Figure 3.4 illustrates the chosen low-pass filter, the
magnitude of its Fourier transform as well as the magnitude of the Fourier transform
of the fan filter. The latter illustrates the directionality of the filter. For further details
on the implementation we refer to [60] and to the Matlab code itself which is freely
available on http://shearlet.org.

http://shearlet.org




4. Iterative Algorithms for Phase
Retrieval

In the last chapters we have introduced the mathematical model that describes the
imaging process and we presented the problem of phase retrieval. We further dis-
cussed shearlets, a representation system that has good approximation properties for
a class of images and thus can be employed as an a priori condition.

In this chapter we consider algorithms that aim to solve the phase retrieval problem.
Most of these algorithms can be grouped together as instances of generic fixed-point
iterations. We study these algorithms and their development in order to understand
the traditional perception of this problem. As briefly mentioned before, most often
the algorithms can be interpreted to solve a feasibility problem, i.e., one seeks a solution
as a point in the intersection of two (or more) sets. From the point of modeling, we
distinguish between measurement sets and constraint sets although they are formally
treated the same way. The measurement set describes the measured data in the
transformed domain, in this case the intensities in Fresnel domain. The solution
x ∈ E, where E = Cd1×d2 or E = Cd with d = d1 · d2, should therefore satisfy an equation
of the type

|Ux|
◦

= m (4.1)

where |·|
◦

denotes the point-wise modulus, U : E → E is a unitary mapping, e.g.
U = Dτ[·], and m ∈ Rd

+ describes the data.1 The set of feasible solutions can thus be
written as

M =
{
x ∈ E | |Ux|

◦
= m

}
. (4.2)

The set M contains infinitely many elements x and a suitable solution can only be

1Of course, if E = Cd1×d2 then m ∈ Rd1×d2
+ accordingly. Note that hereDτ denotes a discrete version of

the aforementioned Fresnel transform.
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distinguished when posing additional constraints on the solution x.

For example, we enforce physical constraints of the object such as compact support
or real-valuedness. A potential constraint set describing a real-valued object with
compact support would be

C =
{
x ∈ Rd

| supp x ⊂ D
}

for some a priori known D ⊂ {1, . . . , d}. This approach results in the feasibility problem

find x ∈M ∩ C. (4.3)

In other words, the solution of the problem should be a function (or vector) with
a prescribed support that simultaneously fulfills the measurements defined by (4.2)
or (4.1), respectively. Later on in this chapter, we will introduce further possible
constraints in order to achieve meaningful solutions of the phase retrieval problem.
Such problems as described by (4.3) can be solved using projection algorithms.

These iterative phase retrieval algorithms make use of the fact that the projections
onto the individual sets is known and fast to compute. However, since M given by (4.2)
is not convex, the difficulty of these methods lies in the rigorous mathematical conver-
gence analysis. The non-convexity leads to several local minima of the corresponding
minimization problem and to a multi-valued projection operator. A common tech-
nique to circumvent or mitigate this difficulty of non-convex optimization problems
are convex relaxations. However, these are not applicable in this case.

4.1. Projection Algorithms and Feasibility Formulation

The term projection algorithm describes iterative algorithms of the form

x(k+1) = TA,Bx(k) (4.4)

where TA,B is a mapping that consists of (linear) combinations of projections onto sets
A,B ⊂ E. A prime example of this is the method of alternating projections

x(k+1) = PBPAx(k) (4.5)
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where PA and PB denote the projections onto the sets A and B. Typically, one assumes
that A ∩ B , ∅ but in certain situations some algorithms even converge to local best
approximation points if A ∩ B = ∅. Generally, the projection (or best approximation) ΠA

onto a set A in a Euclidean space E is a multi-valued mapping ΠA : E⇒ E defined by

ΠA(x) := argmin
y∈A

∥∥∥x − y
∥∥∥
E
. (4.6)

A projector onto A (or projection operator) will then be denoted by PA ∈ ΠA, cf. [5,
Definition 3.7]. In most cases that we consider, the projector is single-valued and thus
ΠA = {PA}. In this case, the set A is called Chebyshev set. Indeed, every closed and
convex set is a Chebyshev set. In finite dimensions, even the converse is true while
this is an open question in infinite dimensions, cf. [7].

Remark 4.1.1. We can rewrite the minimization problem in (4.6) as follows. Denote
by

ιA(x) :=

0, if x ∈ A

+∞, if x < A
(4.7)

the indicator functional of a set A. Then, (4.6) is equivalent to

ΠA(x) = argmin
y∈E

ιA(y) +
∥∥∥x − y

∥∥∥
E
. (4.8)

Since ιA is convex if and only if A is convex and ιA is lower semi-continuous if and
only if A is closed, see [5, Section 1.9], it is immediately obvious why the properties
of the set A are important for the existence and uniqueness of the projection operator.

◦

Remark 4.1.2. In the phase retrieval problem, the forward operator |Ux|
◦

is non-linear
and the set described by (4.2) is not convex. The uniqueness of the projection operator
is therefore not guaranteed. However, we will see that at least locally the projection is
single-valued which corresponds to a notion of regularity called prox-regular. Indeed,
the set M described in (4.2) is prox-regular, see [50, Theorem 9.6]. ◦

In the optics community, several variants of the algorithm (4.4) are considered with
special choices for A and B. We can only mention a selection and we discuss briefly
the convergence results in Remark 4.1.3. For a more detailed discussion on further
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aspects of convergence for convex and non-convex sets, we refer to [50] and [6]. The
latter provides an overview of convex algorithms, their non-convex counterparts, and
a rich collection of literature.

In 1972, Gerchberg and Saxton proposed an algorithm that essentially is an alter-
nating projection algorithm onto the sets

M1 =
{
x ∈ Cd

| |x̂| = m1

}
,

M2 =
{
x ∈ Cd

| |x| = m2

} (4.9)

for measurements m1,m2 ∈ Rd
+. It uses an initial random guess x(0) = m2 � ϕ

(0)
2 where

ϕ(0)
2 = eiζ and ζ = (ζ[ j])d

j=1 is uniformly distributed on [0, 2π), see [39]. Here, in

x(k+ 1
2) = m2 ⊙ ϕ

(k)
2

FFT x(k+1) = m1 ⊙ ϕ
(k+ 1

2)
1

IFFT

1

Figure 4.1.: Schematic flowchart describing the Gerchberg-Saxton algorithm,
based on the original figure from [39].

slight abuse of our problem formulation, two measurement sets are given. However,
from the mathematical viewpoint, there is no difference between measurement sets
and constraint sets.2 The original version of this algorithm was stated in terms of a
flowchart, see Figure 4.1. In this flowchart, the phase functions are computed as

ϕ(k+1/2)
1 [ j] =


exp

(
i x̂(k+1/2)[ j]∣∣∣∣x̂(k+1/2)[ j]

∣∣∣∣
)
,

∣∣∣x̂(k+1/2)[ j]
∣∣∣ , 0

exp (iθ),
∣∣∣x̂(k+1/2)[ j]

∣∣∣ = 0
ϕ(k)

2 [ j] =

exp
(
i x(k)[ j]

|x(k)[ j]|

)
,

∣∣∣x(k)[ j]
∣∣∣ , 0

exp (iθ),
∣∣∣x(k)[ j]

∣∣∣ = 0,

for any θ ∈ [0, 2π), i.e., the new iterates are the alternating projections onto the sets

2This is true as long as the properties of the sets are not determined by their practical meaning. In this
thesis, we are concerned with non-convex measurement sets where the constraints sets are typically
convex. Hence, in this setting, the problem that the Gerchberg-Saxton algorithm solves is actually
harder since both sets are non-convex.
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M1 and M2 defined in (4.9). The projections onto these sets are given by

PM1x
(k+1/2) = F−1

m1[ j] Fx(k+1/2)[ j]

|Fx(k+1/2)[ j]|
, if Fx(k+1/2)[ j] , 0

m1[ j] exp (iθ), if Fx(k+1/2)[ j] = 0

PM2x
(k) =

m2[ j] x(k)[ j]

|x(k)[ j]|
, if x(k)[ j] , 0

m2[ j] exp (iθ), if x(k)[ j] = 0,

where F denotes the discrete Fourier transform, see [50, Theorem 9.6] for a proof.
Although the non-convex nature of the problem was not yet understood, the authors

of [39] noticed that the algorithm often stagnates at stationary points away from the
true solution.

Remark 4.1.3 (Convergence Results for Alternating Projections). Following the re-
marks in [50], we want to briefly comment on the development of the convergence
theory of the method of alternating projections. As mentioned, the first result dates
back to von Neumann who established convergence for the case where A and B are
subspaces, see [106]. For closed, convex sets A1, . . . ,An with ∩n

i=1Ai , ∅, Gubin et
al. proved in [44] that the cylindric projection PA1 · · ·PAn converges to a point in the
intersection. A proof for linear rates using the regularity of the intersection of the sets
is given in [4]. Surveys on the alternating projections method in the convex setting
can be found in [30, 31].

The first results for non-convex sets were published in [65, 64] followed by further
quantifications of regularity in [10, 11, 12]. For a comprehensive treatment of the
non-convex case, we refer to [50]. ◦

In [37], Fienup proposed the error reduction algorithm which also is a variant of
the method of alternating projections, cf. [63], with M as in (4.2) and the constraint set

S =
{
x ∈ Rd

| supp (x) ⊂ D
}

(4.10)

for some set D ⊂
{
j ∈N | 1 ≤ j ≤ d

}
. Here, the measurement set M is still non-convex

but the constraint set S, where the constraint is on the support of the iterates in object
domain, is an affine subspace. The projection onto S is given by

PSx(k)[ j] =

x(k)[ j], j ∈ D

0, otherwise.
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Originally, the error-reduction algorithm was proposed in the form

x(k+1)[ j] =

PMx(k)[ j], j ∈ D

0, otherwise

but can be rewritten in the form x(k+1) = PSPMx(k) with M as in (4.2) and S as in (4.10).
Furthermore, using this notation, Fienup proposed the hybrid input-output algorithm
(HIO)

x(k+1)[ j] =

PM x(k)[ j], j ∈ D ∧ x(k)[ j] ≥ 0

x(k)[ j] − βkPMx(k)[ j], otherwise.

This notation is widely used in the optics community. However, in most cases it was
shown that these algorithms can be written as fixed point iterations.

In [6, 7] the equivalence between HIO for βk ≡ 1 and the Douglas-Rachford algorithm3

x(k+1) =
1
2

(RSRM + Id) x(k) (4.11)

has been shown where S as in (4.10) and M as defined in (4.2). Here, RM is the reflection
over the set M defined as RM := 2PM − Id and RS defined likewise.

A more general result on the equivalence of HIO and a relaxed Douglas-Rachford
can be found in [8], see also [75] for more details. The authors of [8] also proposed the
hybrid projection reflection (HPR) algorithm which is given by

x(k+1) =
1
2
(
RS+

(
RM +

(
βk − 1

)
PM

)
+ Id +

(
1 − βk

)
PM

)
x(k)

where

S+ =
{
x ∈ Rd

+ | supp x ⊂ D
}

(4.12)

and with the projection

PS+x(k)[ j] =

max
{
Re

(
x(k)[ j]

)
, 0

}
, j ∈ D

0, otherwise.
(4.13)

3In the more general formulation, the projections onto sets are replaced by proximity operators, see
[71]. It was originally developed for the numerical solution of heat conduction problems, see [34].
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Besides all these, there are a lot more variants used in practice, e.g., the difference
map where Elser showed a correspondence with HIO in some settings in [36]. A
discussion of convergence properties in the convex case is given in [9]. For more
details and newer results in the non-convex setting, we refer to [50]. The Douglas-
Rachford algorithm is the building block for the relaxed averaged alternating reflections
(RAAR) algorithm proposed by Luke in [75]. Written as a fixed point iteration, the
algorithm to find x ∈ A ∩ B for two known sets A and B is given by

x(k+1) =
βk

2
(RARB + Id) x(k) +

(
1 − βk

)
PBx(k) (4.14)

where βk ∈ (0, 1), i.e., it is a convex combination of the Douglas-Rachford algorithm
and the projection onto PB. In practice, one often choses B = M and A = S or A = S+.
This algorithm can be seen as a relaxation of (4.11). Its properties are discussed in
detail in [75, 76].

Remark 4.1.4 (Convergence Results for RAAR). The convergence behavior of (4.14)
in the convex case, i.e., when A and B are closed and convex, is well understood. We
will discuss it in Section 4.3 which will lead to a better understanding of the relaxation
parameter βk which is of special interest for inconsistent feasibility problems, i.e., when
A ∩ B = ∅. Inconsistent problems often occur in practice due to noisy measurements
or vague a priori information. ◦

4.2. New a priori Conditions Based on Sparsity

In this section we introduce new a priori conditions based on sparsity of the solution
in a suitable dictionary for the phase retrieval problem. There are several possibilities
how to incorporate sparsity (or compressibility) of the vector of frame coefficients
characterizing the solution in a dictionary. We attempt to incorporate this sparsity
constraint into the feasibility formulation. We show that this approach has its difficul-
ties and does not lead to wanted properties such as convex constraint sets. However,
this problem can be solved using the observation that the threshold operator used4

is a proximity operator in the transformed domain. This procedure leads to a better
understanding of the behavior of the algorithm and motivates the construction of

4We will define the threshold operator later as the solution of a minimization problem. Intuitively, a
threshold operator sets small, negligible coefficients to zero and maintains only the most significant
coefficients.
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other threshold operators.

When we replace the projection onto a set by the thresholding operation of frame
coefficients, it is not obvious how to identify this operation with a feasibility problem.
Indeed, it turns out that it is hard to find a set that represents the constraints in a
meaningful way that is also convex at the same time.

Naively, given a sparsifying linear transform T : Rd
→ Rn one may pose the

constraint set for a given n0 < n by

S0 :=
{
x ∈ Rd

| ‖Tx‖0 ≤ n0

}
where ‖·‖0 denotes the semi-norm that counts the number of non-zero entries, i.e. for
y ∈ Rn define ∥∥∥y

∥∥∥
0

:= #
{
j ∈ {1, . . . ,n} | y[ j] , 0

}
.

Remark 4.2.1. Although the set S0 is non-convex, it can be used in practice. Consider
the problem to find x ∈ U∩S0 where U is an affine subspace and T = Id. In this case, [52]
showed global linear convergence to a point x ∈ U ∩ S0 for the method of alternating
projections and local linear convergence for the Douglas-Rachford algorithm.

However, if M is non-convex as it is in the phase retrieval problem and one considers
the feasibility problem to find x ∈M∩S0, these results no longer hold. We will therefore
consider alternative approaches. ◦

A typical approach which is based on the widespread convex relaxation of the `0-
semi-norm is obtained by replacing it with the `1-norm. This relaxation yields the
constraint set

S1 :=
{
x ∈ Rd

| ‖Tx‖1 ≤ n1

}
.

Observe however, that this constraint is qualitatively different from S0 and does not
meet our requirements. The simplest idea to enforce the sparsity condition x ∈ S0 is
to apply a so-called hard-threshold operator that only retains the n0 frame coefficients
with largest modulus. However, in image proccessing the hard-threshold operator is
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often replaced by the soft-threshold operator which is given by

(
Sγx

)
[ j] :=


x[ j] − γ, x[ j] > γ,

x[ j] + γ, x[ j] < −γ,

0,
∣∣∣x[ j]

∣∣∣ ≤ γ. (4.15)

with a suitable threshold parameter γ > 0. Thresholding operations have been shown
to provide decent reconstruction techniques in image processing, cf. e.g. [26, 73, 35,
85, 19, 14]. Further threshold operations will be investigated at the end of this chapter
as well as in the numerical evaluation of the algorithm. In [72], we studied the discrete
shearlet transform as sparsifying transform T and proposed to use

ST,γ :=
{
x ∈ Rd

| ∃ h ∈ Rd : ‖Th‖2 ≤ cm ∧ Tx = SγTh,
}

where cm depends on the the threshold-parameter γ. This set is indeed a suitable
choice to model the application of the soft-threshold operator. However, it is also a
non-convex set.

Lemma 4.2.2 (Lemma 3.2 from [72]). Given a linear frame transform T : Rd
→ Rn with

n ≥ d, measurements m ∈ Rd
+, and cm > γ

√
2, the set

ST,γ :=
{
x ∈ Rd

| ∃ h ∈ Rd : ‖Th‖2 ≤ cm ∧ Tx = SγTh,
}
,

where Sγ as in (4.15), is not convex.

Proof. Consider h1, h2 ∈ Rn such that

Th1 = (cm, 0, . . . , 0)T

Th2 =

(√
c2

m −
(
γ + ε

)2, ε + γ, 0, . . . , 0
)T

, ε > 0.

and hence
∥∥∥Th j

∥∥∥
2
≤ cm for j = 1, 2. Identify x1, x2 ∈ ST,γ by

Tx1 = SγTh1 =
(
cm − γ, 0, . . . , 0

)T

Tx2 = SγTh2 =

(√
c2

m −
(
γ + ε

)2
− γ, ε, 0, . . . , 0

)
.
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Here, we need that
√

c2
m − (γ + ε)2 > γ in order to achieve this representation which

implies cm > γ
√

2 and hence is fulfilled by assumption. We now prove that ST,γ is
not convex by contradiction. We have x1, x2 ∈ ST,γ but we will show that the convex
combination 1/2 (x1 + x2) < ST,γ. Therefore, consider

1
2

(Tx1 + Tx2) =

(
1
2
(
cm − γ

)
+

1
2

[√
c2

m −
(
γ + ε

)2
− γ

]
,
ε
2
, 0, . . . , 0

)
.

Then given that 1/2
(
cm +

√
cm − (γ + ε)2

)
> γ, which can be ensured with cm > 5γ/4 and

is fulfilled by assumption, we have that

Th =

(
1
2

(
cm +

√
c2

m −
(
γ + ε

)2
)
,
ε
2

+ γ, 0, . . . , 0
)

is the vector with minimal norm such that 1/2 (Tx1 + Tx2) = SγTh. For sufficiently small
ε > 0 we obtain

‖Th‖22 =
(1
2

[
cm +

√
c2

m − (γ + ε)2
])2

+
(
ε
2

+ γ
)2

> c2
m

since for ε→ 0 we observe that

1
4

[
cm +

√
c2

m − γ2
]2

+ γ2 > c2
m

which then yields 1/2(x1 + x2) < ST,γ. �

Remark 4.2.3. Note that the non-convexity of the set is a consequence of the non-
linearity of the soft-threshold operator and still holds true for tight frames. A new
viewpoint to the problem will let us circumvent such difficulties and leads to a frame-
work that connects threshold operations and so-called proximity operators which are
generalizations of projection operators. Proximity operators have similar properties
as projection operators which makes them suitable for our application. ◦

We have seen in Remark 4.1.1 that the projection of a point x ∈ E onto a closed, convex
set A is given by

PA(x) = argmin
y∈A

1
2

∥∥∥x − y
∥∥∥
E

= argmin
y∈E

ιA(y) +
1
2

∥∥∥x − y
∥∥∥
E

with ιA as defined in (4.7). This motivates the following generalization.
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Definition 4.2.4 (Proximity Operator, Definition 12.23 from [5]). Let f ∈ Γ0(E) and
x ∈ E. The mapping

prox f (x) = argmin
y∈E

f (y) +
1
2

∥∥∥x − y
∥∥∥2

E

is the proximity operator (or proximal mapping) of f at the point x. We further define
for γ > 0 the proximity operator (or proximal mapping) of γ f at the point x by

proxγ f (x) = argmin
y∈E

f (y) +
1

2γ

∥∥∥x − y
∥∥∥2

E
.

Using this definition, we immediately see that the projection onto a closed, con-
vex set is the proximity operator of the indicator functional of this set, i.e., PA(x) =

proxιA(x). If f = γ ‖·‖1, this penalty is less strict than the above model, but also pro-
motes sparsity while being convex. Furthermore, proxγ‖·‖1 can be explicitly derived
as a point-wise operation which makes it suitable for a fast implementation. The next
proposition shows that the soft-threshold operator is the proximity operator with
respect to f = γ ‖·‖1. This result is widely known in the literature, see, e.g., [26].

Proposition 4.2.5. The solution of

proxγ‖·‖1(x) = argmin
y∈Rd

∥∥∥y
∥∥∥

1
+

1
2γ

∥∥∥x − y
∥∥∥2

2
(4.16)

is given component-wise by

(
Sγx

)
[ j] := proxγ‖·‖1 (x) [ j] =


x[ j] − γ, x[ j] > γ,

x[ j] + γ, x[ j] < −γ,

0,
∣∣∣x[ j]

∣∣∣ ≤ γ. (4.17)

Proof. In (4.16) we have an unconstrained optimization problem where the objective
is smooth away from zero and continuous everywhere. Furthermore, it is convex
and decouples into one-dimensional subproblems, therefore we can consider the one-
dimensional problem and search for zeros of the derivative. For y[ j] = 0 we consider
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the subdifferential. Therefore we want to solve for all j = 1, . . . , d the first order
optimality condition

0 ∈ ∂
(
γ
∣∣∣y[ j]

∣∣∣ +
1
2
(
x[ j] − y[ j]

)2
)
.

Since |·| and
(
x[ j] − ·

)2 are in Γ0(Rd) and dom
(
x[ j] − ·

)2
= R, we can apply the subdif-

ferential sum rule from Fact B.1.10 which yields

0 ∈ γ
y[ j]∣∣∣y[ j]

∣∣∣ + x[ j] − y[ j]. (4.18)

with y[ j]

|y[ j]|
= [−1, 1] if y[ j] = 0 since the subdifferential of

∣∣∣y[ j]
∣∣∣ is given by

∂
∣∣∣y[ j]

∣∣∣ =


1, y[ j] > 0,

−1, y[ j] < 0,

[−1, 1], y[ j] = 0.

Plugging this into (4.18) we obtain (4.17). �

Remark 4.2.6. It is of course possible to use other penalty functions than the `1-norm.
As long as they are lower semi-continuous, proper and convex, they will always lead
to unique proximity operators. However, it is not guaranteed that the solutions will
be easy to compute which is the case for the `1-norm. We will discuss such proximity
operators that are simple threshold operators in Section 4.6. ◦

Introducing soft-threshold operators for frames.

We have seen in Proposition 4.2.5 how to compute the proximity operator with respect
to the `1-norm. We are interested in sparsity constraints in the transformed domain
and consider the proximity operator

proxγ‖T·‖1(x) = argmin
y∈Rd

∥∥∥Ty
∥∥∥ +

1
2γ

∥∥∥x − y
∥∥∥2

2
(4.19)

with a linear frame transform T : Rd
→ Rn. In general, the solution proxγ‖T·‖1 of (4.19)

will not be the same as T−1 proxγ‖·‖1 T. However, this will be the case when T is a
unitary mapping, cf. [35].
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Remark 4.2.7. There are two approaches to introduce the algorithm. On the one hand,
we want to solve the minimization problem

min
u∈Rn
‖u‖1 +

1
2γ
‖v − u‖22

where u, v ∈ Rn are vectors containing frame coefficients which yields the proximity
operator in the transformed domain

prox
‖γ·‖1

(x) = argmin
u∈Rn

‖u‖1 +
1

2γ
‖v − u‖22 .

This mapping enforces sparse or compressible solutions in the transformed domain.
In order to use this in the algorithm, one would then define the mapping

T−1 proxγ‖·‖1(Tx) =
{
y ∈ Rd

| Ty = proxγ‖·‖1(Tx)
}
. (4.20)

Depending on the properties of T, this mapping is indeed different from prox
‖Tx‖1

(Tx).

On the other hand, the theoretical analysis of the operator defined in (4.19) may
seem easier at first sight. In the following, we will compare those two operations and
analyze the mapping defined in (4.20). The numerical implementation will use the
mapping T−1 prox

‖·‖1 ,γ
(Tx). ◦

Lemma 4.2.8 (Section II from [35]). Let T : Rd
→ Rd be a unitary, linear mapping. Then

proxγ‖T·‖1 = T−1
◦ proxγ‖·‖1 ◦T. (4.21)

Proof. First, we define

Γ(y) :=
∥∥∥Ty

∥∥∥
1

+
1

2γ

∥∥∥x − y
∥∥∥2

2
.

Substituting u = Tx, v = Ty we have

Γ(v) = ‖v‖1 +
1

2γ

∥∥∥T−1(u − v)
∥∥∥2

2
.
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Since T was assumed to be unitary, this yields

Γ(v) = ‖v‖1 +
1

2γ
‖u − v‖22 .

The corresponding proximity operator hence is

argmin
v∈Rn

‖v‖1 +
1

2γ
‖u − v‖22 = proxγ‖·‖1 ◦T.

Applying the inverse T−1 to the left yields the claim. �

This result can be generalized to linear mappings T : Rd
→ Rn with weaker as-

sumptions and for general penalty functions f ∈ Γ0(Rd). The following is a finite
dimensional simplification of [22, Proposition 11].

Proposition 4.2.9 (Proposition 11 from [22]). Let f ∈ Γ0(Rn), T : Rd
→ Rn linear such

that TT∗ = ν Id for some ν ∈ (0,∞). Then f ◦ T ∈ Γ0(Rd) and

prox f◦T = Id + ν−1T∗ ◦ (proxν f −Id) ◦ T. (4.22)

Proof. For a proof we refer to [22]. �

Remark 4.2.10. Proposition 4.2.9 is indeed a generalization of Lemma 4.2.8. Suppose
that T is unitary, then T∗ = T−1 and TT∗ = Id, hence ν = 1. Therefore, (4.22) reduces
to (4.21). Unfortunately, even for tight frames, we only have T∗T = νId, but not
TT∗ = νId, since, in general, n > d.

We now introduce a new algorithm based on soft-thresholding of frame coefficients.
This algorithm uses the proximity operator of the `1-norm in the transformed domain.

Definition 4.2.11 (Exact RAAR-(T, γ, `1). Let T : Rd
→ Rn be a linear frame transform,

i.e., T maps a vector x ∈ Rd onto its frame coefficients y = Tx ∈ Rn for n ≥ d. Furthermore,
let βk > 0 for all k ∈N. Consider the measurement set

M =
{
x ∈ Cd

| |Ux|
◦

= m
}
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with a unitary transform U : Cd
→ Cd and denote by

proxγ‖T·‖1(x) := argmin
y∈Rd

∥∥∥Ty
∥∥∥

1
+

1
2γ

∥∥∥x − y
∥∥∥2

2
. (4.23)

Then we define the exact RAAR-(T, γ, `1) iteration for a given x(0)
∈ Rd by

x(k+1) =
βk

2

(
Rγ‖T·‖1RM + Id

)
x(k) +

(
1 − βk

)
PMx(k) (4.24)

where RM := 2PM − Id and

Rγ‖T·‖1 := 2 proxγ‖T·‖1 −Id.

We have seen before that the proximity operator defined by (4.23) does not necessar-
ily coincide with T−1 proxγ‖·‖1 T = T−1SγT. Indeed, this is only the case if T is unitary.
Although one could obtain the proximity operator by solving a simple convex mini-
mization problem, it may be computationally expensive since the transform T and its
inverse transform T−1 have to be computed in each minimization step. Therefore, we
propose an inexact version of this algorithm.

Definition 4.2.12 (Inexact RAAR-(T, γ, `1)). Let T : Rd
→ Rn be a linear frame transform,

i.e., T maps a vector x ∈ Rd onto its frame coefficients y = Tx ∈ Rn for n ≥ d. Denote by T†

the pseudo-inverse of T. Furthermore, let βk > 0 for all k ∈N. Consider the measurement set

M =
{
x ∈ Cd

| |Ux|
◦

= m
}

with a unitary transform U : Cd
→ Cd and denote by

PST,γ := T†SγT

an approximation to the proximity operator proxγ‖T·‖1(x). Then we define the inexact RAAR-
(T, γ, `1) iteration for a given x(0)

∈ Rd by

x(k+1) =
βk

2

(
RST,γRM + Id

)
x(k) +

(
1 − βk

)
PMx(k) (4.25)
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where RM := 2PM − Id and

RST,γ := 2PST,γ − Id = 2T†SγT − Id.

Remark 4.2.13. Since M is non-convex and as it is not obvious if PST,γ is a proximity op-
erator, it is not immediately clear if convergence can be expected at all. Therefore, we
first compare the algorithm to a convex analogue of the Douglas-Rachford algorithm.
It will turn out that for a special instance, a prominent convergence statement will
hold. Furthermore, we will investigate the fully discrete non-convex instance of this
iteration and show that the iterates are bounded which will yield Cesaro-convergence
in this setting. ◦

4.3. Convergence Results for Exact RAAR-(T, γ, `1) in

the Convex Setting

In this section we study the convergence behavior of different instances of the pro-
posed algorithm in the convex setting. While these results do not carry over to the
non-convex setting, they are first and foremost interesting on their own since the algo-
rithm can be used for convex problems, too. Furthermore, these results do gain some
insight on the relaxation parameter βk and the fixed-points of the iteration. They will
also indicate what type of convergence to expect. For example, in the convex setting,
it is not the sequence x(k) itself that will converge to the solution of the problem but
the shadow sequence y(k) = proxγg(x(k)). Moreover, we will see that the original RAAR
iteration converges to nearest points for inconsistent feasibility problems and that the
parameter βk controls the initial behavior of the algorithm as well as the location of the
fixed-points with respect to the measurement set M. These results, while important
on their own, provide a meaningful heuristic for the non-convex setting.

4.3.1. Convergence of RAAR-(Id, γ, `1) for βk ≡ 1

Consider the minimization of the sum of two functions f , g ∈ Γ0(Rd):

min
{
f (x) + g(x)

}
. (4.26)
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We first cite a convergence result for an algorithm which uses proximity operators
to solve (4.26). Afterwards, we will show that this algorithm coincides with the
Douglas-Rachford iteration for special choices of f and g,

x(k+1) =
1
2

(RBRA + Id)x(k) (4.27)

which we introduced in (4.11) for the phase retrieval problem.

Definition 4.3.1 (Zeros of Multivalued Mappings, Equation 1.8 in [5]). Let H : E ⇒
E be a (multivalued) mapping. We define the zeros of H by

zer H = H−10 = {x ∈ E | 0 ∈ Hx}. (4.28)

We will apply this definition to subdifferentials of convex functions (which may
be multivalued mappings) as a necessary optimality criterion. For a proof of the
following proposition, we refer to [5]. Before we state the next result, we need to
introduce the notion of uniform convexity.

Definition 4.3.2 (Definition 10.5 from [5]). Let f : E → R∞ be proper. Define the in-
creasing modulus function φ : R+ → [0,∞] that only vanishes at 0. If for all x, y ∈ dom f
and α ∈ (0, 1) it holds that

f (αx + (1 − α)y) + α(1 − α)φ(
∥∥∥x − y

∥∥∥
E

) ≤ α f (x) + (1 − α) f (y) (4.29)

then f is uniformly convex with modulus φ. If (4.29) holds for all x, y ∈ C where
C ⊂ dom f is nonempty, f is uniformly convex on C. If (4.29) holds for all x, y ∈ dom f
and α ∈ (0, 1) with φ = β/2 |·| with β > 0, f is strongly convex.

We now state the convergence result for an algorithm that solves (4.26). Since we are
interested in the finite-dimensional setting, we state the finite dimensional version.

Proposition 4.3.3 (Corollary 27.4 from [5]). Let f , g ∈ Γ0(E) such that

zer
(
∂ f + ∂g

)
, ∅.
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Further, let (λ(k))k∈N ⊂ [0, 2] such that∑
k∈N

λ(k)(2 − λ(k)) = +∞,

let γ > 0 and x(0)
∈ E. For all k ∈N set

y(k) = proxγg

(
x(k)

)
,

z(k) = proxγ f

(
2y(k)

− x(k)
)
,

x(k+1) = x(k) + λ(k)
(
z(k)
− y(k)

)
.

(4.30)

Then there exists x ∈ E such that the following hold:

1. proxγg(x) ∈ argmin ( f + g).

2. (y(k)
− z(k))k∈N converges to 0.

3. (x(k))k∈N converges to x.

4. (y(k))k∈N and (z(k))k∈N converge to proxγg(x).

5. If one of the following holds additionally:

a) f is uniformly convex on every nonempty bounded subset of dom (∂ f ).

b) g is uniformly convex on every nonempty bounded subset of dom (∂g).

then proxγg(x) which is unique minimizer of f + g.

Remark 4.3.4. Note that although the sequence (x(k))n∈N converges to x, we are inter-
ested in the shadow sequence (y(k))k∈N =

(
proxγg(x(k))

)
k∈N

which converges to the unique
minimizer of f + g in the case that 5a) or 5b) holds.

Lemma 4.3.5. For closed, convex sets A,B ⊂ Rd such that A ∩ B , ∅, f = ιA, g = ιB, and
γ = 1, (4.30) is equivalent to

x(k+1) =
1
2

(RARB + Id)x(k) (4.31)

and hence solves the feasibility problem to find x ∈ A ∩ B.
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Proof. For f = ιA, g = ιB and γ = 1 we obtain

proxγ f = proxιA = PA

proxγg = proxιB = PB

which leads to

y(k) = PB

(
x(k)

)
z(k) = PA

(
2y(k)

− x(k)
)

x(k+1) = x(k) + λ(k)
(
z(k)
− y(k)

)
.

Rewriting this with λ(k)
≡ 1 and using RB = 2PB − Id yields

x(k+1) = (PARB − PB)x(k) + x(k).

On the other hand, (4.31) can be rewritten as

x(k+1) =
1
2

(RARB + I) x(k)

=
1
2

RARBx(k) +
1
2

x(k)

=
1
2

(2PA − Id) (2PB − Id) x(k) +
1
2

x(k)

=
1
2

(4PAPB − 2PB + Id − 2PA) x(k) +
1
2

x(k)

=
(
2PAPB − PB +

1
2

Id − PA

)
x(k) +

1
2

x(k)

= (2PAPB − PB − PA + Id) x(k)

= (PA (2PB − Id) − PB + Id) x(k)

= (PARB − PB) x(k) + x(k)

which establishes the claim. �

Using this relation, we can now use the convergence result from Proposition 4.3.3 and
apply it to a convex instance of our proposed algorithm (4.25). Beforehand, we will
need some results in order to verify the assumptions from Proposition 4.3.3. Mainly,
we will need to verify zer (∂ f + ∂g) , ∅. For proofs of the following results, we refer
the interested reader to [5].
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Theorem 4.3.6 (Proposition 27.2 from [5]). Let f , g ∈ Γ0(E) such that one of the following
holds:

1. argmin ( f + g) , ∅ and 0 ∈ sri(dom f − dom g)

2. argmin ( f + g) ⊂ argmin f ∩ argmin g , ∅

3. f = ιA and g = ιB where A,B ⊂ H are closed and convex with A ∩ B , ∅.

Then argmin ( f + g) = zer (∂ f + ∂g) , ∅.

Definition 4.3.7 (Cones). Let C ⊂ E, λ ∈ R then we denote the set λC = {λx | x ∈ C}. The
set C is a cone if for all λ > 0 it holds that C = λC. Furthermore, cone C denotes the smallest
cone that contains C.

Remark 4.3.8 (Strong relative interior, Definition 6.9 in [5]). The notation sri C for sub-
set C ⊂ E denotes the strong relative interior of C, a weaker notion of interiority defined
by

sri C =
{
x ∈ C | cone (C − x) = span (C − x)

}
.

By [5, Example 6.10] it holds that int C ⊂ sri C ⊂ C. Hence, it will be sufficient to show
that 0 ∈ int (dom f − dom g) since it implies that 0 ∈ sri (dom f − dom g). ◦

Theorem 4.3.9 (Corollary 11.15 from [5]). Let f , g ∈ Γ0(E). Suppose dom f ∩dom g , ∅
such that f is coercive and g is bounded from below.

Then f + g is coercive and it has a minimizer in E. If f or g is strictly convex, then f + g
has exactly one minimizer over E.

Consider the exact RAAR-(T, γ, `1) iteration from Definition 4.2.12 which reads

x(k+1) =
βk

2

(
Rγ‖T·‖1RM + Id

)
x(k) +

(
1 − βk

)
PMx(k)
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where RM := 2PM − Id and

Rγ‖T·‖1 := 2 proxγ‖T·‖1 −Id.

Suppose now that M is a closed, convex subset of E and T = Id. In this case with
βk ≡ 1, the iteration simplifies to

x(k+1) =
1
2

(
Rγ‖·‖1

RM + Id
)

x(k). (4.32)

Proposition 4.3.10. Let M be a closed, convex, nonempty subset of E and T = Id. Then the
prerequisites of Proposition 4.3.3 are fulfilled for the iteration (4.32). Hence, the consequences
1) – 5) of Proposition 4.3.3 hold true, especially there is a x ∈ E such that the sequence x(k)

converges to x and proxγ‖·‖1(x) is a minimizer of the optimization problem min f + g with
f = γ ‖·‖1 and g = ιM.

Proof. We need to prove that f , g ∈ Γ0(E) such that

zer
(
∂ f + ∂g

)
, ∅. (4.33)

We have f = γ ‖·‖1 and g = ιM. While it is obvious that f ∈ Γ0(E), g is lower semi-
continuous since M is closed, it is convex since M is convex and proper since M , ∅.
Hence, g ∈ Γ0(E).

For (4.33) we use Theorem 4.3.6. Hence, we have to check that argmin ( f + g) , ∅
and 0 ∈ sri (dom f − dom g). For the first condition apply Theorem 4.3.9. Since
dom g = M and dom f = E we have dom f ∩ dom g = M , ∅. Furthermore, g is
coercive and f is bounded from below (by zero). Therefore, Theorem 4.3.9 implies
that argmin ( f + g) , ∅.

Last to check is that 0 ∈ sri (dom f − dom g). Since dom f = E and dom g = M with
M ⊂ E, we have dom f − dom g = E and therefore 0 ∈ int

(
dom f − dom g

)
. Hence,

by Theorem 4.3.6 we have zer (∂ f + ∂g) = argmin f + g , ∅. �

4.3.2. Fixed-Points of RAAR-(Id, 1, ιA)

In this section we cite a result from [75] on the convergence behavior of the original
RAAR algorithm in the convex case and the influence of the relaxation parameter
βk. We see that the algorithm converges to nearest points for inconsistent (convex)
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feasibility problems and the results, describing the set of fixed-points, provide insight
on the influence of the relaxation parameter. Further results for convex and prox-
regular sets are given in [76].

Definition 4.3.11 (Nearest Points, Gap Vector from [75]). Let A,B ⊂ E be closed and
convex sets. We denote by E ⊂ A the points of A nearest to B, i.e.,

E := argmin
x∈A

distB(x) where distB(x) := inf
y∈B

∥∥∥x − y
∥∥∥
H
,

and likewise by F ⊂ B the points of B nearest to A. We define the gap vector by

g := P(B−A)(0).

The following theorem characterizes the fixed-points of the RAAR-sequence (4.14)
if both sets A and B are closed and convex.

Theorem 4.3.12 (Theorem 2.2 from [75]). For 0 < β < 1 the fixed-points of

Rβ :=
β

2
(RARB + Id) + (1 − β)PB

are given by

FixRβ = F −
β

1 − β
g.

Furthermore, for all u ∈ Fix (Rβ) it holds that:

1. u = PBu − β
1−β g

2. PBu − PARBu = g

3. PBu ∈ F and PAPBu ∈ E.

Theorem 4.3.12 shows that the RAAR algorithm has fixed points weather or not A
and B are disjoint. The fixed-points are those inside the set B nearest to A shifted by
the scaled gap vector β/(1−β) g where g = Pcl(B−A)(0). Therefore, the parameter β in the



4.4. A Proximity Operator for Tight Frames 81

RAAR algorithm controls the location of the fixed-points and hence the convergence
behavior. Although this result only holds in the convex setting, it provides an intuition
on the influence of β. Recall that B typically takes the role of the measurement set
and the gap vector points away from B in the direction of A. Therefore, the parameter
β controls how close the fixed-points of the iteration lie to B. For a more detailed
discussion we refer to [75].

4.4. A Proximity Operator for Tight Frames

Before we analyze the inexact algorithm, we present a result on the firmly non-
expansiveness of the involved operator. More precisely, we will prove that for tight
frames T the operator

PST,γ = T∗ proxγ‖·‖1 T

is a proximity operator with respect to a proper, lower semi-continuous, convex
function. This immediately implies the firmly non-expansiveness by Proposition B.1.8.
Recall that for tight frames we have T† = T∗ and T∗T = νId where ν denotes the frame
constant, i.e. the upper frame bound which is identical to the lower frame bound for
tight frames.

Proposition 4.4.1 (Proposition 4.a from [88]). Let f ∈ Γ0(Rd). Then

y ∈ ∂ f (x)⇐⇒ x = prox f (x + y).

We will use this result to show that PST,γ is a proximity operator, i.e., we will need
to prove that there exists a f ∈ Γ0(Rd) such that y ∈ ∂ f (x) whenever x = νT∗SγT(x + y).

Definition 4.4.2 (Graph of set-valued mappings, [5]). Let H : E ⇒ E. The graph of
H is defined by

gra H := {(x,u) ∈ E × E | u ∈ H(x)} .
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Definition 4.4.3 (Definition from Section 2 in [98]). Let H : E ⇒ E and n ≥ 2 with
n ∈N. Then H is n-cyclically monotone if for all (x1, . . . , xn+1) ∈ En+1 and (u1, . . . ,un) ∈ En

it holds that

(x1,u1) ∈ gra H
...

(xn,un) ∈ gra H
xn+1 = x1


=⇒

n∑
j=1

〈
x j+1 − x j,u j

〉
≤ 0. (4.34)

If (4.34) holds for all n ≥ 2 then H is cyclically monotone. If H is cyclically monotone and
gra H cannot be enlarged without violating this property, H is called maximally cyclically
monotone.

Theorem 4.4.4 (Rockafellar, [98]. Theorem 22.14 from [5]). Let H : E⇒ E. Then H is
maximally cyclically monotone if and only if there exists f ∈ Γ0(E) such that H = ∂ f .

Theorem 4.4.5 (Minty, [86]. Theorem 21.1 from [5]). Let H : E⇒ E be monotone. Then
H is maximally monotone if and only if ran (Id + H) = E.

We now prove the main result of this section using the aforementioned results.

Theorem 4.4.6. Let T ∈ Rn×d (where n ≥ d) be a tight frame, i.e., T∗T = νId. Then the
operator defined by

PST,γ := T∗SγT (4.35)

is the proximity operator of a proper, lower semi-continuous and convex function.

Proof. We define the mapping H : Rd ⇒ Rd by

y ∈ H(x) :⇔ x = νT∗SγT(x + y). (4.36)
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Hence, by Proposition 4.4.1, the mapping PST,γ is a proximity operator if H = ∂ f for
some f ∈ Γ0(Rd). We thus need to show that H is maximally cyclically monotone
which will yield the claim by using Theorem 4.4.4.

1. Note that we can rewrite (4.36) as follows:

y ∈ H(x)⇐⇒ x = νT∗SγT(x + y)

⇐⇒ νT∗Tx = νT∗SγT(x + y)

⇐⇒ ∃u ∈ ker T∗ : u + Tx = SγT(x + y) (4.37)

where we used T∗T = νId. Recall the definition of the soft-threshold operator

(Sγx)[ j] =


x[ j] − γ, x[ j] > γ

x[ j] + γ, x[ j] < −γ

0, x[ j] ∈ (−γ, γ).

(4.38)

We denote x′ := x + y or x = x′ − y respectively and rewrite (4.37) as

y ∈ H(x)⇔ u + T(x′ − y) = SγTx′ (4.39)

for some u ∈ ker T∗. Using (4.38) we can write

SγTx′ = Tx′ − t (4.40)

where t = (t[ j])n
j=1 with

t[ j] :=


γ, (Tx′)[ j] ≥ γ

−γ, (Tx′)[ j] ≤ −γ

(Tx′)[ j], (Tx′)[ j] ∈ (−γ, γ).

Moreover, using (4.39) this yields

u + Tx′ − Ty = Tx′ − t,

i.e.,

t = Ty − u (4.41)
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or Ty = t + u and thus

y = νT∗Ty = νT∗(t + u) = νT∗t. (4.42)

2. For the next step of the proof, let (x1, y1), (x2, y2) ∈ gra H, i.e. y1 ∈ H(x1), y2 ∈

H(x2). Then there are t1, t2 ∈ Rn and u1,u2 ∈ ker T∗ such that by (4.40)

SγT(x1 + y1) = T(x1 + y1) − t1,

SγT(x2 + y2) = T(x2 + y2) − t2,

with t1 = Ty1 − u1, t2 = Ty2 − u2. Now, let x′1 := x1 + y1 and x′2 := x2 + y2. We will
show that 〈

SγT(x1 + y1), t2 − t1

〉
≤ 0. (4.43)

First, observe that for the j-th component of t2 − t1 we have

(t2 − t1)[ j] =



2γ, (Tx′2)[ j] ≥ γ ∧ (Tx′1)[ j] ≤ −γ,

γ − (Tx′2)[ j], (Tx′2)[ j] ≥ γ ∧ (Tx′1)[ j] ∈ (−γ, γ),

0, (Tx′2)[ j] ≥ γ ∧ (Tx′1)[ j] ≥ γ,

γ + (Tx′2)[ j], (Tx′2)[ j] ∈ (−γ, γ) ∧ (Tx′1)[ j] ≤ −γ,

[Tx′2][ j] − [Tx′1[ j], (Tx′2)[ j] ∈ (−γ, γ) ∧ (Tx′1)[ j] ∈ (−γ, γ),

−γ + (Tx′2)[ j], (Tx′2)[ j] ∈ (−γ, γ) ∧ (Tx′1)[ j] ≥ γ,

0, (Tx′2)[ j] ≤ −γ ∧ (Tx′1)[ j] ≤ −γ,

−γ − (Tx′1)[ j], (Tx′2)[ j] ≤ −γ ∧ (Tx′1)[ j] ∈ (−γ, γ),

−2γ, (Tx′2)[ j] ≤ −γ ∧ (Tx′1)[ j] ≥ γ.

Therefore, if (T(x1 + y1))[ j] = (Tx′1)[ j] ≥ γ we have (SγT(x′1))[ j] ≥ 0 and

(SγTx′1)[ j] · (t2 − t1)[ j] = (SγTx′1)[ j]︸     ︷︷     ︸
≥0

· (t2[ j] − γ)︸     ︷︷     ︸
≤0

≤ 0.
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Similarly, for (Tx′1)[ j] ≤ −γ we have (SγTx′1)[ j] ≤ 0 and

(SγTx′1)[ j] · (t2 − t1)[ j] = (SγTx′1)[ j]︸     ︷︷     ︸
≤0

(t2[ j] + γ)︸     ︷︷     ︸
≥0

≤ 0.

Finally, for (Tx′1)[ j] ∈ (−γ, γ) we have (SγTx′1)[ j] = 0 and therefore

(SγTx′1)[ j] · (t2 − t1)[ j] = 0.

To conclude, it holds that

〈
SγT(x + y), t2 − t1

〉
=

n∑
j=1

(SγTx′1)[ j] · (t2 − t1)[ j] ≤ 0.

3. We now use this fact to prove that H is maximally cyclically monotone. Therefore
let n ∈ N with n ≥ 2 be arbitrary and choose (xi, yi) ∈ gra H for i = 1, . . . ,n and
define xn+1 := x1. Moreover, denote ti := T(xi + yi) − SγT(xi + yi). Then by using
(4.42) we obtain

n∑
i=1

〈
xi+1 − xi, yi

〉 (4.42)
=

n∑
i=1

〈xi+1 − xi, νT∗ti〉

= ν
n∑

i=1

〈Txi+1 − Txi, ti〉 .

Let ui := Tyi − ti. Then ui ∈ ker T∗, and we have

n∑
i=1

〈
xi+1 − xi, yi

〉
= ν

n∑
i=1

〈(Txi+1 + ui+1) − (Txi + ui) − ui+1 + ui, ti〉

(4.39)
= ν

n∑
i=1

(〈
SγT(xi+1 + yi+1) − SγT(xi + yi), ti

〉
+ 〈ui − ui+1, ti〉

)
.

Using (4.43), we obtain the estimate

ν
n∑

i=1

〈
SγT(xi+1 + yi+1) − SγT(xi + yi), ti

〉
= ν

n∑
i=1

〈
SγT(xi+1 + yi+1), ti − ti+1

〉
≤ 0
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for the first sum where tn+1 = t1. For the second sum we obtain

ν
n∑

i=1

〈ui − ui+1, ti〉
(4.41)
= ν

n∑
i=1

〈
ui − ui+1,Tyi − ui

〉
= ν

n∑
i=1

〈ui − ui+1,−ui〉 + ν
n∑

i=1

〈
ui − ui+1,Tyi

〉
= ν

n∑
i=1

〈ui,−ui〉 + ν
n∑

i=1

〈ui+1,ui〉 + ν
n∑

i=1

〈
T∗(ui − ui+1)︸        ︷︷        ︸

=0

, yi

〉

= −ν
n∑

i=1

‖ui‖
2 + ν

n∑
i=1

〈ui+1,ui〉 ≤ 0

since 〈ui+1,ui〉 ≤ 1/2(‖ui‖
2 + ‖ui+1‖

2). This establishes

n∑
i=1

〈
xi+1 − xi, yi

〉
≤ 0

for all n ∈N,n ≥ 2 where (xi, yi) ∈ gra H and xn+1 = x1. Therefore, by definition,
H is cyclically monotone.

4. Finally, we show that H is maximally cyclically monotone. Using Theorem 4.4.5
we need to show that H is monotone and that ran (Id + H) = Rd since we already
established that H is cyclically monotone. In particular, H is monotone, since it
is cyclically 2-monotone. For arbitrary z ∈ Rd choose

x := νT∗SγTz ∈ Rd.

By (4.36) with z = x + (z − x) we have

z − x ∈ H(x),

i.e., z ∈ H(x) + x. Therefore, ran (Id + H) = Rd with H monotone. Hence, H is
maximally cyclically monotone.

By Theorem 4.4.4 there exists a function f ∈ Γ0(Rd) such that H = ∂ f . Hence, by
Proposition 4.4.1 and with (4.36), this yields the claim. �

Remark 4.4.7. Note that although the proximity operator PST,γ used in the inexact
RAAR-(T, γ, `1) is not the same as proxγ‖T·‖1 for general tight frames, the two coincide
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for orthogonal bases, i.e., when T is a unitary mapping. If it holds that TT∗ = νId,
Proposition 4.2.9 shows that the corresponding proximity operator can be explicitly
calculated. It is an open problem if this is also true if one has T∗T = νId which is the
case here.

4.5. Boundedness and Cesàro-Convergence of

RAAR-(T, γ, `1)

While we have studied convex analogues of the proposed algorithm in the last sec-
tions, we now analyze the convergence behavior in the non-convex setting. The
following results are partially published in [72]. Here, we only analyze the inexact
version RAAR-(T, γ, `1) from Definition 4.2.12 which will be used in practice. How-
ever, similar results can be obtained for the exact version as well since in the exact
version one could use the fact that the mapping proxγ‖T·‖1 is firmly non-expansive.

Using a similar property we are able to prove the boundedness of the sequence and
a result on the fixed-points of the inexact RAAR-(T, γ, `1) algorithm. For frames, the
upper bound on the sequence will thus contain both the lower and the upper frame
bound in the estimate. However, using the same technique as for the lower bound of
the sequence, we can still establish an estimate that is independent of the upper frame
bound. For tight frames, the lower and upper frame bound coincide and we obtain
sharper estimates. All occurring norms in the following proofs will be Euclidean
norms if not otherwise noted.

Lemma 4.5.1. Let T : Rd
→ Rn be the analysis operator of a frame, i.e., there are constants

c2 ≥ c1 > 0 such that

c1 ‖x‖ ≤ ‖Tx‖ ≤ c2 ‖x‖ ∀ x ∈ Rd (4.44)

then for all x ∈ Rd it holds that ∥∥∥RST,γx
∥∥∥ ≤ c2

c1
‖x‖ .
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Proof. By definition we have

∥∥∥RST,γx
∥∥∥ =

∥∥∥2PST,γx − x
∥∥∥ =

∥∥∥2T†SγTx − x
∥∥∥ (4.44)
≤

1
c1

∥∥∥2SγTx − Tx
∥∥∥

≤
1
c1

 n∑
j=1

∣∣∣2Sγ(Tx)[ j] − (Tx)[ j]
∣∣∣2

1
2

. (4.45)

For the summands we have for (Tx)[ j] > γ that∣∣∣2Sγ(Tx)[ j] − (Tx)[ j]
∣∣∣ =

∣∣∣2[(Tx)[ j] − γ] − (Tx)[ j]
∣∣∣ =

∣∣∣(Tx)[ j] − 2γ
∣∣∣ ≤ ∣∣∣(Tx)[ j]

∣∣∣ .
Similarly, we obtain for (Tx)[ j] < −γ that∣∣∣2Sγ(Tx)[ j] − (Tx)[ j]

∣∣∣ =
∣∣∣2[(Tx)[ j] + γ] − (Tx)[ j]

∣∣∣ =
∣∣∣(Tx)[ j] + 2γ

∣∣∣ ≤ ∣∣∣(Tx)[ j]
∣∣∣ .

For
∣∣∣(Tx)[ j]

∣∣∣ ≤ γ we have Sγ(Tx)[ j] = 0 and therefore∣∣∣2Sγ(Tx)[ j] − (Tx)[ j]
∣∣∣ =

∣∣∣0 − (Tx)[ j]
∣∣∣ =

∣∣∣(Tx)[ j]
∣∣∣

and hence,
∣∣∣2Sγ(Tx)[ j] − (Tx)[ j]

∣∣∣ ≤ ∣∣∣(Tx)[ j]
∣∣∣. Plugging this into (4.45) yields

∥∥∥RST,γx
∥∥∥ ≤ 1

c1

 n∑
j=1

∣∣∣(Tx)[ j]
∣∣∣2

1
2

=
1
c1
‖Tx‖

(4.44)
≤

c2

c1
‖x‖ .

�

Using this result we can prove the boundedness the inexact RAAR-(T, γ, `1) algorithm
in the discrete, finite dimensional setting. Using that estimate we will be able to prove
convergence of the Cesàro-sequence generated by the iterates of that algorithm.

Theorem 4.5.2. Suppose T : Rd
→ Rn is analysis operator of a frame with frame bounds

c2 ≥ c1 > 0 and denote the measurements by m ∈ Rd
+. Then for all x(k), k ∈ N with x(0)

∈ M,
the sequence generated by

x(k+1) =
βk

2

(
RST,γRM + Id

)
x(k) + (1 − βk)PMx(k) (4.46)
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is bounded by

max
{

0, ‖m‖ − 3βkγ

√
n

c1

}
≤

∥∥∥x(k)
∥∥∥ ≤ βk

c1

(
c2 ‖m‖ + γ

√
n
)

+ (1 − βk) ‖m‖ . (4.47)

Proof. By definition of the soft-threshold operator we have for a frame, i.e. when
(4.44) holds, the bound

∥∥∥x − PST,γx
∥∥∥ =

1
c1

∥∥∥Tx − SγTx
∥∥∥ ≤ γ√n

c1
, (4.48)

since every component of the vector Tx is at most changed by γ. This means, for every
component we have ∣∣∣Tx[ j] − (SγTx)[ j]

∣∣∣2 ≤ γ2.

The definition of the 2-norm yields (4.48). By the triangle inequality it follows that

∥∥∥x(k+1)
∥∥∥ =

∥∥∥∥∥βk

2

(
RST,γRM + Id

)
x(k) +

(
1 − βk

)
PMx(k)

∥∥∥∥∥
≤
βk

2

∥∥∥∥(RST,γRM + Id
)

x(k)
∥∥∥∥ +

(
1 − βk

) ∥∥∥PMx(k)
∥∥∥ .

By assumption we have ‖x‖ = ‖m‖ for all x ∈M, therefore
∥∥∥PMx(k)

∥∥∥ = ‖m‖, and hence

∥∥∥x(k+1)
∥∥∥ ≤ βk

2

∥∥∥∥(RST,γRM + Id
)

x(k)
∥∥∥∥ +

(
1 − βk

)
‖m‖ .

We can rewrite the first term in the following way

(RST,γRM + Id)x(k) =
(
RST,γ(RM + Id) + Id − RST,γ

)
x(k)

= RST,γ (RM + Id) x(k) +
(
Id − RST,γ

)
x(k).

Plugging this in and using the triangle inequality we obtain

∥∥∥x(k+1)
∥∥∥ ≤ βk

2

∥∥∥RST,γ (RM + Id) x(k)
∥∥∥ +

∥∥∥∥(Id − RST,γ

)
x(k)

∥∥∥∥ +
(
1 − βk

)
‖m‖ . (4.49)
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Furthermore, note that

RST,γ (RM + Id) = RST,γ (2PM − Id + Id) = 2RST,γPM

and for the second term on the right hand side in (4.49) we have by (4.48)

∥∥∥∥(Id − RST,γ

)
x(k)

∥∥∥∥ =
∥∥∥∥(I − (2PST,γ − I

)
x(k)

∥∥∥∥ = 2
∥∥∥x(k)
− PST,γx

(k)
∥∥∥ ≤ 2

γ
√

n
c1

.

This yields the bound

∥∥∥x(k+1)
∥∥∥ ≤ βk

∥∥∥RST,γPMx(k)
∥∥∥ + βk

γ
√

n
c1

+
(
1 − βk

)
‖m‖ . (4.50)

Using Lemma 4.5.1 we can estimate∥∥∥RST,γPMx(k)
∥∥∥ ≤ c2

c1

∥∥∥PMx(k)
∥∥∥ =

c2

c1
‖m‖

and obtain

∥∥∥x(k+1)
∥∥∥ ≤ βk

c2

c1
‖m‖ + βk

γ
√

n
c1

+ (1 − βk) ‖m‖

≤
βk

c1

(
c2 ‖m‖ + γ

√
n
)

+ (1 − βk) ‖m‖ .

The next step is to prove the lower bound. Elementary calculations yield

∥∥∥x(k+1)
∥∥∥ =

∥∥∥∥∥βk

2

(
RST,γRM + Id

)
x(k) +

(
1 − βk

)
PMx(k)

∥∥∥∥∥
=

∥∥∥∥∥βk

2

((
2PST,γ − Id

)
(2PM − Id) + Id

)
x(k) +

(
1 − βk

)
PMx(k)

∥∥∥∥∥
=

∥∥∥∥∥βk

2

(
4PST,γPMx(k)

− 2PST,γx
(k)
− 2PMx(k) + 2x(k)

)
+

(
1 − βk

)
PMx(k)

∥∥∥∥∥
=

∥∥∥∥βk

(
2PST,γPMx(k)

− PST,γx
(k)
− PMx(k)

)
+ x(k) +

(
1 − βk

)
PMx(k)

∥∥∥∥
=

∥∥∥PMx(k) + 2βkPST,γPMx(k)
− βkPST,γx

(k)
− 2βkPMx(k) + βkx(k)

∥∥∥
=

∥∥∥∥PMx(k) + 2βk

(
PST,γPM − PM

)
x(k) + βk

(
Id − PST,γ

)
x(k)

∥∥∥∥
=

∥∥∥∥(Id + 2βk

(
PST,γ − Id

))
PMx(k) + βk

(
Id − PST,γ

)
x(k)

∥∥∥∥ .
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Using the inverse triangle inequality of the form

‖a + b‖ ≥ ‖a‖ − ‖b‖

we obtain by (4.48) the lower bound∥∥∥x(k+1)
∥∥∥ ≥ ∥∥∥∥(Id + 2βk

(
PST,γ − Id

))
PMx(k)

∥∥∥∥ − βk

∥∥∥∥(Id − PST,γ

)
x(k)

∥∥∥∥
≥

∥∥∥PMx(k)
∥∥∥ − 2βk

γ
√

n
c1
− βk

γ
√

n
c1

= ‖m‖ − 3βk
γ
√

n
c1

.

Since ‖·‖ must be non-negative, we have

∥∥∥x(k+1)
∥∥∥ ≥ max

{
0, ‖m‖ − 3βk

γ
√

n
c1

}
.

Finally, we prove that there is no fixed-point in M. Consider x(k)
∈M, i.e., PMx(k) = x(k).

Then we have

x(k+1)
− x(k) =

βk

2

(
RST,γRM + Id

)
x(k) +

(
1 − βk

)
PMx(k)

− x(k)

=
βk

2

(
RST,γ (2PM − Id) x(k) + x(k)

)
+

(
1 − βk

)
(PM − Id) x(k)

=
βk

2

(
RST,γPM − Id

)
x(k) +

(
βk

2
RST,γ +

(
1 − βk

)
Id

)
(PM − Id) x(k)︸         ︷︷         ︸

= 0, if x(k)∈M

.

If there was a fixed-point x ∈M then

x(k+1)
− x(k) =

βk

2

(
RST,γPM − Id

)
x(k) = βk

(
PST,γ − Id

)
x(k)

must vanish. But for
∥∥∥x(k)

∥∥∥ > 0 and βk ≥ ε > 0 this is not possible. Therefore, no
fixed-point x ∈M exists. �

Remark 4.5.3. Using the same technique for the upper bound as we used for the lower
bound, we can achieve an estimate that is independent of the upper frame bound, i.e.,

max
{

0, ‖m‖ − 3βkγ

√
n

c1

}
≤

∥∥∥x(k)
∥∥∥ ≤ ‖m‖ + 3βkγ

√
n

c1
.

◦
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Corollary 4.5.4 (Theorem 3.1 from [72]). If T is analysis operator of a tight frame, i.e.
c2 = c1, the sequence generated by the inexact RAAR-(T, γ, `1) is bounded by

max
{

0, ‖m‖ − 3βkγ

√
n

c1

}
≤

∥∥∥x(k)
∥∥∥ ≤ ‖m‖ + βk

γ
√

n
c1

. (4.51)

Remark 4.5.5. Since the sequence generated by the algorithm is bounded, see Lemma
4.5.4, this guarantees the existence of accumulation points, i.e., there exists a converg-
ing subsequence. Moreover, we this implies that the Cesàro sequence z(k) := 1/k

∑k
j=1 x(k)

converges. ◦

Remark 4.5.6. Corollary 4.5.4 provides an intuition on how to choose the thresholding
parameter γ. If we choose an adaptive γk with γk → 0 as k → ∞, then PST,γk

becomes
the identity (modulo a frame constant). In the case of a Parseval frame with frame
constant ν = 1 this would imply that

x(k+1)
− x(k) = βk

(
PST,γk

− Id
)

x(k)
→ 0

if PST,γk
→ Id which is the case for γk → 0, since

(Sγx)[ j] =


x[ j] − γk, x[ j] > γk,

x[ j] + γk, x[ j] < −γk,

0, otherwise

γk→0
−→


x[ j], x[ j] > 0,

x[ j], x[ j] < 0,

0, x[ j] = 0

= Id.

Corollary 4.5.7. The Cesàro sequence z(k) = 1/k
∑k

j=1 x( j) where x( j) are the iterates obtained
by (4.46) with x(0)

∈M converges.

Proof. For βk ∈ (0, 1) bounded by βmax := maxk≥1 βk and use the estimate (4.47) to
obtain

∥∥∥x(k+1)
∥∥∥ ≤ c2

c1
‖m‖ +

βmaxγ
√

n
c1
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where we used that c2/c1 ≥ 1. We can now estimate

∥∥∥z(k+1)
− z(k)

∥∥∥ =

∥∥∥∥∥∥∥ 1
k + 1

k+1∑
j=1

x( j)
−

1
k

k∑
j=1

x( j)

∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥ 1
k + 1

x(k+1) +
( 1
k + 1

−
1
k

) k∑
j=1

x( j)

∥∥∥∥∥∥∥
≤

1
k + 1

∥∥∥x(k+1)
∥∥∥ +

1
k(k + 1)

∥∥∥∥∥∥∥
k∑

j=1

x( j)

∥∥∥∥∥∥∥
≤

1
k + 1

(
c2

c1
‖m‖ + βk+1

γ
√

n
c1

)
+

1
k + 1

(
c2

c1
‖m‖ + βmax

γ
√

n
c1

)
≤

2
k + 1

(
c2

c1
‖m‖ + βmax

γ
√

n
c1

)
and hence,

∥∥∥z(k+1)
− z(k)

∥∥∥ → 0 for k→∞. �

4.6. Generalizations to other Threshold Functions

We have seen that general proximity operators of proper, lower semi-continuous,
convex functions can be used within the exact RAAR-(T, γ, `1) algorithm. From a the-
oretical perspective, all these proximity operators have the necessary properties, i.e.,
are firmly non-expansive. However, for a fast and stable numerical implementation,
it is crucial that the minimization problem

proxγ f (x) = argmin
y∈Rd

f (y) +
1

2γ

∥∥∥x − y
∥∥∥2

can be solved efficiently. Ideally, the solution is explicitly given as a point-wise
operation. The following result from [19] shows that a wide class of such shrinkage
mappings are indeed proximity operators. The proof of this result is given in the
appendix of [19].

Theorem 4.6.1 (Theorem 1 from [19]). Let vγ : R+ → R+ be continuous with

vγ(x) =

0, x ≤ γ

≤ x, x ∈ [γ,∞)
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such that vγ is strictly increasing on [γ,∞). Furthermore, define

V(x)[ j] := vγ(
∣∣∣x[ j]

∣∣∣) sign (x[ j]).

Then

Vγ(x) = proxγG(x) where G(x) =

d∑
j=1

g(x[ j])

with g even, non-decreasing and continuous on [0,∞), differentiable on (0,∞) and non-
differentiable at 0 with ∂g(0) = [−1, 1]. Moreover, if x − vγ(x) is non-increasing on [γ,∞),
then g is concave on [0,∞) and G satisfies the triangle inequality.

Remark 4.6.2. The soft-threshold operator Sγ can be rewritten as

(Sγx)[ j] = max
{∣∣∣x[ j]

∣∣∣ − γ, 0} sign (x[ j]),

i.e., vγ(
∣∣∣x[ j]

∣∣∣) = max
{∣∣∣x[ j]

∣∣∣ − γ, 0}. We know that G(x) =
∑d

j=1 g(x[ j]) =
∑d

j=1

∣∣∣x[ j]
∣∣∣ in this

case. Note that Theorem 4.6.1 is not constructive in the sense that given a shrinkage
mapping vγ one could reconstruct the penalty function G. However, one does know
by the result that the shrinkage mapping V is the proximity operator of a sufficiently
well behaved function. Furthermore, in some cases it is possible to explicitly derive
the penalty function. ◦

Example 4.6.3. Introducing a parameter p, a class of shrinkage mappings is given by

vp
γ(x) = max

{
x − γ2−p xp−1, 0

}
for which the soft-thresholding is given by choosing p = 1 and hard-thresholding
can be obtained as the limiting case p → ∞. In [19], a new shrinkage mapping is
introduced, called smooth-hard shrinkage defined for x ∈ R+ by

vSH
γ (x) =

x exp
(
−

α
(ex−γ−1)2

)
, x ≥ γ

0, else
(4.52)

with parameter α > 0. The motivation of smooth-hard shrinkage is the conjecture
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that the discontinuity of the hard-threshold operator leads to inferior reconstruction
results. ◦

Based on the observation that constructions following Theorem 4.6.1 lead to proximity
operators, we propose the following algorithm.

Definition 4.6.4 (Inexact RAAR-(T, γ,V)). Let T : Rd
→ Rn be a linear frame transform,

i.e., T maps a vector x ∈ Rd onto its frame coefficients y = Tx ∈ Rn for n ≥ d. Denote by T†

the pseudo-inverse of T. Furthermore, let βk > 0 for all k ∈N. Consider the measurement set

M =
{
x ∈ Cd

| |Ux|
◦

= m
}

with a unitary transform U : Cd
→ Cd and denote by

PT,Vγ := T†VγT

with

V(x)[ j] := vγ(
∣∣∣x[ j]

∣∣∣) sign (x[ j])

such that vγ fulfills the prerequisites of Theorem 4.6.1. Then we define the RAAR-(T, γ,V)
iteration for a given x(0)

∈ Rd by

x(k+1) =
βk

2

(
RST,Vγ

RM + Id
)

x(k) +
(
1 − βk

)
PMx(k) (4.53)

where RM := 2PM − Id and

RST,Vγ
:= 2PST,Vγ

− Id = 2T†VγT − Id.

In Chapter 5 we will compare the performance of the algorithm given by (4.53) for
soft-thresholding and smooth-hard shrinkage. The main advantage of such shrinkage
mappings is that they offer a flexibility of the type of penalty. Furthermore, they all
lead to simple point-wise operations which make them a favorable choice of proximity
operator.
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4.7. Numerical Implementation

This section deals with the numerical implementation of the projection onto the non-
convex measurement set. For details on the shearlet transform we refer to Chapter
3.2. We are first and foremost concerned with the numerical implementation of the
projection operator PM. The thresholding operator is easily implemented as a fast
point-wise operation on a vector x ∈ Rd. The projection onto the set

M =
{
x ∈ Rd

| |Ux|
◦

= m
}

is given by PMx = U−1y with

y[ j] =

m[ j] Ux[ j]

|Ux[ j]|
, if |Ux| [ j] , 0

m[ j] exp (iϕ), if |Ux| [ j] = 0

for some ϕ ∈ [0, 2π) where one typically choses ϕ = 0. Trying to numerically imple-
ment this projection, one is faced with the situation that |Ux|

◦
is in the range of the

machine precision, but not identically zero. To circumvent this situation, we follow
[77] in using a different operator which is more stable and that is based on a smooth
perturbation of the modulus function |Ux|

◦
.

As discussed in [77], a suitable smooth perturbation of the modulus function for
u ∈ R is given by

κε(u) =
u2

√
u2 + ε2

. (4.54)

This function converges to |·| uniformly in ε with bounded gradient, as we will see
now.

Lemma 4.7.1 (Section 5.2 from [77]). Let κε(u) as in (4.54) and ε > 0. Then the following
properties hold:

i) κε(0) = 0

ii) supp (κε(u)) = supp (u)

iii)
∣∣∣|u| − κε(u)

∣∣∣ ≤ ε, i.e., κε(u)→ |u| uniformly in ε.

iv)
∥∥∥κ′ε(u)

∥∥∥
∞
≤

4
3

√
3
2
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Proof. The first property is obvious, ii) follows directly from the definition in (4.54).
For iii) consider∣∣∣∣∣∣ u2

(u2 + ε2)1/2
− |u|

∣∣∣∣∣∣ =

∣∣∣∣∣∣u2
− |u|

(
u2 + ε2)1/2

(u2 + ε2)1/2

∣∣∣∣∣∣
≤

∣∣∣∣∣∣u2
− |u|

(
u2 + ε2)1/2

|u|

∣∣∣∣∣∣
=

∣∣∣∣|u| − (
u2 + ε2

)1/2
∣∣∣∣ =

(
u2 + ε2

)1/2

− |u|

≤ |u| + ε − |u| = ε.

iv) Since κε is convex, we will determine the bound on the gradient by calculating the
extremal points of the derivative. The derivative is given by

dκε(u)
du

=
u3 + 2ε2u
(u2 + ε2)3/2

for every fixed ε > 0, thus yielding the second derivative

d2κε(u)
du2 =

2ε4
− ε2u2

(u2 + ε2)5/2

!
= 0. (4.55)

Equation (4.55) has the roots

u1,2 = ±
√

2ε,

therefore the gradient of κε is bounded by

κε
(
±

√

2ε
)

= ±
4
3

√
3
2
.

�





5. Numerical Evaluation

In this chapter we numerically evaluate the performance of the proposed algorithm
based on simulated measurements. In the next sections, we introduce some more
details on the numerical implementation and explain how the performance of the
algorithms is evaluated. Furthermore, we will discuss how the simulated data is
obtained.

The computational complexity of the shearlet transform in the algorithm can be
reduced drastically by pre-processing. Since the generated shearlet system does only
depend on the image size, the number of scales and the filters that are used, we can
pre-compute the shearlet system and re-use the same system for every iteration in the
algorithm.

Finally, we will evaluate the performance of the proposed algorithm for different
types of objects and compare them with different well-known, a priori constraints. Ad-
ditionally, we will combine the newly proposed sparsity constraint with the so-called
range constraint. We will see that this leads to drastically improved performance
especially for data with noise.

5.1. Discrete Shearlet Transform and

Soft-Thresholding

Although the framework developed in Chapter 4 is general enough to allow for a lot
of different transforms, we will focus on the discrete shearlet transform discussed in
Chapter 3. The proposed soft-thresholding operator

PST,γ = T∗SγT

is implemented as follows. Given a discrete image x ∈ Rd1×d2 , compute the discrete
shearlet transform Tx ∈ Rd1×d2×s where s denotes the redundancy of the transform.
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For each component of y := Tx we compute the soft-thresholding point-wise1 by

Sγy = sign (y). ∗max(abs (y) − γ, 0).

Similarly, the smooth-hard shrinkage Vγ,αy can be computed by

v = y. ∗
(
abs(y) ≥ γ

)
Vγ,α(y) = sign (v). ∗ abs(v). ∗ exp

(
(−α./

(
exp(abs(v) − γ) − 1

)
.2
)
.

Figure 5.1 illustrates the different thresholding operations and the influence of the
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Figure 5.1.: Illustration of different thresholding operations and the influence of
the smoothing parameter α occurring in smooth-hard shrinkage.

smoothing parameter α for the smooth-hard shrinkage. For vanishing α, the smooth-
hard-shrinkage approximates the hard-thresholding depicted in the left plot.

We obtain the final result PST,γ using the inverse discrete shearlet transform. The
number of scales used for the discrete shearlet will depend on the size of the image
and hence, the computational complexity will increase for larger images. How-
ever, as mentioned above, the computation of the shearlet system can be done in
pre-processing. The filters that we will use for the numerical evaluation are those
mentioned in Section 3.2.4. We will furthermore consider the operator

P+
ST,γ

= PRPST,γ (5.1)

where PR denotes the projection onto the range constraint set.

1Note that we used the Matlab notation for point-wise multiplication here. The functions sign, max,
and abs act point-wise and hence return a vector for vectorial inputs.
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5.2. Range Constraint

The set R describing the range constraint depends on the type of the object. For phase
objects, the range constraint Rp describes objects with negative phase, amplitude
objects have range constraints Ra where the amplitude of the object is smaller or equal
one. For mixed objects, both constraints apply, i.e., the object has an amplitude smaller
or equal one and a negative phase described by the set Rm. To conclude, these sets are
defined as

Rp :=
{
x ∈ Cd

| ϕ(x) ≤ 0
}
,

Ra :=
{
x ∈ Cd

| |x|
◦
≤ 1

}
,

Rm :=
{
x ∈ Cd

| ϕ(x) ≤ 0 ∧ |x|
◦
≤ 1

}
,

where ϕ(x) denotes the point-wise phase of x and |x|
◦

the point-wise amplitude of x.
The projections onto these sets are given by

PRp = |x|
◦
� exp

(
i ·min

{
ϕ(x), 0

})
,

PRa = min
{
|x|
◦
, 1

}
� exp

(
iϕ(x)

)
,

PRm = min
{
|x|
◦
, 1

}
� exp

(
i ·min

{
ϕ(x), 0

})
.

5.3. Simulating the Object Transmission Function

This section describes the simulation of the object transmission function. This part is
crucial for the application of the algorithm to experimental data as the object transmis-
sion function is part of the mathematical model describing the experimental process.
It will further give rise to a splitting approach that will be necessary in order to obtain
meaningful results.

In the description of the simulation details we will follow the presentation in [92].
Recall from Chapter 2 that the exit wave field can be approximated by

Uω(x1, x2, 0) ≈ eikτP(x1, x2)O(x1, x2).

with illumination function

P(x1, x2) := Uω(x1, x2,−τ)
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and object transmission function

O(x1, x2) := exp
(
−k

∫ 0

−τ

β(x1, x2, z) dz − ik
∫ 0

−τ

δ(x1, x2, z) dz
)
.

For monochromatic plane wave illumination one has P(x1, x2) ≡ 1 for all x1, x2 and
hence we obtain

Uω(x1, x2, 0) ≈ eikτO(x1, x2).

Hence, the important step is the simulation of the object transmission function
O(x1, x2). For homogeneous objects that are assumed here, β(x1, x2, z) and δ(x1, x2, z)
are constant in z-direction and hence

O(x1, x2) = exp
(
−kβ∆z(x1, x2) − ikδ∆z(x1, x2)

)
where ∆z(x1, x2) describes the lateral thickness profile and β, δ are constants, cf. [92,
Chapter 6]. Given a maximal thickness τ and defining the relative lateral thickness
profile T(x1, x2) := ∆z(x1,x2)/τ we can write

O(x1, x2) = exp
[
−kτβT(x1, x2) − ikτδT(x1, x2)

]
.

In simulations, T(x1, x2) will be a discretized gray scale image on which we will enforce
the constraints in object domain such as support, positivity or sparsity. Depending
on β and δ, we will either call the objects of interest amplitude objects (if δ is negligible),
phase objects (if β is negligible) or mixed objects if neither of them can be neglected.

5.4. Details on the Numerical Implementation

The relaxation parameter βk for the RAAR algorithm is chosen as

βk = exp((−k/βswitch)3)β0 + (1 − exp((−k/βswitch)3) ∗ βmax (5.2)

with β0 = 0.99, βswitch = 20, and βmax = 0.55 according to [75]. In some cases with
noise, we will choose βk ≡ βmax which leads to better reconstruction results.
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Splitting Approach

Since the shearlet transform and the shrinkage operators are only defined for real-
valued objects, we will use a suitable splitting. Since, for physical reasons, it is
reasonable to assume that the measured object is sparse in amplitude and or phase,
we will use a corresponding decomposition of the complex-valued wave function and
apply the proximity operator to the amplitude and phase component individually.
Therefore, we will use the operator

R(γ1,γ2)‖·‖1 = 2
(
T−1proxγ1‖·‖1

T |·|◦ · exp
[
i T−1proxγ2‖·‖1

Tϕ(·)
])
− Id. (5.3)

instead of RST,γ and P(γ1,γ2)‖·‖1 respectively. As we will see in the numerical examples
later, this approach is justified since the assumption of cartoon-like images is fulfilled
in phase and amplitude individually.

5.4.1. Error Measures

We have seen in the last chapter that for some algorithms it may not be the immediate
iterates x(k) but the shadow sequences that are of interest. It is therefore crucial when
comparing, e.g., the error decay, to monitor the right variable. While in the case of the
method of alternating projections these are exactly the iterates itself, for the Douglas-
Rachford algorithm and the RAAR-variants, we will monitor the shadow sequence
proxγg(x(k)). Furthermore, the question arises which measure we will use in order to
judge the reconstructions. In image processing, the peak-signal-to-noise-ratio (PSNR)

PSNR
(
x(k)

)
:= 10 log10

 max2
x∥∥∥x(k) − x
∥∥∥2


is a widely used error measure where maxx denotes the maximal possible entry of x.
Using normalization, this can be set to 1 if the solution x only exhibits values in [0, 1].
It is also quite common to simply use the Euclidean distance of the sequence to the
original solution as an error measure. Both of these methods require that the solution
to the phase retrieval problem is known. This will be the case for simulated data but
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not so for real data. In [8], the error measure

E
(
x(k)

)
:=

∥∥∥PA(PB(x(k)) − PB(x(k))
∥∥∥2∥∥∥PB(x(k))

∥∥∥2 (5.4)

is suggested which, in the case for two sets A and B, measures the squared distance
from PB(x(k)) to A. This measure is motivated by the practical intuition that one is more
interested in the object-constraint rather than the data which may be error-prone. This
measure can be used for experimental data when the true solution x is not known.

In some figures we will only plot the decay of the error measure up to a certain
number of iterations which may differ from the number of iterations of the algorithm.
The purpose is to highlight the most important part of the behavior of the error. We
only do this for cases where the error measure is almost constant after this certain
number of iterations.

5.5. Numerical Results for the Reconstruction of

Simulated Data

In order to be able to reliably monitor the error decay of the algorithm according to the
measure suggested above, we will be using simulated data. Therefore we will consider
the cases with exact data, i.e., without noise, as well as data that is corrupted by
simulated Poisson noise of different intensities. We will use the algorithm for different
types of objects (amplitude, pure phase and mixed objects) in order to estimate the
applicability for different types of experimental data. In the following, we denote by
x ∈ R256×256 the image of a cell depicted in Figure 5.6, originally published in [40].

5.5.1. Exact Data

As discussed in the previous section, the monitored sequence is in this case PST,γx(k)

and not x(k) itself. The root-mean-squared error is given by

ERMS(x(k)) =

∥∥∥x − PST,γx(k)
∥∥∥

F
√

d
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where d = d1 · d2 is the number of pixels and x denotes the true solution. Here, since
x ∈ Rd1×d2 , we use the Frobenius norm which is defined by

‖x‖F =

√√√ d1∑
j=1

d2∑
k=1

∣∣∣x[ j, k]
∣∣∣2.

Real-Valued Objects

First, we consider the case of exact data for a real-valued object. This means, the
measurements m are described by m := |Dτx|◦ where Dτ denotes the discretized
Fresnel transform. The experimental parameters are λ = 0.1nm, z = 100mm. The
considered object is of size 256 × 256 pixel. The soft-threshold parameter was set
to γk = γ0/k with γ0 = 0.5. This resembles the numerical experiments published in
[72]. For real-valued objects, depending on the Fresnel number, the measurements
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Figure 5.2.: Decay of the root-mean-squared error of a real-valued object for dif-

ferent constraints on exact data with starting guess (a) x(0) = D−1
τ m

and (b) x(0) = m

m may be closer to the solution than the simple back-projection D−1
τ m without any

phase information. We therefore also examine the behavior for the starting guess
x(0) = m. The plotted root-mean-squared errors in Figure 5.2(a) coincide with the
visual impressions from Figure 5.4. While the simple support constraint does not yield
a meaningful reconstruction, all other constraints do. However, the constructions
that incorporate positivity outperform the shearlet constraint and even the combined
shearlet and support constraint by far. In this setting, the positivity constraint is
the dominating constraint and yields almost perfect reconstructions. However,
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Figure 5.3.: Two different initial guesses for a real-valued object with exact data

where in (a) x(0) = D−1
τ m and in (b) x(0) = m

using the different starting guess x(0) = m shows different results for some cases. In
Figure 5.2(b) we observe a better decay in the error for both shearlet and combined
shearlet and support constraint. The faster error decay coincides with visually better
reconstructions for those cases depicted in Figure 5.5. This raises the conjecture that
the performance of the algorithm is critically influenced by the starting guess. This
conjecture is justified by the observation that the optimization problem which the
algorithm solves is non-convex. However, this problem is independent of the choice
of constraints and will therefore not be studied in more detail.
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Figure 5.4.: Reconstructions of a real-valued object from exact measurements for
different constraints with starting guess x(0) = D−1

τ m.
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Figure 5.5.: Reconstructions of a real-valued object from exact measurements for
different constraints with starting guess x(0) = m.
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Amplitude Objects

In order to provide simulations for a physically more sound scenario, we consider
amplitude objects in the following section. Using the formulation of the object trans-
mission function above, this corresponds to objects where δ is negligible. Numerically,
we set δ = 0 for these objects. The full set of parameters used for the numerical simula-
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Figure 5.6.: Amplitude object with estimated support (dashed line) used for nu-
merical simulation of the object transmission function

tion and reconstruction is given in Table 5.1. Although δ = 0 and hence the imaginary
part of the complex exponential vanishes, due to noise or reconstruction artifacts,
the phase may not be equal to one everywhere. Therefore, we will also depict the
phase of the reconstruction in order to indicate the artifacts. However, if the type
of object is known, this could potentially be incorporated by additional constraints.
The measurements and initial guesses for the amplitude and phase of the object are
depicted in Figure 5.7.

As can be seen in the initial guess for the amplitude in Figure 5.7, the measurements
already resemble the initial object. Hence, the error decay for all four constraints,
which is depicted in Figure 5.8, resembles the excellent reconstructions seen in Figure
5.9.2 The differences that can be seen are the artifacts in the reconstructed phases.
However, note that these oscillations that can be seen are at most of the order 10−4

and hence in this setting negligible.

2Note that in order to make the plot more readable, the error decay is only shown for the first 100
iterations. Later on, the errors for all constraints become almost stationary.
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Parameter Value

Decrement of real part of refractive index δ 0
Imaginary part of refractive index β 8 · 10−6

Maximal lateral thickness τ 20 · 10−6m
Wavelength λ 10−10

Phase shift distribution P 0
Amplitude distribution A τx
Wave-function in object plane U exp

(
−kβA

)
Number of iterations N 500
RAAR relaxation parameter βk cf. (5.2)
Threshold parameter γk γk = γ0/k with γ0 = 0.007

Table 5.1.: Parameters for the numerical simulation of the object transmission
function for amplitude objects with exact data
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Figure 5.8.: Decay of the root-mean-squared error of an amplitude object for dif-

ferent constraints on exact data for (a) phase and (b) amplitude
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Figure 5.9.: Reconstructions of an amplitude object from exact measurements for
different constraints



112 5. Numerical Evaluation

Phase Objects

Next, we want to study the performance of the different constraints for phase objects.
The parameters for this setup are depicted in Table 5.2. The dashed line around the
object marks the estimated support which is used for the support and range constraint.
Since the real part of the refractive index for this type of object is zero everywhere, the
amplitude of the object is one in each pixel element. For the reconstruction, we depict
both the phase and amplitude of the reconstruction. Especially for Poisson data where
the object cannot be recovered exactly, it is to be expected that the amplitude will not
be exactly one everywhere. The measurements and initial guesses for phase and
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Figure 5.10.: Phase object with estimated support (dashed line) used for numerical
simulation of the object transmission function

amplitude are shown in 5.11. Qualitatively, the initial guess for the phase is already
close to the solution. Hence, the error decay in Figure 5.12 behaves expectedly well for
all constraints. The bump for the error decay of the amplitude is due to the fact that
the initial guess is not optimal in the sense that one knows from the type of object that
the amplitude has to be constantly one. However, despite the sub-optimal choice of
starting guesses all methods deliver decent reconstructions. The shearlet constraints
alone however lacks the proper scaling of the entries since no range constraint is
applied here. Nonetheless, qualitatively, the object is reconstructed as well as for the
combined shearlet plus range constraint, see Figure 5.13.
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Parameter Value

Decrement of real part of refractive index δ 1.6 · 10−6

Imaginary part of refractive index β 0
Maximal lateral thickness τ 20 · 10−6m
Wavelength λ 10−10

Phase shift distribution P τx
Amplitude distribution A 0
Wave-function in object plane U exp (−ikδP)
Number of iterations N 500
RAAR relaxation parameter βk cf. (5.2)
Threshold parameter γk γk = γ0/k with γ0 = 0.07

Table 5.2.: Parameters for numerical simulation of phase objects with exact data
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Figure 5.11.: Exact measurements of the phase object and initial guesses for phase
and amplitude
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Figure 5.12.: Decay of the root-mean-squared error of a phase object for different

constraints on exact data for (a) phase and (b) amplitude
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Figure 5.13.: Reconstructions of a phase object from exact measurements for dif-
ferent constraints
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Mixed Objects

For mixed objects, we will use the splitting approach described in (5.3). The assump-
tion here is that both the amplitude and the phase can be sparsely represented using
shearlets. The operator PST,γ will therefore be applied for the phase and amplitude
separately. The mixed object for phase and amplitude is depicted in Figure 5.14, the
parameters for the simulation as well as for the algorithm are given in Table 5.3.
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Figure 5.14.: Mixed object with estimated support (dashed line) used for numerical
simulation of the object transmission function

Parameter Value

Decrement of real part of refractive index δ 1.6 · 10−6

Imaginary part of refractive index β 8 · 10−7

Maximal lateral thickness τ 10−6

Wavelength λ 10−10

Phase shift distribution P τx
Amplitude distribution A τx
Wave-function in object plane U exp

(
−ikδP − kβA

)
Number of iterations N 500
RAAR relaxation parameter βk see (5.2)
Threshold parameter γk γk = γ0/k with γ0 = 0.01

Table 5.3.: Parameters for the numerical simulation of the object transmission
function for mixed objects with exact data

We used the same threshold parameter γk both for the phase and for the amplitude
part of the splitting. As it turns out, mixed objects seem to be the most complicated
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objects to recover. For the case with exact data, all methods perform worse than
for pure phase or pure amplitude objects. Nonetheless, the error decay behaves
qualitatively similar to the other cases, see Figure 5.16. While the shearlet plus
range constraint performs similar for the phase of the mixed object as the range
and support plus range constraint, both shearlet constraints outperform the other
constraints for the amplitude. This behavior can be visually tracked in Figure 5.17
where the reconstructions of the amplitude using shearlet constraints (with or without
range constraint) have less oscillatory artifacts than the two other methods that do
not use shearlet soft-thresholding. As before, the reconstruction using the shearlet
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Figure 5.15.: Exact measurements of a mixed object and initial guesses for phase
and amplitude

constraint alone provides qualitatively good results but suffers from incomplete range
information as can be seen in the color bar and also from the dark background in the
reconstructions. Thus, combining shearlet and range constraints leads to improved
reconstructions throughout all test cases. We will now investigate the behavior of
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Figure 5.16.: Decay of the root-mean-squared error of a mixed object for different

constraints on exact data for (a) phase and (b) amplitude
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the different methods for the same objects but with data that is corrupted by Poisson
noise.
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Figure 5.17.: Reconstructions of a mixed object from exact measurements for dif-
ferent constraints
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5.5.2. Poisson Data

For the evaluation of the method we use a constant noise level which can be interpreted
as an expected number of 50 photons per pixel. Although we may have different noise
for each type of object, every constraint will be evaluated (for each object) with the
exact same data. The measurements and initial guesses will be depicted similarly as
for the case of exact data. It turned out that contrary to the case with exact data, the
best results can be achieved to use a constant relaxation parameter βk ≡ β as well as a
constant thresholding parameter γk ≡ γ. The choice of the parameters will be shown
in the corresponding tables. The relaxation parameter is β = 0.55 in all cases. This
aligns with the observations from [92] where a similar behavior was found.

Amplitude Object

For the amplitude object, we use the same physical parameters as before but perturb
the data with Poisson noise to simulate the physical measurement process more
realistically.

Parameter Value

Decrement of real part of refractive index δ 0
Imaginary part of refractive index β 8 · 10−6

Maximal lateral thickness τ 20 · 10−6m
Wavelength λ 10−10

Phase shift distribution P 0
Amplitude distribution A τx
Wave-function in object plane U exp

(
−kβA

)
Number of iterations N 500
RAAR relaxation parameter βk βk ≡ 0.55
Threshold parameter γk γk ≡ 0.005

Table 5.4.: Parameters for the numerical simulation of the object transmission
function for amplitude objects with Poisson data

The corrupted measurements and the corresponding initial guesses are shown in
Figure 5.18. The error decay for both phase and amplitude is shown in 5.19. Similar
to exact data, the error in the phase decays for all methods very fast during the first
few iterations. However, simply using a range constraint on the amplitude leads to
a diverging error, cf. 5.19(b). The support plus range constraint stabilizes on a level
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Figure 5.18.: Poisson measurements of the amplitude object and initial guesses for
phase and amplitude

which is very close to the error simply using the initial guess. Both shearlet constraints
outperform the other two constraints as can be seen in Figure 5.20. The reconstructions
using the shearlet constraints lead to an improved reconstruction quality and removal
of most of the noise.
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Figure 5.19.: Decay of the root-mean-squared error of an amplitude object for

different constraints on Poisson data for (a) phase and (b) amplitude
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Figure 5.20.: Reconstructions of an amplitude object from Poisson measurements
for different constraints
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Phase Object

In this section we compare the four different constraints on the measurement of a
simulated pure phase object that is corrupted by Poisson noise. The parameters of
the setup are given in Table 5.5. The measurements as well as the initial guesses for
phase and amplitude are given in Figure 5.21.

Parameter Value

Decrement of real part of refractive index δ 1.6 · 10−6

Imaginary part of refractive index β 0
Maximal lateral thickness τ 20 · 10−6m
Wavelength λ 10−10

Phase shift distribution P τx
Amplitude distribution A 0
Wave-function in object plane U exp (−ikδP)
Number of iterations N 500
RAAR relaxation parameter βk βk ≡ 0.55
Threshold parameter γk γk ≡ 0.007

Table 5.5.: Parameters for the numerical simulation of the object transmission
function for phase objects with Poisson noise
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Figure 5.21.: Poisson measurements of the phase object and initial guesses for
phase and amplitude

In Figure 5.22 the decay of the root-mean-squared error is depicted. While the error
for the amplitude decays for all constraints almost instantly, cf. Figure 5.22(b), the
behavior of the error for the phase is different. While the error for the range constraint
first decays, it diverges after about 100 iterations, reflected by the poor reconstruction
results, see Figure 5.23. The three other constraints decay comparibly fast where the
shearlet and range constraint becomes stationary on a similar level as the support and
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Figure 5.22.: Decay of the root-mean-squared error of a phase object for different

constraints on Poisson measurements for (a) phase and (b) amplitude

range constraint does. Although the reconstruction results for the shearlet constraint
are qualitatively similar as the shearlet and range constraint, due to the lack of infor-
mation on the range of the values, the quantitive result is worse than the combined
approach, see the color bar in Figure 5.23. The shearlet plus range constraint leads
to a visually improved reconstruction result compared to the support and range con-
straint. The slightly better error decay of the latter can be explained by the fact that
due to the support constraint, the reconstruction is identical to the original object on
all parts outside of the support box where the shearlet and range constraint does have
some small artifacts which sum up overall to a larger error.

Note that the reconstructed amplitude for all four different constraints predomi-
nantly consists of noise with some artifacts of the original object (shearlet and shearlet
plus range constraint) or the box constraint in the case of the support and range con-
straint. For the reconstructed phases, the noise is clearly visible for the range and
the support plus range constraint. For both shearlet constraint types, the smoothing
effect of the shearlet soft-thresholding leads to reconstructions with less noise.
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Figure 5.23.: Reconstructions of a phase object from Poisson measurements for
different constraints
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Mixed Objects

We now compare the different constraints on a mixed object using Poisson corrupted
measurements. The parameters used for the reconstruction are given in Table 5.6 and
the measurements with the initial guesses are shown in 5.24.

Parameter Value

Decrement of real part of refractive index δ 1.6 · 10−6

Imaginary part of refractive index β 8 · 10−7

Maximal lateral thickness τ 10−6

Wavelength λ 10−10

Phase shift distribution P τx
Amplitude distribution A τx
Wave-function in object plane U exp

(
−ikδP − kβA

)
Number of iterations N 500
RAAR relaxation parameter βk βk ≡ 0.55
Threshold parameter γk γk ≡ 0.005

Table 5.6.: Parameters for the numerical simulation of the object transmission
function for mixed objects with Poisson noise
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Figure 5.24.: Poisson measurements of a mixed object and initial guesses for phase
and amplitude

Comparable to the case of a mixed object with exact data, the reconstructions com-
pared to pure phase or pure amplitude objects are worse for all types of constraints.
The error for the support plus range constraint diverges for both phase and ampli-
tude, see Figure 5.25. The best decay is achieved by both shearlet constraints for the
amplitude, for the phase the best methods are the range constraint and the shearlet
plus range constraint. The reconstructions are shown in Figure 5.26. The quality of
the reconstructions matches the decay of the error shown in Figure 5.25. Despite none
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Figure 5.25.: Decay of the root-mean-squared error of a mixed object for different

constraints on Poisson measurements for (a) phase and (b) amplitude

of the methods delivering convincing results in this case, the shearlet as well as the
shearlet plus range constraint deliver the best of these reconstructions.

This behavior could have been expected since the reconstruction of a mixed object
was already inferior with exact data for all constraints compared to pure phase or
pure amplitude objects.
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Figure 5.26.: Reconstructions of a mixed object from Poisson measurements for
different constraints
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5.6. Numerical Results using Smooth-Hard Shrinkage

In this section, we investigate the performance of smooth-hard shrinkage of shearlet
coefficients. More precisely, we will use the RAAR-(T, γ,V) algorithm defined in
Definition 4.6.4 where

V(x)[ j] := vγ(
∣∣∣x[ j]

∣∣∣) sign (x[ j])

with the smooth-hard shrinkage defined in (4.52) which is given for parameters α, γ >
0 by

vSH
γ (x) =

x exp
(
−

α
(ex−γ−1)2

)
, x ≥ γ

0, else.

The corresponding operator is then defined by PST,γ,α,V = T†VT.
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Figure 5.27.: Soft-thresholding compared to smooth-hard shrinkage for different

parameters

In Figure 5.27(a), the difference between the soft-thresholding used in the previous
section and the smooth-hard shrinkage used in this section, is depicted for γ = 1 and
the selected parameter α = 0.01. In Figure 5.27(b), the same functions are depicted
but with γ = 0.005 and α = 0.01 which are more realistic parameters for the numerical
reconstructions. Here, the functions look rather different. The region where the signal
is thresholded is much broader compared to the soft-thresholding and the transition
is a lot smoother.
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Phase Objects and Smooth-Hard Thresholding with Poisson Data

The parameters are, except for the newly introduced smoothing parameterα, the same
as for the numerical experiment of a phase object with Poisson data, cf. Table 5.5.
For completeness, Table 5.7 lists all the parameters necessary for this simulation. The
initial guesses are therefore the same as in the last section for a phase object, although
the noise on the measurements may be slightly different.

Parameter Value

Decrement of real part of refractive index δ 1.6 · 10−6

Imaginary part of refractive index β 0
Maximal lateral thickness τ 20 · 10−6m
Wavelength λ 10−10

Phase shift distribution P τx
Amplitude distribution A 0
Wave-function in object plane U exp (−ikδP)
Number of iterations N 2000
RAAR relaxation parameter βk βk ≡ 0.55
Threshold parameter γk γk ≡ 0.007
Smoothing parameter α α = 0.01

Table 5.7.: Parameters for the numerical simulation of the object transmission
function for phase objects with Poisson noise using smooth-hard thresh-
olding

The measurements and initial guesses of this experiment are depicted in Figure 5.28.
However, since the decay of the error for the shearlet constraint with smooth-hard
thresholding indicated a further decay, we ran the algorithm for N = 2000 instead
of N = 500 iterations compared to the previous experiment where the error became
stationary after fewer iterations. The error decay using the smooth-hard shrinkage
compares favorably to the soft-thresholding. For both methods, with or without
combined range constraint, the smooth-hard shrinkage performs better than simple
soft-thresholding. Interestingly, the smooth-hard shrinkage without range constraint
outperforms the combined approach which includes the range constraint. However,
visually, cf. Figure 5.30, the combined approach performs better. This can especially
be seen comparing the color bar for all reconstruction results. This is even more visible
in the reconstructions depicted in Figure 5.30. In contrast to the soft-thresholding of
shearlet coefficients, the smooth-hard thresholding of shearlet coefficients even leads
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Figure 5.28.: Poisson measurements of a phase object and initial guesses for phase
and amplitude
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Figure 5.29.: Decay of the root-mean-squared error of a phase object for different

constraints comparing soft-thresholding and smooth-hard shrinkage
of shearlet coefficients on Poisson measurements for (a) phase and
(b) amplitude

to a quantitative recovery, i.e., the range of the object is approximately recovered
without using any a priori information. This means, in this setting, an additional
range constraint is not necessary. To conclude, smooth-hard shrinkage seems to
outperform the method using soft-thresholding. However, introducing yet another
parameter (the smoothing parameter α, see (4.52)) is one more degree of freedom
which may crucially influence the performance of the reconstructions. Despite that,
especially in situations where the others may fail or deliver unsatisfying results, this
methods provides an alternative.
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Figure 5.30.: Reconstructions of a phase object from Poisson measurements for
different constraints comparing the reconstruction quality using soft-
thresholding or smooth-hard shrinkage of shearlet coefficient
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5.7. Applicability to Experimental Data

The applicability of the proposed method on experimental data was proven in col-
laboration with the group of Prof. Dr. Tim Salditt from the Institute for X-ray
Physics, Göttingen. The results are promising and the proposed combined method
outperforms existing methods. Similar as in our numerical simulations, the shear-
let constraint alone does not provide quantitative information but still qualitatively
good reconstructions. Combined with the range constraint, one obtains qualitatively
and quantitatively superior reconstructions to the other methods. The results are
published in [93], a detailed analysis of the method is further given in [92].





6. Conclusion

In this thesis we studied the applicability of sparsity constraints for the discrete,
two-dimensional phase retrieval problem. The investigation focused on sparsity
constraints which were previously applied in image processing applications such as
denoising, deblurring and inpainting. Since fast and stable numerical algorithms are
important, we proposed to use compactly supported shearlets that are both theo-
retically well understood and field-tested in several imaging applications. Therefore,
after introducing the mathematical model in Chapter 2, we studied the construction of
compactly supported shearlets and their discrete numerical realization in Chapter 3.

The phase retrieval problem can be modeled as a non-convex feasibility problem.
We showed in Chapter 4 how to incorporate such sparsity constraints into existing
methods. We chose the relaxed averaged alternating reflections algorithm as basis
for our method. Using proximity operators which generalize projection operators,
we were able to draw several connections to other existing methods. For βk ≡ 1, the
exact version of our algorithms corresponds to an instance of the Douglas-Rachford
algorithm. We used results from [5] to prove the convergence of that algorithm in the
convex setting. The investigation of the convex case is concluded by an illustration of
the fixed-points of the original method as discussed in [75].

For tight frames, we showed that the operator used in the inexact version of the
algorithm, namely PST,γ = T∗SγT, is the proximity operator of a proper, convex, lower
semi-continuous function. This result justifies the widespread usage of such mappings
in algorithms. Using an estimate for the reflector RST,γ = 2PST,γ − Id we further proved
the boundedness and convergence of the Cesàro sequence of the proposed algorithm
for general frames. However, we also showed that for a starting guess x(0)

∈ M there
are no fixed-points of the iteration that lie in M. This poses the question how to
chose the soft-thresholding parameter γ. In the absence of noise using γk

k→∞
−→ 0 we

obtain reconstructions that are visually not distinguishable from the true solution.
Nonetheless, in the case of Poisson noise, a fixed-point in M may not even be wanted
since the set M may not contain the true solution. It is therefore not surprising
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that a constant (or at least non-vanishing) soft-thresholding parameter leads to better
results. We close the section with a remark on generalizations of the method to
other threshold functions. It can be shown that under some mild assumptions, those
threshold functions are again proximity operators of proper, convex, and lower semi-
continuous functions at least for the exact version of our algorithm.

We concluded our investigations with the numerical evaluation of our method.
Using simulations with exact and Poisson data we showed the usefulness of the pro-
posed method. Depending on the situation, our method is able to outperform other
state-of-the-art methods. Furthermore, it is possible to combine the sparsity constraint
with other constraints and achieve even better results. Finally, the applicability was
examined, in cooperation with the group of Prof. Dr. Tim Salditt, using experimen-
tal data. Again, our findings show that the method performs comparably to other
methods and achieve significantly better reconstructions if combined with existing
constraints.

To conclude, using sparsity constraint for the phase retrieval problem is a promising
approach and there are several problems where this approach may be used in the fu-
ture. Since modern imaging modalities allow for three-dimensional data acquisition,
the next step is to apply these methods to three-dimensional phase retrieval data. It is
furthermore possible to use these constraints together with Gauss-Newton methods
which also provide very good reconstructions results. Using sparsity constraints may
improve these methods even further.

Open problems encompass the convergence and convergence rates of the proposed
method. The crucial question here is the behavior of the operator PST,γ in the neighbor-
hood of the fixed-points of the iteration. This study will have to take the properties of
the transform T into account and hence will lead to assumptions on the mapping T.

Furthermore, the proposed method may be used with different transforms other
than the discrete shearlet transform. Using dictionaries, one may be able to con-
struct frames which are better adapted for certain situations and thus have better
approximation properties.

A central aspect of the method is the choice of parameters. Introducing the soft-
thresholding adds another parameter (next to the relaxation parameter of the original
RAAR algorithm) which has to be chosen suitably as optimal reconstructions depend
on optimal parameters. Future research will have to take this problem into account
and should therefore focus on the development of strategies for the selection of the
soft-threshold parameters in an automated fashion.
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Finally, the proposed method is also applicable for convex problems. If the projec-
tion onto the constraint set is known and fast to compute, the proposed method will
provide an efficient algorithm incorporating soft-thresholding of frame coefficients.
The results for the convex case presented in Chapter 4 indicate that convergence
theory for the convex case covers our method in some parts already.





A. The Mathematical Model

Fundamental Solution to the Helmholtz Equation

Lemma A.1.1. The function G0 : R3
→ C with (fixed) parameter p ∈ int(Ω)

G0(x; p) =
eik|x−p|∣∣∣x − p

∣∣∣
is a fundamental solution for the Helmholtz equation, i.e.,(

∆ + k2
)

G0(x; p) = 4πδ(x − p). (A.1)

Proof. First, we consider the case x , p. Recall that the Laplacian in spherical coordi-
nates applied to a function G0 : R3

→ C is given by

∆G0
(
r, ϑ, ϕ

)
=

1
r

(
∂2

∂r2 rG0(r, ϑ, ϕ)
)

︸                 ︷︷                 ︸
=:∆rG0(r,ϑ,ϕ)

+
1

r2 sinϑ
∂
∂ϑ

(
sinϑ

∂G0(r, ϑ, ϕ)
∂ϑ

)
+

1
r2 sin2 ϑ

∂2G0(r, ϑ, ϕ)
∂ϕ2︸                                                                 ︷︷                                                                 ︸

=∆ϑ,ϕG0(r,ϑ,ϕ)

.

The function G0(x; p) is radially symmetric, i.e., it only depends on the distance
∣∣∣x − p

∣∣∣.
Therefore, ∆ϑ,ϕG0

(
r, ϑ, ϕ

)
= 0. We denote r :=

∣∣∣x − p
∣∣∣ and for r > 0 we therefore have

∆G0(x; p) + k2G0(x; p) = ∆rG0(x; p) + k2G0(x; p)

=
1
r
∂2

∂r2 r
eikr

r
+ k2 eikr

r
=

1
r

(
∂2

∂r2 + k2

)
eikr

where

∂2eikr

∂r2 = −k2eikr
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and hence for all x ∈ Ω \ Bε
(
p
)
, (

∆ + k2
)

G0
(
x; p

)
= 0.

For x = p we consider an arbitrarily small volume Bε
(
p
)

around x = p and study the
limit ε↘ 0. For the right hand side of (A.1) this yields∫

Bε(p)
−4πδ

(
x − p

)
dx = −4π

which is independent of ε. For the left hand side we have∫
Bε(p)

(
∆ + k2

)
G0(x; p) dx =

∫
Bε(p)

div
(
∇G0(x; p)

)
dx + k2

∫
Bε(p)

G0(x; p) dx.

Writing the second integral of the right-hand-side in spherical coordinates and using
that G0(·; p) is rotationally invariant, we obtain

k2
∫
Bε(p)

G0(x; p) dx = 4πk2
∫ ε

0
r2G0(x; p) dr = 4πk2

∫ ε

0
r eikr dr → 0

as ε↘ 0. For the first integral we apply the divergence theorem by Gauss1 and obtain∫
Bε(p)

div
(
∇G0(x; p)

)
dx =

∫
∂Bε(p)

∇G0(x; p) · n dσ

=

∫
∂Bε(p)

(
ikeikr

r
−

eikr

r2

)
dσ

= 4πε2

(
ikeikε

ε
−

eikε

ε2

)
→ −4π

since 4πikε eikε
→ 0 and 4π eikε

→ 4π for ε↘ 0. This concludes the proof. �

1Here, n denotes the outward facing normal vector on Bε
(
p
)

and hence, the derivative in normal
direction is simply the derivative with respect to r.
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Properties of Poisson Data

Solution of the Associated Differential Equation

An extensive description of variation of constants is given in [107] and [53]. We recall
a brief version of it.

Fact A.1.2 (Variation of Constants). Consider a general inhomogeneous differential equa-
tion

y′(x) = A(x)y(x) + b(x) (A.2)

with antiderivative F(x) =
∫ x

x0
A(t) dt. Then all solutions of the homogeneous equation y′ = Ay

are given by {
y(x) = CeF(x)

| C ∈ R
}
.

The ansatz for the inhomogeneity consists in letting C = C(x), i.e.,

y(x) = C(x)eF(x) (A.3)

or

y′(x) = C(x)A(x)eF(x) + C′(x)eF(x) = A(x)y(x) + C′(x)eF(x).

Hence, y in (A.3) solves the differential equation (A.2) if and only if

C′(x) = b(x)e−F(x),

i.e.,

C(x) =

∫ x

x0

b(t)e−F(t) dt + C

for some C ∈ R. Therefore, the set of all solutions to the inhomogeneous equation is given by{
y(x) = eF(x)

[∫ x

x0

b(t)e−F(t) dt + C
]
| C ∈ R

}
.
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Usually, one would use this to obtain a solution of the differential equation and
using an induction argument for K − 1→ K. Since the solution is known in this case
and the proof is rather technical, we simply differentiate the solution and check that
it fulfills the differential equation (A.4).

Fact A.1.3. The solution for the differential equation

dP(K, t, t + τ)
dτ

= λ(t + τ) [P(K − 1, t, t + τ) − P(K, t, t + τ)] (A.4)

with initial value P(0, t, t) = 1 is given by

P(K, t, t + τ) =

[∫ t+τ

t
λ(ξ) dξ

]K

K!
exp

[
−

∫ t+τ

t
λ(ξ) dξ

]
.

Proof. Since the solution is known, we only need to differentiate the solution in order
to check that it fulfills (A.4). We use the product and chain rule to obtain

dP(K, t, t + τ)
dτ

=
K ·

[∫ t+τ

t
λ(ξ) dξ

]K−1

K!
exp

[
−

∫ t+τ

t
λ(ξ) dξ

]
︸                                                 ︷︷                                                 ︸

=P(K−1, t, t+τ)

λ(t + τ)

+

[∫ t+τ

t
λ(ξ) dξ

]K

K!
exp

[
−

∫ t+τ

t
λ(ξ) dξ

]
︸                                          ︷︷                                          ︸

=P(K, t, t+τ)

(−λ(t + τ))

= λ(t + τ) [P(K − 1, t, t + τ) − P(K, t, t + τ)]

where we used K/K! = K/K·(K−1)! = 1/(K−1)!. �



B. Fundamental Results from Convex
Analysis

In this chapter we introduce fundamental results from convex analysis in order to
prove a result regarding the asymptotic behaviour of the modified RAAR iteration.
Therefore we carefully derive the most important result of this section that the proxi-
mal mapping of the `1-norm is firmly non-expansive. This chapter is based on [5].

Firmly non-expansiveness of Proximal Mappings

Lemma B.1.1 (Lemma 2.12 from [5]). For a real Hilbert spaceH and x, y ∈ H the follow-
ing hold:

(i)
〈
x, y

〉
≤ 0 ⇔ ∀α ∈ R+ : ‖x‖ ≤

∥∥∥x − αy
∥∥∥ ⇔ ∀α ∈ [0, 1] : ‖x‖ ≤

∥∥∥x − αy
∥∥∥

(ii) x ⊥ y ⇔ ∀α ∈ R : ‖x‖ ≤
∥∥∥x − αy

∥∥∥ ⇔ ∀α ∈ [−1, 1] : ‖x‖ ≤
∥∥∥x − αy

∥∥∥
Proof.

(i) Observe that for all α ∈ R we have∥∥∥x − αy
∥∥∥2
− ‖x‖2 =

〈
x − αy, x − αy

〉
− 〈x, x〉

=
〈
x − αy, x

〉
−

〈
x − αy, αy

〉
− 〈x, x〉

= 〈x, x〉 −
〈
αy, x

〉
− α

〈
x − αy, y

〉
− 〈x, x〉

= −α
〈
y, x

〉
− α

(〈
x, y

〉
−

〈
αy, y

〉)
= −α

〈
x, y

〉
− α

〈
x, y

〉
+ α2

∥∥∥y
∥∥∥2

= α
(
α
∥∥∥y

∥∥∥2
− 2

〈
x, y

〉)
,
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i.e., ∥∥∥x − αy
∥∥∥2
− ‖x‖2 = α

(
α
∥∥∥y

∥∥∥2
− 2

〈
x, y

〉)
(B.1)

and

‖x‖2 =
∥∥∥x − αy

∥∥∥2
− α2

∥∥∥y
∥∥∥2

+ 2α
〈
x, y

〉
.

For α ∈ R we have α2
∥∥∥y

∥∥∥2
≥ 0 and can estimate

‖x‖2 ≤
∥∥∥x − αy

∥∥∥2
+ 2α

〈
x, y

〉
.

By assumption we have
〈
x, y

〉
≤ 0. Hence, we have for all α ∈ R+ the estimate

‖x‖ ≤
∥∥∥x − αy

∥∥∥ ,
and especially for all α ∈ [0, 1]. Conversely, suppose that ‖x‖2 ≤

∥∥∥x − αy
∥∥∥2

holds
for all α ∈ [0, 1]. Using (B.1) we have∥∥∥x − αy

∥∥∥2
− ‖x‖2︸              ︷︷              ︸

≥0

= α
(
α
∥∥∥y

∥∥∥2
− 2

〈
x, y

〉)

and therefore

〈
x, y

〉
≤

α
∥∥∥y

∥∥∥2

2
.

For α↘ 0 the claim follows.

(ii) Note that x ⊥ y ⇔
(〈

x, y
〉
≤ 0 ∧

〈
x,−y

〉
≤ 0

)
and use (i). �

Lemma B.1.2 (Lemma 2.13 from [5]). Let (xi)i∈I , (ui)i∈I ⊂ H be finite families in a real
Hilbert space H , (αi)i∈I ⊂ R a finite family in R such that

∑
i∈I αi = 1 and 0 ∈ I. Then the

following holds:

(i)
〈∑

i∈I αixi,
∑

j∈I α ju j

〉
+ 1

2

∑
i∈I

∑
j∈I αiα j

〈
xi − x j,ui − u j

〉
=

∑
i∈I αi 〈xi,ui〉,

(ii)
∥∥∥∑i∈I αixi

∥∥∥2
+ 1

2

∑
i∈I

∑
j∈I αiα j

∥∥∥xi − x j

∥∥∥2
=

∑
i∈I αi ‖xi‖

2.
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Proof. First observe that〈∑
i∈I

αixi,
∑
j∈I

α ju j

〉
=

〈
α0x0,

∑
j∈I

α ju j

〉
+

〈 ∑
i∈I\{0}

αixi,
∑
j∈I

α ju j

〉
=

∑
i∈I

〈
αixi,

∑
j∈I

α ju j

〉
=

∑
i∈I

αi

〈
xi,

∑
j∈I

α ju j

〉
=

∑
i∈I

∑
j∈I

αi

〈
xi, α ju j

〉
=

∑
i∈I

∑
j∈I

αiα j

〈
xi,u j

〉
Therefore we have

2
〈∑

i∈I

αixi,
∑
j∈I

α ju j

〉
=

∑
i∈I

∑
j∈I

αiα j

(〈
xi,u j

〉
+

〈
x j,ui

〉)
. (B.2)

Expanding the sum of scalar product yields〈
xi,u j

〉
+

〈
x j,ui

〉
=

〈
xi + x j − x j,u j + ui − ui

〉
+

〈
x j,ui

〉
=

〈
xi − x j,u j + ui − ui

〉
+

〈
x j,u j + ui − ui

〉
+

〈
x j,ui

〉
=

〈
xi − x j,−ui + u j

〉
+

〈
xi − x j,ui

〉
+

〈
x j,u j + ui − ui

〉
+

〈
x j,ui

〉
= −

〈
xi − x j,ui − u j

〉
+ 〈xi,ui〉 −

〈
x j,ui

〉
+

〈
x j,ui

〉
+

〈
x j,u j

〉
= 〈xi,ui〉 +

〈
x j,u j

〉
−

〈
xi − x j,ui − u j

〉
.

Plugging this into (B.2) yields by
∑

i∈I αi = 1

2
〈∑

i∈I

αixi,
∑
j∈I

α ju j

〉
=

∑
i∈I

∑
j∈I

αiα j

(
〈xi,ui〉 +

〈
x j,u j

〉
−

〈
xi − x j,ui − u j

〉)
= 2

∑
i∈I

αi 〈xi,ui〉 −

∑
i∈I

∑
j∈I

αiα j

〈
xi − x j,ui − u j

〉
and which yields the first equation of the Lemma. For the second equation consider
the case where (ui)i∈I := (xi)i∈I. Then we have

〈∑
i∈I

αixi,
∑
i∈I

αixi

〉
=

∥∥∥∥∥∥∥∑i∈I αixi

∥∥∥∥∥∥∥
2

,∑
i∈I

αi 〈xi, xi〉 =
∑
i∈I

αi ‖xi‖
2 ,
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∑
i∈I

∑
j∈I

αiα j

〈
xi − x j, xi − x j

〉
=

∑
i∈I

∑
j∈I

αiα j

∥∥∥xi − x j

∥∥∥2

and therefore the second equation in the Lemma holds. �

Corollary B.1.3 (Corollary 2.14 from [5]). Let x, y ∈ H , α ∈ R. Then the Lemma above
implies ∥∥∥αx + (1 − α)y

∥∥∥2
+ α(1 − α)

∥∥∥x − y
∥∥∥2

= α ‖x‖2 + (1 − α)
∥∥∥y

∥∥∥2
.

As a next step, we define contraction properties of mappings which will be impor-
tant for convergence analysis. The following theorem will characterize equivalences
between different properties of the operator T and the reflector 2T − Id.

Definition B.1.4 (Definition 4.1 from [5]). Let D ⊂ H be nonempty and T : D → H .
Then T is

(i) firmly non-expansive if

∀x, y ∈ D :
∥∥∥Tx − Ty

∥∥∥2
+

∥∥∥(Id − T) x − (Id − T) y
∥∥∥2
≤

∥∥∥x − y
∥∥∥2
, (B.3)

(ii) non-expansive if it is Lipschitz continuous with constant 1, i.e.,

∀x, y ∈ D :
∥∥∥Tx − Ty

∥∥∥ ≤ ∥∥∥x − y
∥∥∥ , (B.4)

(iii) quasi-non-expansive if

∀x ∈ D, ∀y ∈ Fix T :
∥∥∥Tx − y

∥∥∥ ≤ ∥∥∥x − y
∥∥∥ , (B.5)

(iv) strictly quasi-non-expansive if

∀x ∈ D \ Fix T, y ∈ Fix T :
∥∥∥Tx − y

∥∥∥ < ∥∥∥x − y
∥∥∥ . (B.6)

It is immediate to see that firmly non-expansiveness implies non-expansiveness
and furthermore quasi-non-expansiveness is implied by both of them.



145

Proposition B.1.5 (Proposition 4.2 from [5]). Let D ⊂ H be nonempty and T : D→ H .
Then the following assertions are equivalent:

(i) T is firmly non-expansive.

(ii) Id − T is firmly non-expansive.

(iii) 2T − Id is non-expansive.

(iv) ∀x, y ∈ D :
∥∥∥Tx − Ty

∥∥∥2
≤

〈
x − y,Tx − Ty

〉
.

(v) ∀x, y ∈ D : 0 ≤
〈
Tx − Ty, (Id − T) x − (Id − T) y

〉
.

(vi) ∀x, y ∈ D, ∀α ∈ [0, 1] :
∥∥∥Tx − Ty

∥∥∥ ≤ ∥∥∥α(x − y) + (1 − α)(Tx − Ty)
∥∥∥.

Proof. (i)⇔ (ii). Follows immediately with S := Id−T, hence Id−S = T which implies
S is firmly non-expansive if and only if T is firmly non-expansive.

(i)⇔ (iii). Fix x, y ∈ D, define R := 2T − Id and set

µ :=
∥∥∥Tx − Ty

∥∥∥2
+

∥∥∥(Id − T) x − (Id − T) y
∥∥∥2
−

∥∥∥x − y
∥∥∥2
,

ν :=
∥∥∥Tx − Ty

∥∥∥2
+

∥∥∥x − y
∥∥∥2
.

Furthermore, we have∥∥∥Rx − Ry
∥∥∥2

=
∥∥∥(2T − Id)x − (2T − Id)y

∥∥∥2

=
∥∥∥2Tx − x − 2Ty + y

∥∥∥2

=
∥∥∥2(Tx − Ty) + (1 − 2)(x − y)

∥∥∥2

Corollary B.1.3 with α = 2 states that

‖2u + (1 − 2)v‖2 − 2 ‖u − v‖2 = 2 ‖u‖2 + (1 − 2) ‖v‖2 .

Setting u := Tx − Ty, v := x − y we have∥∥∥Rx − Ry
∥∥∥2

=
∥∥∥2(Tx − Ty) + (1 − 2)(x − y)

∥∥∥2

= 2
∥∥∥Tx − Ty

∥∥∥2
−

∥∥∥x − y
∥∥∥2

+ 2
∥∥∥Tx − Ty − (x − y)

∥∥∥2



146 B. Fundamental Results from Convex Analysis

= 2
∥∥∥Tx − Ty

∥∥∥2
−

∥∥∥x − y
∥∥∥2

+ 2
∥∥∥Tx − x − Ty + y

∥∥∥2

= 2
∥∥∥Tx − Ty

∥∥∥2
−

∥∥∥x − y
∥∥∥2

+ 2
∥∥∥(Id − T)x + Ty − y

∥∥∥2

= 2
∥∥∥Tx − Ty

∥∥∥2
−

∥∥∥x − y
∥∥∥2

+ 2
∥∥∥(Id − T)x − (Id − T)y

∥∥∥2

Therefore we obtain∥∥∥Rx − Ry
∥∥∥2

= 2
∥∥∥Tx − Ty

∥∥∥2
−

∥∥∥x − y
∥∥∥2

+ 2
∥∥∥(Id − T)x − (Id − T)y

∥∥∥2
.

Substracting
∥∥∥x − y

∥∥∥2
on both sides yields

∥∥∥Rx − Ry
∥∥∥2
−

∥∥∥x − y
∥∥∥2

= 2
(∥∥∥Tx − Ty

∥∥∥2
+

∥∥∥(Id − T)x − (Id − T)y
∥∥∥2
−

∥∥∥x − y
∥∥∥2

)
,

i.e., ν = 2µ. This implies that ν ≤ 0 if and only if µ ≤ 0 if and only if T is firmly
non-expansive.

(i)⇔ (iv). Observe that∥∥∥(Id − T)x − (Id − T)y
∥∥∥2

=
∥∥∥x − Tx − y + Ty

∥∥∥2
=

∥∥∥Ty − Tx + x − y
∥∥∥2

=
∥∥∥(Tx − Ty) − (x − y)

∥∥∥2

=
∥∥∥Tx − Ty

∥∥∥2
+

∥∥∥x − y
∥∥∥2
− 2

〈
x − y,Tx − Ty

〉
.

Using the definition of firmly non-expansiveness yields that T is firmly non-expansive
if and only if

2
∥∥∥Tx − Ty

∥∥∥2
+

∥∥∥x − y
∥∥∥2
− 2

〈
x − y,Tx − Ty

〉
≤

∥∥∥x − y
∥∥∥2
,

i.e., ∥∥∥Tx − Ty
∥∥∥2
−

〈
x − y,Tx − Ty

〉
≤ 0

and hence,
∥∥∥Tx − Ty

∥∥∥2
≤

〈
x − y,Tx − Ty

〉
.

(iv)⇔ (v). Starting with (iv) we have∥∥∥Tx − Ty
∥∥∥2
≤

〈
x − y,Tx − Ty

〉
⇔

〈
Tx − Ty,Tx − Ty

〉
≤

〈
x − y,Tx − Ty

〉
⇔ 0 ≤

〈
x − y − Tx + Ty,Tx − Ty

〉
⇔ 0 ≤

〈
(Id − T)x − (Id − T)y,Tx − Ty

〉
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⇔ 0 ≤
〈
Tx − Ty, (Id − T)x − (Id − T)y

〉
and hence (iv).

(v)⇔ (vi) Using Lemma B.1.1 we have

〈u, v〉 ≤ 0 ⇔ ∀α ∈ [0, 1] : ‖u‖ ≤ ‖u − αv‖ .

Multiplying (v) with −1 gives〈
Tx − Ty︸   ︷︷   ︸

=:u

, (T − Id)x − (T − Id)y︸                    ︷︷                    ︸
=:v

〉
≤ 0.

Using Lemma B.1.1 implies

‖u‖ ≤ ‖u − αv‖ ⇔

∥∥∥Tx − Ty
∥∥∥ ≤ ∥∥∥Tx − Ty − α

(
(T − Id)x − (T − Id)y

)∥∥∥
⇔

∥∥∥Tx − Ty
∥∥∥ ≤ ∥∥∥Tx − Ty − αTx + αx + αTy − αy

∥∥∥
⇔

∥∥∥Tx − Ty
∥∥∥ ≤ ∥∥∥α(x − y) + (1 − α)(Tx − Ty)

∥∥∥ .
This completes the proof. �

Definition B.1.6 (Definition 12.23 from [5]). Let f ∈ Γ0 (H) and x ∈ H . Then prox f (x)
is the unique point that satisfies

f (x) = min
y∈H

{
f (y) +

1
2

∥∥∥x − y
∥∥∥2

}
= f

(
prox f (x)

)
+

1
2

∥∥∥∥x − prox f (x)
∥∥∥∥2
.

The operator prox f : H →H is the proximity operator or proximal mapping of f .

The next proposition characterizes the proximal point of f .

Proposition B.1.7 (Proposition 12.26 from [5]). Let f ∈ Γ0 (H) and x, p ∈ H . Then

p = prox f (x) ⇔ ∀y ∈ H :
〈
y − p, x − p

〉
+ f (p) ≤ f (y).
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Proof. First, suppose that p = prox f (x) and set for any arbitrary y ∈ H and all
α ∈ (0, 1) : pα := αy + (1 − α)p. By definition of the proximity operator we have

f (p) +
1
2

∥∥∥x − p
∥∥∥2
≤ f

(
pα

)
+

1
2

∥∥∥x − pα
∥∥∥2

which is equivalent to

f (p) ≤ f
(
αy + (1 − α)p

)
+

1
2

∥∥∥x − pα
∥∥∥2
−

1
2

∥∥∥x − p
∥∥∥2
.

Using the convexity of f we obtain

f (p) ≤ α f (y) + (1 − α) f (p) +
1
2
〈
x − pα, x − pα

〉
−

1
2
〈
x − p, x − p

〉
.

Expanding the first inner product gives

〈
x − pα, x − pα

〉
=

〈
x − αy − p + αp, x − p

〉
+

〈
x − αy − p + αp, αp − αy

〉
=

〈
x − p, x − p

〉
+ α

〈
p − y, x − p

〉
+ α

〈
x − αy − p + αp, p − y

〉
=

〈
x − p, x − p

〉
− α

〈
x − p, y − p

〉
+ α

〈
x − p, p − y

〉
+ α2 〈y − p, y − p

〉
=

〈
x − p, x − p

〉
− 2α

〈
y − p, x − p

〉
+ α2

∥∥∥y − p
∥∥∥2
.

Therefore, we obtain

f (p) ≤ α f (y) + (1 − α) f (p) − α
〈
y − p, x − p

〉
+
α2

2

∥∥∥y − p
∥∥∥2
,

i.e.,

0 ≤ α f (y) − α f (p) − α
〈
y − p, x − p

〉
+
α2

2

∥∥∥y − p
∥∥∥2

or after dividing by α

0 ≤ f (y) − f (p) −
〈
y − p, x − p

〉
+
α
2

∥∥∥y − p
∥∥∥2
.

For α↘ 0 we obtain the desired result.

We are now able to state the main result of this section.
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Proposition B.1.8 (Proposition 12.27 from [5]). For f ∈ Γ0 (H) both prox f (x) and Id −
prox f (x) are firmly non-expansive.

Proof. Let x, y ∈ H and set p := prox f (x) and q := prox f (y). By Proposition B.1.7 we
have

〈
q − p, x − p

〉
+ f (p) ≤ f (q)〈

p − q, y − q
〉

+ f (q) ≤ f (p)

Since p, q ∈ dom f , we can add up the two inequalities yielding

〈
q − p, x − p

〉
+

〈
p − q, y − p

〉
+ f (p) + f (q) ≤ f (p) + f (q).

Substracting f (p) + f (q) and multiplying by −1 yields

0 ≤ −
〈
q − p, x − p

〉
−

〈
p − q, y − p

〉
⇔ 0 ≤

〈
p − q, x − p

〉
−

〈
p − q, y − p

〉
and hence

0 ≤
〈
p − q, (x − p) − (y − q)

〉
.

But this is exactly (v) in Proposition B.1.5 and hence, prox f and Id − prox f are firmly
non-expansive.

Corollary B.1.9. The operator prox`1
(x) is firmly non-expansive.

Proof. Since the `1-norm is continuous and convex it is in Γ0 (H) and hence its proxi-
mal mapping is firmly non-expansive.

Subdifferentials of Convex Functions

We cite a fact from [5], the subdifferential sum rule. This result will be used in the
proof of Proposition 4.2.5.
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Fact B.1.10 (Theorem 16.37 from [5]). Let f , g ∈ Γ0 (H) and

0 ∈ sri (dom f − dom g),

then

∂
(

f + g
)

= ∂ f + ∂g.
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