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Abstract

Recently established fluorescence superresolution microscopy techniques, such as stimulated emission depletion (STED), are capable of imaging fixed and living cells at the nanometer scale. In STED, ON- and OFF-switching of fluorophores is performed with an excitation and a STED laser beam, respectively. During each switching cycle a finite probability exists that the fluorophore is photobleached. This hampers the possible STED resolution and sample structure definition.

In this thesis, the connection between photobleaching, the obtainable fluorescence signal and the STED resolution was investigated. It was found that the maximum fluorescence signal extractable from a sample is inversely proportional to the STED resolution increase to the power of four. As a reverse conclusion, a higher fluorescence signal will always facilitate a better STED resolution and sample structure representation.

To achieve such higher signals, a STED microscope was built which uses a spatial light modulator (SLM) as the phase mask element for the OFF-switching pattern creation. Especially under live-cell conditions, and at great sample depths, the SLM has conceptual advantages compared to conventional elements.

To push the maximum fluorescence signal and resolution further, novel intelligent-illumination scan schemata were developed. Those locally reduce photobleaching in the sample. The MINFIELD scan scheme (sub-diffraction sized scan fields of ~50–200 nm) was realized with 2D- and 3D-STED using intelligent beam control, leading to a simple microscope design with a great application range.

The novel illumination scheme, Dynamic intensity MINimum (DyMIN), combines the advantages of MINFIELD and of the sample responsive illumination concept RESCue. With DyMIN, just as little OFF-switching intensity is applied to the current sample structure to have a clear ON/OFF-separation of the fluorophores. The typically much lower light dose provides a superior bleaching reduction for a large scan field. With 2D- and 3D-STED DyMIN scanning, a reduction of the light dose acting directly on the fluorophores up to 20-fold was possible, and the overall illumination of the sample was lowered more than 100-fold for sparser samples, both compared to a similar conventional scan. DyMIN enabled the best ever reported STED resolutions for a large field of view, ~17 nm in the lateral direction, and ~34 nm in the axial direction.
# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFM</td>
<td>Atomic Force Microscopy</td>
</tr>
<tr>
<td>AOM</td>
<td>Acousto-Optical Modulator</td>
</tr>
<tr>
<td>APD</td>
<td>Avalanche Photo Diode</td>
</tr>
<tr>
<td>AU</td>
<td>Airy Units</td>
</tr>
<tr>
<td>a.u.</td>
<td>Arbitrary Units</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous Wave</td>
</tr>
<tr>
<td>DyMIN</td>
<td>Dynamic Intensity Minimum</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transformation</td>
</tr>
<tr>
<td>FLIM</td>
<td>Fluorescence Lifetime Imaging</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>ISC</td>
<td>Intersystem Crossing</td>
</tr>
<tr>
<td>NA</td>
<td>Numerical Aperture</td>
</tr>
<tr>
<td>NPC</td>
<td>Nuclear Pore Complex</td>
</tr>
<tr>
<td>PALM</td>
<td>Photoactivated Localization Microscopy</td>
</tr>
<tr>
<td>PSF</td>
<td>Point Spread Function</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscopy</td>
</tr>
<tr>
<td>SIM</td>
<td>Structured Illumination Microscopy</td>
</tr>
<tr>
<td>SiR</td>
<td>Silicon Rhodamine</td>
</tr>
<tr>
<td>SLM</td>
<td>Spatial Light Modulator</td>
</tr>
<tr>
<td>STED</td>
<td>Stimulated Emission Depletion</td>
</tr>
<tr>
<td>STORM</td>
<td>Stochastic Optical Reconstruction Microscopy</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscopy</td>
</tr>
<tr>
<td>TIRF</td>
<td>Total Inner Reflection Fluorescence</td>
</tr>
</tbody>
</table>
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1. General Introduction

In this chapter, an overview about microscopy in general, and superresolution microscopy techniques is given. Namely the coordinate-targeted methods and the coordinate-stochastic methods.

1.1. Microscopy

The ideal microscope captures all the processes, actions, structures and changes in a cell with an unlimited spatial and temporal resolution. Scientists can easily zoom in on a spot of interest and slow down processes in their observation to see every detail, or rewind things if necessary. The cellular life would be understood quickly. Unluckily, this microscope does not exist yet. Real microscopes can often only feature a small subset of the requirements, and most of the time a lot information is lost due to principle physical limitations such as the diffraction barrier.

However, even with all their limitations, microscopes are in general the main tool to study life on the cellular level, which is of course of great interest to mankind. The light microscope features one of the widest application ranges in this respect. It has a decent spatial and a good time resolution, and the sample preparation is relatively easy to perform. It can acquire images with multiple colors [3–7], and most important, it is capable of studying processes inside a living cell [8–11], since the light is minimally invasive and most cells are optically transparent.

However, when trying to image sub-cellular components with a light microscope, the structure starts to blur at a certain feature level (size of the structure). In fact, no detail much smaller than approximately half the wavelength of light (∼180 nm) can be optically separated with a microscope. This problem, known as the diffraction barrier, was first reported by Ernst Abbe in 1873 [12], and for a long time was the absolute resolution limit for far-field light microscopy. The diffraction-limited resolution \( d_{\text{min}} \), defined as the full width at half maximum (FWHM), in the lateral imaging plane \((x, y)\) is

\[
d_{x,y,\text{min}} \approx \frac{\lambda}{2n \sin(\alpha)}, \tag{1.1}
\]
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and along the optical axis ($z$)

\[ d_{z\text{min}} \approx \frac{\lambda}{n - \sqrt{n^2 - n^2\sin^2(\alpha)}} \]  

(1.2)

for a high numerical aperture (NA) \[13\]. $\lambda$ is the wavelength of light, $n$ the refractive index of the medium between objective lens and sample, and $\alpha$ the half opening angle of the light focus. The NA is the product of $n$ and $\sin(\alpha)$. When using light at a wavelength of 500 nm, and an objective lens with an NA of 1.4, the resolution is almost at its maximum with $\sim$180 nm laterally and $\sim$540 nm axially. Better resolutions can hardly be achieved with conventional methods, because in practice a much shorter wavelength cannot be used. The reason is that at shorter wavelengths, light starts to be toxic to cells \[14\], and that the glass lenses absorb the light below a certain wavelength. Another limit occurs from the NA which has a maximum at $n$ (typically $n \approx 1.518$) times the sine of $\alpha = 90^\circ$. Luckily, the resolution barrier was fundamentally broken in the late nineties by superresolution microscopy \[15–18\], see the following section \[1.2\].

Besides superresolution microscopy, several microscopy techniques exist which feature a higher spatial resolution compared to conventional light microscopy. Very high spatial information can be collected when using accelerated electrons instead of light to probe the sample. The Electrons have a wavelength which is orders of magnitudes lower compared to light. Electron microscopes can therefore achieve resolutions on a molecular or even atomic scale. Two basic configurations for electron microscopes exist, the scanning electron microscope (SEM) \[19\] and the transmission electron microscope (TEM) \[20\]. In SEM, a focused electron beam is scanned over the sample, and the scattered electrons are detected as the signal. In TEM, a very thin sample is homogeneously irradiated, and the transmitted electrons are detected behind the sample. For both electron microscope techniques the drawback is that the sample has to be imaged in a vacuum, otherwise the surrounding gas would absorb the electrons. Live-cell experiments with electron microscopy are hence impossible. Additionally, in SEM only information from the sample surface can be collected since the electrons are scattered at the first material they arrive at. To gain information from inside a cell (and even in three dimensions), the cell is frozen and then cut into thin layers. Each layer is individually imaged and afterwards all images are fused to form a volume \[21\]. A combination of SEM and fluorescence microscopy can provide structural and functional information \[22\].

Atomic force microscopy (AFM) uses a thin “needle” to directly “touch” the sample and extract information from the near-field. The needle is moved over the sample surface and is continuously adapted to the surface height. By that, the sample surface topography is recorded with a resolution higher compared to far-field light.
1.1. Microscopy

In confocal laser scanning microscopy, the sample is scanned with a focused laser spot which is diffraction-limited [26]. Specific sample structures are typically labeled with fluorescent dyes or proteins (immunofluorescence [27–29]) which are excited by the laser spot. The resulting fluorescence light from the labels is focused through a pinhole which is in a conjugated plane to the sample. Light which originates from out-of-focus sample planes is blocked at the pinhole to a large extent, whereby the contrast of the image is enhanced. With small pinhole sizes also the resolution of the microscope is improved. For an infinitely small pinhole size the resolution is enhanced by factor of $\sqrt{2}$ [13], but no light is transmitted. A backprojected pinhole size in the sample of 0.5 - 1.0 Airy Units (AU) is a typical compromise between resolution enhancement and light transmission. Recently developed methods, namely Airyscan [30,31] and rescan-microscopy [32], feature the maximum confocal resolution improvement while detecting most of the fluorescence signal. Both techniques use an array detector to record the fluorescence light and reassign the spatially distributed signal to the imaged pixel.

In a laser scanning microscope, a very short and intense laser pulse at a lower photon energy (longer wavelength compared to single-photon excitation) can be used for two-photon excitation [33]. Because the excitation probability has a quadratic dependency on the excitation intensity (which is Gaussian-shaped in the focus), the resolution is increased by a factor of $\sqrt{2}$. Nevertheless, since (typically) a doubled excitation wavelength is used, the two-photon resolution is in fact worse. The advantages of two-photon excitation are a deeper penetration depth and lower scattering. Additionally, photobleaching occurs only close to the focal spot and out of focus sample planes remain nearly unaffected.

A good axial resolution, but only at the coverslip surface, can be attained with total internal reflection fluorescence microscopy (TIRF) [34]. For that, illumination light is focused to the outer region of the back aperture of a high numerical aperture objective lens (e.g. NA of $\approx 1.49$). Collimated light leaves the objective lens with an illumination angle in respect to the sample, which is larger than the critical angle for total internal reflection at the surface between coverslip and sample mounting medium. A resulting evanescent field penetrates (illuminates) the sample only $100 - 200$ nm deep, depending on the illumination angle.

A way to double the axial and lateral resolution is structured illumination microscopy (SIM) [35–37]. For this method, the sample is illuminated with a sinusoidal pattern which is rotated and shifted in the sample plane. The light pattern (with a maximum frequency dictated by diffraction) interacts with the spatial frequencies of the sample. Thereby Moiré fringes arise, which are detected in a widefield configuration. The information of each pattern position is fused in the Fourier space. The illumination pattern frequency is filtered, and back transformation to the real space produces an image of the sample with doubled resolution. A higher resolution can
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be achieved by saturating the excitation \cite{38}. In practice, photobleaching increases with the excitation saturation, due to the high intensities at the dye absorption maximum. This limits the achievable resolution with saturated structured illumination.

In a 4Pi microscope the NA is increased by coherently overlaying the focus spots of two opposite objective lenses (e.g. one above and one below the sample). Due to the higher NA, an almost complete spherical wavefront is used in a confocal laser scanning microscope-like arrangement. An optical axial resolution down to 75 nm was reported \cite{39}. However, the point spread function (PSF) of a 4Pi microscope has strong sidelopes, which disturb the image. These can be sufficiently suppressed by two-photon excitation \cite{40}.

1.2. Superresolution microscopy

Superresolution microscopy became very important in the last years \cite{16} \cite{41}. This was mainly because it enables imaging living biological samples with multiple colors and at a resolution of a few tens of nanometers, which is well beyond the classical optical diffraction limit.

For superresolution microscopy marker molecules are used which label a particular structure \cite{27} \cite{42} \cite{43}. If the marker molecules are spaced closer than the diffraction limit, they would normally fluoresce simultaneously (the smallest possible excited spot is diffraction-limited), and the recorded fluorescence signal of each marker would also be overlapped by light diffraction. Hence it is impossible to separate or locate the individual molecules. In superresolution microscopy the markers can sequentially be switched between an ON-state (fluorescent) and an OFF-state (non-fluorescent) \cite{16}. The principle of superresolution microscopy is to keep a large number of the marker molecules in the OFF-state while only a small subset is in the ON-state. The resulting signal which originates from the ON-fraction is no longer overlapped by all the other signals and can be assigned to a specific point in the sample. In a next step, the ON-molecules are switched OFF and another small fraction of molecules is transferred into the ON-state which then readout. To acquire a complete superresolved image, this procedure is continued until every sample position (marker molecule) of the sample was readout.

To date, two basic concepts exist for superresolution microscopy, the coordinate-targeted method (see section 1.2.1) and the coordinate-stochastic method (see section 1.2.2). For both concepts, different configurations have been developed \cite{44} \cite{45}. Very recently a method was reported which combines the stochastic marker activation with a coordinate-targeted readout of a single activated molecule, whereby a nanometer localization precision of the molecule was shown \cite{46}.
1.2. Superresolution microscopy

1.2.1. Coordinate-targeted methods

For coordinate-targeted superresolution, a small area of the sample is typically prepared in the ON-state by a focused Gaussian laser beam. Thereby the area cannot be made endlessly small because the laser focus for preparation is diffraction-limited. After the ON-preparation, a second laser beam is focused to a pattern which (typically) switches OFF the outer region of the ON-area again. The resulting fluorescent spot is smaller, the resolution is increased. Thereby the OFF-switching works in a statistical way, the remaining ON-marker density follows roughly an exponential decay depending on the OFF-switching light intensity and cross-section for OFF-switching [47]. Different OFF-switching patterns can be used which usually feature an intensity minimum (zero) in the respective centers [48]. At these minimum positions the molecules remain in the ON-state. A little away from the minimum the intensity of the OFF-switching light pattern rises and some marker molecules are transferred into the OFF-state, following the exponential decay. At a certain distance to the minimum, the OFF-switching pattern intensity reaches a level where effectively every marker molecule is switched OFF (saturated). Since the maximum OFF-switching pattern steepness (frequency) is again dictated by the diffraction limit, the only way to reach the saturated point closer to the minimum (leading to a higher resolution), is to increase the overall intensity of the OFF-switching illumination. In principle, the resolution can be unlimited for high OFF-switching intensities. In practice, those high intensities cannot be used, mainly because they induce photobleaching [1] [49].

1.2.2. Coordinate-stochastic methods

For coordinate-stochastic superresolution (also known as single molecule microscopy) all marker molecules are typically prepared in the OFF-state. Now a small subset of all markers is switched into the ON-state, which happens randomly in space and over the full field of view [16]. Thereby it is crucial that all ON-markers have a distance in respect to each other which allows their clear separation in the detected image. The ON-markers are continuously illuminated and imaged, and the fluorescence signal of each marker is accumulated. Every marker produces a diffraction-limited blurred spot in the image. Since every spot corresponds to only one marker - as defined - the marker position can be localized with a precision higher as the diffraction limit. The precision of the localization mainly depends on the square root of the number of photons collected for a marker [50]. Now, the already imaged ON-markers are transferred into an OFF-state. The next subset of ON-markers is prepared and imaged, and so on, until all markers have been recorded. In principle, the resolution...
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can be unlimited for an infinite high number of photons collected. In practice, the marker molecules unwanted switch to an OFF-state (e.g. bleaching or blinking) during illumination, limiting the maximum number of fluorescence photons collected and hence localization precision for each marker.

The first reported coordinate-stochastic method is photoactivated localization microscopy (PALM) [50] [51]. In its first implementation a fluorescent protein was used which is per default in the OFF-state. A sparse number of the proteins was activated with a brief laser pulse (e.g. $\lambda_{\text{act}} = 405$ nm) and imaged with (e.g. $\lambda_{\text{exc}} = 561$ nm) to the point where most of the fluorescent probes were bleached. Again, a subset was activated, and so on, until all inactivated unbleached molecules were imaged.

A second method uses a photo-switchable fluorophore that can be switched between an ON- and OFF-state by two different laser wavelengths, and is called stochastic optical reconstruction microscopy (STORM) [52] [53]. Typically, a strong red laser pulse prepares all fluorophores in the OFF-state. A green laser switches ON a little subset of the fluorophores for imaging until those are either switched OFF again by the (red) excitation illumination or until they bleach.

For axial resolution enhancement, artificial astigmatism can be applied in the detection path of the microscope. Thereby each detected blurred spot (corresponding to one ON-fluorophore) has an elliptical shape, depending on the axial position of the fluorophore in the sample. The $z$-position of the marker is encoded in the direction and length of the long elliptical axis [54] [55].

1.3. STED fluorescence nanoscopy

The first superresolution technique ever reported is stimulated emission depletion (STED) [15]. This coordinate-targeted method is basically a confocal laser scanning microscope with an additional STED laser for OFF-switching of marker molecules. In STED, a laser pulse excites the molecules in a diffraction-limited volume to a high vibrational singlet state $S_{1, \text{vib}}$. Due to very fast molecular internal loss of the vibrational energy, the molecule transitions into a low vibrational excited state $S_1$ (see also figure 1.2 in section 1.4). From this energy level (after a certain state lifetime), a marker would normally spontaneously fall to any vibrational ground state $S_0$, whereby it would emit a red-shifted fluorescence photon with respect to the excitation wavelength (spontaneous emission). In STED microscopy this is prevented by an intense (pulsed) STED laser with a wavelength at the red tail of the marker emission spectrum. The STED light quickly (before spontaneous emission could occur) forces the excited marker down to a high vibrational ground state $S_0, \text{vib}$ by stimulated emission. The population of this high vibrational ground state again decays very fast, and the STED laser photon energy is too low to overcome
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the energy gap between $S_1$ and $S_0$. Therefore the probability of re-excitation after stimulated emission to the $S_1$ state by the STED laser light is low. The STED and excitation wavelengths are blocked in the detection to avoid imaging of beam reflections and to exclude the low-resolution photons that arise from the stimulated emission. Only the fluorescence photons with a wavelength which is between the excitation and STED beam wavelengths are detected. These photons can only originate from the small vicinity of the STED OFF-switching minimum. Meaning the effective detected fluorescence spot is smaller compared to the confocal counterpart, the resolution is increased.

Several OFF-switching patterns exist, but only two are commonly used for STED microscopy. Both are shown in figure 1.1.

Figure 1.1.: Simulated intensity distributions for different STED modes and corresponding phase masks. Simulations for an NA of 1.4 and a STED wavelength of 775 nm. OFF-switching patterns in $xy$-view (top), $xz$-view (middle), and corresponding phase masks (bottom). (A) 2D-STED, (B) axial-STED. For 2D-STED a helical phase ramp from 0–2$\pi$ is used (A, bottom). The phase mask for axial-STED has a concentric inner circle phase shifted by $\pi$ (B, bottom). (C) 3D-STED, an incoherent combination of both patterns of (A) and (B). Look-up table is the same for each OFF-switching pattern view. Scale bars ($x, y$), ($x, z$) are 200 nm.
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The best lateral resolution improvement ($x$- and $y$-directions in the sample) is achievable with the doughnut-shaped OFF-switching pattern in figure 1.1 (A), namely 2D-STED. This pattern is generated when a circular polarized wavefront with a helical phase ramp of $2\pi$ (Figure 1.1 (A), bottom) is focused. Opposite points of the wavefront always have a phase shift of $\pi$, whereby every pair interferes destructively at the optical axis. The pattern has a quadratic course close to the focus spot in any lateral direction. However, this pattern only features a lateral resolution improvement while the axial resolution is the same as for a confocal laser scanning microscope. A better resolution along the optical axis ($z$-direction), and also a little in the lateral plane, can be realized with the OFF-switching pattern shown in figure 1.1 (B), namely axial-STED. This pattern is generated by a focused wavefront with a central circle phase delay of $\pi$ (Figure 1.1 (B), bottom). The diameter of the inner circle is roughly $1/\sqrt{2}$ of the back aperture diameter $d_{BA}$ of the used objective lens [48]. The axial-STED pattern has approximatly a quadratic intensity course along $z$, but only a $x^4, y^4$ course along the lateral directions, both close to the focal spot. A quadratic course in each direction would be preferred, since it features the best STED resolution at a certain OFF-switching power. Unluckily, no OFF-switching pattern exists which is able to feature a quadratic course in each spatial direction with a single beam polarization [56]. However, a quadratic course in each direction is possible, if two OFF-switching patterns are overlayed incoherently (e.g. the 2D- and axial-STED pattern), shown in figure 1.1 (C). This OFF-switching pattern combination is called 3D-STED. By changing the power of both individual patterns, the resolution can be tuned independently in the lateral and axial directions [57,59].

The 2D-STED resolution (in the lateral plane) follows

$$d_{x,y,min} \approx \frac{\lambda}{2n\sin(\alpha)\sqrt{1 + \frac{I}{I_s}}}.$$  \hspace{1cm} (1.3)

where the additional term $\sqrt{1 + I/I_s}$ in the denominator compared to equation 1.1 takes the resolution increase (due to the OFF-switching) into account. $I$ is the intensity of the STED light, and $I_s$ is defined as the STED intensity where half of the initial ON-markers are switched OFF. In this thesis, the power of the STED beam $P$ in the focus point is used instead of the intensity, mainly because the power is easier to measure in contrast to the intensity. The saturation power $P_s$ (similar defined as $I_s$) is the STED power where the microscope resolution is increased by $\sqrt{2}$. However, $P_s$ is a microscope dependent parameter which can vary between different microscopes used.
1.3. STED fluorescence nanoscopy

To calculate the axial-STED resolution, the same STED term applies in the denominator:

\[ d_{z\text{min}} \approx \frac{\lambda}{n - \sqrt{n^2 - n^2 \sin^2(\alpha)} \cdot \sqrt{1 + \frac{I}{I_s}}} \]  

(1.4)

For both, 2D-STED and axial-STED, the approximate square root dependence on the STED intensity originates from the quadratic course of both OFF-switching patterns in the respective directions \[47]\). To calculate the lateral and axial resolution for 3D-STED, the respective resolutions for the 2D-STED and axial-STED pattern need to be used.

Several combinations of STED with other microscopy techniques were developed, as well as improvements for STED microscopy in general. For instance, the single-photon excitation was replaced by a two-photon excitation to image deep inside (living) specimens \[60, 61]\). Fluorescence lifetime imaging microscopy (FLIM) is straightforward to combine with STED \[5]\). STED allows fluorescence correlation spectroscopy (FCS) with a higher spatial resolution \[62–64]\). An important improvement for STED was the invention of gating \[65]\), which increases the final image resolution and contrast. For gating, the early fluorescence photons of the dye lifetime are discarded. At this early point in time, the STED laser has not switched OFF all marker molecules yet due to his finite pulse length, which would have been switched OFF at a later point of time (higher resolution). Only the fluorescence photons carrying the maximum resolution information, originating when the STED pulse is finished, are used. Before the nowadays used pulsed STED lasers were employed, continuous wave (CW) STED lasers were used in the visible dye spectrum \[66, 67]\). For those CW-STED approaches gating results in a fundamental resolution improvement. Here, because of the lower STED intensity, a longer OFF-switching time is required, and a lot of (early) low resolution fluorescence photons are present. Therefore a lot of the fluorescence photons are discarded in gated CW-STED. As a result, the signal level is relatively low compared to microscopes with a pulsed STED laser. Hence, the structure definition is worse as well as the maximum attainable resolution.

STED can also be combined with AFM to capture functional and topographic information of a cell \[68, 69]\). The best isotropic STED resolution (<35 nm) was achieved by combining STED with 4Pi microscopy \[70, 71]\). To guarantee a permanent overlay of the excitation focus and 2D-STED OFF-switching pattern in a regular setup, a special phase mask element can be used. Without the best
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Overlay of both beams, the fluorescence signal decreases. To achieve a coaligned overlay, both beams pass the same optical fiber, optical elements in the microscope, and the phase mask element. The element is designed such that the phase of the excitation wavefront is nearly untouched, while the STED wavefront experiences a phase information that forms a useful OFF-switching pattern for a lateral resolution increase [72].

To improve the imaging speed, attempts to parallelize the STED imaging process were made. In one attempt the excitation and STED beam were splitted to four independent focal spots, and merged the four resulting images to one [73]. In another attempt, two orthogonal standing sinusoidal waves were used which were shifted in the focal plane. A reconstruction of the individual spatial fluorescence distributions, corresponding to different wave positions, generates a superresolved image [74]. However, video rate time resolution is already realizable with a single STED focus within a small scan area [75] [76].

Biological research often requires to label different sample structures with differently colored dyes. Several ways for multicolor STED imaging exist: e.g. using two independent excitation and STED beams [6] [77], different excitation beams with a single STED beam [59, 78, 79], or up to four colors separated only in the detection [7] [80]. Three-color live-cell STED with three independent excitation wavelengths and detection windows using a single STED wavelength was recently reported. In this case, sample structure was partly labeled with long-stoke dyes to have a greater wavelength range to use compared to regular dyes [29].

1.4. Photobleaching in STED nanoscopy

Photobleaching is the irreversible transition of a fluorophore to a non-fluorescent state caused by illumination with photons. When a fluorophore is bleached before being imaged, it cannot contribute to the sample structure definition. In the presence of strong photobleaching, the STED image has a low image quality.

In superresolution microscopy typically fluorophores are used which emit a fluorescence photon when falling from the excited S\textsubscript{1} singlet state to the S\textsubscript{0} ground state (Figure 1.2).

As soon as the molecule is excited, different energy pathways are possible which are connected to fluorescence signal loss or bleaching. The precise process is often hard to decode [82], because it depends on many different parameters like the specific dye, environmental conditions, the wavelengths involved and their respective irradiation levels [83]. For some dyes, detailed bleaching measurements were performed with green- and red-shifted irradiation in respect to the excitation. By illuminating the dye with the green-shifted photons, intentionally higher excited states were
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![Jablonski diagram](image)

**Figure 1.2.: Jablonski diagram of dye energy-levels.** Modeled are the relevant valence electron singlet (S) and triplet (Tr) energy-levels, which are broadened to quasi-continuous energy bands due to vibrational and rotational molecular states. At room temperature, the relevant electron is in the ground state $S_0$. By excitation with a photon, the electron can be transitioned to the $S_1$ singlet state (i). From there, it maybe transitions to a higher singlet state ($S_n$) by another photon-excitation, it transitions to a triplet state (Tr$_1$, Tr$_n$) by intersystem crossing (ISC), or returns to the ground state by either stimulated emission (ii) or spontaneous emission (iii). In this model, photobleaching may occur from any excited state [81].

populated which directly leads to a significantly higher photobleaching since more bleaching pathways are opened [84]. With the red-shifted photons, attempts were made to retrieve dyes from any triplet state (Tr) to a singlet state (S) [85]. A recovery from any triplet state (especially the Tr$_1$) is preferable, because these are suspected to be the main bleaching pathways [86] [87]. A strong reduction of photobleaching was observed when allowing relaxation from the triplet state (Tr$_1$) back to the ground state $S_0$. This was achieved by using low repetition rates of the pulsed excitation in confocal and STED microscopy. Typically, an illumination pause between two pulses of more than 1 µs was maintained. A different approach to reduce photobleaching is the use of a special mounting medium which quenches the Tr$_1$ state by an included oxidizing or reducing compound [49] [88].

In STED microscopy a short STED pulse can lead to two-photon excitation events, which excites the dye to higher energy levels as the $S_0$ state [89]. This increases photobleaching since different bleaching pathways are possible from the higher excited states. However, avoiding two-photon excitation by using longer STED pulses (> 150 ps) significantly reduces this effect [89] [90]. The STED wavelength may not only deplete the $S_1$ population, but also excites the dye to any higher state from the $S_1$ energy-level. Nevertheless, measurements on many different dyes showed, the dominant process is the intended de-excitation of the $S_1$ state by stimulated emission [91].
1. General Introduction

In this thesis the fluorophore ATTO 647N (ATTO-TEC, Siegen, Germany) is frequently used. For this specific dye it was shown that photobleaching is mainly driven by STED photons in a linear dependency [1].

1.5. Motivation

STED is basically an improvement of the well-established confocal microscope with a diffraction-free resolution. It therefore features a wide range of applications and the experiments are relatively easy to perform. Compared to other microscopy techniques with a resolution higher than the diffraction barrier, the STED principle works without any need for reconstruction or calculation of the image. Therefore it is known to produce almost artifact-free images of samples, capturing the reality closely.

Although STED microscopy became simpler and easier during the last twenty years, a lot of room for further improvements is present. The sample structure definition and resolution in STED microscopy is limited by the amount of fluorescence photons a dye molecule can contribute to the image before it is irreversibly bleached. Tools to increase the fluorescence signal, for instance by reducing the bleaching light dose, will help to acquire STED images with a higher resolution and with well defined structures.
2. Fluorescence Photon Budget and STED Resolution

In this chapter, a link between the maximum fluorescence signal which can be collected in a STED image in dependence on the STED resolution is presented.

2.1. Introduction

In principle, STED can feature molecular resolution since only the intensity $I$ of the STED beam and the STED saturation intensity $I_s$ determine the resolution ($d_{\text{min}} \propto 1/\sqrt{I/I_s}$), when $I$ becomes very large compared to $I_s$. Theoretically, increasing the STED intensity further and further would continuously lead to higher resolutions. However, due to the square root dependence on $I$, the resolution increases much slower at high resolutions while applying more STED power. To achieve a resolution of 1 nm with the microscope used in this thesis and common dyes, a STED power of more than 100000 W would be necessary in the sample. Up to now, no STED laser exists which features such high powers. Even if it did, such a molecular resolution is out of reach because of the loss of fluorescence signal due to photobleaching caused by the high irradiation. However, even at much lower light doses and resulting photobleaching, the fluorescence signal drops to a level where the structure is drowned in noise, hence the image is useless. Consequently, the optimization of the fluorescence signal will also provide the possibility to achieve the best resolution. In table 2.1 the most important effects which lower the fluorescence signal are listed, together with the main factors influencing them.

The quality (deepness) of the STED OFF-switching minimum (ideally zero) has a direct impact onto the STED image signal. When some light remains in the minimum, fluorescence is also de-excited (OFF-switching by the STED light) in this area, where it ideally should not be switched OFF. Unluckily, the effect of de-excitation by stimulated emission is very efficient at the beginning (low STED power), since it follows a square root dependence on the STED intensity. This means that already a little STED light in the minimum results in a relatively large fluorescence signal loss. Avoiding an unwanted filling of the STED minimum is hence of great benefit in terms of fluorescence signal. To optimize the OFF-switching
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<table>
<thead>
<tr>
<th>Basic effect</th>
<th>Influences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of the OFF-switching minimum</td>
<td>Aberrations</td>
</tr>
<tr>
<td></td>
<td>Polarization of the STED beam</td>
</tr>
<tr>
<td></td>
<td>Inhomogeneous STED wavefront</td>
</tr>
<tr>
<td>Overlay excitation, STED minimum</td>
<td>Basic Alignment</td>
</tr>
<tr>
<td>and detection pinhole</td>
<td>Drift between beams</td>
</tr>
<tr>
<td>Fluorescence loss</td>
<td>Bleaching of the dye molecules</td>
</tr>
<tr>
<td></td>
<td>Dark states</td>
</tr>
</tbody>
</table>

Table 2.1.: Effects which lower the obtainable signal in a STED image.

With an ideal STED microscope (featuring a zero minimum for the OFF-switching pattern with diffraction-limited steepness, and a perfect alignment of all beams and detection), a maximum fluorescence signal can be achieved for a certain resolution, which is dictated by the photostability of the dye and the initial fluorescence level (number of dye molecules present). With a less photostable dye, the fluorescence signal can be integrated only for a shorter time period to arrive at the same level of bleaching. When less dye molecules are present, fewer fluorescence photons will be emitted.

When trying to obtain a higher spatial resolution by applying a higher STED power, the gain in resolution will cost fluorescence signal because of higher photobleaching induced by the higher STED intensity. At a certain amount of bleaching, the structure is eventually lost in noise, since photobleaching prevents collecting enough fluorescence signal for a structure representation.
2.2. Fluorescence signal and resolution

A STED resolution increase leads to a lower fluorescence signal because of higher photobleaching. To derive the link between STED resolution and the maximum fluorescence signal, the following assumptions apply.

The pixel size is much smaller compared to the size of the excitation and OFF-switching intensity distributions in the focus. In the middle area of the linear scan (steady-state conditions), each pixel experiences the very same total light dose that drives photobleaching (excitation and OFF-switching illumination). Before a specific pixel is readout, half of the total bleaching dose has already been applied to the pixel during the imaging of earlier pixels. The same light dose is applied to the pixel after readout (Figure 2.1 (A)).

Assuming an exponential loss of the fluorescence level due to photobleaching (Figure 2.1 (B)), the remaining fluorescence levels $F_A$ and $F_F$ are present during readout and after both illumination foci have passed, respectively. The fluorescence signal at a pixel is the product of the dwell time and the respective fluorescence level $F_A$ in

\[
0.5 \cdot D_F \\leq D_A = 0.5 \cdot D_F
\]

\[
\text{Bleaching light dose (a.u.)}
\]

\[
F_0 \quad F_A \quad F_F
\]

\[
\text{Figure 2.1.: Bleaching of the fluorescence level in STED imaging. (A) At steady-state conditions, in a nanoscope with point-scanning illumination, half of the bleaching light dose is applied at a certain pixel before the readout is performed. $D_F$ is the dosage after the scan, and $D_A = 0.5 \cdot D_F$ is the dosage a pixel experiences before and after readout. (B) The fluorescence level during the readout is $F_A$ and the level after the linear scan is completed is $F_F$. Both levels are defined by an exponential photobleaching. Figure reproduced from ref. [2].}
\]
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the pixel, whereby $F_A$ decreases non-linearly with the exponential photobleaching course. At a low bleaching light dose (e.g. short dwell times), the fluorescence signal increases linearly with the dwell time. However, also the bleaching light dose increases linearly with the dwell time, whereby the fluorescence level decreases due to photobleaching. At a certain (best) dwell time the fluorescence signal is at a maximum. A longer dwell time decreases the fluorescence level non-linearly which is not compensated by the longer linear integration of fluorescence photons, thus the fluorescence signal starts to fall.

To derive the best dwell time, the following considerations apply: a fluorophore undergoes a certain amount of excitation and de-excitation events (cycles) while it is scanned. During each cycle, a finite probability exists that the fluorophore will transitions into a dark-state without recovery (photobleaching). For simplicity, bleaching is primarily introduced linearely with the STED illumination, as shown for the red dye ATTO 647N (ATTO-TEC, Germany) [1]. The density function of the fluorophores present in the sample in respect to the photobleaching light dose is an exponential distribution for many fluorophores (continuous limit). The fluorescence signal $S_{fl}$ that can be collected from a sample scales linearly with the start fluorescence level $F_0$, which is the initial number of fluorophores times the amount of fluorescence photons they emit. $S_{fl}$ has a maximum $S_{fl,max}$ at a certain dwell time. As mentioned before, this maximum is at the dwell time where a longer linear integration time cannot outperform the lower fluorescence level caused by the non-linear photobleaching which results from the longer illumination. To find the best dwell time (giving the maximum fluorescence signal), the number of photons leading to a photobleaching event $\sum N_{ph}$ at a certain pixel before readout happens needs to be calculated:

$$\sum N_{ph} = t_{img} \cdot I \cdot \sigma \cdot \frac{1}{E_{ph}} \cdot \frac{n_{px}}{2}, \quad (2.1)$$

where $t_{img}$ is the dwell time, $\sigma$ is a bleaching cross section per STED photon, $E_{ph}$ is the STED photon energy, and $n_{px} = A/a^2$ is the number of pixels where photobleaching is driven. With $a$ as the pixelsize, and $A$ as the area of the focus where bleaching occurs.

The fluorescence signal is the product of the dwell time, a fluorescence photon-collecting efficiency $\eta$, and the start fluorescence level which decreases exponentially with the photobleaching events:

$$S_{fl} = t_{img} \cdot \eta F_0 \cdot e^{-C \cdot \sum N_{ph}} = t_{img} \cdot \eta F_0 \cdot e^{-\frac{-C \cdot t_{img} \cdot I}{a^2}} \quad (2.2)$$
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where the constant terms influencing the photobleaching have been combined into the constant factor $C$. Keeping the correct sampling, $a$ is inverse proportional to the increase of resolution (between confocal and STED) $\rho = d_{\text{conf}}/d_{x,y\text{min}} = \sqrt{1 + I/I_s}$, concrete $a = d_{\text{conf}}/(\rho \cdot \nu)$. Whereby $d_{\text{conf}}$ and $d_{x,y\text{min}}$ are the confocal and STED resolution (defined as the FWHM), respectively. $\nu$ is an oversampling factor also known as Nyquist criterion. Using these expressions, the equation 2.2 can be written as:

$$S_{\text{fl}} = t_{\text{img}} \cdot \eta F_0 \cdot e^{-C \cdot t_{\text{img}} \cdot \rho^2 (\rho^2 - 1) \cdot \nu^2} \quad (2.3)$$

The constant terms again were moved into $C$ for enhanced clarity. The maximum of equation 2.3 is at

$$t_{\text{img}} = 1/(C \cdot (\rho^4 - \rho^2) \cdot \nu^2). \quad (2.4)$$

This best dwell time differs for each dye and resolution (level of illumination), because $C$ and $\rho$ is changing. The exponent of the exponential function is mainly influenced by the $\rho^4$ for high resolution enhancements. The maximum fluorescence signal $S_{\text{fl,max}}$ which can be extracted is

$$S_{\text{fl,max}} = \frac{\eta F_0}{e \cdot C \cdot (\rho^4 - \rho^2) \cdot \nu^2}. \quad (2.5)$$

The equation 2.5 shows a $1/\rho^4$ dependency on the maximum fluorescence signal, since at higher resolutions more pixels have to be scanned with a higher STED illumination. Both, the STED intensity and pixel number, increase quadratically with the resolution enhancement. As a consequence, the signal drops rapidly when approaching very high resolutions. Please note that equation 2.5 does not take into account the bleaching by the excitation, that is why $S_{\text{fl,max}}(\rho = 0) = \infty$.

In order to optimize the signal, $\nu$ should be kept as low as possible above the Nyquist criterion, since it has a quadratic dependence on the bleaching light dose. In a typical scan (square pixels) the critical direction for the Nyquist frequency is the diagonal direction of the pattern. The diagonal extent of a pixel needs to be smaller than half the target resolution (FWHM) $d_{x,y\text{min}}/2$. Assuming a STED resolution of 30 nm, the pixel size to fulfill the Nyquist criterion along the diagonal axis is $a < d_{x,y\text{min}}/(2\sqrt{2}) \approx 10.6$ nm.

As can be seen in equation 2.5, a doubling of the resolution results in an approximately 16-times lower maximum signal. Keeping $\rho$ and $\nu$ fixed, possibilities to increase $S_{\text{fl,max}}$ are: a higher detection efficiency (increasing $\eta$), a higher labeling
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density and thus fluorescence level $F_0$, or a lowering of the constant parameters defining $C$.

One way to lower $C$ is to reduce the bleaching cross section of the specific dye. Another possibility is the promising approach to decrease the number of photons $\sum N_{ph}$ leading to photobleaching events. Reducing $\sum N_{ph}$ is the rationale of two different scan schemata presented in chapter 4 and 5. For instance, a photobleaching reduction of a factor $\kappa$ will allow a higher $S_{fl,max}$ by the same factor, if the dwell time is increased by $\kappa$. According to equation $\text{2.5}$, the higher fluorescence signal can be converted into an approximately $\sqrt{\kappa}$ higher resolution with the same fluorescence signal as before. As an example, a ten times higher maximum signal is convertible into a $\sim 45\%$ higher resolution (i.e. 40 nm $\Rightarrow$ 22 nm), see figure 2.2.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure2.2.png}
\caption{Resolution improvement by a 10-fold bleaching reduction. Shown are plots of equation $\text{2.5}$ for final resolutions below 50 nm with a different amount of photobleaching. The blue line represents the maximum signal for regular bleaching (e.g. $C = 1$), and is nominated to a resolution of 50 nm. The orange line shows the maximum signal with ten times lower bleaching (e.g. $C = 1/10$) compared to the blue line. The relative resolution improvement between both is $\sim 45\%$ for any starting resolution.}
\end{figure}
2.3. Collecting the maximum fluorescence signal

In this section, equation 2.3 is proved. To do so, fluorescent nanoassemblies labeled with the dye ATTO 647N (Bead R, GattaQuant, see chapter 7) were imaged at two different resolutions and with different dwell times. For each resolution the pixel size was adapted according to the Nyquist criterion. In figure 2.3, the experimental data is shown, fitted with equation 2.3. As fitting variables only the constant factor $C$ and the initial fluorescence level $F_0$ were used ($\eta$ should be constant). $C$ and $F_0$ were independently fitted (least squares) for both data sets and agree within 1% between both resolutions. The little difference between experiment and theory suggests that the here presented model incorporates most of the effects of the system.

It is highlighted that a better resolution and structure definition both require a high fluorescence signal. Keeping the resolution fixed, the fluorescence signal depends only on the fluorescence photon collecting efficiency $\eta$, the start fluorescence level $F_0$, the bleaching cross section $\sigma$, and the number of photons inducing bleaching events. With the model, the imaging settings can be optimized, and solutions to increase the fluorescence signal can be developed.

![Figure 2.3: The fluorescence signal in STED imaging in dependence on the resolution and dwell time.](image)

The obtained fluorescence signal as a function of the pixel dwell time for two different STED resolutions. 44 nm (orange) and 40 nm (blue), the pixel size was 17 nm and 15 nm, respectively. Sample consisted of $\sim$ 23 nm-sized fluorescent nanoassemblies (Bead R, GattaQuant). For each data point more than 200 different beads from 9 independent measurements were analyzed. Data is the mean value with $\pm$1 st. dev. Fitting was performed with equation 2.3. Figure reproduced from ref. 2.
3. Illumination-Control using a Spatial Light Modulator

As shown in section 2.2, the fluorescence signal is the main limiting factor for the maximum STED resolution. In this chapter, a spatial light modulator is used to create the phase masks for the OFF-switching light pattern. When focusing the phase-modulated wavefront, the OFF-switching pattern in the focal plane of the objective lens is created. The SLM is also used to correct aberrations and optimize the phase masks on the fly for those, leading to a higher fluorescence signal, and hence resolution.

3.1. STED nanoscopy setup

For this thesis a STED microscope with a spatial light modulator (LCOS-SLM; Hamamatsu Photonics) for manipulating the STED beam wavefront was developed, see figure 3.1. During the thesis two different STED lasers were used. In this chapter (3), a pulsed STED laser at 775 nm with a pulse width of $\sim 1.2$ ns and a power of 1.25 W was used (MPB Communications, Canada). In chapter 2 (Signal Optimum), chapter 4 (MINFIELD), and chapter 5 (DyMIN), a STED laser at 775 nm with a pulse width of $\sim 640$ ps and a power of 3.3 W was used. The latter was home-built from a seed laser working at 1550 nm with a power of 7.0 W (onefive, Switzerland).

The new optical implementation of the SLM allows to imprint two orthogonal and independent phase information into the same STED beam. A related approach, but with a different optical design, was reported earlier [93]. Incoming light to the SLM is only phase-modulated if its polarization direction is parallel to the orientation of the liquid crystals inside the SLM. If the polarization of the light features an angle of $0^\circ < \theta < 90^\circ$ in respect to the crystal orientation at the first encountering of the SLM, the beam is incoherently split into two beams, which are linear and orthogonal polarized. This effect is used by passing the SLM twice at a different spatial position, thereby rotating the polarization direction by $90^\circ$ in-between. Consequently, the STED light is split, and both parts are modulated by one of the both sides of the SLM depending on the polarization at each encounter. The intensity of the first
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![Figure 3.1: Schematic representation of the relevant optical and mechanical microscope components.](image)

The STED beam phase is modulated by a spatial light modulator, which is imaged into the back aperture of the objective lens. By passing the SLM twice and in-between turning the polarization by $90^\circ$, the STED beam is incoherently split into two parts which are independently phase-modulated. SHG: second harmonic generation, ps: picoseconds, ns: nanoseconds, Trig: trigger, FPGA: field-programmable gate array, Sig: signal, AOM: acousto-optical modulator, BP: band pass, DM: dichroic mirror, APD: avalanche photodiode, SLM: spatial light modulator, HPRM: helical phase ramp mask, APM: annular phase mask, MPH: motorized pinhole, OL: objective lens, PMT: photo-multiplier tube, TL: tube lens, NF: notch filter, SL: scan lens.

Beam part is $I_1 = I_0 \cdot \cos^2(\theta)$, and for the second $I_2 = I_0 \cdot \sin^2(\theta)$, with the initial intensity $I_0$. The intensity between both beams can be tuned with $\theta$ which is done by the $\lambda/2$-rotator in front of the SLM. The used configuration for the phase masks in this thesis is a helical phase ramp mask (HPRM) for 2D-STED and an annular phase mask (APM) for axial-STED, see figure 3.1. Both resulting OFF-switching...
3.1. STED nanoscopy setup

Patterns are overlaid in the focus plane of the objective lens. By changing $\theta$, and therefore the power ratio between 2D- and axial-STED OFF-switching pattern, the resolution can be tuned in all three dimensions \cite{57, 94}.

The microscope features two excitation lasers with wavelengths of 635 nm and 561 nm (both Abberior Instruments), which were used for dual-color imaging with the same STED laser at 775 nm. A similar approach was reported earlier \cite{78}, but with slightly different excitation wavelengths (640 nm and 594 nm). The excitation wavelengths used here, allowing a greater detection window for the fluorescence compared to the earlier approach, enabling a higher fluorescence photon budget and hence higher resolution.

For detection, avalanche photodiodes (APDs) were used with a detection window of 580 – 630 nm for the APD1 and 650 – 720 nm for the APD2 (both APDs: SPCM-AQRH13; Excelitas, North America). The microscope worked at a repetition rate of 40 MHz, if not other stated.

The STED beam and both excitation beams (picosecond pulses) can be switched off and on within a few hundred nanoseconds. For the STED beam and 635 nm excitation beam, this is done by blocking the beams with an acousto-optical modulator (AOM) (AA Opto Electronic, France). The 561 nm excitation laser can be switched pulse-wise by modifying the trigger pulses. Scanning in the $xy$-plane was performed via galvanometric scanners (Cambridge Technology, United Kingdom) arranged in a quad scanner design \cite{73}, and along the optical axis $z$ with a piezo stage (P-736.ZR2S; Physik Instrumente, Germany). The analog scan signals as well as the control signals to switch the laser beams either on or off were generated by a field programmable gate array (FPGA)\footnote{The software for scanning was developed by Dr. Andreas Schönle.}. A precise calibration of the scanner allows a reliable repositioning at any line frequency (especially at small scan fields as used for the MINFIELD approach). For the scanner calibration, the lag times at different scan frequencies were recorded and accordingly adjusted.

The optical setup was built around an Olympus IX83 microscope body, the objectives used were an UPLANSAP0 100XO (oil-immersion) and an UPLSAP0 60XW (water-immersion) (Olympus, Japan). The microscope was controlled by the software ImSpector v12 (Abberior Instruments, Germany).
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3.2. OFF-switching pattern enhancement

The OFF-switching pattern plays a major role in coordinate-targeted superresolution microscopy. Here, the shape and quality of the OFF-switching minimum are optimized by the use of the SLM. Therefore not only the basic phase masks are created, but also corrections for optical aberrations are applied. With the optimized patterns for 2D-STED and axial-STED, a significantly higher fluorescence signal is achieved.

3.2.1. 2D-STED

One common aberration in an imaging system is astigmatism, whose influence on the 2D-STED OFF-switching pattern and signal is shown in figure 3.2. By scanning reflecting gold nanoparticles with a diameter of 150 nm, the STED OFF-switching pattern shape is investigated. In STED microscopy, astigmatism leads to an elliptically shaped doughnut, which is shown in figure 3.2 (A+C). In comparison, figure 3.2 (B) shows an astigmatism-corrected doughnut with an almost perfectly round shape. Some astigmatism corrections are applied to achieve the shape in (B). Taking this point as a nominal reference, the fluorescence signal was measured as a function of astigmatism using fluorophore nanoassemblies (Beads R, GATTAquant, Germany). Those beads have a very low variance in brightness, and are hence a sensitive sample to detect small changes in the fluorescence signal due to alteration of the OFF-switching pattern minimum. In figure 3.2 (D) the measured and normalized fluorescence signal (black dots) in dependence on the Zernike polynomial of astigmatism is shown. The STED power in the sample was 115 mW. The drop in brightness is directly connected to the induced astigmatism onto the 2D-STED OFF-switching pattern, as theoretically proposed by Otomo et al. \[95\]. Please note that other third-order aberrations were also slightly corrected before the measurements of figure 3.2 were performed.

The experimental data is in good agreement with the simulation\[\] (dotted line), see figure 3.2 (D). The small differences between both can be caused by small amounts of STED light in the OFF-switching pattern minimum center even without astigmatism. This would reduce the fluorescence signal (in contrast to the simulation), which flattens out the curve around zero astigmatism due to the non-linear square root dependence of the STED effect. In the experiments, a moderate astigmatism of ±0.15 already led to a drop of the fluorescence signal of roughly 20% at the applied STED power of ~ 115 mW. Of course at higher STED powers, the relative impact of astigmatism on the fluorescence signal would be even higher.

\[\text{Simulation were performed by Dr. Jan Keller-Findeisen and are included for clarity.}\]
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Figure 3.2.: Influence of astigmatism on the 2D-STED OFF-switching pattern and fluorescence signal. (A) astigmatism of $-0.15$, (B) corrected astigmatism and (C) astigmatism of $+0.15$. (D) Measured (dots) and simulated (dotted line) influence of astigmatism on the attainable fluorescence signal. Black continuous line is a guide to the eyes. Negative and positive astigmatism both lead to a (symmetric) drop in the 2D-STED fluorescence signal. Sample consisted of $\sim 23\,$nm-sized fluorescent nanoassemblies (Bead R, GATTAquant). Scale bars $(x, y)$ are 200 nm (A,B,C).

This highlights the need for aberration-corrected imaging systems to get the best 2D-STED performance and especially the highest fluorescence signal and resolution.
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3.2.2. Axial-STED

To create the OFF-switching pattern for axial STED, a few conditions need to be matched. Theoretically, with a plane wave used, the diameter $d_{\text{circle}}$ of the phase mask inner circle ($\pi$-delay) is $\sim 0.71 \cdot d_{BA}$, with the back aperture diameter of the used objective lens $d_{BA}$. The size of the back aperture can be calculated as

$$d_{BA} = 2 \cdot \frac{M_{obj}}{f_{TL}} \cdot NA \quad (3.1)$$

with the magnification of the objective lens $M_{obj}$ and the focal length of the tube lens $f_{TL}$ (e.g. 180 mm for the Olympus body used in this thesis). This matching condition is important if the objective lens is changed, since the back aperture size varies with a different magnification and NA. In contrast to the theoretical diameter, slightly lower circle diameters are used because the wavefront is not a perfectly plane wave but approximately the inner part of a Gaussian intensity distribution. However, with the SLM as the phase mask element, the optimum diameter is easily adjustable and can also be adapted to different objective lenses.

The optimum circle diameter was first experimentally found by optimizing the fluorescence signal while continuously imaging fluorescent nanobeads (Crimson beads, nominally 40 nm diameter). The circle diameter giving the highest signal is defined as the nominal diameter (1.0). All other diameters refer to this one. In figure 3.3 the influence of the phase mask circle diameter on the OFF-switching pattern shape is displayed. To measure the OFF-switching pattern intensity distribution, the patterns were scanned above reflecting gold nanoparticles with a nominal diameter of 150 nm. The reflected signal was detected with a photo-multiplier tube.

A wrongly adjusted circle diameter of 0.8 results in an OFF-switching pattern which features no deep minimum (Figure 3.3 (A, top)). The line profile (bottom) represents the intensity distribution orthogonal to the optical axis in the nominal focus plane. Clearly, the condition for destructive interference in the focus point is not met. With this kind of OFF-switching pattern, no useful STED image is possible, since the fluorescence is switched OFF everywhere. In contrast, the optimized axial-STED OFF-switching pattern with a phase mask circle diameter of 1.0 (Figure 3.3 (B, top)) has a deep central intensity minimum as highlighted by the associated line profile (B, bottom). With this deep minimum, a good fluorescence signal can be expected, as well as a good resolution for a certain STED power, because the slope of the OFF-switching edges along the $z$-direction and around the minimum should be close to the diffraction limited maximum. A relative circle diameter of 1.2 also results in a distortion of the axial-STED OFF-switching pattern, whereby the line profile resembles only one maximum, figure 3.3 (C, bottom).
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Figure 3.3.: Measured axial-STED OFF-switching pattern shapes in dependence on the phase mask circle diameter. Sample: gold nanoparticles. (A) Axial-STED OFF-switching pattern resulting from a nominal phase mask circle diameter of 0.8 (top). Line profile (bottom), no central minimum is present. (B) Axial-STED OFF-switching pattern (top) with the nominal phase mask circle diameter of 1.0 (optimum). The line profile (bottom) shows a deep minimum. (C) Axial-STED OFF-switching pattern (top) corresponding to a nominal phase mask circle diameter of 1.2. The line profile (bottom) does not feature a minimum. Scale bars (x,z) are 200 nm (A,B,C).

Figure 3.4 shows the normalized fluorescence signal as a function of the relative circle diameter of the axial-STED phase mask. The measured data points (black dots) represent the fluorescence signal which decreases fast, if the circle diameter of the phase mask is not well set.

The simulation of the experiment\textsuperscript{3} (Figure 3.4, dotted line) agrees well with the measured data (Figure 3.4, black dots). In both, simulation and experiment, a circle diameter mismatch of 5% results in a drop of the fluorescence signal of more than 60% at the used STED power of 230 mW. The drop of the fluorescence signal is connected to the STED light which occurs in the minimum for the mismatched case. This amount of STED light switches OFF the fluorophores following the square root dependence on the STED intensity. Already a little STED light leads to a relatively large loss of fluorescence, which also scales with the overall applied STED power. At higher resolutions (i.e. STED powers) than used here, an even greater relative fluorescence signal drop will be present for the same circle diameter mismatch.

A very large circle diameter mismatch can occur when switching between different objective lenses (e.g. from an oil-immersion to a water-immersion objective). To

\textsuperscript{3}Simulation were performed by Dr. Jan Keller-Findeisen and are included for clarity.
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Figure 3.4.: Dependence of the fluorescence signal on the phase mask circle diameter. The measured normalized fluorescence signal (black dots) of dispersed 40 nm-sized Crimson beads vs. the normalized phase mask circle diameter. The black continuous line is a guide to the eyes. A relative mismatch of 4% results in a fluorescence signal drop of $\sim 60\%$ at this STED power of $\sim 230 \text{ mW}$, as also found by a simulation (dotted line). Insets are representative of the data set, identical look-up table are used (normalized to the brightness according to a circle diameter of 1.0).

achieve a good axial-STED OFF-switching pattern for any objective, the circle diameter needs to be readjusted. With the SLM-based phase mask design this requirement is given, featuring a wide biological application range.

3.3. Axial-STED in live-cell embedded samples

Beside the correct phase mask circle diameter, it is important for a good axial-STED imaging result that no aberrations distort the OFF-switching pattern. In living cells a distortion happens by the rise of spherical aberration when imaging inside of the sample. This aberration occurs, because of the difference of the refraction index between the oil-immersion of the objective lens, and sample embedding medium. The achievable resolution of the system is worse, because the fluorescence signal is suppressed.

For live-cell embedding, a water-based solution is typically used with a refractive index of $n_{\text{emb}} \approx 1.33$. Living tissue or organisms have a little higher index. The refractive index of an oil-immersion objective is typically $n_{\text{oil}} = 1.518$. The large difference results in a quick rise of spherical aberrations linearly with the penetration depth [56] [98].

Close to the coverslip surface, the spherical aberration is normally zero. Depending on the refraction index mismatch, the used STED power, and the penetration depth,
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The distortion of the OFF-switching minimum becomes so severe that imaging with axial-STED is hardly possible. In earlier works, spherical aberrations where compensated to a certain point using an SLM only in the STED beam path [58], or for all beams (illumination, STED and detection) using a deformable mirror [99]. However, both implementations demonstrated corrections only for fixed samples which have an embedding medium with a higher refraction index compared to water. The much higher spherical aberrations in living samples should be correctable in a comparable fashion, but only to smaller depth, keeping the good resolution of the high NA oil-immersion objective lens (see section 3.3.2). In any case, imaging at great depth requires a better matching of the refraction indexes of immersion liquid and embedding medium. This is easily viable with a water-immersion objective, but at the cost of a lower resolution due to the lower NA.

3.3.1. Imaging depths for different objectives

The axial-STED performance with an oil-immersion and a water-immersion objective is shown in figure 3.5 for a water-embedded sample. The technical sample consisted of two quasi mono-layers of fluorescent nanobeads (40 nm, Crimson beads, Molecular Probes) which were spaced 10 µm apart from each other (Figure 3.5 (A)). With an oil-immersion objective (Figure 3.5 (B)), hardly any signal is observed for the confocal and axial-STED recording. The spherical aberrations at this depth lead to strong blurring of the confocal excitation and STED focus intensity distributions. Also an axial shift in respect to the nominal position of the inner layer is observed as spherical aberrations are linked to defocus [98]. In comparison, the inner layer is well recorded when using a water-immersion objective (Figure 3.5 (C)). Alternatively, the inner layer of the sample was placed on the concave part of a well objective slide (Figure 3.5 (D)) to allow a continuous variation of the distance between both layers (sample scheme and more data shown in appendix A.4). Up to a maximum depth of 180 µm, which was limited by the objective lens working distance, the same image quality and resolution was observed. With the use of a water-immersion objective, axial-STED can reach in principle a high imaging depth, which is partly necessary for live-cell or tissue investigations.
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![Diagram of sample](image)

**Figure 3.5.:** Objective lens dependent penetration depths in water-embedded samples with axial-STED. (A) Scheme of the sample. Two quasi mono-layers of \( \sim 40 \) nm-sized fluorescent nanobeads (Crimson, Molecular Probes) spaced \( 10 \) \( \mu \)m apart are embedded in water. (B) Confocal (left), and axial-STED (right) recordings, with an oil-immersion objective. The inner bead layer is hardly visible in the confocal image, and not visible in the STED image. (C) Here, a water-immersion objective was used for acquisition, confocal (left) and axial-STED (right). In contrast to (B), both bead layers are imaged with the same fluorescence signal and resolution. (D) Sample: the inner bead layer (top, middle) is placed on a well slide, allowing a variation of the distance between the inner and outer (bottom) layer, up to the maximum depth of 180 \( \mu \)m. The individual bead clusters are resolved without any signal loss. Scale bars \((x, z)\) are 1 \( \mu \)m for (B, C, D).
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3.3.2. Correction for spherical aberrations

An oil-immersion objective is used to image a water-embedded fixed sample, leading to strong spherical aberrations. Figure 3.6 shows xz-measurements for which nuclear pore complex 153 was labeled with STAR RED via indirect immunofluorescence (Abberior, Germany). Figure 3.6 (A) shows a confocal image of the structure without significant signal loss up to the maximum structure depth of \( \sim 3 \mu m \).

However, using axial-STED without correcting spherical aberrations (Figure 3.6 (B)) leads to a fast decrease in the fluorescence signal when imaging inside the sample. The OFF-switching pattern minimum distortion around a depth of 1 \( \mu m \) forbids collecting enough signal for common STED powers in the range of 50 – 200 mW. Only the nuclear pores close to the coverslip are bright enough for a clear structure representation. When using the SLM to correct for spherical aberration, the maximum penetration depth was enhanced to 3 \( \mu m \) (Figure 3.6 (C)).

Now, in contrast to (B), the nuclear pores on the inside are imaged with the same fluorescence signal.

The maximum depth at which a correction is still possible depends on the steepest phase gradient the SLM can provide within two pixels (0 – 2\( \pi \)). Note that pushing the maximum penetration depth to \( \sim 5 \mu m \) should also be possible but depends on the applied STED power and the area and hence pixels used on the SLM altering the wavefront.

During the measurement, the different degrees of spherical aberration were not continuously corrected with the penetration depth on the SLM, but in discrete (in this case five) steps. The binning of the corrections avoids a permanent chance of all SLM pixel values (which have a rise and fall time of a few ten milliseconds), leading to a better stability of the OFF-switching pattern.
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Figure 3.6.: Correction of spherical aberrations increases the penetration depth with axial-STED. Sample: nuclear pore complexes, indirect immunofluorescence labeling against Nup153 (STAR RED, Abberior). The cell is mounted in water and imaged with an oil-immersion objective. (A) Confocal recording. (B) Axial-STED without spherical aberration correction is only possible up to a depth of $\sim 0.5 - 1.0$ textmu m at this STED power (resolution). (C) Same recording as (B) but with spherical aberration corrected via the SLM. All the NPCs up to a depth of $\sim 3$ $\mu$m are imaged with the same fluorescence signal. Scale bars ($x, z$) are 1 $\mu$m (A,B,C).
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### 3.3.3. Live-cell imaging

In a live-cell sample tubulin was stained with silicone rhodamine (SiR) (see Materials and Methods). The sample was imaged with a water-immersion objective. Figure 3.7 depicts an $xz$-measurement in confocal (Figure 3.7 (A)) and axial-STED mode (Figure 3.7 (B)) of two cells being 37 µm apart along the optical axis. All tubulin strands perpendicular to the imaging plane appear as distinct, highly resolved round spots, regardless of the depth they are situated in. This is also highlighted by figure 3.7 (C) which illustrates the line profile between the two white arrows in figure 3.7 (B). Three tubulin strands are very well separated by axial-STED (orange line) as compared to confocal imaging (blue line). The fitted data (gray line) agrees excellently with the experimental results. An axial resolution of $\sim 153 \text{nm}$ was achieved at this high penetration depth.

**Figure 3.7.: Imaging of living cells with axial-STED at great depth.** Sample: two living fibroblasts (stained with SiR tubulin) are arranged on opposite coverslips with a separation of 37 µm. Data ($xz$-plane) were recorded using a water-immersion objective. (A) Confocal image. (B) The tubulin is imaged with a good axial-STED resolution and at the same image quality at any depth. (C) Confocal (blue line) and axial-STED data (orange line) line profile which is indicated by the two white arrows in (B). A triple-peak Gaussian fit (gray line) of the data indicates a resolution of $\sim 153 \text{nm}$ at $\sim 32 \text{µm}$. Scale bars ($x, z$) are 2.5 µm (A,B).
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In this chapter, the recently published MINFIELD scanning \[1\] is realized with galvanometric scanners for beam steering. The concept is also extended to 3D-STED and experiments have been performed in the greenish dye spectrum.

4.1. Introduction

As described, photobleaching is the limiting factor for STED microscopy. To achieve the required intensity \(I_s\) around the doughnut minimum for ON/OFF-separation, the maximum intensity at the doughnut crest has to be several times higher due to the diffraction-limited size of the doughnut PSF. In a regular scan, these high intensities are scanned across the sample without contributing to the STED resolution, but induce photobleaching of the marker molecules \[1\] \[89\]. In the MINFIELD concept those excess intensities of the doughnut are sidestepped to a single small sub-diffraction-sized scan area (located in the OFF-switching minimum center), and therefore do not contribute to the bleaching within the scan field. Typically, this field has a size of 50–200 nm in the lateral plane. To make use of the bleaching reduction, the scan area is repetitive imaged until the fluorescence level is decreased to typically \(1/e\). For the final image, the fluorescence signal of all images is summed up. This scan scheme avoids to a large extent a spatially non-linear bleaching behavior in the scan area. If the fluorescence level would have been bleached to \(1/e\) in only a single scan, the first rows of the image would be brighter, the last rows much dimmer.

The bleaching reduction by MINFIELD strongly depends on the size of the scanned field. Within a smaller field the bleaching is lower. Two different effects lower the bleaching light dose. At moderate scan field sizes (> 150 nm), a higher fraction of the excess OFF-switching light is guided into the actual scan field (while imaging the outer pixels). However, this amount decreases non-linearly for smaller fields because the OFF-switching pattern has a quadratic intensity course around the minimum \[47\]. Thus at small fields (< 150 nm), the reduction of the OFF-switching light becomes more and more effective for smaller scan fields. This is the rational behind MINFIELD, and the first effect. But even if this non-linear benefit of the doughnut shape does not hold true for intermediate scan field sizes, still a great bleaching reduction can be achieved. Throughout a regular scan, each pixel is...
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illuminated with each part of the doughnut. The light dose \( D \) a pixel receives is the integral over the doughnut intensity pattern times the pixel dwell time \( t_{\text{img}} \). For intermediate field sizes, not the full doughnut intensity is integrated, but only a small fraction of it. This leads to a significant illumination reduction, which is the second effect. It can be thought of as the geometric light dose reduction (the scanned area and hence pixel number is less) when scanning smaller sub-diffraction scan fields. 2D-STED MINFIELD is very effective and can increase the fluorescence signal up to \( \sim \) 100-fold compared to a conventional scan [1].

In the first MINFIELD implementation, very fast electrooptical scanners were used to move the focused beams in the sample. There were two reasons why this type of scanner was used. First, those scanners feature a precise re-positioning which is necessary for imaging with few nanometers of resolution. Second, the scanners can move the focused beams so fast in the focal plane that the illumination can be continuously on while acquiring several images of the same area. If the scanners were too slow, a continuous illumination during the return motion of the scanner would result in unwanted illumination and photobleaching.

However, the optical microscope design with electrooptical scanners is more complex compared to the design with galvanometric scanners, limiting the possibility for additional optics. Furthermore, with electrooptical scanners only a small over all scan area (roughly 10x10 \( \mu \text{m}^2 \)) is accessible. Both drawbacks limit the imaging capabilities of the microscope for conventional scanning. A microscope design to perform high-quality MINFIELD and conventional scanning is desirable to facilitate a wide range of biological and technical applications.

4.2. MINFIELD with galvanometric scanners

In this thesis, galvanometric scanners are used to realize MINFIELD imaging with a conventional scanner setup. Those scanners move the beam in a classic manner by rotating a mirror around an axis, accelerated by a magnetic field. Due to the mass of the mirror and actuator, and the finite acceleration, the movement of the beam cannot be infinitely fast. When a line of the field is scanned, the scanner needs some time for the flyback (return motion), as seen in figure 4.1. During this time, the excitation and the STED beams are blocked by the AOMs (see section 3.1).

Only during the linear range of the mirror movement, both beams are guided to the sample. However, the beam on/off-modification has a certain rise and fall time, resulting in a little unwanted illumination in each scanned line. Let us assume the following scan parameters: pixelsize \( a = 5 \text{ nm} \), MINFIELD size \( \Delta s = 150 \text{ nm} \), a dwell time of \( t_{\text{img}} = 10 \mu\text{s} \), and a rise/fall time of \( t_{\text{rise}} = 0.5 \mu\text{s} \). The relative light dose overhead is \( 2 \cdot t_{\text{rise}}/(\Delta s/a \cdot t_{\text{img}}) \cdot 100\% \approx 0.35\% \), a negligible amount.
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Figure 4.1.: Galvanometric beam scanner motion and laser control logic for a certain scan range. During the linear motion part, the individual image line is acquired, while the excitation and STED laser are guided to the sample. During the finite flyback time, both lasers are blocked to avoid unnecessary sample illumination.

Without switching the lasers off, the light dose during the flyback would be $\sim 280\%$ higher compared to the dose which is necessary to image a specific line for this set of parameters. The scan concept with galvanometric scanners and AOMs has no disadvantage in terms of the illumination dose.

4.3. 2D-STED MINFIELD

In this section, the scan concept with galvanometric scanners for MINFIELD is applied for 2D-STED. It is important to test if the structure is blurred by the jitter of the scanners. MINFIELD measurements with different field sizes for three different known biological structures are shown in figure 4.2. A confocal image (A) of fluorescent nanobeads (Crimson beads, Molecular Probes), illustrates the much lower resolution compared to the 2D-STED MINFIELD images (B-D). In a typical MINFIELD scan, the excitation and OFF-switching PSFs are larger compared to the scanned area.

Images of the peripheral transmembrane protein gp210 of an amphibian cell are shown in figure 4.2 (B). This structure was reported earlier [78] and is known to form an 8-fold symmetry with a diameter of $\sim 160\,\text{nm}$. Here, the structure is resolved by MINFIELD with a high resolution and excellent signal-to-noise ratio. With the used 200 nm-sized MINFIELD, a 5-fold signal gain is expected [1]. It is important to note, that the galvanometric scanning features a sufficient repeatability between each scanned line and frame (ten frames summed up for images in (B)). No distortion along the fast ($x$) or along the slow axis ($y$) is observed.

Individual immature HIV-1 virions are shown in figure 4.2 (C). Direct labeling was performed against Gag-CLIP with silicon rhodamine (SiR-CLIP) following the
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protocol in [100]. Gag (group-specific antigen) proteins are necessary for assembling virus-like particles [101]. Due to the direct labeling, the marker molecule is closer to the labeled structure and therefore the structure is not blurred by the antibody tree (indirect immunolabeling can add > 200 nm to the structure). This becomes a more important factor at resolutions below 30 nm, e.g., achieved with MINFIELD [1]. Figure 4.2 (D) represents clathrin clusters in fixed Vero cells. With a MINFIELD size of 200 nm, different morphologies [22] are clearly visible. The clathrin protein is important for the formation of coated vesicles [102].

The use of galvanometric scanners for MINFIELD shows no disadvantage compared to electrooptical scanners but the simpler microscope design features a bigger application range besides MINFIELD imaging.

Figure 4.2.: 2D-STED MINFIELD with galvanometric scanners. (A) Confocal image with a MINFIELD-sized scan area of fluorescent nanobeads (Crimson beads, Molecular Probes). The excitation spot (and doughnut) size exceeds the scan area by far. (B) Amphibian nuclear pore complexes (NPCs) (indirect immunofluorescence, anti-gp210, STAR 635p) resolved by STED. The size of the MINFIELD is 200 nm. (C) Immature HIV-1 virions (direct Gag.CLIP-labeling with silicon rhodamine (SiR-CLIP)). Size of the MINFIELD is 160 nm, the structure of the virions is well resolved. (D) Nanoscale morphology of clathrin clusters in Vero cells (indirect immunofluorescence, STAR 635p). The size of the MINFIELD is 200 nm. For each measurement, a lookup table from zero counts to the individual maximum is applied.
4.4. 3D-STED MINFIELD

In addition to 2D-STED MINFIELD, a similar approach is possible for imaging with the axial- or 3D-STED OFF-switching pattern. Here, the laser OFF-switching intensities spread over a larger volume compared to the 2D-STED pattern, see section 1.3. A reduction of the light dose which is applied to the marker molecules can hence result in a strong bleaching reduction.

The effect of a lower bleaching per imaged frame when decreasing the scan range in the \( z \)-direction is represented in figure 4.3 (A). Data was recorded with an axial-STED OFF-switching intensity distribution only for different scan ranges along the optical axis \( z \) and a constant scan range of 5 \( \mu \)m in the lateral \((x)\) direction. The sample consisted of immunolabeled microtubules of Vero cells. The STED resolution in the \( z \)-direction was set to \( \sim 80 \) nm. When confining the scan range along the optical axis to 200 nm, the bleaching is reduced by more than 10-fold compared to a scan with a 1500 nm range. Here the main reduction of bleaching is caused by the smaller overall amount which is applied to the sample plane (intermediate MINFIELD). Only a little bleaching reduction is expected due to light dose reduction by the OFF-switching pattern shape. When additionally restricting the scan size in the lateral direction to a sub-diffraction extent (scan area fits into the vicinity of the 3D-STED minimum), an even stronger bleaching reduction is expected. A confocal (left) and 3D-STED MINFIELD image (right) of DNA origami labeled with ATTO 647N is shown in figure 4.3 (B). The origami consisted of two spots designed to be separated by 91 nm from spot center to spot center with an orthogonal orientation to the coverslip surface, structure according to [103]. The scan area size of the imaged plane by MINFIELD is 190 nm in the lateral direction \((x)\) and 300 nm in the direction of the optical axis \((z)\), the pixel size is 10 nm. The STED power distribution for 3D-STED imaging was 30\% for the 2D-STED OFF-switching pattern and 70\% for the axial-STED pattern, featuring an almost isotropic resolution in each spatial direction at high STED resolutions [57]. Due to the smaller effective fluorescence spot in STED imaging, the fluorescence signal is lower compared to confocal imaging. To compensate this effect, a longer dwell time (10 \( \mu \)s) for the STED acquisition in respect to the confocal dwell time (1 \( \mu \)s) was chosen. Scanning along the \( z \)-direction was performed with a piezo stage (see section 3.1) for precise repositioning. The combined return and settling time of the piezo stage was 300 ms, allowing a distortion-free and precise rescanning of the same sample area. Ten individual \( xy \)-frames were summed up for (B).

The line profile data of (B) is shown in figure 4.3 (C) (orange and blue dots). The STED data is fitted with a double-peak Gaussian. Accordingly, the (isotropic) resolution is measured to be \( \sim 60 \) nm along the optical axis (FWHM). The same sample was also successfully recorded with a MINFIELD volume which was repeatedly scanned with 3D-STED, featuring a side length of 190 \( \cdot \) 190 \( \cdot \) 300 nm\(^3\).
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Figure 4.3.: 3D-STED MINFIELD with isotropic resolution. (A) Number of acquired frames before the fluorescence signal is decreased to half the initial value, depending on the scan size along the optical axis. Grey line is a guide to the eyes. (B) Confocal (left) and 3D-STED MINFIELD (right) images demonstrated on DNA origami. Two spots (labeled with ATTO 647N) are designed to be separated by 91 nm in the axial direction, oriented orthogonal to the coverslip surface. When comparing both images, the resolution increase with STED becomes obvious. (C) Line profiles (as marked in (B)) of the confocal and STED image. A two-peak Gaussian fit indicates a STED resolution along the optical axis of $\sim 60$ nm (FWHM). Scale bars ($x,z$) are 50 nm (B).

$(x,y,z)$. The volume data set of the origami is rendered in appendix A.5. Since the chosen 3D-STED power distribution features an isotropic resolution, for the first time a resolution of $\sim 60$ nm in each spatial direction was achieved with a single objective lens. These measurements were (to my knowledge) up to this date the highest isotropic resolution ever reported with 3D-STED (later on, a higher resolution was shown, see section 5.6.3).
4.5. MINFIELD in the green dye spectrum

MINFIELD has been so far only reported for the red dye spectrum using a STED laser with a wavelength of 775 nm [1]. However, there is a great potential for enhanced performance in the greenish dye spectrum, with a STED laser wavelength of around 595 nm. The dyes, fluorescent proteins and marker molecules in this spectral region tend to bleach faster compared to the red spectrum, hence the resolution is typically significantly lower. A reduced bleaching would be beneficial.

In this section, MINFIELD measurements with an excitation of 485 nm (≈ 120 ps) and a STED laser at 595 nm (≈ 800 ps) were performed. The fluorescence detection was between 500 nm and 550 nm. The other parts of the microscope follow the same design as reported in section 3.1.

The bleaching reduction by MINFIELD for the dye Oregon Green 488 (ThermoFisher, Germany) is shown in figure 4.4, labeling the nuclear pore complexes NUP153 in Vero cells. MINFIELD images with different side lengths are presented in figure 4.4 (A). The signal was summed up over the first ten frames. Individual lookup tables are used in (A) for a clear representation of the data. The image signal increases inversely with the MINFIELD size.

In figure 4.4 (B), the measured bleaching reduction by scanning smaller fields is plotted (blue dots). The mean fluorescence signal is the sum of the frames before the signal has dropped to 75% (N_{3/4}) of its starting value. The relatively large standard error (±1 std. dev.) is mainly due to a strong variation in the brightness of the nuclear pore complexes. Each data point is the mean value of 40 independent measurements originating from two different samples. When scanning a small MINFIELD, the signal is much higher compared to larger fields. However, the signal improvement is lower than expected. The theoretical geometric bleaching reduction (orange dots) is a result of the lower light dose which scales inversely quadratic with the MINFIELD dimension. The data points are normalized to the measured fluorescence signal for a MINFIELD scan area size of 300 nm. In contrast to the red dye spectrum, the deviation between the theoretical and experimental trend at small scan areas indicate a non-linear dependency between excitation and STED light. Important to note, these results are observed for the dye Oregon Green 488 and may significantly vary for other dyes or proteins. Nevertheless, even if the MINFIELD effect is not as significant as for the red dye spectrum, still a much higher fluorescence signal is observed for small scan areas. The signal gain was ≈ 16-fold between a scan area size of 300 nm and 50 nm.
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Figure 4.4.: Bleaching reduction by MINFIELD for Oregon Green 488 on nuclear pore complexes (indirect immunolabeling, NUP153). (A) Representative images of the nuclear pore complexes with different MINFIELD sizes. The fluorescence signal was accumulated over ten frames. Lookup tables are (0 - 27) 200 nm, (0 - 32) 150 nm, (0 - 77) 100 nm, and (0 - 73) 50 nm. (B) Measured mean fluorescence signal (blue dots) for different MINFIELD sizes. Lines are a guide to the eyes. The orange dots represent a linear scaling with the inverse MINFIELD area, and are normalized to the 300 nm field size. At smaller MINFIELD sizes, the fluorescence signal is significantly higher compared to larger fields. The geometric reduction of the light dose by scanning fewer pixel shows a stronger theoretical bleaching reduction as observed in the experiment.
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In this chapter, a novel concept is presented where high STED powers are only applied to areas of the sample where they are needed to extract high spatial information. To locate these areas, the sample is iteratively probed with increasingly higher STED powers (and resulting resolutions). After each resolution increase, the structure of interest is spatially located to a higher extent. In the end, the final (very) high resolution STED image is only acquired at these prelocated areas (where structure is present). The overall light dose is reduced, and in the best case the excess OFF-switching intensities of the doughnut are sidestepped to the structure, whereby photobleaching is strongly reduced.

5.1. Introduction

In a typical STED microscope, the excitation focal spot is overlayed with a STED focus intensity distribution shaped like a doughnut in the lateral direction [15, 78, 104]. The photobleaching of the used fluorophores, which is mainly induced by excess intensities at the crest doughnut [89], has prohibited STED fluorescence nanoscopy to achieve molecular resolution. Depending on the resolution (STED power), the OFF-switching intensity at the crest may be manyfold higher than the actually needed intensity for ON/OFF-state separation close to the doughnut minimum. Since the high photon flux density is mainly the reason for fluorophore bleaching, some techniques have been developed to either lower the number of photons which are applied to the fluorophore or to protect it from the negative effects of the photons. The concept which is known as „multiple off-state transitions“ (MOST) uses the low light intensity OFF-switching (also known as RESOLFT [105, 106]) to transfer the fluorophores into a state where they do not interact with the STED photons. The bleaching is strongly reduced, allowing to record a higher number of frames at the same sample region [107]. A recently published concept called MINFLUX [46] is able to achieve molecular resolution by probing of single ON/OFF-switched fluorophores with an excitation pattern formed like a doughnut. In MINFLUX, the fluorophore is only excited with parts of the doughnut which are close to the minimum, while
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the higher intensities away from the minimum are avoided. Another concept is RESCue STED \[^{108}\] which has the same basic idea as controlled light exposure microscopy \[^{109}\]. In RESCue the overall sample illumination is reduced by shortly probing for fluorophore-free sample regions during the STED image acquisition. If not enough fluorescence photons are collected in a defined fraction of STED image pixel dwell time, illumination is stopped immediately to save the light dose of the remaining pixel dwell time. Very recently, a method which is called MINFIELD \[^{1}\] was presented (see also chapter 4). Here, the scan field (image size) is limited to a small sample region (typically 50 – 200 nm) which roughly corresponds to the dimension of the minimum of the doughnut. The high OFF-switching intensities of the doughnut crest are sidestepped to the fluorophores of interest. With MINFIELD, more frames of the same sample regions can be acquired, or at a higher spatial resolution, because the lower bleaching can be used to apply higher STED intensities. The drawback of this method is the limitation to only a very tiny sample area. Surrounding sample areas exposed to the STED intensities of the doughnut crest cannot be imaged since they get bleached \[^{1}\].

5.2. Concept of DyMIN

In this section, a novel illumination concept is explained which adapts the STED resolution in response to the sample fluorophore distribution, namely Dynamic intensity MINimum (DyMIN). The sample fluorophore distribution is iteratively probed at increasingly higher resolutions, and the illumination is stopped when not enough fluorescence is detected. DyMIN saves overall unnecessary OFF-switching photons, and sidesteps the excess doughnut intensities to the structure without a limitation to only small sub-diffraction scan areas.

For a concept explanation, two fluorophores which are spaced closer than the diffraction limit are assumed, see figure 5.1 (A). Somewhere away from the fluorophores the scan starts with a confocal resolution (without any STED light). When one of the dye fluorophores is first hit by the low intensity of the Gaussian-shaped excitation focus, the dye will emit fluorescence (which is detected) with a light level following the shape of the excitation (with a linear excitation behavior). Now some STED light is applied, but only a little, such that the dye molecule again is in the OFF-state. At a later scan position, the dye molecule again will transfer into the ON state because it is again excited, now by the in the present case effective fluorescence PSF. And again the resolution is increased until no fluorescence is detected. This proceeds to a predefined final target resolution (STED power). In an analog way, the DyMIN scan continues when it moves away on the other side of the fluorophore assembly. As soon as no fluorescence is detected, the STED power is lowered until again some signal is present, and so on.
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Figure 5.1.: STED fluorescence nanoscopy with a Dynamic intensity MINimum (DyMIN) (A) Scan scheme for two markers closer than the diffraction limit. At every scan position, the fluorescence signal is probed with increasing resolutions, starting at diffraction-limited (confocal) resolution \( P = 0 \), top), and subsequently with higher resolutions \( P > 0 \). If at a scan position, at any probing resolution, no signal is detected (no marker present in the effective focus, \( T_1 \) is not reached), the further illumination steps are aborted. The scan continues to the next position, starting again to probe at confocal resolution. If the detected signal at a step is above a threshold (e.g. \( T_1 \), second row), the STED power is increased (higher resolution, third row). If fluorescence signal is still present, the resolution is increased further and so on, until a final resolution (corresponding to the STED power \( P_{\text{max}} \)) is reached. In the best case, the highest STED power (resolution) is only applied when the minimum of the doughnut is centered above (a) fluorophore(s) vicinity (fourth row). (B) Shown is a simulated sample with randomly distributed fluorophores (top). Because different STED powers were used in each pixel (middle) for conventional scanning (left) and DyMIN scanning (right), a dramatic difference in the light dose which is applied to the sample is observed (bottom). For a conventional scan, the maximum STED power \( P_{\text{max}} \) is used at each scan position. With DyMIN scanning, sample areas are imaged without STED light (white), or with little (probing) STED light (green). Only in a few areas (where fluorophores are present) \( P_{\text{max}} \) (pink) is needed to extract the final resolution. In this example, the cumulative light dose acting at the fluorophores is \( \sim 45 \) times lower with DyMIN compared to conventional scanning. Figure reproduced from ref. [2].
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Thereby DyMIN avoids scanning the intense (full power) doughnut crest above the
dyes as much as possible. In DyMIN scanning, the samples (and the fluorophores)
are on average illuminated with a lower STED light dose compared to a conventional
scan (always the highest resolution), simply because the STED power is not at the
maximum for all the time. In fact, the maximum resolution is applied only at scan
positions within a distance to the fluorophore smaller than approximately the dis-
tance from the doughnut center to the point where the required threshold intensity
for OFF-switching is reached. By that, a MINFIELD-like condition is generated,
but with the dynamic adjustment of the resolution, the limitation to only small
scan fields is lifted while avoiding to scan the highest intensity doughnut across the
complete sample. In other words, DyMIN scanning localizes fluorophores in low-
and medium-resolution images. The positions of the fluorophores in these images
render an illumination mask for the sample positions where the maximum STED
power needs to be applied.

It is important to note that with a denser fluorophore distribution like in a realistic sample, DyMIN scanning can still lower the overall exposure. Mainly because the STED power is not set to the maximum all the time (if sample space without fluorophores is present). In an optimal case not only the overall light dose is lower (which is important for live-cell applications) but the fluorophores are not subjected to the excess OFF-switching intensities (MINFIELD condition). The light dose of DyMIN is typically lower when compared to RESCue STED, whereby the dye molecules are illuminated with the maximum STED power (and also with the intense doughnut crest) during the decision time of the STED probing step. Another drawback of RESCue is the relatively long integration time before an appropriate decision (the fluorescence signal is Poisson-distributed) can be made. This is due to the low fluorescence photon flux at high STED resolutions. In consequence, the effectiveness of RESCue gets worse at high resolutions, but especially at these high STED powers a bleaching reduction starts to be important.

In DyMIN, discrete pixels are scanned, and it is reasonable to also adjust the STED
power during the scan in discrete levels while probing for the sample fluorophore
distribution. Another reason for discrete steps is the necessity to collect a certain
amount of fluorescence photons to make a decision on the presence or absence of
fluorophores.

For DyMIN, the following formalized practical implementation is defined: in each
pixel, a sequence of up to $i = 1, \ldots, N$ different imaging parameters is performed
while the fluorescence signal is registered for a time $t_i$. The fluorescence results from
the illumination with a Gaussian excitation focus and the STED OFF-switching
pattern $h_{STED}^i$. The variable STED power $P_i$ is from the continuously growing
ordered list $\{P_1 = 0, P_2, \ldots, P_N = P_{\text{max}}\}$, with $P_{\text{max}}$ as the final STED power. If
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at any step \( i \) the detected fluorescence signal does not exceed a signal threshold \( T_i \), the illumination of the excitation and STED is directly stopped. The photon count of the specific pixel is set to zero, since no final high resolution image is acquired (no fluorophore is present per definition). However, if the threshold \( T_i \) is reached, the illumination proceeds with the step \( i + 1 \), i.e. collecting signal for the time \( t_{i+1} \) with the higher STED power \( P_{i+1} \). If at any step sufficient signal is collected, the process continues until \( P_{\text{max}} \) is reached, and only these pixels contribute to the final high resolution image (in this first DyMIN implementation). A mask \( m_i(x,y) \) which includes the illumination decision if the STED power \( P_i \) was applied at a step \( i \) can be written as

\[
m_1(x,y) = 1 \forall x, y \quad ; \quad m_{i+1}(x,y) = \theta \left[ s(x,y) \otimes h_i^{\text{eff}}(x,y) - T_i \right], \quad (5.1)
\]

whereby \( s \) is the fluorophore distribution (the sample structure), and \( h_i^{\text{eff}} \) the effective fluorescence distribution (the ON-state in focus) in the presence of excitation and a certain STED power \( P_i \). The convolution operator is \( \otimes \) and the Heaviside step function is \( \theta \). The STED light dose (product of the STED intensities and illumination times) which accumulates at any position \( x, y \) is

\[
D_{\text{tot}}(x,y) = \sum_i m_i(x,y) \otimes h_i^{\text{STED}}(x,y) \cdot t_i. \quad (5.2)
\]

Equation 5.1 and 5.2 are both evaluated in tabular form in table 5.1 in section 5.3.

The effectiveness of DyMIN scanning strongly depends on the choices of the parameters \( t_i, T_i \) and \( P_i \) which are independent and need to be set for each step \( i \) (excluding step \( N \)). For a 4-step DyMIN scan (three probe steps and the final image step) nine appropriate values are required, whereby \( P_0 = 0 \). The best choice for the parameters is highly dependent on the sample structure, and also on the bleaching kinetics of the fluorophore. However, a few assumptions can be made.

The STED resolution (the FWHM diameter of the effective PSF \( h_i^{\text{eff}} \)) is related to the OFF-switching power in \( h_i^{\text{STED}} \) by a square-root dependency. Further, the spatial area of the effective PSF has also a square-root dependency on the diameter of the effective PSF. Consequently, the effective probing area has an inverse dependency on the STED power to the power of four. The initial application of a little OFF-switching light (with the starting point \( h_1^{\text{STED}} = 0 \)) leads to a relatively high increase of the resolution, and thus decrease of the probing area. In DyMIN scanning, selections of \( P_i \) are useful where the slope of the power-resolution curve is steep. Here, by adding only a little STED light, much more spatial information about the fluorophore distribution can be obtained. In general, a comparatively great subset of the probing steps should use STED powers \( P_i \) of this area, which includes a probe
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step with confocal resolution as the first step.
Counte-intuitively, adding more DyMIN scan steps typically results in a lower total light dose applied to the sample and fluorophores. This is because with more probing steps, the area where high STED powers are used is smaller. However, the reduction of the light dose on the fluorophores when the number of probing steps \( N \) is increased asymptotically slows down (Figure 5.2).

5.3. Simulation framework

In this section, the framework for the DyMIN simulations is presented. The sample structure (object) was rendered by dots with discrete positions. The object was convolved by a Fast Fourier Transformation (FFT) for each step \( i \) with the effective fluorescence PSF \( h^{eff}(P_i) \), corresponding to the probe step STED power \( P_i \). The scaling of the resolution in dependence on the applied STED power \( P \) was experimentally ascertained. To this end, the resolution at small fluorophore clusters was evaluated for different powers and the data points were fitted by a least mean square algorithm. For ATTO 647N, \( P_s \approx 2.464 \text{mW} \) for the microscope used. The convolution result was transferred onto the pixels of the virtual scan. The pixel values were either set to zero (low) or one (high), depending on whether the pixel value exceeds the threshold of \( 1/e \) of the signal level. The resulting binary pixel mask \( m_i \) is the illumination map for the next step \( i + 1 \). Here, the illumination is only applied at the high pixels of \( m_i \), using the doughnut \( h^{STED}(P_{i+1}) \) with the higher STED power \( P_{i+1} \), with the longer integrated decision time \( t_{dec}(P_{i+1}) \) due to the lower fluorescence signal at the higher STED resolutions.

The calculation of the decision time, which is needed for a certain resolution, is based on decision times which were observed for relevant resolutions in STED. One is 10\( \mu \text{s} \) for a 50\( \text{nm} \) resolution, which is a resolution close to the optimum for the intermediate step (with a final resolution of 25\( \text{nm} \), found during bleaching experiments and simulations, see figure 5.5). The other is 30\( \mu \text{s} \) at a resolution of 25\( \text{nm} \), to match the decision time which was experimentally found for RESCue at this resolution. When taking the geometrical dependence of the fluorescence signal on the resolution into account, equation 5.3 can be used to calculate the decision time in \( \mu \text{s} \) for different STED resolutions \( res \):

\[
 t_{dec} = \gamma \frac{nRes^2}{res^2} + \delta. \tag{5.3}
\]

\( nRes = 50\text{ nm} \) is the nominal resolution to fit the curve with both fitting parameters \( \gamma = 2/300000 \text{ s} \) and \( \delta = 1/300000 \text{ s} \).
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Table 5.1: Simulation framework to calculate the STED light dose which is applied during DyMIN scanning. $Mask_i$ corresponds to $m_i$ in the text, $Dose_i$ to $D_i$.

<table>
<thead>
<tr>
<th>Step</th>
<th>Mask creation</th>
<th>STED light dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$h^{eff}(P_1 = 0) \otimes \text{Struct} \rightarrow Mask_2$</td>
<td>$Dose_1 = 0 = Mask_1 \otimes h^{STEVD}(P_1 = 0) \cdot t_{dec}(P_1)$</td>
</tr>
<tr>
<td>2</td>
<td>$h^{eff}(P_2) \otimes \text{Struct} \rightarrow Mask_3$</td>
<td>$Dose_2 = Mask_2 \otimes h^{STEVD}(P_2) \cdot t_{dec}(P_2)$</td>
</tr>
<tr>
<td>3</td>
<td>$h^{eff}(P_3) \otimes \text{Struct} \rightarrow Mask_4$</td>
<td>$Dose_3 = Mask_3 \otimes h^{STEVD}(P_3) \cdot t_{dec}(P_3)$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$N$</td>
<td>$h^{eff}(P_N) \otimes \text{Struct} \rightarrow Mask_N$</td>
<td>$Dose_N = Mask_N \otimes h^{STEVD}(P_N) \cdot t_{dec}(P_N)$</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>$Dose_{tot} = Dose_2 + Dose_3 + ... + Dose_N$</td>
</tr>
</tbody>
</table>

The spatial distribution of the light dose in an DyMIN image is highly heterogeneous (since the extended doughnut profile is not irradiated at any sample position) as intended by the method (low dose on the fluorophores). To calculate the spatial dose arising due to the probe steps, the pixelated $m_i$ is convolved (FFT) with the OFF-switching pattern (doughnut) light exposure $h^{STEVD}(P_{i+1}) \cdot t_{i+1}$. The highest dose typically occurs from the final step $N$, which is computed using the $m_{N-1}$ and the light exposure of the doughnut $h^{STEVD}(P_N)$ times the final dwell time $t_{img}$. The spatially dependent $D_{tot}$ is the sum of all dosages $D_{i=2}$ up to $D_N$. For a clearer understanding, the described simulation routine is presented in table 5.1 for $N$ steps.

The relative STED light dose on the structure is the mean of the individual values of $D_{tot}$ which acts directly at the fluorophore positions (simulated dots). The DyMIN light dose was always normalized to the light dose of a corresponding conventional scan.

As mentioned, for DyMIN scanning the ordered list from $i = 1$ to $N$ is processed either to the end or the illumination is stopped at a step $i$ if the threshold is not reached. For each simulation (or measurement), the last step which was performed is saved into an "illumination map". If the pixel illumination was stopped at a step $i$, apparently the step $i - 1$ and all previous steps have been applied. Therefore the pixelated illumination map of the last applied step carries the complete information of the illumination.

The times fluorescence signal is integrated at any probing step $i < N$ during DyMIN scanning, are defined as decision times. The integration time which is spent to collect the signal in the final step $N$ is defined as the dwell time of the scan. However, the overall time the scan rests at a voxel or pixel is the sum of the dwell time, each decision time and the rise and fall time of the beam control which is needed to adapt the STED power or to block the beams. The overall time of a DyMIN scan is typically much longer compared to the conventional counterpart. Partly because
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the decision times add some tens of microseconds, but mainly because the reduced bleaching results in an accordingly longer dwell time.

5.4. Assessment of DyMIN

To compare the light dose of different scan methods, simulations and experiments have been performed. DyMIN scanning is simulated to find the best parameters for the probing steps and to compare it with conventional scanning and RESCue. The simulations are written in Python 3.6. For the simulation, the STED light dose acting directly on the fluorophores is evaluated for a variety of sample structures (Figure 5.3 in section 5.4.1). The simulation framework is also used to evaluate the overall light dose reduction on the sample for the DyMIN imaging experiments. For the 2D-STED experiments, additionally the dose reduction directly on the structures/fluorophores is calculated.

Different structures were simulated in a square region which features a side length of 5 µm. The samples consisted of (i) randomly distributed single points (like e.g. fluorophores), (ii) randomly arranged straight lines (like e.g. cytoskeletal filaments), and (iii) randomly arranged circles with varying diameter (like e.g. sub-diffraction-sized biological structures, i.e. NPCs, vesicles, viruses or synapses), see section 5.4.1.

For conventional scanning, the light dose exposure of each pixel was calculated by convolving (FFT) every pixel with the OFF-switching intensity profile corresponding to the final STED power $P_{\text{max}}$ accounting for the acquisition time $t_{\text{img}}$ of the final STED step (100 µs, as a good practical value).

For DyMIN scanning, first the best parameter set was calculated by minimizing the accumulated OFF-switching light dose which acts directly on each fluorophore. The thresholds $T_i$ for the simulations were set to $1/e$ of the maximum of the fluorescence signal. Since the first probing step is at confocal resolution, the only parameters to optimize are the resolutions of the intermediate steps (intermediate: steps between the first (confocal) and final high-resolution STED step $N$). With this optimized parameter set, the DyMIN light dose is calculated. The simulation framework is also capable to simulate RESCue STED, using only one probe step at the final resolution according to $P_{\text{max}}$. This allows to compare RESCue with conventional scanning and different variants of DyMIN (different number of steps).

The simulations show that already a 3-step DyMIN scan of the sample type (i) with OFF-switching powers of 0, $P_{\text{max}}/4$, and $P_{\text{max}}$ (confocal resolution, half of the final resolution, and the final high resolution (25 nm), respectively) can lower the accumulated light dose per fluorophore by a factor of $\sim 45$ when compared to conventional scanning (see Figure 5.1 (B)). In this case, DyMIN is able to achieve a $\sim 3.2$-fold lower light dose compared to RESCue. As mentioned, at a larger number of DyMIN steps the light dose on the fluorophores can be reduced further (see Figure
The improvement slows down for a higher number of intermediate DyMIN steps, as found by simulations and measurements. After a certain high number of intermediate steps, the light dose is expected to rise, due to a lower chance of empty probing pixel at higher step numbers. The probing resolution parameter sets for figure 5.2 are shown in table 5.2.

Figure 5.2.: Influence of the number of intermediate DyMIN steps. Gray bars: measured frame number \( N_{3/4} \) after which the fluorescence level is dropped to 75% of the initial value vs. the number of intermediate probing steps of the DyMIN scan. Intermediate: the probing steps without the confocal probing step and the final resolution (image) step. The final resolution was 50 nm, the dwell time 100 µs, and the sample consisted of nanoassemblies (Bead R, GattaQuant). Blue dots represent the simulated STED light dose acting directly on the structure for a similar sample and imaging parameters vs. the intermediate probing step number. The blue line is a guide to the eyes. For > 3 intermediate steps the simulated light dose almost arrives at a minimum, and may rise for higher numbers. Figure reproduced from ref. \[2\].

The reduced probability for photobleaching is connected to the reduction of the light dose in dependence on the specific bleaching kinetics of the particular dye. A possible non-linear bleaching behavior on the OFF-switching light or on prior light exposure can lead to a bleaching reduction which is greater than the factor of the light dose lowering by DyMIN. However, minimizing the STED light dose directly
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Table 5.2.: Resolutions used for figure 5.2 for the different DyMIN scans. Resolutions were optimized for a density of $2 / \mu m^2$ and a final resolution of 50 nm.

<table>
<thead>
<tr>
<th>Step</th>
<th>2-step</th>
<th>3-step</th>
<th>4-step</th>
<th>5-step</th>
<th>6-step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>230 nm</td>
<td>230 nm</td>
<td>230 nm</td>
<td>230 nm</td>
<td>230 nm</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>70 nm</td>
<td>100 nm</td>
<td>135 nm</td>
<td>175 nm</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>50 nm</td>
<td>80 nm</td>
<td>120 nm</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>50 nm</td>
<td>75 nm</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>50 nm</td>
</tr>
</tbody>
</table>

on the fluorophores should also feature the lowest bleaching [1].

As experiments and simulation show (Figure 5.2), further improvement of the light dose reduction is only a little for DyMIN scans with $N > 4$ steps. Another fact disfavors higher DyMIN step numbers: the decision confidence if a threshold is reached (Poisson statistics of the fluorescence signal come along with an uncertainty) increases with the signal collected at any probing step. Because the signal is lower at higher resolutions, a much longer decision time is needed which results in a higher total light dose. For each decision (if to continue illumination), a finite probability exists for a wrong decision due to the Poisson statistics (further pixel illumination is aborted even though the pixel has enough fluorophores). More DyMIN steps increase the overall probability that a pixel is falsely imaged.

5.4.1. Simulated light dose reduction for different samples

As described in section 5.4, three basic structure geometries have been simulated with a 3-step DyMIN scan (Figure 5.3). Those were dots (left), lines (middle) and rings (right), representing basic structure geometries of biological samples. Dots: central channel of nuclear pores, single fluorophores etc.; Rings: clathrin, virus particles, synapses, gephyrin etc.; Lines: vimentin, tubulin etc.

The lines and rings were rendered by single points with a spatial distance much closer than the resolution of the DyMIN step $N - 1$. Since individual points are not resolved by that step, the structure appears quasi-continuous. For all samples the structure was generated randomly. For the simulations in this section, similar imaging parameters were used. The resolution at the final step $N$ was 25 nm, the dwell time was 100 $\mu$s, and the pixel size was 15 nm (slightly to large, but does not affect the results). For RESCue a decision time $t_{dec}$ of 30 $\mu$s was selected.
Figure 5.3.: Simulated DyMIN scan for different structure geometries. 3-step DyMIN, the final resolution was 25 nm, dwell time 100 µs. Left column: single spots (density of 20 points / µm²). Middle column: assembly of linear structures. Right column: assembly of ring structures. (A) The specific random fluorophore distribution in the sample. White: pixels including a fluorophore, black: pixels without fluorophore. (B) Illumination map of the STED powers applied throughout the scan. White: illumination stopped after the confocal probing; green: stopped after the intermediate probing; pink: final STED power applied. (C) The spatial STED light dose which originates from the particular DyMIN scan. The dose is highly heterogeneous and much lower than needed for conventional scanning (dose of 1). (D) Shown is the mean STED light dose on the structures in dependence of the intermediate resolution. For the structures shown here, a global minimum exists, demonstrating an optimal intermediate resolution. The optimum for the dots is at 46 nm, lines 40 nm, and rings 39 nm. Figure reproduced from ref. [2].
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In a 3-step DyMIN process mainly the resolution of the intermediate step (second step) has to be optimized which strongly influences the total light dose on the structure (Figure 5.3 (D)). The first step has a confocal resolution. Here, the intermediate resolution was changed in 1 nm increments starting at the confocal resolution (230 nm) up to the final resolution (25 nm). For all three structures the influence of the intermediate step on the total light dose is shown.

In figure 5.3 (C) the spatial distribution of the total light dose is shown which occurs for the optimal resolution in step 2, as calculated by the minimization. For the structures simulated, a global optimum of the light dose exists with respect to the intermediate resolution. This optimum is relatively broad, which allows a coarse adjustment of the step 2 resolution without a significant performance loss. The optimum appears roughly at half the resolution of the final step for all three structures. The simulations were carried out with a set of scan parameters which are close to the practical application (realistic values). Parameter sets or samples exist which feature no optimum (e.g. where DyMIN has a negative effect), for instance a very short dwell time or very dense samples. However, a useful DyMIN implementation allows to use a much longer dwell time (since bleaching is reduced) which will always reduce the light dose minimum when compared with the conventional scan. In fact, the optimum depth in respect to the conventional scan is the bleaching reduction which is convertible into a higher dwell time (by the same factor) and signal. An appropriate choice of the step 2 resolution should be near the optimum but a little bit lower (further right on the curve in figure 5.3 (D)). Thereby, a kind of clearance area is generated around the sample structure (without much higher bleaching), which assures that the structure will be completely contained in the illumination mask \( N - 1 \).

In figure 5.4 (A) the simulated light dose is plotted for different densities of a dot structure, using the same sample type as in figure 5.3, left column. The sample density was simulated in the range between 0 and 200 points / \( \mu m^2 \). The STED light dose is shown for conventional scanning, RESCue, 2-step DyMIN, 3-step DyMIN and 4-step DyMIN scanning. Here, the same imaging parameters were used as for figure 5.3 (25 nm final resolution). The probing resolution sets for the different DyMIN methods which were used in this density study are listed in table 5.3.

The resolutions for probing were optimized for a sample density of 20 / \( \mu m^2 \) and vary if the sample density is different. A different sample density (or type) will most of the time require a different probing resolution set (compared to the one used here) to achieve the lowest light dose possible. In this study it is shown that a 3-step DyMIN scan gives a lower light dose compared to RESCue at sample densities which are in a realistic range, compare figure 5.4 (B). At low densities, RESCue features a high light exposure base line which originates from the fixed (relatively long) decision time while using the highest OFF-switching light power. However, at high densities,
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Figure 5.4.: Light dose for different scan schemata in dependence on the sample density. (A) The simulated relative STED light dose on the structure vs. the sample density (dot structure). Final resolution 25 nm, dwell time 100 µs. Simulated are conventional scanning, RESCue and DyMIN with 2/3/4 steps for typical sample densities (e.g. \( \sim 5 - 20 \) nuclear pore complexes / \( \mu m^2 \)). With DyMIN scanning the light dose is more than a magnitude lower compared to conventional scanning. DyMIN parameters were optimized for a density of 20 / \( \mu m^2 \). (B) DyMIN recording of NPCs (immunofluorescence), featuring a density of \( \sim 7 / \mu m^2 \) (image is smoothed with a Gaussian of 1.5 pixels). The scale bars \((x, y)\) are 500 nm (B). Figure reproduced from ref. [2].

The intermediate DyMIN steps cannot resolve individual dots, in this case RESCue is the better choice due to the higher probing resolution. When comparing 4-step DyMIN and 3-step DyMIN, the 4-step method conceptually provides a lower light dose and is especially well-fitting for very small structures, due to the good chance for empty probing at higher resolutions.

5.4.2. Experimental parameter optimization

In this section, the reduction of the photobleaching behavior of fluorescent beads is investigated for MINFIELD, 3-step DyMIN, RESCue, and conventional scanning (Figure 5.5). The experimental data is compared to simulations which remodel the experiments. When comparing the different scan schemata, excitation and STED powers were set to the same level for all methods. \( P_{max} \) of the final DyMIN step was used as the STED power for all other methods. The imaging parameters used for the experiments are listed in appendix A.2.

In figure 5.5 (A) the measured number of frames \( N_{3/4} \) (which can be recorded before
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Table 5.3.: Resolutions for the different DyMIN methods used in figure 5.4. The resolutions were optimized for a density of 20 / \( \mu m^2 \) and final resolution of 25 nm.

<table>
<thead>
<tr>
<th>Step</th>
<th>2-step</th>
<th>3-step</th>
<th>4-step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>230 nm</td>
<td>230 nm</td>
<td>230 nm</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>50 nm</td>
<td>105 nm</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>35 nm</td>
</tr>
</tbody>
</table>

the average fluorescence level in the scan area is dropped below 75% of the initial value) as a function of the resolution of the intermediate probing step is shown. The four data sets are for different final resolutions in the range between 25 nm and 50 nm. The strong increase of the possible frame number is only connected to the change of the intermediate resolution, proving the effectiveness of the DyMIN concept.

At the resolution which corresponds to the maximum of the curve in (A), the bleaching of the sample is minimized. The fluorescence signal can be simultaneously maximized when integrating the fluorescence over a longer time period. Each peak in (A) appears approximately at the same resolution where a minimum of the simulated light dose is present in figure 5.5 (C). This suggests the numerical simulation is capturing the essential aspects of DyMIN. Figure 5.5 (B) shows the photobleaching of the fluorescence signal of fluorescent nanobeads with a nominal diameter of 40 nm (Crimson beads, Molecular Probes) vs. the number of frames acquired with MINFIELD, DyMIN, RESCue and conventional scanning. A confocal impression (for conventional scanning and DyMIN) of the sample after the bleaching experiments have been performed is shown in figure 5.5 (D). A more detailed data representation of (C) is found in appendix A.3. The strong bleaching reduction by DyMIN compared to conventional scanning is evident.

The results should also be valid not only for single dye molecules [1], but for fluorophore clusters with a small diameter. All localized structures which have an unlabeled sample area between each other and are more or less small enough to fit into the MINFIELD condition (nuclear pore complexes, viruses, membranes, filaments, ect.), can benefit from DyMIN. However, if the structure size starts to exceed approximately 250 nm, the advantage of DyMIN will slowly vanish.
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Figure 5.5.: Reduction of photobleaching by a 3-step DyMIN scan.

The effectiveness of DyMIN scanning strongly depends on the resolution of the intermediate probing steps. (A) The intermediate resolution (step 2) significantly influences the number of frames $N_{3/4}$ which can be recorded before the fluorescence level drops to 75% of the initial value. Shown is $N_{3/4}$ vs. the intermediate resolution, measured for varying final resolutions between 25 nm and 50 nm. Sample consisted of $\sim 23$-nm-sized fluorescent nanoassemblies (Bead R, GattaQuant), pixel size was 15 nm and the decision time for both probing steps (step 1 + 2) 10 $\mu$s. Each data point is the mean of 5 individual measurements with $\pm 1$ st. dev. The lines are a guide to the eyes. (B) Decrease of fluorescence level caused by photobleaching vs. number of acquired frames at a resolution of 25 nm for MINFIELD (150 nm field), a 3-step DyMIN scan, RESCue and conventional scanning. The fluorescence level is the average of the corresponding confocal step. Sample consisted of fluorescent nanobeads with a nominal diameter of 40 nm (Crimson). The MINFIELD curve is a median of ten individual single beads. (C) Simulated STED light dose on the structure for a sample remodeling the experiment in (A) as a function of the intermediate resolution in step 2. The bleaching minimum observed in (A) appears in the range of the light dose minimum found by the simulation. (D) Confocal impression of the bleached areas after the experiment of (B) has been performed, (i) conventional scanning (left) and (ii) DyMIN (right). Scale bars ($x, y$) are 1.5 $\mu$m (D). Figure reproduced from ref. [2].
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5.5. 2D-STED DyMIN applications

In this section, 2D-STED DyMIN is experimentally evaluated on biological and technical samples. A STED light dose reduction on the sample structure up to \( \sim 173 \)-fold is realized (4-step DyMIN), and a signal gain of \( \sim 9 \)-fold for biological samples (3-step DyMIN).

5.5.1. Applying DyMIN to biological samples

The effectiveness of a 3-step DyMIN method is evaluated for biological samples with different structure types and varying sample density. First the DyMIN benefit is investigated on the known periodic structure of betaII spectrin which is formed orthogonal to the distal axon direction in neurons (Figure 5.6 (A)). This structure was first revealed by STORM microscopy [110]. The distance between individual betaII spectrin structures is closer (192 nm) than the diffraction limited resolution [111]. For the structure shown, DyMIN increased the fluorescence signal which was extractable from the sample by a factor of 3 compared to conventional scanning. For both scanning concepts, the dwell time was adjusted accordingly for the maximum signal, see section 2.3. An even higher signal increase is observed for small-sized synapses [112], see figure 5.6 (B)). Here in particular, a gephyrin scaffolding protein of inhibitory synapses is shown. It can be organized as a mono- or multicluster [113–115]. Gephyrin is imaged with 3-step DyMIN which localizes the clusters during the scan on the fly with low (confocal) resolution (230 nm) and a resolution at low STED power (roughly 72 nm). Only at those sample positions where the localized clusters are present, the final STED power corresponding to a resolution of \( \sim 24 \) nm (see appendix A.1) is applied. The pixel dwell time in the DyMIN scan (Figure 5.6 (B), right) was set to 100 \( \mu \)s, which maximizes the fluorescence signal (compare section 2.3). Such a long dwell time is only useful because of the lower bleaching provided by DyMIN. For conventional scanning the dwell time had to be lowered to 10 \( \mu \)s in order to achieve the maximum signal of the sample at the same resolution as for DyMIN (Figure 5.6 (B), left). Otherwise the high light dose (far behind the signal optimum) was inducing too much bleaching. With conventional scanning at the resolution used, the maximum fluorescence signal is too low to define the gephyrin structure (Figure 5.6 (B), left). With DyMIN it was possible to record the gephyrin clusters with a superior fluorescence signal (Figure 5.6 (B), right). According to equation 2.5, the 9 times higher signal achieved by DyMIN could have been transformed into a resolution which is \( \sim 42 \)% better than without DyMIN at an identical fluorescence signal.
5.5. 2D-STED DyMIN applications

Figure 5.6.: DyMIN increases the image brightness and structural definition. At a certain high resolution, any STED recording is hampered by photobleaching. The lower light dose by DyMIN results in lower bleaching which can be used to increase the fluorescence signal for a better structure definition or to push the final resolution. (A) Shows the periodic betaII spectrin cytoskeleton which forms along the axons in hippocampal neurons of rats, resolved with conventional STED scanning (left) and with DyMIN scanning (right), both with a final resolution of $\sim 29$ nm. The DyMIN scan used a longer dwell time (100 $\mu$s) compared to the conventional scan (40 $\mu$s), to make use of the lower bleaching (higher signal), see section 2.3. (B) Gephyrin clusters of the inhibitory synapses of rat hippocampal neurons. With DyMIN, a $\sim$ 9-fold higher fluorescence signal was obtained compared to the conventional scanning at a final resolution of $\sim 24$ nm, the dwell time was 100 $\mu$s and 10 $\mu$s, respectively. (C) Confocal and STED image details of (B) for conventional scanning (i) and DyMIN (ii). DyMIN allows to observe the nanoscale morphology at superior signal to noise. (D) The quantitative signal gain for measurements as presented in (B). More than 100 different clusters from 6 independent measurements each were analyzed for DyMIN and conventional scanning (data is the mean value with $\pm 1$ st. dev. of the mean signals). Scale bars ($x, y$) are 500 nm (A) and 200 nm (B). Figure reproduced from ref. [2].
The reduction of the STED light which is applied to the imaged structure, as well as the light dose reduction for the complete imaged scan field, can be calculated with the simulation framework. The illumination masks which form during the DyMIN scans carry the entire information about the applied illumination steps in each pixel. The illumination masks from the experiments were saved after the DyMIN acquisition. When combining these masks with the STED powers as well as corresponding decision and dwell times, the total spatial dose can be computed. To calculate the light dose acting on the structure, all high-pixels of the final DyMIN step were defined as the structure. Specifically, a 3-fold lower STED dose which acts directly on the structure was determined for the structure in figure 5.6 (A). A $\sim 13$-fold lower dose directly on the clusters was inferred for the gephyrin recording in figure 5.6 (B), and a $\sim 25$ times lower overall light dose was achieved. This is an important factor for live-cell experiments. A lower overall light dose may help to lower the phototoxicity [116] [117]. The simulated light dose retrenchments on the structure by DyMIN are in good agreement with the fluorescence signal gains observed in the experiment. A $\sim 3$ times higher signal was recorded for betaII spectrin, and a $\sim 9$-fold brighter image for gephyrin (see figure 5.6 (D)). All imaging parameters used in this thesis are listed in the appendix A.2.

### 5.5.2. Evaluation of the 2D-STED DyMIN resolution

For fluorophore clusters of a size of about $< 100$ nm, 4-step DyMIN has conceptual benefits. A larger area surrounding the structure can be probed to be empty in a light-efficient way, thereby the minimum is better centered above the structure for the final high-resolution step. The structure experiences a much lower STED light dose which is demonstrated on dye-labeled DNA origami structures [118], providing an outstanding contrast at a resolution (FWHM) of approximately 17 nm (Figure 5.7).

The used origami structure features two fluorophore groups with $\sim 15$ ATTO 647N dye molecules for each group. The spots have a nominal distance of 30 nm from center-to-center. Due to the spot extent along the origami structure, a gap of only 10 nm is present (Figure 5.7 (C)). The 4-step DyMIN scan was able to lower the light dose on the structure by $\sim 173$-fold compared to the conventional scan, as found by the simulation of the scan after it was completed. A relatively long dwell time of 150 $\mu$s was chosen which maximized the signal in the image. Attempts to image the origami nanostructure without the use of DyMIN failed due to the much higher bleaching in the conventional STED recording. Again, the dwell time in the conventional scan was lowered in order to achieve the signal optimum. However, even at a dwell time reduction of 300-fold ($t_{img} = 500$ ps), the
Figure 5.7.: DyMIN recording with high resolution and fluorescence signal. Sample structure is a DNA origami-based nanoruler (GATTAquant) with two fluorophore assemblies which are nominally separated by 30 nm, center-to-center. (A) Confocal step image, and (B) DyMIN recording. The two spots resolved by DyMIN consist on average of $\sim 15$ fluorophores (ATTO 647N) each. (C) Scheme of the nanoruler assembly. Fluorophores (yellow) bind randomly on empty coupling points (gray) with a chance of $\sim 75\%$ (Nanoruler shape and fluorophore binding efficiency according to manufacturer). (D) Plot of the intensity data of the profile highlighted in (B). The fit is a double Gaussian with FWHMs of 22.1 nm and 24.2 nm. The peak-to-peak separation is measured to be 30.0 nm. Taking the known extent ($\sim 20$ nm, remark (C)) of the fluorophore groups into account, the real width of the effective PSF needs to be around 17 nm (FWHM). This maximum system resolution (at 40 MHz) is in perfect agreement with appendix A.1. Scale bars ($x, y$) are 200 nm (A,B). Figure reproduced from ref. [2].

The bleaching dose was much higher as it should be for the signal optimum. This was confirmed by the fluorescence level after the acquisition, which was significantly lower than $1/e^2$ of its original value. This observation indicates a non-linear bleaching effect at this very high STED intensity (average STED power of 450 mW in the focus; the SLM was passed only once).
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5.6. 3D-STED DyMIN

The DyMIN concept is not limited to 2D-STED only. It is also capable to reduce photobleaching for 3D-STED when increasing the resolution in \(z\) (or in each direction using the combination of 2D- and 3D-STED). In this section, the best intermediate \(z\)-resolution for a 3-step DyMIN method is investigated. Furthermore, a volume is imaged with DyMIN at an isotropic resolution of approximately 70 nm with high fluorescence signal.

5.6.1. Experimental parameter optimization

To find the best intermediate resolution, dispersed fluorescent nanobeads are imaged in an \(xz\)-scan with 3-step DyMIN. The intermediate resolution was varied and the resulting photobleaching observed. In figure 5.8 the number of frames \(N_{3/4}\) vs. the intermediate axial-STED resolution is shown (final resolution is 75 nm). Likewise as for 2D-STED DyMIN, an intermediate resolution exists which minimizes the photobleaching (maximum in the curve). For the parameters used here, the best step 2 resolution appears close to half the final resolution.

![Figure 5.8.: Bleaching reduction for 3D-STED with 3-step DyMIN. (A) Sample: a quasi mono-layer of \(\sim 40\) nm-sized fluorescent nanobeads (Crimson, Molecular Probes) mounted on a coverslip. (B) Shown is the number of frames \(N_{3/4}\) (blue dots) after the fluorescence level is decreased to 75\% of the initial value vs. the \(z\)-resolution of the intermediate probing step, using axial-STED. The blue line is a guide to the eyes. Pixel size \((x,z)\) was 30 nm, fixed decision times of 20 \(\mu s\) for both probing steps. Figure reproduced from ref. 2.](image-url)
5.6.2. Improved imaging of a volume

As for all volume acquisitions with 3D-STED, the maximum resolution and signal is limited by photobleaching. While imaging a plane of a fixed sample with 2D-STED only once, each plane of a volume is imaged (and is thereby illuminated / bleached) several times. DyMIN was used to image a volume with high 3D-STED resolution and with a good signal-to-noise ratio. The bleaching reduction by DyMIN is investigated on mature mouse spermatozoa. The results are shown in figure 5.9. A confocal overview of the sperm arrangement is presented in figure 5.9 (A).

For conventional scanning, the size of the volume needs to be set in a way that it includes the complete structure of interest. Typically biological structures often have a complicated shape surrounded by empty space or even include such. When choosing conventional scan regions for imaging, those will contain empty spaces leading to needless bleaching by imaging of those areas. Setting the imaging boundaries close to the structure, which is already possible with a simple 2-step DyMIN method (confocal probing followed by the finale image), avoids a lot of illumination on the structure. Nevertheless, for small structures 3-step DyMIN can reduce the bleaching further by setting the boundaries even closer to the structure of interest while centering those in the axial-STED OFF-switching minimum.

In the fixed sample, the microtubulin in spermatozoa is immunofluorescence-labeled. In the axonemes, tubulin fibers are known to form a tube-like structure which has a diameter of \( \sim 100 \text{ nm} \), consisting of nine microtubule doublets arranged like a ring and another tubulin doublet in the center of the tube (cross section view). A volume of the sperm sample was imaged with 3D-STED, see figure 5.9 (B). The power between the 2D-STED PSF and axial-STED PSF was adjusted for an isotropic resolution. The \( x \)- and \( z \)-axis were used as the fast axes, and the \( y \) axis as the slow axis (\( xzy \)-scan). Imaging was performed with (i) conventional scanning and with (ii) DyMIN. For (i) the dwell time was lower compared to (ii) by a factor of 13.5, which results for both scanning approaches in the best maximum signal at this resolution and pixel size. Trying to image in the conventional mode with the same dwell time (80 \( \mu \text{s} \)) as for DyMIN, resulted in such high bleaching, that no structure was observable. However, at the signal-optimized dwell time for conventional scanning, at least some (but not enough for structure definition) fluorescence was observed. A normal approach in this case is to reduce the (STED) light dose, but as a consequence, the tubulin structure would not be resolved by the lower resolution. DyMIN enables to image a complete stack with sufficient signal at a resolution for a clear structure definition. The tube-like arrangement is visible in the raw data, allowing a three-dimensional rendering of the sperms as shown in figure 5.9 (C). With DyMIN, a \( \sim 22 \)-fold light dose reduction for the complete stack was realized compared to the conventional counterpart. Analyzing the fluorescence signal shows a \( \sim 14 \)-fold brighter image in contrast to the conventional scan.
Figure 5.9.: Lower bleaching by DyMIN enables a volume acquisition with isotropic resolution of tubulin structure in mouse spermatozoa. Sample: tubulin in the axonemes of mouse spermatozoa (indirect immunofluorescence, see section 7.2). (A) Confocal impression. (B) Different views (yz- and xz-slices taken from the xzy volume-recording) through the tube-like structure with conventional scanning (i) and DyMIN (ii), both with an isotropic resolution of ∼70 nm. The voxel cube length is 30 nm. Dwell time is 6 µs for conventional scanning, 80 µs for DyMIN, which is at the signal optimum for both. The fluorescence signal with DyMIN is ∼14-fold higher (compare lookup tables in (B)) and enables the reliable identification of structure isosurfaces (C) for a volume rendering of the tubulin. Scale bars: 3 µm (x, y) (A), 500 nm (x, z and y, z) (B). Coordinate bars in (C) are 1 µm × 1 µm × 1 µm, the y-axis points towards the reader. Figure reproduced from ref. 2.
5.6.3. Evaluation of the 3D-STED DyMIN resolution

A 4-step DyMIN scan was applied to image DNA origami structures with 3D-STED. The origami structure is a nanopillar, standing at the coverslip surface (Figure 5.10 (A)). Two fluorophore groups are separated by nominally 70 ± 5 nm, and each one consists of ~11 ATTO 647N dye molecules which connect randomly to 15 available binding spots at each group. The size of both groups is different: one has an axial extent of nominally 15 nm and the other one of 25 nm. In figure 5.10 (B) a confocal recording (left) of the nanopillar is shown in an \(xz\)-view. The 3D-STED recording (right) clearly resolves both fluorophore groups. Relative power between the 2D and axial OFF-switching pattern was 15% and 85%, respectively (slightly better resolution in the axial direction \([57]\)). The maximum STED pulse power at the typical system frequency of 40 MHz was too low to achieve the necessary resolution for a clear separation. In order to attain a doubled pulse power (~ 22 nJ), the microscope was tuned to 20 MHz (the STED laser pulse shape was stretched to ~ 940 ps to achieve a good conversation efficiency in the SHG crystal). The pulse energy used for the measurement would at 40 MHz result in a STED power in the sample of ~ 688 mW.

![Figure 5.10](image)

**Figure 5.10.:** DyMIN recording with very high 3D-STED resolution. Sample structure is a DNA origami-based nanopillar (GATTAquant) with two fluorophore assemblies with a nominal distance of 70 nm ± 5 nm. (A) Schema of the nanopillar assembly. The fluorophores (yellow) bind randomly on empty coupling points (gray) with a chance of ~ 75% (Nanopillar shape and fluorophore binding efficiency according to manufacturer). (B) Confocal (left) and 4-step DyMIN recording (right) of a nanopillar. The two resolved spots consist of ~11 fluorophores on average. (C) Plot of the measured intensity data vs. the axial position. Fitted is a double Gaussian with a FWHM of 33 nm and 45 nm, featuring a clear separation of both spots. Scale bars \((x, z)\) are 200 nm (B).
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Using equation [1.4] taking into account the confocal resolution enhancement for a pinhole size of 0.75 AU [13], and the measured $P_S$ for this dye of $\approx 2.464\text{ mW}$, the theoretical $z$-resolution for these parameters is $\sim 34\text{ nm}$. When approximating the effective fluorescence spot and the fluorophore group geometry as a Gaussian, the following formula can be used to approximate the theoretical appearing structure FWHM ($S_{FWHM}$) in the image

$$S_{FWHM} = \sqrt{O_{size}^2 + d_{min,z}^2},$$

(5.4)

with the real structure size $O_{size}$. For the small (15 nm) fluorophore group an $S_{FWHM}$ of 37 nm results, and for the larger (25 nm) group an $S_{FWHM}$ of 42 nm. Both values are close to the measured values, indicating an effective PSF (FWHM) along $z$ of remarkable $\sim 34\text{ nm}$.

5.7. Multi-color DyMIN imaging

The use of DyMIN for multi-color recordings is straightforward using dyes with different absorption/emission wavelengths in combination with different excitation wavelengths and detection windows. The best imaging results can be achieved when each dye is imaged (illuminated) with its own optimized settings (especially the STED power) [79]. In figure 5.11 NPCs (located in the nuclear envelope) and lamina (located on the inside of the nuclear envelope) are presented. Both were imaged with 3D-STED DyMIN, featuring an isotropic resolution.

A resolution of roughly $\sim 60\text{ nm}$ (structure FWHM of $\sim 73\text{ nm}$) was observed for the NPCs, and a somewhat lower resolution for the lamina structure (the $I_s$ for the lamina staining is higher). The antibody which is used for NPC labeling, is known to label different proteins of the NPC complex (Section 7.2). With DyMIN, it was possible to clearly resolve the two labeled spots of the NPC which form close to the nuclear basket and to the membrane ring and central channel, with superior resolution and fluorescence signal. Lamin is found to be approximately in the center between both spots.

A further bleaching reduction was realized by imaging the redder dye (NPCs) first, and the greener dye (lamin) afterwards (frame interleaved). Otherwise (quasi simultaneous acquisition) the red dye experiences some useless state cycling (which is typically higher for the green dye compared to the red dye for the same resolution [79]) by the green excitation in combination with the STED illumination, and is thereby bleached without any use. The green dye, however, is almost not excited by the red excitation and almost no bleaching of the green dye occurs during the acquisition of the red dye.
5.7. Multi-color DyMIN imaging

Figure 5.11.: Two-color DyMIN imaging of NPCs and lamina. (A) Recording of the confocal step. (B) 3D-STED recording with an isotropic resolution, using 3-step DyMIN. NPCs are shown in green and the lamina in red. With DyMIN, two spots are clearly resolved which are formed by the nuclear basket and the central channel + membrane ring. For both color channels the pixel size is $25 \text{ nm} \times 25 \text{ nm}$, and the dwell time $80 \mu \text{s}$. (C) Scheme of the spatial arrangement of the labeled structure in (A,B). (D) A plot of the data taken along $z$, as indicated in (B). The green line represents a fit with a double peak Gaussian for the NPC, the red line shows a single Gaussian fit (data is the average signal of 10 pixels along the $x$ direction) of the lamina. Scale bars ($x, z$) are 500 nm for (A,B). Figure reproduced from ref. [2].
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5.8. Heterogeneous photobleaching and structure probing

The current pixel-wise DyMIN implementation has two weaknesses: One is the uneven bleaching which occurs when approaching big structures orthogonally to the slow scan axis (Figure 5.12 (A)). The second is the low acceptance for large signal variations with fixed thresholds, which results in wrong decisions whether to continue imaging at any step \( i \) or stop imaging in some pixels, see figure 5.12 (B). Uneven bleaching can be strongly reduced by scanning the sample area several times (with a fraction of the final dwell time), and summing the fluorescence signal of each scan (similar to the MINFIELD scan approach). To do so, the final illumination mask needs to be stored and repeatedly used for scanning at the final step \( N \) to avoid useless reprobing of the structure.

The variation of the expected signal can be enlarged in a related way. At each DyMIN power \( P_i \), the complete sample area can be imaged, collecting all information at the respective resolution. Since the Nyquist criterion is fulfilled, each pixel contains at least some information of all eight surrounding pixels. If now statistically one pixel was aborted too early, or a single pixel is kept on without neighboring pixel being on, the individual decision can be reversed by the provided knowledge of all pixels. Furthermore, a more intelligent algorithm could recognize such partly probed sample areas as in figure 5.12 (B) and either fill the final illumination mask or remove it completely at this positions.
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Figure 5.12.: Weaknesses of the here presented pixel-step DyMIN implementation. (A) Shown is a confocal (top) and 3-step DyMIN (bottom) recording of the periodic betaII spectrin structure (compare figure 5.6 (A)) which is roughly orthogonally oriented according to the slow DyMIN scan axis. In this first DyMIN implementation, this way of approaching an extended structure leads to uneven bleaching. Here, concretely, the upper part of the structure appears brighter (less bleached before imaged) compared to the lower part. (B) Confocal (top) and 3-step DyMIN image (bottom) of gephyrin (compare figure 5.6 (B)). In this first DyMIN implementation, fixed thresholds are used which are not able to capture large variations in the fluorescence signal (originating for instance from defocus). As a result, some pixels are not imaged (the DyMIN illumination list was aborted early), compare encircled areas in (B, bottom). Scale bars \((x, y)\) are 200 nm (A,B). Figure reproduced from ref. 2.
6. Conclusion and Outlook

6.1. Summary

The connection between the maximum fluorescence signal which can be collected from a sample and the attainable STED resolution was derived (Chapter 2). For every sample, a certain fluorescence photon budget exists, limiting the maximum possible STED resolution and fluorescence signal. It was found that increasing the STED resolution causes photobleaching to increase accordingly to the power of four. As a reverse conclusion, fluorescence signal can be converted into a higher STED resolution. Hence, optimizing the fluorescence photon budget will always facilitate the highest STED resolution possible. To achieve higher fluorescence signals, several methods have been developed.

The quality of the STED OFF-switching minimum has a direct impact on the fluorescence signal. A microscope was built, which uses an SLM to create and optimize the phase masks for 2D- and axial-STED and to arrive at high-quality OFF-switching minimums (Chapter 3). Optical aberrations have been corrected under different challenging imaging conditions to provide a high fluorescence signal. Furthermore, the SLM enabled to use several objective lenses with axial-STED without any microscope adaptations, which is not possible with conventional phase mask elements. With the correctly chosen objective lens, live-cell 3D-STED was performed without a decrease of the fluorescence signal and with good 3D-resolution up to a depth of $\sim 37 \mu m$.

With the new MINFIELD illumination scheme, a much higher fluorescence signal and STED resolution is possible (Chapter 4). MINFIELD was performed with galvanometric scanners, which allows a much simpler microscopy setup, featuring a bigger application range for imaging compared to the original optical setup. MINFIELD was extended to 3D-STED, whereby a superior isotropic resolution of $\sim 60 \text{ nm}$ was achieved.

In this thesis, the novel illumination concept of a dynamic intensity minimum (DyMIN) was developed. With DyMIN, it is possible to dynamically probe for structures and set the imaging boundaries for an arbitrary shape close to the structure while scanning a large field of view (Chapter 5). Thereby bleaching is significantly reduced, which results in a higher fluorescence photon budget. With
DyMIN, a \(\sim\) 20-fold lower light dose was achieved under biological imaging conditions and a more than 100-fold light dose reduction for sparser samples. The improved fluorescence signal provided by DyMIN was converted into the highest achieved 2D- and 3D-STED resolutions (FWHM) with a single objective lens for a large field of view, \(~\sim\) 17 nm in the lateral plane (Figure 5.7), and \(~\sim\) 34 nm in the axial direction (Figure 5.10).

### 6.2. Improving conventional STED scanning

In STED fluorescence nanoscopy, sample structures are labeled with fluorescent dyes. The dyes are switched between a fluorescent ON-state and a non-fluorescent OFF-state. During each ON/OFF-transition, a finite probability exists that a dye molecule is (photo-)bleached, which means it cannot contribute to the sample structure definition. At high levels of photobleaching, resulting from an intense illumination which is needed for high STED resolutions, the sample fluorescence signal may be so low that an interpretation of the recorded structure is not viable. Several imaging parameters affect photobleaching or reduce the fluorescence signal during the STED scan. An optimization of each will facilitate the highest fluorescence signal and STED resolution.

The fluorescence signal in STED nanoscopy is affected by the quality of the OFF-switching minimum, the microscope alignment, and the amount of fluorescence photons that can be collected from a dye molecule before it transitions into an irreversible dark state. The quality of the OFF-switching minimum and alignment can arrive at an optimum. The same is true for the photostability of a fluorophore (no photobleaching at all). However, in practice such a fluorophore does not exist. For any densely labeled sample, a certain fluorescence integration time (dwell time) exists which features the maximum fluorescence signal collectable from a sample for a set of imaging parameters, as shown in the publication of DyMIN [2]. At shorter or longer dwell times, in respect to the best dwell time, the fluorescence signal and structure definition in the image is lower than it could be (Figure 2.3).

To derive the best dwell time, the approximation that bleaching is only induced by STED photons in a linear dependence is used [1]. The best dwell time depends on a bleaching constant of the specific fluorophore, an oversampling factor, and the STED resolution (Equation [2.3]).

Because the STED resolution follows a square-root dependence on the applied STED power, a resolution increase results in an accordingly quadratic power- and light dose increase. Additionally, a higher resolution also requires a smaller pixel size to fulfill the Nyquist sampling requirements, meaning that at higher resolutions more pixels are scanned leading to a higher light dose. Taking both effects into
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account, the light dose applied to the sample increases mainly in dependence on the resolution increase ($\rho$) to the power of four (Dose $\propto \rho^4$).

The maximum signal which can be collected is approximately proportional to $1/\rho^4$ (Equation 2.5). Thus, a certain fluorescence signal can be converted into a higher STED resolution. For instance, a bleaching reduction by 10-fold can be translated into a 10 times higher fluorescence signal or a $\sim 45\%$ higher resolution (Figure 2.2). Preference may be given to the image signal or resolution, but to attain a maximum of both at the same time is impossible due to the limited, shared budget of fluorescence photons.

It becomes apparent that good STED images require proper setting of the pixel size and the oversampling factor to arrive at low bleaching light doses and short acquisition times. Also the dwell time is crucial, which should be set close to the best dwell time to gain the maximum fluorescence signal and hence structure definition. The best dwell time is found when the fluorescence level after the image acquisition is reduced to $1/e^2$ of the initial level.

During this thesis, a STED microscope was built which uses an SLM to create the phase mask information which are necessary for the STED OFF-switching patterns. The optical SLM beam path design allows to imprint independent phase masks onto both of the orthogonal polarization directions of the STED beam without splitting the beam (Figure 3.1). The resulting 2D- and axial-STED OFF-switching patterns are superimposed in the focal spot for 3D-STED, enabling a resolution tuning in each direction.

It was demonstrated that the presence of astigmatism fills the minimum of the 2D-STED doughnut (Figure 3.2). This aberration was corrected with the SLM to achieve a nearly round OFF-switching pattern. The quality of the doughnut minimum was best with corrected astigmatism. A moderate astigmatism of $\pm 0.15$ resulted in a fluorescence signal drop of $\sim 20\%$ at a STED power of 115 mW. This finding is in good agreement with earlier theoretical results [95]. Another advantage of an astigmatism-corrected 2D-STED doughnut is the symmetric shape of the OFF-switching minimum, leading to an also symmetric resolution. In contrast with astigmatism present, the effective fluorescence spot would be elliptically shaped, featuring a non-isotropic resolution in the lateral plane.

The axial-STED OFF-switching pattern was also created with the SLM. It was shown that the diameter of the circular phase boundary of the phase mask has a significant impact on the OFF-switching pattern shape, steepness of the minimum, and resulting fluorescence signal. With a strongly mismatched circle diameter no useful minimum for axial-STED was observed (Figure 3.3). Such a mismatch results when the objective lens is changed to a different kind (e.g. from oil-immersion to water-immersion), because this changes the size of the objective lens back aperture. With the SLM, the circle diameter can easily be adjusted to the objective lens. As
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shown by measurements, a relative circle diameter mismatch of only 4% distorts the minimum such that the fluorescence signal drops by more than 60% compared to the optimum diameter at a STED power of 230 mW (Figure 3.4). The axial-STED OFF-switching pattern suffers from spherical aberrations. Those rise when the refractive index of the immersion medium and sample embedding are unmatched. As a result, the minimum fills up depending on the sample depth, whereby the fluorescence signal is suppressed. Up to a small depth, spherical aberration can be dynamically compensated using the SLM. This allows the use of an objective lens with a high numerical aperture (e.g. oil-immersion, NA=1.4), compared to a water-immersion objective lens (e.g. NA=1.2). Without correction of spherical aberration, the maximum imaging depth was less than ~1 µm at a STED power of 129 mW. When compensating the rising spherical aberration, the imaging depth was extended to ~3 µm, which was the deepest structure in this case (Figure 3.6). When using more pixels of the SLM than used in this thesis, compensation in a depth of ~5 µm or even more should be possible.

However, imaging of a water-embedded sample with an oil-immersion objective using axial-STED was not possible at depths of more than ~10 µm at a moderate STED power of 139 mW (Figure 3.5). A comparable sample was clearly recorded using a water-immersion objective up to a depth of 180 µm. In a realistic biological sample random distortions of the wavefront will rise due to the spatially different refractive indices in the sample. Nevertheless, 3D-STED was for the first time demonstrated on a living sample at a maximum depth of ~37 µm. A resolution along the optical axis of ~153 nm was shown (Figure 3.7).

With the SLM, oil-immersion and water-immersion objectives can both be used for 3D-STED without adapting the microscope. Without the use of a water-immersion objective no 3D-STED imaging of a living sample at great depth is possible.

6.3. Intelligent-illumination schemata

For each set of imaging parameters a maximum fluorescence signal can be achieved, as shown in chapter 2. The STED resolution is limited by the amount of this photon budget. Therefore, several methods have been developed to increase the photon budget.

An effective way to increase the photon budget is to improve the fluorophores by lowering the bleaching cross-section and increasing their brightness [11, 27, 29, 42, 43, 119–121]. Beside optimizing the fluorophores, a photobleaching reduction can be realized with sample buffers which lower the oxidation of the fluorophores [88]. Others use unconventional scan schemes to lower the photobleaching, such as fast scanning. The basis of this scanning scheme is to scan a particular
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line (or the whole scan area) very shortly, but multiple times to collect enough fluorescence. Thereby the fluorophores have time to relax from energy states which are connected to photobleaching before they are illuminated again \[122\] \[123\]. A similar relaxation is realized by illuminating the fluorophores infrequently, namely T-Rex \[86\] \[124\]. When using fluorescent proteins for structure labeling, the bleaching cross-section can be lowered by transferring the proteins at the high-intensity doughnut crest into a state where they almost do not interact with the STED light, while those close to the minimum are imaged, namely MOST \[107\]. Another solution called RESCue lowers the overall light dose by probing during the first fraction of the STED acquisition dwell time if fluorescence is present in an imaged pixel \[108\]. If not, the illumination is stopped for the rest of the dwell time. A recently published scan scheme makes use of the doughnut-shaped OFF-switching intensity distribution. In MINFIELD scanning, only a small scan area (e.g. 50 – 200 nm\textsuperscript{side length}) is scanned with electro-optical scanners, whereby the high STED intensities are sidestepped to the scan area. The fluorescence signal was improved up to 100-fold, depending on the scan area size \[1\].

In this thesis, MINFIELD was realized with galvanometric scanners. A use of those scanners is preferable, since they feature an optical microscope design which allows a greater application range (beside MINFIELD) for biological investigations. A light dose overhead during the relatively slow return motion of the galvanometric scanners was avoided by blocking the beams on the way to the sample during this time. For this purpose, AOMs were used, which can either block the beams or guide those to the sample within a block/rise time of 0.5 µs. For common MINFIELD imaging parameters, still a little light overhead results from these finite block and rise times of the beams. However, this amount is less than \( \sim 0.4\% \), and has no critical effect on the overall photobleaching. A comparable scan without blocking the beams would lead to a light overhead of 280% compared to the light dose applied during the actual image acquisition. The beam-blocking in combination with a precise calibration of the galvanometric beam scanners leads to a clear MINFIELD imaging quality which is demonstrated on a variety of biological samples (Figure 4.2).

MINFIELD was extended to 3D-STED, which is demonstrated on standing DNA-based nanoruler structures with a nominal spot separation of 91 nm along the optical axis (Figure 4.3). MINFIELD enabled imaging those structures with an isotropic resolution of \( \sim 60\) nm and superior fluorescence signal. Without this new illumination concept, the fluorescence photon budget needed for the high resolution and fluorescence signal was not possible.

Dyes and proteins which are used with a STED laser working at a wavelength around 595 nm (green spectrum) usually have a lower resolution to bleaching rate than the common dyes for a STED laser at 775 nm. Therefore, a reduced bleaching is especially relevant for the green spectrum to attain higher resolutions. Here, the
green dye Oregon Green 488 is investigated with MINFIELD. In contrast to the expected signal gain by applying MINFIELD, this dye shows a lower fluorescence signal (Figure 4.4). A possible explanation is a higher bleaching in the presence of excitation light and only a low STED intensity (present in the vicinity of the OFF-switching minimum), in respect to areas with higher STED intensities. With only a little STED light the $S_1$ state remains partly populated from where a transition to other energy states is possible, for instance by absorption of another photon within the same pulse or by ISC to the first triplet state. From these states, the intense STED light may cause the main bleaching [82, 85, 89]. However, the result can strongly vary with the dye or protein used.

The use of galvanometric scanners allows to implement MINFIELD in a conventional optical STED setup (no electro-optical scanners required) without drawbacks. Thus, researchers can use MINFIELD without building a highly specialized microscope.

The novel adaptive-illumination scan scheme was developed which can significantly lower photobleaching by probing sample structures with a dynamic intensity minimum (DyMIN). Thereby, DyMIN makes use of the doughnut intensity distribution (like MINFIELD) and avoids illumination of sample areas without fluorophores (like RESCue), see figure 5.1. In this first pixel-wise implementation of DyMIN, biological immunofluorescence samples were recorded with more than a 9-fold fluorescence signal increase (Figure 5.6). With DyMIN it is possible to image at high final resolutions while retaining a strong fluorescence signal for reliable structure representation, as demonstrated by acquiring a volume with an isotropic resolution of $\sim$ 70 nm FWHM with a single-lens configuration (Figure 5.9). It was demonstrated that DNA-based structures with a spot separation of only 30 nm in the lateral direction (2D-STED) and a spot separation of 70 nm in the axial direction (3D-STED) can be resolved with DyMIN. Both feature an unrivaled resolution (FWHM) and fluorescence signal: $\sim$ 17 nm ($x, y$) with $\sim$ 100 counts for 2D-STED (Figure 5.7) and $\sim$ 34 nm ($z$) with $\sim$ 40 counts for 3D-STED (Figure 5.10). The best DyMIN imaging parameters were investigated using simulations as well as imaging experiments (Figure 5.5). It was found that DyMIN can significantly lower the light dose on the fluorophores. Thereby, the amount of the light dose reduction strongly depends on the resolutions in the intermediate probing steps. However, with the correct settings, DyMIN counterintuitively reduces the overall light dose by applying more scan steps.

However, the light dose reduction is strongly dependent on the structure and vanishes for large structures. It is evident that sparse structures with small fluorophore clusters perform best. Very sparse structures can also be recorded with MINFIELD with a similar image quality, but the static image size may still lead to unnecessary „empty“ imaged pixels (e.g. at the image field corners). With the self-adjusting DyMIN scan, the image boundaries are set as close to the structure as possible,
allowing for arbitrary shapes. Denser samples can also experience a light dose reduction, as long as any of the DyMIN probe steps has a high enough resolution capable of locating „empty“ spaces in the sample (Figure 5.4).

In RESCue STED, the probing for structure is performed with the resolution of the STED image acquisition. The fluorescence signal threshold for probing is only reached if the effective PSF is a little inside the structure (otherwise no signal is present), hence structure further outside with a signal below the threshold (structure rim) is excluded by the RESCue probing. In other words, the probing in RESCue STED cuts off the structure rim. Compared to RESCue STED, the last probing step of DyMIN has a lower resolution compared to the final STED image resolution, and thus does not cut the structure. DyMIN therefore features the advantage to maintain a clearance zone around the actual structure to contain it completely.

Another disadvantage of RESCue is the relatively low fluorescence signal photon flux at high STED resolutions (for which a bleaching reduction becomes important). To achieve a certain reliability of the decision whether a threshold is reached (Poisson statistics), a much longer signal integration time with a high STED power (and hence light dose) is needed for RESCue compared to the last intermediate probing step of DyMIN. This means that at high STED resolutions, the RESCue concept becomes more and more inefficient compared to DyMIN, because a high light dose is applied during the longer time necessary to probe for fluorescence.

DyMIN scanning can feature a new level of photon budget, and hence fluorescence signal and resolution in a large scan area.

6.4. Outlook

The work includes basic considerations to find the optimum acquisition settings for STED microscopy, depending only on a few parameters. In the future, this knowledge can be used to create an automated optimization routine for the STED imaging parameters, which might require only a few data points at varying dwell times or resolutions. An even more precise model could include the dependence of the excitation on the photobleaching. Also an extension of the model to the green spectrum (including most of the fluorescent proteins) is of great interest, since green dyes have a higher tendency to bleach, and optimized parameters can help to arrive at the best STED images possible.

With the SLM, a superior quality of the OFF-switching minimums for 2D- and axial-STED was attained. The microscope design allows to switch between objective lenses while keeping the best axial-STED performance so that only the SLM phase mask needs to be adapted. An SLM can feature high-quality OFF-switching
patterns and hence high fluorescence signals and resolutions. In the future, more advanced aberration corrections will allow imaging with superresolved 3D information deep inside living specimens. Therefore, more advanced detection of aberrations and their correction in living samples will push STED even further. Starting from the high fluorescence signal provided by the correct choice of the objective lens, scan techniques like MINFIELD or DyMIN can provide a further image quality enhancement. However, specimen-induced aberrations are often difficult to detect, but some improvements using STED are already possible [58] [125]. Nevertheless, a way to detect aberrations while imaging is an ongoing process and further research is necessary for a routine application.

MINFIELD is a general concept to reduce photobleaching for coordinate-targeted superresolution microscopy, and has only been demonstrated for STED [1]. A MINFIELD-like scan needs to be explored for other superresolution concepts such as ground state depletion (GSD) [126] and RESOLFT [106, 127, 128]. For both, a combination of MINFIELD with RESCue [108] or optimization of the sample buffer [88] needs to be explored. The lower photobleaching in MINFIELD may enable to image the same sample structure with different OFF-switching patterns and collect a high fluorescence signal for each. With this high-quality data (high signal-to-noise ratio), a computational fusion of the best resolution of each pattern might be possible, comparable to joint-deconvolution [129] [130] or nonlinear structured illumination microscopy [38]. For this purpose, a better choice for the OFF-switching pattern shapes might exist [96]. Currently, only quadratic-shaped scan areas are used for MINFIELD. A round-shaped scan area will lower the photobleaching, because fewer pixels are scanned and the high doughnut intensities which are guided to the sample while imaging the corners of the quadratic scan area are avoided.

Similar to MINFIELD, a DyMIN-like illumination needs to be explored for other coordinate-targeted superresolution methods like GSD [126] and RESOLFT [106, 127, 128]. For all superresolution techniques, the ON/OFF principle is the crucial concept to separate closely spaced fluorophores [15, 16, 127]. The amount of switching light which is required to separate fluorophores depends on the relative spacing between these. An adaptive-illumination to drive the ON/OFF transfer only as much as possible is a logical procedure for gentle imaging of fluorophores and samples. The first DyMIN implementation presented here demonstrates a significant bleaching and sample illumination reduction. Nevertheless, the concept is not at the ultimate limit and several improvements are possible. Currently the probing steps have predefined fixed signal integration times. An early illumination stop at any
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probing step is possible if enough fluorescence photons are collected in a fraction of the decision time to make a confident decision on presence or absence of fluorophores.

Currently, all DyMIN probing steps are applied at a pixel if enough fluorescence is detected at each probing step. However, if for instance a large fluorophore cluster does not feature any substructures, the DyMIN steps at higher resolutions will not collect any more information. A registration whether a step at higher resolutions leads to a gain in spatial information can be used to abort later DyMIN steps and save light dose originating from those. It is also possible to apply a RESCue logic to the illumination at the last DyMIN step. This would include aborting the illumination if not enough fluorescence is present at the final resolution, or if already enough fluorescence is collected for a reliable structure definition [108].

Another DyMIN improvement is possible by the use of a more complex scan pattern. Currently, the image is scanned only once in a linear fashion (top to bottom). Scanning the whole field of view with a confocal resolution step first, and then sequentially inform the scan coordinates for the next resolution steps and so on until the maximum resolution is reached, features more image information for the decisions taken at each step. This will also allow to skip „empty“ sample regions to save acquisition time. Very fast electro-optical scanners will match the requirements for such an elaborate spatial scan. Those can also be used to lower the bleaching by fast scanning [122] [123].

In the current pixel-wise DyMIN implementation, a non-homogeneous bleaching in the final image may occur, since rows imaged later within a fluorophore cluster are bleached more before readout (Figure 5.12 (A)). A solution which will lower this effect includes scanning the final image (with illumination mask $N$) several times with a fraction of the dwell time, and accumulating the fluorescence signal of each scan (similar to the MINFIELD scan scheme [1]). To do so, the illumination mask $N$ should be stored after probing. This avoids the unwanted light dose which would be necessary for repeated probing of the structure at each repetition.

With electro-optical scanners, also scan-patterns may be possible which lead to the same product of the fluorescence level and readout time at each pixel. This would feature a linear representation of the marker density in the sample, which is currently not possible due to the non-homogeneous bleaching. Additionally, when recording the complete field of view with each DyMIN probing step at once, the information of neighboring pixels can be incorporated for pixel decisions (currently each pixel is analyzed independently). The neighborhood information could also reverse wrong decisions taken for specific pixels (e.g. one „low“ pixel in an otherwise bright surrounding should be imaged), or could be used for floating decision thresholds to better capture out-of-focus fluorophore clusters, which are otherwise only partly imaged (Figure 5.12 (B)). An intelligent algorithm to capture most of the sample features while lowering the bleaching light dose is of great interest.
6. Conclusion and Outlook

DyMIN can be thought of as a sample-adaptive illumination depending on any signal of the sample. Here, the fluorescence signal was used to dynamically adapt the STED power in order to avoid photobleaching. However, other signals from the sample may be used to detect sample parts which, for instance, absorb STED light and can be avoided by adaptive-illumination. Otherwise, these sample areas would heat up by the intense STED light and destroy their surrounding which thus cannot be imaged.

With the developed microscope and illumination schemata, superior resolution enhancements in all three dimensions became possible for advanced live-cell applications and immunofluorescence imaging while maintaining a high fluorescence signal for a clear structure representation. The new understanding of the best STED imaging parameters is a pathway to better images, and can be used in the future to automatically set the microscope to the optimum imaging conditions for a certain application. Intelligent multi-adaptive illumination scan schemata based on DyMIN will provide further advancements in the future. With those, STED fluorescence nanoscopy will further improve, and reach new levels of 2D- and 3D-resolution for biological investigations.
7. Material and Methods

In this section, the publication „Adaptive-Illumination STED Nanoscopy“, Heine J. et al. PNAS (2017), is partly cited.

7.1. General statements

**Raw data.** All image data is acquired in photon counting mode, without further processing unless otherwise indicated. Lookup tables as indicated, from 0 to maximum counts in the respective image, are used for representation of all image data, if not other stated.

**Power stated.** Powers stated are powers in the focal plane, measured with a slide power sensor head (S170C Thorlabs). STED laser power measurements were performed at 10% of the STED power and the maximum power linearly approximated.

7.2. Sample preparation

**Gold beads (Abberior, Germany)** A sample consisting of gold nanoparticles mounted in DPX of nominally 150 nm size.

**Fluorescent nanoassemblies (Bead R, GATTAquant, Germany).** A sample of nominally 23 nm size, containing ~ 80 ATTO 647N fluorophores with low variability in number.

**Crimson fluorescent nanobeads.** Beads were diluted from the stock solution in water (1:5000), binding to a cleaned coverslip (# 1.5, thickness 170 µm) which surface was prepared with undiluted poly-L-lysine for 5 min. The sample was mounted in Mowiol (Abberior, Germany).
Mammalian cell culture and immunolabeling. Vero cells were grown and labelled as described before, \cite{1} using antibodies against NUP153 and Lamin B1 (both Abcam, Cambridge, UK).

Living skin fibroblasts. Live cell imaging was performed using SiR-tubulin (Spirochrome, Stein am Rhein, Switzerland) labelled cultured primary human skin fibroblasts. Labelling was performed according to the protocol given in the paper by Lukinavičius, et al. \cite{12}. In brief, cells were grown over night on coverslips. Then they were labeled using 100 nM SiR tubulin in serum free growth medium for 60 min at cell culture conditions. For imaging the dye containing growth medium was exchanged to colorless DMEMgfp medium (Evrogen, Moscow, Russia). Imaging was performed at ambient temperature.

Xenopus GP210 immunolabeling. The sample preparation followed the protocol of F. Göttfert et. al. \cite{78}.

Human immunodeficiency virus (HIV). The sample preparation followed the protocol of J. Hanne et. al. \cite{100}. Labeling was performed with silicon-rhodamine-clip.

Clathrin immunolabeling. The antibody used was: Rabbit anti-Clathrin (Abcam (ab21679), 1:200 dilution).

Nanopillar 91 nm (custom-supplied, GATTAquant, Germany). A DNA origami template which forms a standing nanopillar on the coverslip, consisting of two ensembles of ATTO647N fluorophores, with their centers separated by a nominal distance of 91 nm along the optical axis.

Neuronal cell culture and immunolabeling. Cultures of hippocampal neurons were prepared from Wistar rats of mixed sex at postnatal day P0–P1 in accordance with the Animal Welfare Law of the Federal Republic of Germany (Tierschutzgesetz der Bundesrepublik Deutschland, TierSchG) and the Regulation about animals used in experiments (1st August 2013, Tierschutzversuchsverordnung). For the procedure of sacrificing rodents for subsequent preparation of any tissue, all regulations given in §4 TierSchG were followed. Since sacrificing of animals is not an experiment on animals according to §7 Abs. 2 Satz 3 TierSchG, no specific authorization or notification was required. Cells were plated on coverslips coated with 100 µg/ml polyornithine (Sigma-Aldrich, cat. P3655) and 1 µg/ml laminin (BD Bioscience,
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cat. 354232). Neuronal cultures were maintained in Neurobasal medium (Gibco, cat. 21103049) supplemented with 2% B27 serum-free supplement (Gibco, cat. 17504044), 2 mM L-glutamine (Gibco, cat. 25030) and pen/strep (100 units/ml and 100 µg/ml, respectively, BiochromAG, cat. A2213). On the day after plating, 5 µM cytosine β-D-arabinofuranoside (Sigma, cat. C1768) was added to the cultures. For immunostainings, cells (20 to 30 days in vitro) were washed with PBS and fixed in 4% PFA in PBS (pH 7.4) for 20 min at room temperature, quenched with ammonium chloride and glycine (100 mM each) for 5 min, permeabilized with 0.1% Triton X-100 for another 5 min and blocked in PBS supplemented with 1% BSA for 30 min. Both the primary and secondary antibody incubations were performed in PBS for 1 hour at room temperature. The antibodies used were: anti-Gephyrin (Synaptic Systems, cat. 147 011, 1:200 dilution), anti-betaII spectrin (BD Biosciences, cat. 612563, 1:200 dilution); sheep anti-mouse (Dianova 515-005-003) was labeled with STAR 635P (Abberior, cat. 1-0101-007-6). Samples were mounted in Mowiol supplemented with DABCO.

Mouse sperm. Mouse spermatozoa were collected in PBS from the epididymis of 12 weeks old CD1 mice and frozen in liquid nitrogen. After thawing, spermatozoa were incubated on poly-L-Lysine (Sigma-Aldrich, cat. P8920) coated coverslips for one hour at 37 °C. Samples were then rinsed in PBS and fixed in cold methanol for 10 min, rehydrated in PBS, and blocked in PBS supplemented with 1% BSA for 30 min. Both the primary and secondary antibody incubations were performed in PBS for one hour at room temperature. The antibody used were: anti-beta-Tubulin (Sigma-Aldrich, cat. T5201, 1:200 dilution); sheep anti-mouse (Dianova 515-005-003) was labeled with STAR 635P (Abberior, cat. 1-0101-007-6). Sample was mounted in Mowiol.

Nanopillar 70 nm (custom-supplied, GATTAquant, Germany). A DNA origami template which forms a standing nanopillar on the coverslip, consisting of two groups of ~11 ATTO 647N fluorophores, with their centers separated by a nominal distance of 70 nm along the optical axis. One fluorophore group has an axial extent of nominally ~15 nm and the other one of ~25 nm. Since the binding efficiency is not 100% some docking site remain randomly unstained (grey marks).

Nanoruler (custom-supplied, GATTAquant, Germany). A DNA origami template, specifying two ensembles of ~15 ATTO 647N fluorophores each, with their centers separated by a nominal distance of 30 nm. According to the manufacturer’s instructions, dyes in each of the ensemble occupy an area of 13×20 nm². DNA nanorulers are based on the DNA origami technology. Base structures are rigid multi helix bundles which offer single stranded extensions (docking sites) to bind.
7. Material and Methods

complementary dye-labeled oligos (yellow marks). Since the binding efficiency is not 100% some docking site remain randomly unstained (grey marks).
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A. Appendix

A.1. Further information

Figure A.1.: Resolution measurement for the used STED microscope. The resolution was measured for different STED powers at the large slope of the resolution curve. The sample consisted of ~ 23-nm-sized fluorescent nanoassemblies, containing ATTO 647N (Bead R, GattaQuant). For each data point the resolution of more than 100 isolated beads was evaluated with the software GATTAnalysis v1.2 (GattaQuant). The bead size was taken into account during resolution evaluation. Equation 1.3 was fitted to the data points. At the maximum STED power of 430 mW in the sample at 40 MHz, a resolution (FWHM) of ~17 nm is expected.
Figure A.2.: Example for a 3-step DyMIN illumination mask creation.
Same data are shown as in figure 5.6 in the main text. (A) Step 1 data (confocal) after the complete scan is performed. (B) Illumination mask 1 which is extracted from the data in (A). Black pixels: threshold is not reached, illumination is stopped in these pixels. White pixels: threshold was reached, the illumination continues with the next step. (C) Illumination and readout for step 2 is performed. (D) Illumination mask 2 which originates from step 2 and is the illumination mask for the final step. Same color coding as for (B). (E) Final STED data acquired only in the high pixels (white) of the mask from (D). Please note: the mask creation routine is performed in each pixel (A - E, step 1 - 3) before the scan advances to the next pixel. In other words, the mask creation is not performed in a frame based acquisition mode. Scale bars (x, y) are 200 nm.
Figure A.3.: Signal reduction over time due to photobleaching for conventional scanning, RESCue and DyMIN (data in Figure 5.5 (C,D). Left column: Confocal fluorescence images before acquisition. Middle column: Confocal fluorescence images after acquisition. Right column: STED image details in 1st and 5th acquired frame out of 20 in total. The sample consisted of dispersed fluorescent nanobeads (Crimson beads, Molecular Probes) of nominally 40 nm diameter. (A) Conventional scanning, (B) RESCue, (C) DyMIN. Scale bars (x, y) are 1 µm (left and middle column), 100 nm (right column).
Figure A.4.: Axial-STED with a water-immersion objective in an aqueous mounting media at different depths. (A) Sample schema: ∼ 40 nm-sized fluorescent nanobeads (Crimson, Molecular Probes) are mounted on the surface of a coverslip and on a well slide. The sample was mounted in water, featuring different distances between both bead layers. (B) The axial-STED images of the inside layer for different depth are shown. (C) Measured and normalized resolution of the inside bead layer as a function of the depth. (D) Normalized brightness of the inside bead layer as a function of the depths. Scale bars (x, z) are 400 nm (B).
Figure A.5.: 3D rendering of a standing DNA origami with 91 nm spot separation. A MINFIELD volume was repeatedly scanned and the signal of each individual scan summed up. The volume dimensions are 190 nm for $x$ and $y$, and 250 nm for $z$. 
### A.2. Imaging parameters

In the following tables the image parameters used within this thesis are listed.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Measurement</th>
<th>Excitation ($\mu$W)</th>
<th>STED (mW)</th>
<th>Pixelsize (nm)</th>
<th>Dwell time ($\mu$s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3</td>
<td>40 nm</td>
<td>10</td>
<td>129</td>
<td>15</td>
<td>varied</td>
</tr>
<tr>
<td>2.3</td>
<td>45 nm</td>
<td>10</td>
<td>172</td>
<td>17</td>
<td>varied</td>
</tr>
<tr>
<td>3.2</td>
<td>-</td>
<td>6.8</td>
<td>115</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>3.4</td>
<td>-</td>
<td>13.6</td>
<td>230</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>3.5</td>
<td>Oil 10 µm</td>
<td>10.7</td>
<td>139</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>3.5</td>
<td>H₂O 10 µm</td>
<td>14.9</td>
<td>228</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>3.5</td>
<td>H₂O 0 - 180 µm</td>
<td>3</td>
<td>163</td>
<td>40x45(x, z)</td>
<td>5</td>
</tr>
<tr>
<td>3.6</td>
<td>-</td>
<td>4.6</td>
<td>129</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>3.7</td>
<td>-</td>
<td>9.6</td>
<td>48</td>
<td>30x44(x, z)</td>
<td>21</td>
</tr>
<tr>
<td>4.2</td>
<td>GP210</td>
<td>4.5</td>
<td>230</td>
<td>8</td>
<td>14x30</td>
</tr>
<tr>
<td>4.2</td>
<td>HIV</td>
<td>11.2</td>
<td>150</td>
<td>5</td>
<td>10x30</td>
</tr>
<tr>
<td>4.2</td>
<td>Clathrin</td>
<td>9</td>
<td>230</td>
<td>5</td>
<td>10x15</td>
</tr>
<tr>
<td>4.3</td>
<td>Nanopillar</td>
<td>45</td>
<td>344</td>
<td>10</td>
<td>10x10</td>
</tr>
<tr>
<td>4.4</td>
<td>-</td>
<td>1.29</td>
<td>19.5</td>
<td>5</td>
<td>n×20</td>
</tr>
<tr>
<td>Figure 5.2</td>
<td>Step 1</td>
<td>Step 2</td>
<td>Step 3</td>
<td>Step 4</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td></td>
</tr>
<tr>
<td>Excitation (µW)</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

**2 step**

| Decision/dwell time (µs) | 10 | 100 | - | - |
| STED (mW) | 0 | 103 | - | - |
| DyMIN threshold (counts) | 10 | - | - | - |

**3 step**

| Decision/dwell time (µs) | 10 | 10 | 100 | - |
| STED (mW) | 0 | 32 | 103 | - |
| DyMIN threshold (counts) | 10 | 16 | - | - |

**4 step**

| Decision/dwell time (µs) | 10 | 10 | 10 | 100 |
| STED (mW) | 0 | 11 | 64 | 103 |
| DyMIN threshold (counts) | 10 | 20 | 10 | - |

<table>
<thead>
<tr>
<th>Figure 5.5 A</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation (µW)</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>-</td>
</tr>
<tr>
<td>STED (mW)</td>
<td>0</td>
<td>0-108</td>
<td>43-185</td>
<td>-</td>
</tr>
<tr>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>DyMIN threshold (counts)</td>
<td>10</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td></td>
<td>15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Figure 5.5 A</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation (µW)</td>
<td>1.3</td>
<td>7</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>STED (mW)</td>
<td>0</td>
<td>39</td>
<td>215</td>
<td>-</td>
</tr>
<tr>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>DyMIN threshold (counts)</td>
<td>15</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td></td>
<td>15</td>
</tr>
</tbody>
</table>
### Figure 5.5 C (DyMIN)

<table>
<thead>
<tr>
<th>Step</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation (µW)</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td>STED (mW)</td>
<td>0</td>
<td>65</td>
<td>301</td>
<td>-</td>
</tr>
<tr>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>DyMIN threshold (counts)</td>
<td>10</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td></td>
<td>15</td>
</tr>
</tbody>
</table>

### Figure 5.6 A

<table>
<thead>
<tr>
<th>Step</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation (µW)</td>
<td>2.5</td>
<td>15</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td>STED (mW)</td>
<td>0</td>
<td>22</td>
<td>172</td>
<td>-</td>
</tr>
<tr>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>DyMIN threshold (counts)</td>
<td>14</td>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td></td>
<td>13</td>
</tr>
</tbody>
</table>

### Figure 5.6 B

<table>
<thead>
<tr>
<th>Step</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation (µW)</td>
<td>2.5</td>
<td>15</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td>STED (mW)</td>
<td>0</td>
<td>26</td>
<td>258</td>
<td>-</td>
</tr>
<tr>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>DyMIN threshold (counts)</td>
<td>18</td>
<td>13</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td></td>
<td>13</td>
</tr>
</tbody>
</table>

### Figure 5.7 B

<table>
<thead>
<tr>
<th>Step</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation (µW)</td>
<td>12</td>
<td>12</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>STED (mW)</td>
<td>0</td>
<td>11</td>
<td>64</td>
<td>450</td>
</tr>
<tr>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>10</td>
<td>13</td>
<td>150</td>
</tr>
<tr>
<td>DyMIN threshold (counts)</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Figure</td>
<td>Step 1</td>
<td>Step 2</td>
<td>Step 3</td>
<td>Step 4</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td><strong>5.8 B</strong></td>
<td>Excitation (µW)</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>STED (mW)</td>
<td>0</td>
<td>0-180</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>DyMIN threshold (counts)</td>
<td>25</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Pixelsize (nm)</td>
<td>30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| **5.9 B** | Excitation (µW) | 1 | 9 | 9 | - |
| | STED (mW) | 0 | 43 | 215 | - |
| | Decision/dwell time (µs) | 10 | 10 | 80 | - |
| | DyMIN threshold (counts) | 16 | 9 | - | - |
| | Voxelsize (nm) | 30 | | | |

| **5.10** | Excitation (µW) | 4.5 | 4.5 | 18 | 18 |
| | STED at 20 Mhz (mW) | 0 | 13 | 52 | 322 |
| | Decision/dwell time (µs) | 20 | 20 | 20 | 100 |
| | DyMIN threshold (counts) | 20 | 10 | 13 | - |
| | Pixelsize (nm) | 17 | | | |

<p>| <strong>5.11 B (lamina)</strong> | Excitation (µW) | 4.5 | 4.5 | 4.5 | - |
| | STED (mW) | 0 | 43 | 301 | - |
| | Decision/dwell time (µs) | 10 | 17 | 80 | - |
| | DyMIN threshold (counts) | 40 | 20 | - | - |
| | Pixelsize (nm) | 25 | | | |</p>
<table>
<thead>
<tr>
<th>Figure 5.11 B (NPCs)</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation (µW)</td>
<td>3</td>
<td>12.5</td>
<td>12.5</td>
<td>-</td>
</tr>
<tr>
<td>STED (mW)</td>
<td>0</td>
<td>30</td>
<td>344</td>
<td>-</td>
</tr>
<tr>
<td>Decision/dwell time (µs)</td>
<td>10</td>
<td>10</td>
<td>80</td>
<td>-</td>
</tr>
<tr>
<td>DyMIN threshold (counts)</td>
<td>39</td>
<td>30</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pixelsize (nm)</td>
<td></td>
<td></td>
<td>25</td>
<td></td>
</tr>
</tbody>
</table>
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