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Scope of this thesis

X-ray crystallography is the prime method for the elucidation of three-dimensional molec-
ular structures. It enables structure determination of biological macromolecules such as
proteins and nucleic acids. These detailed structural models form the basis of molecular
biology. The determination of novel macromolecular structures usually requires the in-
corporation of heavy atoms, which are exploited for experimental phasing. Conventional
heavy-atom derivatisation with heavy-metal salts often suffers from non-specific binding,
resulting in low occupancy of the heavy-atom sites or derivatisation failing completely. In
addition many such soaks require the use of toxic chemicals and therefore stringent safety
precautions.

We have developed a new class of compounds that combines heavy atoms for experimen-
tal phasing with functional groups for interaction with biological macromolecules. The lead
structure is based on a benzene ring that provides a rigid scaffold. The ring is substituted
with three functional groups and three heavy atoms, iodine or bromine, respectively.

The three functional groups, e.g. carboxyl or amino groups, but also hydroxyl or
methoxy moieties, may interact with protein residues and therefore show enhanced binding
properties compared with traditional heavy-atom compounds. The three halogen atoms
provide a strong anomalous signal and may be used for experimental phasing via the tech-
niques SAD and SIRAS (iodine) or SAD, SIRAS and MAD (bromine). The three heavy
atoms form an equilateral triangle, which is easily recognised in the heavy-atom substruc-
ture.

Since compounds similar to the ones shown above have been used as contrast agents in
medical imaging (Yu and Watson, 1999), a low toxicity is expected for phasing tools based
on halogen atoms.

The present work is positioned at the interface of chemistry and structural biology
and spans the design, synthesis, characterisation and utilisation of the sticky compounds;
the compounds were used for experimental phasing of biological macromolecules, includ-
ing test proteins and novel structures. This work combines methods from small-molecule
crystallography and macromolecular crystallography.

1
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Part I

Crystallographic background
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Chapter 1

From experiment to structure

ρ(x) = 1
V

∑

h

|Fh| exp (i φh) exp (−2πi h x)

Summary

X-ray crystallography is a powerful method to determine the three-dimensional structure
of matter. Nowadays it is routinely applied to elucidate the structures of large biological
macromolecules such as proteins or nucleic acids.

In the experiment a single crystal is irradiated with X-ray radiation. Position and
intensity of the reflection spots are recorded in a diffraction image. Since only the intensity
of the scattered waves can be measured, the phase information for each reflection is lost,
which is required for the reconstruction of the electron density. This is known as the phase
problem in crystallography.

Several methods are applied to solve the phase problem. Molecular replacement and
experimental phasing are used in macromolecular crystallography.

5



6 Chapter 1. From experiment to structure

1.1 X-ray diffraction

X-ray crystallography is a powerful method to determine three-dimensional structures; it
can be used to determine the structure of organic compounds, whether derived from natural
sources or chemically synthesised, and organometallic or inorganic compounds (Schenk,
2008).

X-ray crystallography is essential for the structure elucidation of large biological macro-
molecules such as proteins or nucleic acids. It provides detailed structural models that form
the basis of molecular biology. Based on these models biomolecular function such as enzyme
catalysis can be understood (Daniel et al., 2003). It is also important for the growing field
of structure guided drug design to have a detailed picture of the structure and interaction
of interest (Blundell et al., 2002).

For all these different applications the basic experimental setup is very similar (Fig. 1.1).
The first step is to obtain a single crystal from the sample material, a task that can be
very challenging, especially for biological macromolecules. The crystal is irradiated with
monochromated X-ray radiation, typically in the range of 0.5 – 2.5 Å (≈ 25 000 – 5000 eV).
The scattered radiation is recorded at the detector. From the diffraction image as depicted
in Fig. 1.1 information can be extracted about the spot positions and their intensity.

d

X-ray beam crystal

diffraction image

Figure 1.1: Schematic representation of a single-crystal X-ray diffraction experiment. The X-ray beam
hits the crystal and interacts with the electrons of the atoms present in the crystal. The primary beam
is blocked, only the diffracted radiation (depicted by red arrows) is recorded at the detector. From the
diffraction image (right) information can be extracted about the spot positions and their intensity.

The diffraction pattern is caused by interaction of the X-ray beam with the crystal
sample. X-ray photons impinge on the electrons of the atoms in the sample crystal. The
electrons are induced to oscillate by the electric field vector of the photons. The oscillating
electrons re-emit radiation at the same frequency as the incoming photons. This elastic
scattering is also known as Thompson scattering.

The scattering from a single atom depends on the electron distribution around the
nucleus. For practical purposes, the atomic scattering factor f is approximated by a
nine-parameter Gaussian summation. The nine parameters, the Cromer-Mann coefficients
(Cromer and Mann, 1968), are tabulated for each element (Prince, 2004).
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The atoms in the crystal form a periodic lattice. They are not fixed to rigid positions,
but can vibrate, depending on the chemical environment and the temperature of the sample.
This displacement will result in a phase difference in the scattered radiation, attenuating
the scattered intensity. The Debye-Waller factor B gives the displacement from the mean
position. Therefore the isotropic atomic scattering factor has the form:

fB = f exp (−B (sin θ/λ)2) (1.1)

with f as the scattering of an atom at rest. The scattering from a single atom or even a
molecule is extremely weak. In the periodic crystal lattice, the small contribution from each
molecule is amplified. The scattered waves from single atoms interfere either constructively
or destructively, called diffraction. X-ray diffraction can be simplified to a reflection of the
X-rays at lattice planes that pass through the atoms in the crystal. The Bragg equation
(Eq. 1.2) illustrates the scattering as a reflection at a set of planes, depending on wavelength
λ and the scattering angle θ. The Miller indices h, k, l denote a set of planes h with
equidistant spacing dhkl.

n λ = 2 dhkl sin θ (1.2)

The maximum resolution for a data set corresponds to the distance between a set of of
planes dhkl with the smallest value for that data set.

The scattering from a set of planes h in the crystal corresponds to a discrete spot on
the detector, the reflection h (index vector of reflection h, k, l). The scattered wave that
corresponds to that reflection h may be expressed as the structure factor Fh, a complex
number depending on all atoms j, their atomic scattering factor fB

j and their position xj

(in fractional coordinates) in the unit cell:

Fh =
atoms
∑

j=1

fB
j exp (2πi h xj) (1.3)

The complex structure factor Fh may be separated in the amplitude term |Fh| and the
phase angle term exp (i φh):

Fh = |Fh| exp (i φh) (1.4)

In the complex plane, the amplitude |Fh| corresponds to the magnitude of the vector Fh.
Its direction is given by the phase angle φh.

1.2 The phase problem in crystallography

To reconstruct the electron density in the unit cell of the crystal, a Fourier transformation
from reciprocal space to real space has to be carried out.

ρ(x) =
1

V

∑

h

|Fh| exp (i φh) exp (−2πi h x) (1.5)
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The intensity of the reflections (measured spots on the detector) is proportional to the
square of the structure factor amplitude.

Ih ∝ |Fh|
2 (1.6)

Therefore, the first term in Eq. 1.5 can be evaluated. The third term is part of the Fourier
transformation to real space. However, the second term, the phase angle term exp (i φh),
cannot be determined since the phase information of the reflections is lost in the experiment.
This is known as the phase problem in crystallography.

The importance of the phase information for the reconstruction of real space can readily
be illustrated by Kevin Cowtan’s famous duck and cat thought experiment (Fig. 1.2).

FT−1

FT−1

Fh, φh

Fh, φh

φh

Fh

FT

(a)

(b)

(c)

Figure 1.2: The importance of the phase information: (a) The image of a duck is transformed via inverse
Fourier transformation. The diffraction image of a single duck is obtained. The colour (hue) corresponds
to the phase information, the colour saturation represents the structure factor amplitude. (b) The image
of a cat is transformed via inverse Fourier transformation. The diffraction image of a single cat is obtained.
(c) The phase information from the duck (the colour hue) is combined with the structure factor amplitude
information from the cat (the colour saturation). A Fourier transformation back to real space is carried
out to yield the final image. This resembles clearly the duck image in a), showing the importance of the
phase information (Cowtan, 2010).

It is obvious that the phases contain more information than the structure factor ampli-
tudes. Therefore it is really important to determine not only the structure factor amplitude
but also to derive the phases for a data set.

Different techniques are used to derive the phase information. Ab initio methods, which
include direct methods and Patterson methods, are used in small-molecule crystallogra-
phy. They require atomic resolution (d ≤ 1.2 Å) and work only for small to medium size
structures (≈ 1000 light atoms).1 In macromolecular crystallography the resolution of the
data generally does not suffice to carry out ab initio phasing. Additionally, the size of the
molecules limits the phasing techniques to molecular replacement or experimental phasing.

1The presence of heavier elements, e.g. iron, allows structures consisting of up to 2000 atoms to be
solved.
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If a similar structure is already known and has been deposited with the Protein Data
Bank PDB (Bernstein et al., 1977), it may be used as a search model for molecular
replacement. This method suffers considerably from model bias and requires sufficient
structural homology between the search model and target structure.

Methods based on experimental phasing are required for de novo phasing of proteins
and nucleic acids and usually involve the search for heavy atoms. This is discussed in detail
in the next chapter.

Once the phase problem is solved, i.e. each reflection has been assigned a phase angle,
the electron density is calculated according to Eq. 1.5. The result is the distribution of
the electrons in the crystal sample that were diffracting the X-ray radiation in the first
place and gave rise to the diffraction pattern. The electron density is then interpreted in
subsequent steps. Based on prior information, e.g. the sequence of amino acids or previously
known values of chemical bonds, a model is fitted in the electron density and refined against
the experimental data (for more details on crystallographic parameters, see Appendix B).
After validation, this model can be used to answer chemical and biological questions.
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Chapter 2

Experimental phasing

Eλ

f ′

f ′′

f = f 0 + f ′ + if ′′

F+

F−

(F′′

A)
−

(FA + F′

A)
−

FA + F′

A

F′′

A

|F+| 6= |F−|

Im

Re

F−

P

FP

Summary

Experimental phasing is vital for de novo phasing of macromolecular structures. Although
about two-thirds of newly deposited structures in the Protein Data Bank (PDB) were
solved using molecular replacement, experimental phasing suffers less from model bias. It
is required for samples that do not have any structurally related PDB entries and therefore
it is a prerequisite for uncovering novel folds.

Methods for experimental phasing are based on the difference in the diffraction pattern
induced by heavy atoms present in the crystal. These differences may originate from
anomalous dispersion. This is due to X-ray absorption which is pronounced for specific
elements at certain X-ray energies.

The changes in the diffraction pattern that are due to the heavy atoms are exploited
to locate these atoms of interest. This substructure is employed to deduce the phases for
the macromolecular structure. An initial electron density map is calculated and further
improved, e.g. by density modification techniques.

11



12 Chapter 2. Experimental phasing

2.1 X-ray absorption and radiation damage

Only a small fraction of the X-ray radiation is actually scattered by the crystal material,
the main portion just passes through the crystal. However if interaction with the atoms in
the crystal occurs the radiation may be absorbed (Rupp, 2010).

As already discussed the electric field vector of the X-ray radiation excites the electrons
of the atoms in the crystal. When resonance occurs the scattering is not elastic and energy
transfer is possible between an incoming photon and an inner-shell electron. The electron
is ejected from its original position and the vacancy is filled by an electron from an outer
shell of this atom. The transition produces radiation that is emitted in all directions. This
X-ray fluorescence will contribute to diffuse background scattering.

The absorption spectrum shows characteristic peaks (Fig. 2.1). These X-ray absorption
edges correspond to the discussed electronic transition. They are termed according to the
shell where the electron is ejected from, e.g.K-edge or L1-edge. Radiation with high energy
is required to remove the inner-shell electrons of heavy elements.

Figure 2.1: Calculated X-ray absorption of selected elements. The absorption edges are labelled according
to the electronic transitions. Reproduced courtesy of Bernhard Rupp.

The absorption of a sample is recorded by measuring the X-ray fluorescence (Fig. 2.2).
The absorption edge fine structure of an X-ray fluorescence spectrum can yield further
information on the heavy atoms. The near-edge fine structure (XANES) is caused by
electronic transitions in the absorbing atoms (Agarwal, 1991). Therefore, analysis of these
features reveals details on the electronic state (e.g. oxidation state).

From the analysis of the extended X-ray absorption fine structure (EXAFS) information
about the local environment of the absorbing atoms may be deduced (Agarwal, 1991).
Weak oscillations in the fluorescence spectrum after the absorption edge are caused by the
excited electrons that are scattered at neighbouring atoms. The scattered electrons and
outgoing fluorescence photons interfere and cause an oscillation of absorption in dependence
of energy (as shown in Fig. 2.2).
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EX
-r
ay

fl
u
or
es
ce
n
ce

EXAFSXANES

absorption edge

Figure 2.2: Schematic X-ray fluorescence
spectrum with the fine structure of the ex-
perimental absorption edge shown in black.
The theoretically calculated absorption edge
is shown in red.

Due to resonance of the X-ray photons with the bound electrons, the atomic scattering
factor has to be expressed as:

fλ = f 0 + f ′

λ + if ′′

λ (2.1)

In addition to the normal wavelength-independent scattering f 0, two wavelength-dependent
contributions have to be taken into account, the dispersive term f ′

λ and the anomalous term
f ′′

λ .
The dispersive term is usually negative and expresses the decrease in scattering. The

anomalous scattering contribution is imaginary. Due to the retardation of the absorbed
wave the phase of the scattered wave is shifted by 90◦. This phase shift applies to all
reflections and causes the breakdown of Friedel’s law (Fig. 2.3).

F−

A

FA

F+

F−

(F′′

A)
−

(FA + F′

A)
−

FA + F′

A

F′′

A

FT

F−

T

φ(F−

T )

φ(FT )

Im Im

F−

P

FP

F−

P

FP

(a) (b)

Re Re

Figure 2.3: Argand diagram illustrating the breakdown of Friedel’s law in the presence of anomalous
scattering. (a) In the absence of anomalous scattering, the contributions of the protein atoms FP and the
heavy atoms FA add up to yield the total scattering factor FT . Friedel’s law holds, i.e. |FT | = |F−

T
| and

φ(FT ) = − φ(F−

T
). (b) In the presence of anomalous scattering, the contribution of the heavy atoms has

to be expressed as outlined in Eq. 2.1. The dispersive contribution F′

A
is usually negative, but in phase

with FA. The anomalous scattering contribution F′′

A
introduces a phase shift of + 90◦. Friedel’s law does

not hold and |F+| 6= |F−|.

The difference in intensity between |F+| and |F−| is caused by the anomalous scattering
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and may be exploited for phasing (anomalous dispersion techniques, see section 2.3).

The absorption of energy in the crystal may cause radiation damage to the material.
Crystals of biological macromolecules usually diffract only weakly at laboratory sources
(rotating anode) due to disorder and high solvent content. Therefore these crystals have to
be exposed to a high intensity of radiation (i.e. synchrotron radiation) to obtain suitable
diffraction images. However X-ray radiation can ionise biological samples, bringing about
damage to the crystal. The development of suitable cryocooling techniques has decreased
the problem for a period of time, but with the advent of more brilliant beamlines (at second
or third generation synchrotrons) radiation damage has come into focus again (Garman,
2010).

Absorption of X-ray energy in the crystal causes specific and global damage. Global
radiation damage indicators are the increase of unit-cell volume, decay in diffracted inten-
sity, increase in merging factor of the data and increase in the atomic B value (Owen et al.,
2006). Specific radiation damage inflicts specific structural damage to certain residues in
the protein, e.g. cleavage of disulfide bonds or decarboxylation of glutamate and aspartate
residues (Garman and Owen, 2006).

The radiation that is absorbed in the sample is mainly converted to free electrons (pho-
toelectric effect). These photoelectrons may further ionise the sample, producing secondary
electrons and radicals. At 100K, the typical data collection temperature for macromolec-
ular crystallography experiments, radical species are immobilised, including ·OH radicals
from the solvent. However, the generated electrons are free to diffuse through the sample
and go to the most electron-affinic sites, e.g. disulfide bonds or metal ions (Garman, 2010).
The reduction of metal ions at active sites can lead to wrong assignment of oxidation states
(Yano et al., 2005; Corbett et al., 2007). The radiolysis of anomalous scatterers, e.g. the
bromine atom in brominated nucleotides, can prevent structure solution (Ennifar et al.,
2002).

Although radiation damage can seriously obstruct data collection, it may also be ex-
ploited for generating phase information. The radiation induced phasing (RIP) approach
utilises the damage to specific sites for phasing (Ravelli et al., 2003).

2.2 Isomorphous replacement

Isomorphous replacement is the traditional method to obtain experimental phase informa-
tion for macromolecules (Kendrew et al., 1958; Blake et al., 1962). In the early days of
protein X-ray crystallography, anomalous differences could not be measured accurately due
to hardware limitations. Isomorphous replacement experiments exploit the differences in
the diffraction from a native crystal and a derivatised crystal (see chapter 3). After a data
set from a native crystal and a data set from a derivatised crystal have been collected, the
difference in the intensities is derived. The differences are ideally only due to the presence
of heavy atoms in the derivatised sample (Fig. 2.4). These differences may be used to locate
the position of the heavy atoms in the unit cell (single isomorphous replacement, SIR).

The derivatisation with heavy atoms often induces changes to the arrangement of the
macromolecules in the crystal and may therefore cause changes to the dimensions of the
unit cell.
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- =

D

D

D

Figure 2.4: Isomorphous replacement. One unit cell for a protein crystal is shown; the blue sphere
represents one heavy atom, yellow spheres represent protein atoms and solvent molecules. In theory a
subtraction in real space of the native unit cell (middle) from the derivatised crystal (left) yields a unit cell
that only contains the heavy atom (right). Similarly, the subtraction of the diffraction data in reciprocal
space yields a data set that is ideally only caused by the heavy atom. These isomorphous differences may
be used to locate the heavy atom in the unit cell.

Isomorphism is a prerequisite for the correct estimation of the isomorphous differences
and the lack thereof is the main problem associated with isomorphous replacement, espe-
cially when several derivatives are used (multiple isomorphous replacement, MIR). Isomor-
phous replacement may be combined with methods using anomalous scattering (SIRAS,
see below).

2.3 Anomalous dispersion

Methods for experimental phasing based on the anomalous scattering of certain atoms
have largely replaced traditional methods such as multiple isomorphous replacement (Ter-
williger and Berendzen, 1997; Hendrickson, 1999).1 The difference in intensity of the Bijvoet
pair2 |F+| and |F−| is due to the presence of anomalously scattering atoms in the sample
(Fig. 2.3). These differences are employed to find the substructure, i.e. the positions of
the anomalously scattering atoms. From the positions of these heavy atoms,3 also referred
to as marker atoms, the reference phases φA are calculated. These can be used to derive
starting phases φT for the macromolecular structure:

φT = φA + α (2.2)

The phase shift α is estimated from the experimental data as described below.

1Until the year 2000, more structures were solved using MIR or SIR (single isomorphous replacement)
than with MAD/SAD techniques (a total of 394 structures using MIR/SIR vs. 109 using MAD/SAD were
deposited from 1995 to 2000). However since then more structures have been solved with SAD or MAD
methods (a total of 5760 using MAD/SAD vs. 1101 using MIR/SIR have been deposited since 2000),
with the fraction of structures being solved with MAD/SAD still increasing. PDB statistics were kindly
provided by Clemens Vonrhein. PDB entries with REMARK 200 set to NULL or OTHER were ignored.
Date of PDB analysis: June 10, 2009.

2Reflection h and reflection -h form a Friedel pair. A Bijvoet pair is formed between a reflection h and
any symmetry equivalent of reflection -h.

3The term heavy atom in macromolecular crystallography usually refers to any element that can be
used for substructure solution, e.g. sulfur. The term marker atom is more appropriate; however to be
consistent with the literature, atoms used for phasing are referred to as heavy atoms throughout this text.
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Multi-wavelength anomalous dispersion (MAD)

In a multi-wavelength anomalous dispersion (MAD) experiment, several data sets around
the absorption edge of the particular element are collected. In addition to taking advantage
of the anomalous differences that are present within one single data set (Bijvoet pairs),
the difference between data sets collected at different wavelengths, the dispersive signal f ′

λ,
is also exploited (e.g. difference between data set ’peak’ and ’inflection point’ in Fig. 2.5).
This yields additional information for the location of the heavy atoms.

Figure 2.5: Schematic rep-
resentation of the anomalous
contribution f ′

λ
and f ′′

λ
. The

wavelength dependence is ex-
ploited in a MAD experiment.
Data sets are collected at dif-
ferent wavelengths, marked as
’peak’, ’inflection point’ and
’high-energy remote’, each hav-
ing different f ′

λ
and f ′′

λ
. inflection point

E

high energy remote
peak

f ′′

λ

f ′

λ

λ

e

Although the anomalous scattering factors f ′

λ and f ′′

λ are available from theoretical
data, it is always advised to carry out an X-ray fluorescence scan in practice. Due to the
chemical environment of the absorbing atoms (or beamline related issues) the wavelength
of the absorption edge might be slightly shifted. The anomalous scattering contribution f ′′

λ

is proportional to the atomic absorption coefficient at that wavelength and can therefore
be directly obtained from the fluorescence scan. From f ′′

λ the real part f ′

λ can be derived
using the Kramers-Kronig transform (de L. Kronig, 1926).

Karle (1980) and Hendrickson et al. (1985) showed that for a MAD experiment the
measured intensities for the Bijvoet pair |F+| and |F−| are represented by

|F+|2 = |FT |
2 + a |FA|

2 + b |FT ||FA| cosα + c |FT ||FA| sinα (2.3)

|F−|2 = |FT |
2 + a |FA|

2 + b |FT ||FA| cosα− c |FT ||FA| sinα (2.4)

with a = (f ′′2 + f ′2)/f 2
0 , b = 2f ′/f0 and c = 2f ′′/f0. This is based on the assumption that

only one type of heavy atom is present. a, b and c are different for each wavelength and
depend on the scattering angle (since f0 does).

Given that |F+| and |F−| were measured at least at two different wavelengths, the phase
shift α and the amplitudes for the heavy-atom contribution |FA| and the total scattering
|FT | can be derived. The amplitudes |FA| are used to locate the heavy atoms (see section
2.4).
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From Fig. 2.5 it is clear that data should be collected at two wavelengths to maximise the
dispersive differences (the difference in f ′). Additionally for each data set the anomalous
signal should be strong: a large f ′′ value leads to a large difference for the Bijvoet pair
|F+| and |F−|.

Different strategies exist about the collection order of the data sets. The peak data
set (see Fig. 2.5) is usually collected first, since at this wavelength the anomalous signal
is maximal; if MAD phasing fails (due to radiation damage), this data set may still be
used for SAD phasing (see below). The next data sets are the high-energy remote and the
inflection point data set. Usually the inflection point is collected last to ensure that possible
radiation damage to the heavy-atom sites has the same sign as the dispersive differences.

Single-wavelength anomalous dispersion (SAD)

For a single-wavelength anomalous dispersion (SAD) experiment, a data set is collected at
a wavelength that gives rise to a strong anomalous signal for the heavy atoms present in
the crystal. At the synchrotron beamline the wavelength may be adjusted to maximise the
signal, e.g. close to an absorption edge. However, SAD phasing may also be carried out
in-house, with elements that have a suitable signal at CuKα, e.g. iodine or sulfur.

For a single wavelength experiment, there are only two equations for each Bijvoet pair
|F+| and |F−|. Subtracting Eq. 2.3 from Eq. 2.4 results in

|F+|2 − |F−|2 = 2 c |FT ||FA| sinα (2.5)

with c = 2f ′′/f0. With |FA| ≪ |FT | the total scattering can be approximated as the mean
value of |F+| and |F−|:

|FT | =
1

2

(

|F+|+ |F−|
)

(2.6)

With Eqs. 2.5 and 2.6 and help of the expression a2 − b2 = (a + b)(a − b) the Bijvoet
difference may be expressed as:

|F+| − |F−| = c |FA| sinα (2.7)

For large differences, the phase shift α may be deduced. In contrast to a MAD experiment
where values between 0 and 360◦ for α may be derived, the SAD approximation yields only
values of 90◦ or 270◦ (Fig. 2.6). For small differences, a two-fold ambiguity is present that
can be resolved by means of density modification (see section 2.5).

The findings from Fig. 2.6 are in agreement with Eq. 2.7: at α = 90◦ or 270◦ the sine
value is ±1. Therefore, for large differences:

∣

∣|F+| − |F−|
∣

∣ ≈ c |FA| (2.8)
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Figure 2.6: Estimating the phase shift α for SAD. For convenience, the complex conjugate of F− is
shown. The normal scattering FA, the dispersive (negative) F′

A
and the anomalous contribution F′

A
are

depicted, resulting in the Bijvoet pair |F+| and |F−|. (a) If |F+| ≫ |F−|, adding a phase shift of α = 90◦

to the phase of FA is a good approximation for the phase of FT . (b) If |F+| ≪ |F−|, a phase shift of α
= 270◦ is a good approximation. (c) If |F+| and |F−| are approximately equal, the reflection has either
φT = φA or φT = φA + 180◦, a two-fold ambiguity (Sheldrick, 2002)

Single isomorphous replacement plus anomalous scattering (SIRAS)

For a single isomorphous replacement (SIR) experiment, the derivative structure factor
|FD| is expressed, similarly to a SAD experiment, as:

|FD|
2 = |FT |

2 + a |FA|
2 + b |FT ||FA| cosα (2.9)

with a = (f ′′2 + f ′2)/f 2
0 and b = 2f ′/f0, after averaging Friedel opposites and assuming

perfect isomorphism. The difference between the derivative structure factor |FD| and the
native structure factor |FT | is usually small, therefore:

|FD|
2 − |FT |

2 = (|FD|+ |FT |)(|FD| − |FT |) ≈ 2|FT |(|FD| − |FT |) (2.10)

Only reflections with large isomorphous differences and therefore α = 0◦ or 180◦ contribute
useful information. With the additional assumption that |FT | ≫ |FA|, the isomorphous
difference is expressed as:

|FD| − |FT | ≈
1

2
b |FA| cosα (2.11)

The assumptions used here (especially perfect isomorphism) are more severe than for SAD.
However, the combination of a SAD experiment with a native data set may improve the
extent of phase information (single isomorphous replacement plus anomalous scattering;
SIRAS). After normalisation the SAD information |FA| sinα and the SIR information
|FA| cosα are combined:

|FA| =
[

(|FA| sinα)
2 + (|FA| cosα)

2]
1
2 (2.12)

With the signs of sin α and cos α taken into account the phase angle α can be calculated:
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|FA| sinα

|FA| cosα
= tan α (2.13)

in a full range of 0◦ to 360◦, similarly to a MAD experiment. Since the phase information
from the two sources are orthogonal to each other, this technique is very useful if weak
phase information from a SAD experiment is available in conjunction with an isomorphous
native data set of higher resolution (see below).

Anisotropy of anomalous scattering (AAS)

The anomalous scattering from isolated atoms is a scalar quantity. However the local
chemical environment, i.e. the bonds to other atoms, introduces a directional dependence
of the dispersive and anomalous contributions on the direction of linear polarisation of
the X-ray beam. This is only important for synchrotron radiation where the X-ray beam
is linearly polarised in the plane defined by the orbit of the electron beam, that is the
horizontal plane (Schiltz and Bricogne, 2010). The anisotropy of the anomalous scattering
(AAS) is significant close to the absorption edge, resulting in different fluorescence spectra
that depend on the orientation of the molecular principal directions. The anisotropy of
anomalous scattering can be exploited to enhance the phase information present in collected
data (Schiltz and Bricogne, 2008, 2010).

2.4 Substructure determination

Although the resolution of data obtained from macromolecular crystals usually does not
extend to atomic resolution (i.e. < 1.2 Å), ab initio methods used for the solutions of small-
molecule structures may still be employed for substructure solution in macromolecules.
Difference structure factor data (anomalous data) to 2.5-3.0 Å is usually sufficient since
the distance between the atoms in a substructure is usually greater than 3.0 Å. The methods
outlined above (except AAS) are incorporated in the SHELXC/D/E suite (Sheldrick, 2002,
2008a, 2010).

SHELXC (or XPREP; Bruker, 2007) takes the unmerged reflection file and estimates
the amplitudes |FA| of the heavy atom substructure. For MAD data separate estimates for
the dispersive and anomalous contribution are combined, similarly to the SIRAS formalism
(Eq. 2.13). The amplitudes |FA| are used for substructure solution.

In the program SHELXD (Usón and Sheldrick, 1999; Schneider and Sheldrick, 2002;
Sheldrick, 2008a), originally written to solve large and difficult small-molecule structures,
the structure factor amplitudes are normalised to disregard the atomic thermal motion and
the electron density distribution:

E2
h =

F 2
h/ǫ

< F 2/ǫ >
(2.14)

with ǫ as statistical factor for proper treatment of special reflections. < F 2/ǫ > is the
mean value per resolution shell. These normalised structure factors correspond to structure
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factors calculated for a point-atom structure. In the case of SAD and SIR, the normalisation
deletes the constants in Eq. 2.7, 2.8 and 2.11.

For substructure determination only the largest ∼15% of the observed difference struc-
ture factors ∆F (SAD or SIR) or FA (MAD or SIRAS) are used. These correspond to the
strongest normalised difference structure factors E.

Starting with atoms that are consistent with the Patterson function improves the sub-
structure solution substantially. A two-atom fragment is chosen, based on one of the highest
peaks in the Patterson function. A translational search is carried out by using a special
Patterson minimum function (PMF). The two-atom fragment is translated randomly in
the unit cell. For each position the Patterson function values for the vectors between the
two atoms and all their symmetry equivalents are stored. The PMF is calculated as the
mean value of the weakest 30% of this list. The position of the two-atom fragment with
the highest PMF is kept.

These two starting atoms are expanded by using a full-symmetry Patterson superposi-
tion minimum function (PSMF). All symmetry equivalents are calculated. A dummy atom
is placed on a pixel and all vectors between it and the atoms are evaluated. Each pixel in
the PSMF map is assigned a value equal to the PMF value for these vectors. This map is
used for peak search to expand the substructure (Schneider and Sheldrick, 2002).

Based on these atoms a first set of phases is calculated. The tangent formula
(Karle and Hauptman, 1956; Karle, 1968) is used to refine these phases in reciprocal space:

tan(φh) =

∑

h′ |Eh′Eh−h′ | sin(φh′ + φh−h′)
∑

h′ |Eh′Eh−h′ | cos(φh′ + φh−h′)
(2.15)

The refined phases are used in combination with the normalised structure factors to cal-
culate an improved map. A new round of peak picking is conducted to select a new set
of atoms. The iteration between real space and reciprocal space is known as dual space
recycling (Fig. 2.7; Sheldrick et al., 2001).

Instead of starting with a two-atom fragment based on the Patterson function, a vector
with fixed length (e.g. disulfide bond) or even a small molecular fragment may be used
for seeding (Schneider and Sheldrick, 2002). The use of random omit maps instead of
probabilistic Patterson sampling is usually a good alternative for ab initio structure solution
at atomic resolution.

The dual space recycling is carried out only with the strongest normalised structure
factors. The correlation coefficient (CC) between the calculated structure factors Ec and
the observed ones Eo is a measure for the quality of the solution (Fujinaga and Read, 1987):

CC =
100[

∑

(wEoEc)
∑

w −
∑

(wEo)
∑

(wEc)]

{[
∑

(wE2
o)

∑

w − (
∑

wEo)2][
∑

(wE2
c )

∑

w − (
∑

wEc)2]}
1
2

(2.16)

The weights w are employed to weight down less reliable difference structure factors. The
correlation coefficient calculated with all data (CC) and the correlation coefficient calcu-
lated with only the E values not used for substructure determination [CCweak; similar to
the Rfree factor used in refinement (Brünger, 1992)] are good indicators whether the sub-
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Figure 2.7: Dual
space recycling in
SHELXD. Starting
from a set of atoms,
the phases are refined
in reciprocal space. A
new map is calculated
that is used for peak
search. The peak
picking imposes a
strong atomicity
constraint and is
an extreme form of
density modification.
The new set of atoms
is used to determine
a new set of phases.

structure was solved. For a MAD experiment CC values greater than 35% are expected.
A SAD experiment usually gives lower values (CC ≥ 25%, CCweak ≥ 15%); however there
have also been cases when structures were solved that showed considerably lower values.

A critical parameter for substructure solution is the resolution cutoff for the anomalous
data. Direct methods are based on normalised structure factors, which emphasise the high
resolution data. Therefore, using data to a higher resolution than there is considerable
anomalous (or dispersive) signal will deteriorate structure solution. To assess the quality of
the data, the correlation coefficient for the anomalous signal CCanom is a good indicator (see
Appendix B: Crystallographic parameters). It compares the signed anomalous differences
for different data sets. In general, data should be truncated at the resolution where the
CCanom falls below 30%. For a SAD experiment the mean Bijvoet difference for each
resolution shell is divided by its estimated standard deviation. Additionally, instead of
the estimated standard deviations the variance of the differences is also used. This does
not depend on (error-prone) estimation of standard deviations. The correlation coefficient
between the signed anomalous differences of two randomly chosen subsets is another option
for assessing the data quality, but is less reliable than for a MAD experiment.

In the final dual-space cycle the occupancy of the atoms is refined in SHELXD (Fig. 2.7).
This provides additional information since a sharp drop is expected after the last site for
covalently bound anomalously scattering atoms. For crystals that have been derivatised
via soaking with a heavy-atom solution, a continuous fall-off is usually observed, due to
many sites with decreasing occupancy. The result from the substructure determination
step is a file that contains the heavy atoms with their coordinates and occupancies.
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2.5 Density modification

The positions of the heavy-atom sites can be used to calculate the phases φA. The starting
phases φT for the macromolecular structure are calculated by adding the phase shift α
to these reference phases (Eq. 2.2). Since both enantiomorphs of the substructure are in
equally good agreement with the structure factor amplitudes |FA|, both enantiomorphs
(and therefore both enantiomorphs of enantiomorphic space groups) have to be tried for
phase extension (except when the substructure is centrosymmetric).

Several features of the program SHELXE, which improve the experimental electron
density map, are briefly discussed:

◦ resolving the two-fold ambiguity (SAD and SIR only)

◦ density modification with the sphere of influence algorithm

◦ extending the data to higher resolution than actually measured (free lunch algorithm)

◦ main chain autotracing

For SAD and SIR, a two-fold ambiguity for those reflections is present where the differ-
ence ∆F between |F+| and |F−| or |FD| and |FT |, respectively, is small, i.e. the phase shift
α cannot be estimated. To resolve this ambiguity, the program SHELXE calculates a first
electron density map with centroid phases φT , |FT | and suitable weights (figure of merit,
based on the magnitude of ∆F ). Only a small fraction of the pixels with highest intensity
(usually 7%) is retained, the rest is set to zero. After inverse Fourier transformation phases
for the reflections with small ∆F and for centric reflections are derived (Sheldrick, 2002).
This is similar to the low density elimination (Shiono and Woolfson, 1992; Giacovazzo and
Siliqi, 1997).

The phases φT are further improved by means of density modification. The electron
density of the solvent region is usually flat and featureless whereas the density in the protein
region has a large variance. This has been exploited in several programs, e.g. DM (Cowtan,
1994) or RESOLVE (Terwilliger, 2000). The program SHELXE uses the sphere of influ-
ence algorithm to introduce chemical information in the electron density (Sheldrick, 2002).
The variance of the electron density on a spherical surface (approximated by the vectors
from the centre to each atom and from the centre to all faces in fullerene) is calculated
for each pixel. Pixels with low variance are flipped (i.e. solvent region) and for those with
high variance the density is sharpened (i.e. protein region). The fuzzy solvent boundary is
employed for pixels in between to allow for a weighted mean of the two treatments. The
radius of the sphere of influence is 2.42 Å, a typical 1,3 distance in proteins and DNA/RNA.

Figures of merit for the density modification are contrast and connectivity (Sheldrick,
2002). Additionally, after leaving out ∼10% of the reflections for one density modifica-
tion step, the pseudo-free CC is calculated between the calculated normalised structure
factors and the observed ones for these reflections. Values > 70% usually indicate an inter-
pretable map. These indicators may be used to distinguish between the correct and wrong
substructure enantiomorph.

The phase information from the centroid phases and the low density elimination step
(only applicable for SAD and SIR) are combined using σA-weights (Read, 1986). For SAD,
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if the heavy atoms are present in the native data, their direct contribution to the phases
may also be added using σA-weights (similar to the Patterson method for small molecules).
Since this information does not come from the differences ∆F , it is orthogonal to the
centroid phases (and may help in resolving the two-fold ambiguity).

SAD phasing usually works well if the solvent content is high and native data are
available to a high resolution (< 2.0 Å) since density modification will improve and extend
the rather crude starting phases considerably. However, if the resolution is worse, MAD
phasing is needed since it provides more phase information than SAD. In some cases at low
resolution, density modification might not be required or even fail to improve the electron
density map.

The free lunch algorithm (FLA) as incorporated in SHELXE extends data to a higher
resolution than actually measured, based on the Fourier transformation of the density-
modified map (Usón et al., 2007). This seems to work well since ’zero’ is a bad estimate of
the amplitudes of the reflections not measured and therefore corrects for Fourier truncation
errors. Additionally the phases derived from density modification for these reflections play
a more important role than the amplitudes (see Fig. 1.2).

In a recent version of SHELXE, an autotracing algorithm for the protein main chain
was introduced that is iterated with the density modification procedure to “get a toehold
in a noisy map” (Sheldrick, 2010). Although designed for data where the usual density
modification procedures only produce an uninterpretable map, it is also useful for straight-
forward structures to improve the experimental electron density map, before it is passed to
programs like ARP/wARP (Langer et al., 2008), RESOLVE (Terwilliger, 2000) or Bucca-
neer (Cowtan, 2006) for tracing and side-chain fitting. It may be used as a fast validation
tool for data quality and completeness during a synchrotron session: if a main chain trace
can be found, the crystal may be removed to save beam time.

Molecular replacement usually gives a solution that will depend very much on the search
model. Anomalous data (maybe not sufficient to solve the structure de novo) can be used to
eliminate this model bias. The combination of phase information from a partial molecular
replacement solution and weak experimental phases (MRSAD) has led to a number of
successes (Tereshko et al., 2008; Schuermann and Tanner, 2003; Roversi et al., 2010) and
is also included in the Auto-Rickshaw server (Panjikar et al., 2009). In SHELXE a partial
protein structure may be read in to carry out density modification and locate the heavy
atoms based on the provided anomalous data. In a second round, these heavy atoms can be
the starting point for new reference phases (and therefore eliminating the model bias) and
a new run of autotracing. Another application for the autotracing algorithm in SHELXE
is the program ARCIMBOLDO (Rodriguez et al., 2009).

For difficult cases it is sometimes advisable to carry out a refinement of the heavy-atom
positions to improve the reference phases φA. This may either be done with the program
SHARP (Vonrhein et al., 2007) or by recycling the heavy-atom positions in SHELXE: after
one round of density modification (e.g. combined with autotracing) the improved heavy-
atom positions are read in again in the next round. This sometimes significantly improves
the final electron density map (and the main chain trace), especially if the FLA has been
used since it can improve the precision of the heavy-atom positions.

The result from the steps outlined above is an experimental electron density map, which
is transferred to programs that will trace the protein according to the provided sequence.



24



Chapter 3

Heavy-atom derivatisation
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Summary

Heavy atoms are required for experimental phasing. Intrinsic scatterers like sulfur, phos-
phorus or endogenous metals may be used, but usually their anomalous signal does not
suffice for phasing. Therefore external scatterers need to be introduced. The main route to
experimental phasing is without doubt the use of a selenomethionine mutant of the protein
under investigation.

A less demanding approach is to soak native crystals in a solution containing anoma-
lously scattering ions or compounds. Traditional heavy-atom compounds include mercury,
platinum, uranium or gold salts. Some problems associated with conventional soaks in-
clude toxicity and non-specific binding, resulting in low occupancy of the heavy-atom sites
or derivatisation failing completely. The quick soak approach utilises a high concentration
of heavy-atom compound in conjunction with a short soaking time, minimising the risk of
damaging the crystal.

Another approach is the co-crystallisation of the macromolecules with anomalously scat-
tering atoms. This usually requires the screening for new crystallisation conditions since the
new compound will influence the solubility and crystallisation of biological macromolecules.
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3.1 Introduction

With the latest advances in synchrotron hardware, e.g. improved detectors, phasing with
the weak anomalous signal from intrinsic scatterers, e.g. sulfur (Debreczeni et al., 2003a;
Dauter et al., 1999), phosphorus (Dauter and Adamiak, 2001) or metal ions (Coelho et al.,
2001; Lukat et al., 2008), has become a possible option, though high quality data are re-
quired. This is more readily obtained when high symmetry enables a high data multiplicity
to be achieved, but low-symmetry examples have also proved successful (Lakomek et al.,
2009).

However in case of sub-optimal data quality or absence of suitable intrinsic scatterers,
external anomalously scattering atoms have to be introduced into the protein crystal. The
main route for solving novel protein structures is without doubt the use of a selenome-
thionine derivative (Hendrickson et al., 1991). Similarly, the chemical incorporation of
brominated nucleobases has become an important technique for nucleic acid structure de-
termination (Correll et al., 1997). The substitution of endogenous metal ions by heavier
metals with similar valency is also a possible option (Holland et al., 1995). Anomalously
scattering atoms can also be introduced by chemical modifications of the protein or nucleic
acid (Xie et al., 2004; Miyatake et al., 2006; Oliéric et al., 2009).

A less demanding approach for anomalous scattering experiments is to soak native crys-
tals in a solution containing anomalously scattering ions or compounds. Another possible
option is the co-crystallisation of the macromolecule with anomalously scattering atoms.
These two techniques are discussed in the next sections.

3.2 Soaking

Protein crystals have a high solvent content (usually in the range of 30 to 70%). Due
to their mostly globular shape, the protein molecules are loosely packed in the crystal
lattice, with solvent occupying the space and solvent channels around them. This aqueous
environment1 can be exploited when derivatising a native crystal. The protein crystal is
transferred to a solution containing heavy atoms. These will diffuse into the crystal through
the solvent channels and replace atoms (solvent molecules or light ions) at the surface of
the protein molecule. If the heavy-atom compounds show some lipophilicity, they may
sometimes diffuse into the hydrophobic core area of the protein and bind to residues in the
protein core.

Traditionally, derivatisation was carried out with heavy atoms such as mercury, plat-
inum, uranium or gold for MIR experiments. The heavy atoms form complexes with the
functional groups of amino acids as ligands, e.g. mercury is known for forming stable cova-
lent bonds with sulfhydryl groups in free cysteines. For a list of popular heavy-atom salts
see Carvin et al. (2001).

In general soaking is carried out with a solution containing the heavy-atom salt but also
the precipitant and buffer of the crystallisation condition. For conventional heavy-atom
soaks, soaking times last from 10 min up to several days. The concentration for soaks

1It resembles in vivo conditions and is the reason why some enzymes still show activity in the crystalline
state (Pearson and Owen, 2009)
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is usually in the range of 0.1 – 100mm, sometimes limited by the solubility of the heavy-
atom compound. Heavy-atom soaks traditionally have a low success rate, but systematic
heavy-atom screening with conventional heavy-metal ions has been performed using gel-
electrophoresis (Boggon and Shapiro, 2000), mass spectrometry (Agniswamy et al., 2008;
Joyce et al., 2010) or a database approach (Sugahara et al., 2005). The incorporation of
heavy atoms may also be monitored using microPIXE (Garman, 1999).

The quick soak approach utilises a high concentration of heavy halides [bromine or
iodine salts (Dauter et al., 2000, 2001) or triiodide (Evans and Bricogne, 2003)] or heavy
alkali metals [cesium or rubidium salts (Nagem et al., 2003)]. Soaking times are usually
less than a minute, reducing the risk of damage to the crystal. Any degradation of the
crystal is halted by quickly flash-cooling the crystal in liquid nitrogen. However, the ions
usually bind non-specifically to the surface of the protein, resulting in many sites with low
average occupancy. Nevertheless, due to the high anomalous signal, these partial sites may
still be used for phasing. The quick soak approach has also successfully been applied to
conventional heavy-atom soaks (Sun et al., 2002; Sun and Radaev, 2002).

DDDD

DD DD

DDDD

DD DD

t

t

Figure 3.1: Schematic represen-
tation of heavy-atom derivatisation
via soaking. Four unit cells of a
macromolecular crystal are shown,
with the solvent channels clearly
visible. The native crystal (left)
is transferred to a solution (right)
containing the heavy-atom com-
pound, but also buffer and precip-
itant at the same concentrations
as in the crystallisation condition.
The heavy-atom ions (blue spheres)
diffuse into the solvent channels, re-
place solvent molecules and bind to
the macromolecule.

Other heavy-atom compounds used for experimental phasing are lanthanoid complexes
(Girard et al., 2003). The strong anomalous signal of lanthanoid may also be exploited
by incorporating lanthanoid binding tags in proteins (Silvaggi et al., 2007). For phasing
of larger macromolecular entities, several sites with heavy atoms are required. A success-
ful approach is the utilisation of multi-metal cluster compounds, e.g. the Ta6Br

2−
12 cluster

(Schneider and Lindqvist, 1994; Banumathi et al., 2003), tungsten or gold clusters (Thyge-
sen et al., 1996). Noble gases may also be used for heavy-atom derivatisation, e.g. xenon
(Djinovic-Carugo et al., 1998).

In contrast to multi-isomorphous replacement experiments, only one derivative is re-
quired for SAD and MAD phasing. Non-isomorphism is not an issue since the data are
usually collected from one crystal only, i.e. the derivatised one. However the derivatisation
may still cause a disruption of the lattice, leading to a decay in diffraction intensity. To
minimise these deleterious effects, soaking is carried out in a stabilising solution, containing
the heavy-atom compound, but also buffer and precipitant at the same concentrations as
in the crystallisation condition. A gradient soak, i.e. stepwise increasing the heavy-atom
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content of the soaking solution, may sometimes be a valuable option for fragile crystals.
Heavy-atom ions that are present in the solvent channels but not bound to the protein
may contribute to diffuse background scattering (and radiation damage). Therefore, back
soaking in the cryo solution before flash-cooling is recommended. However if binding is not
very strong (e.g. when using halide soaks), a back soak may not be possible since it will
remove most anomalously scattering atoms from the protein crystal. In these cases, the
cryo solution may contain a small amount of heavy-atom compound. For further practical
advice see Garman and Murray (2003). When assessing the anomalous signal of certain
elements Ethan Merrit’s website provides a good resource for the strength of the anomalous
signal vs. wavelength (Merrit, 2010).

3.3 Co-crystallisation

Heavy-atom compounds may also be incorporated by means of co-crystallisation. The
heavy-atom compound is present in the crystallisation drop and is incorporated in the
protein crystal during crystal growth. The presence of heavy-atom salts usually changes
the crystallisation condition. Therefore, a screening has to be carried out to establish new
crystallisation conditions. However the effect of additives on the crystallisation properties
of a protein may be exploited. Additive screens affect the solubility and crystallisation
of proteins. Some molecules may act as linkers between protein molecules (McPherson
and Cudney, 2006). If heavy-atom compounds or small molecules, e.g. inhibitors, are
successfully incorporated via co-crystallisation, the occupancy in the derivatised crystal is
usually high, since the molecules or ions are built in during crystallisation.

Since co-crystallisation usually requires the screening for new conditions and is therefore
more demanding than soaking, it is not applied as often as soaking for derivatisation.
Examples include lanthanoid compounds (Girard et al., 2003; Pompidor et al., 2010) or
ammonium iodide (Yogavel et al., 2007).
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Chapter 4

Synthesis of sticky triangles

Summary

Several compounds containing three halogen atoms and three functional groups were syn-
thesised and characterised. Tri-substituted benzene derivatives were either iodinated or
brominated. Apart from the carboxyl and amino group, other functional groups were
tested, e.g. replacing the amino group with a guanidinium functionality, similar to the side
chain in the amino acid arginine. However bromination in the presence of the deactivat-
ing guanidium group is only successful if other activating substituents are present. Five
compounds were obtained that can be used for experimental phasing.
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4.1 Introduction

Based on the lead structure with three heavy atoms for experimental phasing and three
functional groups for protein interaction, several compounds were synthesised to be used
for experimental phasing of macromolecules. For further details on the synthesis and
characterisation see Appendix E: Experimental data for small molecules.

4.2 Iodinated compounds

Iodination of 5-aminoisophthalic acid 1 afforded the compound 5-amino-2,4,6-triiodoisoph-
thalic acid 2 (hereafter referred to as I3C).

ICl, KCl

H2O

NH2

HOOC COOH

NH2

HOOC COOH
I

I I

1 2

I3C

Scheme 4.1: Synthesis of 5-amino-2,4,6-triiodoisophthalic acid, I3C.

Iodomonochloride was employed as the iodination reagent, dissolved in potassium chlo-
ride solution (Parkesh et al., 2006; Larsen et al., 1956). I3C may also be obtained from
different chemical suppliers (CAS number 35453-19-1). I3C and its use for experimental
phasing are discussed in detail in chapter 7.

4.3 Brominated compounds

Bromination of 5-aminoisophthalic acid 1 with elemental bromine and iron(III)bromide
as catalyst afforded the compound 5-amino-2,4,6-tribromoisophthalic acid 3 (hereafter re-
ferred to as B3C).

Br2, FeBr3

H2O

NH2

HOOC COOH

NH2

COOHHOOC

Br Br

Br

1 3

B3C

Scheme 4.2: Synthesis of 5-amino-2,4,6-tribromoisophthalic acid, B3C.
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Different functional groups were introduced to enhance the binding capabilities of the
small molecules. One carboxyl group was substituted with a methoxy group to introduce
a functional group suitable for interaction with hydrophobic residues. Bromination yielded
the compound 3-amino-2,4,6-tribromo-5-methoxybenzoic acid 5 (hereafter referred to as
B3M).

Br2, FeBr3

H2O

NH2

MeO COOH

NH2

COOHMeO

Br Br

Br

4 5

B3M

Scheme 4.3: Synthesis of 3-amino-2,4,6-tribromo-5-methoxybenzoic acid, B3M.

To improve the binding of the amino group, different strategies were tested to obtain
the guanidinium derivative. A direct guanidation of B3C was not successful since steric
hindrance of the neighbouring bromine prevents the reaction of cyanamide with the amino
functionality.

NH2CN

HNO3

NH

COOHHOOC

Br Br

Br

NH2

COOHHOOC

Br Br

Br

H2N

NH2 NO3

3

Scheme 4.4: Direct synthesis of the guanidinium derivative of B3C was not successful.

Additionally, the electron-withdrawing power of the three bromine atoms and two car-
boxyl groups decreases the reaction rate. Guanidation with 3,5-dimethyl-1-pyrazolylform-
amidinium nitrate did not give any product either. The carboxyl groups may undergo side
reactions, therefore they should be protected (see below).

Therefore the guanidation reaction was carried out as the first step (Scheme 4.5) with
the methyl ester 6, according to literature procedures (Tavares et al., 2004), followed by
deprotection of the carboxyl groups to afford 8. Different bromination reagents were tested
for the bromination of the guanidinium derivative (Fig. 4.5). However bromination of 8 did
not afford any product due to the deactivating effect of two carboxyl and one guanidinium
group on the benzene ring.
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6 7 8

Scheme 4.5: Reaction of 8 with several bromination agents did not yield any product. Bromination was
tried with a) elemental bromine in aqueous solution with iron(III)bromide as catalyst, b) dibromoisocya-
nuric acid (DBI) in concentrated sulfuric acid, c) N -bromosuccinimide (NBS) in acetonitrile.

In dibromoisocyanuric acid (DBI) andN -bromosuccinimide (NBS) the bromine-nitrogen
bond is polarised and the bromine atoms carry a partial positive charge. These reagents
are well suited for aromatic electrophilic substitution reactions. Especially the reaction
conditions with DBI in concentrated sulfuric acid are suitable for perbromination of de-
activated substrates (Gottardi, 1969). However the substrate 8 is not reactive enough for
three-fold bromination, even at these harsh conditions; no product formation was detected.
High water solubility of the starting material 8 and possibly the product render work-up
very difficult. Additionally, the guanidinium group is likely to be cleaved off at these harsh
conditions.

Since the highly deactivated compound 8 could not be brominated, a more reactive
precursor was chosen (Scheme 4.6). First, the carboxyl group in 4 was protected with
thionylchloride in ethanol as ethyl ester 9. Reaction with cyanamide followed by deprotec-
tion of 10 yielded the guanidinium chloride salt 11. Surprisingly, 11 is not well soluble at
neutral pH: heavy precipitate forms when the basic lithium carboxylate solution is brought
to neutral pH by adding hydrochloric acid.
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Scheme 4.6: Reaction of 11 with elemental bromine and iron(III)bromide as catalyst did not yield
tribrominated product, even in reaction conditions under reflux.

The reactivity of 11 is also not high enough for perbromination; complete bromination
was not achieved. Additionally, the product from the bromination reaction is not soluble
in aqueous solution at neutral pH, making it a bad candidate for heavy-atom derivatisation
of macromolecules. Bromination with NBS or DBI was not considered since it is prone to
either side reactions or cleavage of the guanidinium group.

Since the reactivity of the benzene ring determines whether the tribrominated species
can be obtained, substrates with a higher reactivity were chosen, i.e. compounds carrying
no deactivating groups or even having activating substituents.
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Scheme 4.7: Synthesis of the tribrominated guanidinium derivatives 15 and 18.
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Reaction of aniline 13 and 3,5-dimethylaniline 16 with cyanamide preceded smoothly
and tribrominated compounds could be obtained (reflux necessary). Compounds 15 and 18
are however only soluble at acidic pH values in aqueous solution, rendering these compounds
not suitable for heavy-atom derivatisation of macromolecules in aqueous media.

To investigate the effect of one functional group on interaction with proteins the amino
group was exchanged with a hydroxyl group. The amino group in I3C and B3C is not
protonated at pH values used for crystallisation and derivatisation of biological macro-
molecules. It carries two hydrogen atoms and one electron lone pair for hydrogen bonding.
In contrast the hydroxyl group carries two electron lone pairs at the oxygen atom that are
suitable as acceptors for hydrogen bonds, but only one hydrogen atom. The bromination
of 19 afforded 2,4,6-tribromo-5-hydroxyisophthalic acid 20 (hereafter referred to as B3O).

Br2, FeBr3

H2O

OH

HOOC COOH

OH

COOHHOOC

Br Br

Br

19 20

B3O

Scheme 4.8: Synthesis of 2,4,6-tribromo-5-hydroxyisophthalic acid, B3O.

Another brominated compound that can be used for experimental phasing is tetrabro-
moterephthalic acid 21 (hereafter referred to as B4C).

COOH

Br

Br Br

COOH

Br

21

B4C

Scheme 4.9: Tetrabromoterephthalic acid, B4C.

B4C is available commercially and may be obtained from different chemical suppliers
(CAS number 5411-70-1).
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4.4 Conclusion

Five compounds were obtained that are suitable for derivatisation of biological macro-
molecules. I3C, B3C, B3M, B3O and B4C and their use for experimental phasing are
discussed in detail in chapters 7 to 10.
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COOHHOOC

Br Br

Br

NH2

COOHMeO

Br Br
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Br Br

Br

COOH

Br

Br Br

COOH

Br

I3C B3C B3M

B3O B4C

Scheme 4.10: I3C, B3C, B3M, B3O and B4C, five compounds used for protein derivatisation and
experimental phasing.
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Chapter 5

Crystallisation and heavy-atom
derivatisation

Summary

Test proteins were crystallised and derivatised with the phasing tools I3C, B3C, B3M, B3O
and B4C via soaking or co-crystallisation. To obtain a stock solution at high concentration
for heavy-atom derivatisation the phasing tools were dissolved by adding double equimolar
amounts of base.
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5.1 Crystallisation of small molecules

The compounds I3C, B3C, B3M, B3O and B4C were dissolved in appropriate solvents
to obtain a nearly saturated solution. All solutions were filtered prior to setting up the
crystallisation trials. For details see Appendix E: Experimental data for small molecules.

5.2 General remarks on protein crystallisation and

heavy-atom derivatisation

Protein samples were obtained from Sigma Aldrich (unless otherwise stated) as lyophilised
powder and were used as received. Protein crystals were obtained by variations of the
vapour diffusion method, either as sitting or hanging drops. Crystals for thaumatin (Ko
et al., 1994), porcine pancreatic elastase (Weiss et al., 2002), ribonuclease A (Mueller-
Dieckmann et al., 2007) and thermolysin (Mueller-Dieckmann et al., 2007) were obtained
in crystallisation conditions similar to the published procedures.

For heavy-atom derivatisation a stock solution with a high concentration of the phasing
tool is desirable, especially for soaking experiments. To obtain a high concentration in the
stock solution, the compounds cannot be dissolved directly in water since they have a poor
solubility. The two carboxyl groups are deprotonated with double equimolar amounts of
aqueous base to obtain a salt solution (Fig. 5.1). For B3M, having only one carboxyl group,
equimolar amounts of base suffice.

NH2

COOHHOOC

I I

I

NH2

COOOOC

I I

I

2 M LiOH
+   2 Li

I3C

Figure 5.1: Deprotonation of I3C with lithium hydroxide solution yields the highly soluble lithium I3C
salt.

In case of I3C, only lithium hydroxide solution (LiOH) as a base produces an I3C
salt with high solubility. If sodium or potassium hydroxide solution or bases such as
triethylamine or ammonia are used the resulting salt has limited solubility. Lithium cations
as counterions have a high hydration energy with the result that the solvation energy
exceeds the lattice energy of the salt formed with the doubly charged anion of I3C, so the
salt is highly soluble. For co-crystallisation experiments lower concentrations of I3C are
sufficient; therefore sodium hydroxide was also used as a base (see lysozyme).
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Table 5.1: Preparation of the stock solutions.

I3C B3C B3M B3O B4C

molecular weight [g mol−1] 576.84 417.85 403.85 418.82 481.72
solid material [mg] 120 84 81 84 48
2 m LiOH [µL] 200 200 100 200 100
water [µL] - - 100 - 100
concentration [m] 1.0 1.0 1.0 1.0 0.5

In case of B3C, sodium hydroxide solution gives satisfactory results, possibly because
the smaller dianion B3C has a higher solvation energy. Nevertheless, unless otherwise
indicated, lithium hydroxide solution was used for the bromine compounds as well. The
pKA values of the two carboxyl groups, e.g. in B3C, could not be determined experimentally
by potentiometric titration, probably due to the fact that the molecule forms a zwitterion
in solution; the pKA values of the non-brominated compound have not been reported in
the literature.

The lithium B4C salt has a lower solubility since only two hydrophilic groups are
present. Therefore only 0.5 m B4C solution can be obtained.

The stock solutions were prepared by adding lithium hydroxide (or sodium hydroxide)
solution (and water) to the solid material, according to Tab. 5.1. The pH of the stock
solution was usually in the range of 7 to 8 (and was adjusted with small amounts of 1m
hydrochloric acid or lithium hydroxide solution if necessary). The solutions were filtered
with a 0.2µm syringe filter and stored under exclusion of light. Solutions older than two
weeks were discarded.

5.3 Soaking

The quick soak procedure was carried out to incorporate the phasing tools, with soaking
times ranging from 10 seconds to several minutes.

Thaumatin with I3C

Thaumatin (207 residues, 22.2 kDa) was crystallised by mix-
ing 2µL of 40 mgmL−1 protein solution with an equal vol-
ume of precipitant solution, which contained 0.05m ADA
(pH=6.8) and 0.8m potassium sodium tartrate. Crystals
were grown at 293K using the sitting-drop vapour diffu-
sion method. Crystals appeared after a few days. A quick
soak (2 min) was performed with a solution containing 0.5m
lithium I3C, 0.05m ADA (pH=6.8) and 0.8m potassium
sodium tartrate. The crystal was back-soaked in a solution containing 30% (v/v) glycerol,
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0.05m ADA (pH=6.8) and 0.8m potassium sodium tartrate. The crystal was flash-cooled
in liquid nitrogen.

Porcine pancreatic elastase (PPE) with I3C

Porcine pancreatic elastase (240 residues, 25.9 kDa, Boeh-
ringer Mannheim) was crystallised at 277K by mixing 2µL
of 40 mgmL−1 protein solution with an equal volume of pre-
cipitant solution containing 0.6m sodium sulfate and 0.1m
HEPES (pH=8.0). Crystals were grown using the hanging-
drop vapour diffusion method. Crystals appeared after sev-
eral weeks. A gradient soak was performed to incorporate
I3C into the crystal: starting with a solution containing
0.15m lithium I3C solution, 0.1m HEPES (pH=8.0) and 0.6m sodium sulfate (2min) and
continuing with a solution with similar composition, but containing 0.25m lithium I3C
solution (5min). The crystal was transferred to a solution containing 30% (v/v) glycerol,
0.25m lithium I3C solution, 0.1m HEPES (pH=8.0) and 0.6m sodium sulfate (10 s). The
crystal was flash-cooled in liquid nitrogen.

Ribonuclease A with I3C

Ribonuclease A (124 residues, 13.7 kDa) was crystallised at
293K by mixing 2.0µL of 10mgmL−1 protein solution with
an equal volume of precipitant solution, which contained
1.4m ammonium sulfate, 2m sodium chloride and 0.1m
sodium acetate (pH=5.4). Crystals were grown using the
hanging-drop vapour diffusion method. Crystals appeared
within a few days. A quick soak (30 s) was performed with
a solution containing 0.5m lithium I3C, obtained by adding
2µL of 1m lithium I3C to 2µL reservoir solution. The crystal was back-soaked in a so-
lution containing 30% (v/v) glycerol, 1.4m ammonium sulfate, 2m sodium chloride and
0.1m sodium acetate (pH=5.4). The crystal was flash-cooled in liquid nitrogen.

Proteinase K with I3C and B3C

Proteinase K (279 residues, 28.9 kDa) was crystallised at
293K by mixing 2.5µL of 20mgmL−1 protein solution with
an equal volume of precipitant, containing 0.1m Tris (pH
= 7.2) and 1.28m ammonium sulfate. Crystals were grown
using the sitting-drop vapour diffusion method. Crystals
appeared within one week. Protein crystals were soaked for
about 10 s in 0.5 M B3C or I3C solution, respectively, which
also contained 0.1m Tris (pH = 7.2) and 1.28m ammonium
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sulfate. The crystals were back-soaked for 5 s in the cryo solution of 30% (v/v) glycerol con-
taining 0.1m Tris (pH = 7.2) and 1.28m ammonium sulfate, but no heavy-atom compound.
The crystals were flash-cooled in liquid nitrogen.

Thaumatin with B3C, B3M, B3O and B4C

Thaumatin was crystallised as for the I3C derivative. A quick soak (1 min) was performed
with a solution containing 0.5m lithium B3C, obtained by adding 2µL of 1m lithium B3C
to 2µL reservoir solution. The same was done for B3M and B3O. The soak with B4C was
carried out with a final concentration of 0.25m lithium B4C. The crystals were back-soaked
in a solution containing 30% (v/v) glycerol, 0.5m ADA (pH=6.8) and 0.8m potassium
sodium tartrate. The crystals were flash-cooled in liquid nitrogen.

Thermolysin with B4C

Thermolysin (316 residues, 34.4 kDa) was dissolved to a fi-
nal concentration of 100mgmL−1 in a solution containing
50mm MES (pH=6.4) and 45% (v/v) dimethylsulfoxide
(DMSO). Undissolved protein was removed by centrifuga-
tion for 10min at 14 000g at 277K. Crystals were grown
using the hanging-drop vapour diffusion method. 1.0µL of
protein solution were mixed with an equal volume of precip-
itant, containing 50mm MES (pH=6.4), 1m NaCl and 45%
(v/v) DMSO. The drops were equilibrated over wells of 35% (v/v) saturated ammonium
sulfate solution. Crystals appeared within a few days. Protein crystals were soaked for
about 25 s in 0.25M B4C solution, obtained by adding 2µL of 0.5m lithium B4C to 2µL
reservoir solution. The crystals were back-soaked for 5 s in the cryo solution, containing
25mm MES (pH=6.4), 250mm NaCl, 20% (v/v) DMSO and 5% (v/v) glycerol. The
crystals were then flash-cooled in liquid nitrogen.

5.4 Co-crystallisation

I3C and B3C were also incorporated into biological macromolecules via co-crystallisation.
The compounds were added either to the protein solution before crystallisation set-up or
added to the reservoir solution. It is generally advised to use at least a ten-fold excess of
I3C or B3C for incorporation via co-crystallisation.
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Lysozyme with I3C

Hen egg white lysozyme (129 residues, 14.3 kDa) was crys-
tallised at 293K by mixing 5µL of 20mgmL−1 protein so-
lution with an equal volume of precipitant, containing 0.1m
HEPES (pH=7.0), 15%(w/v) PEG 3350 and 8mm sodium
I3C solution (about three-fold excess of I3C with respect
to the protein concentration). Crystals containing I3C ap-
peared within one week. The crystal was soaked for 5 s in
cryo solution containing 15% (v/v) PEG-400, 0.1m HEPES
(pH=7.0) and 15%(w/v) PEG 3350. The crystal was flash-cooled in liquid nitrogen.

Trypsin with B3C

Bovine trypsin (223 residues, 23.3 kDa, Sigma Aldrich) was dissolved to a final concentra-
tion of 60mgmL−1 in a solution containing 10mgmL−1 benzamidine (inhibitor to prevent
auto-cleavage), 3mm CaCl2, 0.02%NaN3 and 30mm sodium B3C (about ten-fold excess of
B3C with respect to the protein concentration). Crystals were grown using the sitting-drop
vapour diffusion method. The Wizard Screen I (Emerald BioSystems) was set up with a
Tecan dispenser (100µL reservoir volume). 0.1µL of the protein solution was mixed with
an equal volume of the reservoir solution using a Moscito robot. The plate was stored at
293K and crystals appeared within one week in several conditions. Data were collected
from a crystal taken from a drop with the reservoir solution containing 30% (w/v) PEG-
3000 and 0.1m CHES (pH=9.5). The crystal was flash-cooled in liquid nitrogen without
any further cryoprotection.



Chapter 6

Data collection, processing and
refinement

Summary

Data for the small-molecule compounds were collected in-house on a Bruker SMART 6000
at CuKα. The structures were refined with SHELXL-97. For details on the small-molecule
data and processing, please refer to Appendix D: Crystallographic data for small molecules.
Restraints were generated based on these structures for the refinement of the protein deriva-
tive data sets.

Protein data were collected in-house on a Bruker SMART 6000 or a Marresearch
MAR345 at CuKα and at the synchrotron (SLS, BESSY II). The heavy-atom substructures
were solved with SHELXD and density modification was done in SHELXE. Initial models
were obtained from ARP/wARP and refined with SHELXL-97 or REFMAC.
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6.1 Small-molecule crystallography

For details on the small-molecule data and processing, please refer to Appendix D:
Crystallographic data for small molecules.

6.2 In-house data collection

Data for the elastase I3C, trypsin B3C and ribonuclease I3C data sets were recorded at
100K in-house on a Bruker three-circle diffractometer equipped with a SMART 6000 CCD
detector, a MacScience rotating anode and Incoatec Helios optics (λ=1.54178 Å).

Data for the lysozyme I3C and thaumatin I3C data sets were collected in-house at 100K
on a Marresearch MAR345 image-plate detector using CuKα radiation (λ=1.54178 Å) from
a MacScience rotating anode X-ray generator equipped with Osmic optics.

6.3 Data collection at the synchrotron

Swiss Light Source (SLS)

The proteinase K I3C and B3C data sets were collected at 106 K at beamline X10SA
(PXII) at SLS, Villigen, Switzerland. For the B3C data, a fluorescence scan was performed
to locate the bromine K edge. Interestingly, the spectrum showed two peaks at the bromine
edge (Fig. 8.6, p. 68). Therefore, two peak datasets were collected (13480 and 13473 eV),
followed by a high-energy remote (13580 eV) and an inflection point data set (13471 eV).
For details, see Tab. 8.3 (p. 68). For the I3C data, only one dataset was collected, at
the same wavelength as in-house CuKα (1.5418 Å, Tab. 8.3, p. 68). Data collection for all
datasets was carried out with 0.5 s exposure per frame and 1◦ frame width.

Berliner Elektronenspeicherring-Gesellschaft für

Synchrotronstrahlung (BESSY II)

The thaumatin B3C, B3M, B3O and B4C and the thermolysin B4C data sets were collected
at beamline 14.2 at BESSY II, Berlin. For the thaumatin B3C and B4C data, a fluores-
cence scan was performed to locate the bromine K edge (see Fig. 9.7, p. 81 and Fig. 10.5,
p. 91). For the B3M and B3O crystal, data sets were collected at the high-energy remote
(13580 eV). For the thaumatin B3C crystal, data sets were collected at peak (13478 eV),
inflection point (13470 eV) and high-energy remote (13578 eV). For details, see Tab. 9.3
(p. 80). For the thaumatin B4C crystal, data sets were collected at peak (13481 eV) and
inflection point (13469 eV). For details, see Tab. 10.2 (p. 90). For the thermolysin B4C crys-
tal, a data set was collected at high-energy remote (13478 eV). For details, see Tab. 10.2
(p. 90). Data collection for all data sets was carried out with exposure times ranging from
3.2 to 5.2 s per frame and 1◦ frame width.
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6.4 Integration and scaling

Data collected on the SMART 6000 were integrated with SAINT (Bruker, 2009). Pro-
tein data collected on the MAR345 or at the synchrotron site were integrated with XDS
(Kabsch, 1993). Absorption correction (semi-empirical from equivalents) and scaling were
carried out with SADABS (Sheldrick, 2009).

6.5 Experimental phasing

Unless otherwise stated, protein data sets were processed as follows. Data were prepared
with XPREP (Bruker, 2007), i.e. extracting the anomalous data and selecting a proper
resolution cut-off for the anomalous data. Substructure solution was carried out with
SHELXD (Usón and Sheldrick, 1999; Schneider and Sheldrick, 2002; Sheldrick, 2008a).
Density modification was done with SHELXE (Sheldrick, 2002, 2008a), in some cases in
conjunction with the autotracing feature (Sheldrick, 2010).

6.6 Model building, refinement and validation

The experimental electron density was transferred to ARP/wARP (Langer et al., 2008;
Murshudov et al., 1997) for main chain tracing, sequence docking, side chain fitting and
addition of water molecules. The first model from ARP/wARP was transferred to SHELX
and refined with SHELXL-97 (Sheldrick, 2008a). Water molecules were updated with
SHELXPRO (Sheldrick, 2008a) and validated with COOT (Emsley et al., 2010). Re-
fined structures were manually inspected and improved in COOT, e.g. adding alternate
conformations for side chains. Ions binding to the surface of the protein were differen-
tiated from water molecules according to the anomalous density map (where applicable)
calculated with SHELXE (Sheldrick, 2002), their coordination environment and thermal
displacement parameters.

Refinement in SHELXL-97 was carried out by conjugate-gradient least-squares methods
on F 2, with 5% of the data set aside (randomly chosen) for calculation of the Rfree factor
(Brünger, 1992). Restraints for the bond distances in the proteins were used as provided by
SHELXPRO, which are based on Engh and Huber (1991). The restraints for the phasing
tools were derived from the small-molecule structures as described in this work. The bond
lengths of the carboxyl group were adjusted with HIMP in XP (Bruker, 2008) to fit the
deprotonated form. Restraints for other ligands (buffer compounds, precipitants, etc.)
were obtained from the PRODRG server (van Aalten et al., 1996).

The ribonuclease A I3C and thermolysin B4C data were first refined with SHELXL-97
and then transferred to REFMAC (Murshudov et al., 1997) for further refinement. Conver-
sion of the reflection files to different formats was carried out within CPP4i (Collaborative
Computational Project Number 4, 1994).

Validation of the refined structures was carried out in COOT, e.g. validation of water
molecules or temperature factor variance, and with the Molprobity server (Chen et al.,
2010).
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Figures were prepared with PyMOL (DeLano, 2010) and GNUPLOT (Gnuplot, 2010).
The anomalous electron density (SAD density or MAD density) was calculated in SHELXE
using the final refined model and the anomalous data. Anomalous data statistics were
prepared with HKL2MAP (Pape and Schneider, 2004), which uses SHELXC (Sheldrick,
2008a) for data preparation.

6.7 Radiation damage

To investigate radiation damage on B3C, a series of experiments was carried out at 106K
at beamline X10SA (PXII) at the SLS, Villigen, Switzerland. The same crystal that had
been used for the proteinase K B3C MAD experiment was exposed to full photon flux
(1.82 × 1012 photons s−1 at 13473 eV), followed by data collection at the same energy
(corresponding to wavelength at peak2, Table 9.3). Full beam exposure was maintained
for 2 s and was increased to 30 s and 60 s for the last two burn exposures, respectively. Six
datasets were collected in total from the same crystal following this procedure.

The program RADDOSE (Murray et al., 2004) was used for dose calculations. Heavy-
atom content of the unit cell was specified, including sulfur atoms from the protein and
chloride and sulfur atoms from the buffer. The absorbed dose for the crystal is given in
MGy (Gray = J kg−1).
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Part III - Results and discussion

Outline

The following chapters discuss experimental phasing of proteins with the halogen com-
pounds introduced in Part II - Materials and methods (hereafter referred to as phasing
tools).

The magic triangle I3C contains three iodine atoms for SAD or SIRAS phasing and
is discussed in chapter 7. The analogous bromine compound, the MAD triangle B3C,
was employed for MAD and SAD phasing (chapter 8). Two other bromine compounds,
B3M and B3O, carrying different functional groups, were also utilised for experimental
phasing and are discussed in chapter 9. The MAD tetragon B4C contains four bromine
atoms and was utilised for SAD and MAD phasing (chapter 10).

The molecular structure of each phasing tool was established by X-ray crystallography.
The molecular structures were used to generate bond length and angle restraints for the
refinement of the derivatised protein structures.

X-ray absorption may lead to radiation damage in the crystal, especially damage to
the heavy-atom sites. The effect of radiation damage on the bromine-carbon bonds was
investigated for B3C (chapter 8).

The structural information about the triangular arrangement of the heavy atoms
provides an independent test for substructure validation. A computer script was developed
that searches for triangles within the heavy-atom coordinate file to facilitate substruc-
ture validation. Three examples for difficult structures are presented where the triangular
arrangement of the heavy-atoms was crucial (chapter 11).

The phasing tools bind to proteins through hydrogen bonds and halogen bonds.
The latter can be rationalised by a positive electrostatic potential at the halogen atom.

In this study the phasing tools were used to derivatise test proteins, which were
readily available. Further information on the structural details and biological function
of these proteins may be found in the current literature: hen egg-white lysozyme (Blake
et al., 1965; Vocadlo et al., 2001), thaumatin (de Vos et al., 1985; Ko et al., 1994), porcine
pancreatic elastase (Sawyer et al., 1978; Fodor et al., 2006), proteinase K (Pal et al., 1994;
Saxena et al., 1996), bovine trypsin (Recacha et al., 1999; Polgar, 2005), ribonuclease A
(Borkakoti et al., 1982; Schultz et al., 1998) and thermolysin (Tajima et al., 1976; Holmes
and Matthews, 1982). A brief discussion of novel protein structures that were solved
with the magic triangle I3C can be found in Appendix A.
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Chapter 7

I3C - The magic triangle

Summary

The magic triangle I3C has three functional groups for interaction with biological macro-
molecules and three iodine atoms for experimental phasing. The molecular structure of
I3C was determined by X-ray crystallography.

I3C was incorporated into three test proteins via soaking or co-crystallisation. Data
were collected in-house and SAD phasing was carried out. I3C binds to the proteins mainly
via hydrogen bonds to side chains and the main chain.
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7.1 Introduction

The compound 5-amino-2,4,6-triiodoisophthalic acid (I3C, Fig. 7.1a) is the first represen-
tative of a new class of compounds for heavy-atom derivatisation of biological macro-
molecules. It combines functional groups for interaction with proteins and nucleic acids
with heavy atoms for experimental phasing. Three iodine atoms per molecule provide a
strong anomalous signal for phasing, even at in-house X-ray sources: the anomalous signal
f ′′ of iodine is 6.85 e at the CuKα wavelength.

Figure 7.1: Iodinated compounds. (a) 5-Amino-2,4,6-triiodoisophthalic (I3C) is the first representative
of a new class of compounds suitable for experimental phasing. (b) The X-ray contrast agent diatrizoate.
The 1,3,5-triiodobenzene core is the basis of many iodine-containing contrast agents.

In comparison to other heavy atom reagents I3C has a low toxicity. Its derivatives
have been employed as X-ray contrast reagents in medical diagnosis for almost 100 years.
The ionic monomer diatrizoate (Fig. 7.1b) was one of the first compounds used (see Ton-
nessen et al., 1996, for the X-ray structure), although nowadays nonionic compounds are
preferred due to their reduced osmolality (Almen, 1969; Dawson et al., 1999). The 1,3,5-
triiodobenzene core has been the basis of many iodine-containing contrast agents (Yu and
Watson, 1999).

The three iodine atoms are arranged in an equilateral triangle in I3C (Fig. 7.1a). This
geometrical arrangement is easily identified in the heavy-atom substructure. The molecular
structure of I3C was determined by single-crystal X-ray analysis (Beck and Sheldrick, 2008)
and used for the generation of bond length and bond angle restraints. These are required
for the correct refinement of small-molecule compounds in macromolecular structures.

7.2 I3C crystal structure

In the crystal environment I3C has no internal crystallographic symmetry and crystallises
in the space group Pbca with one molecule in the asymmetric unit. The bond lengths and
angles fall within normal ranges. A displacement ellipsoid plot is shown in Fig. 7.2. I3C
crystallises as a monohydrate due to water impurities in the crystallisation solution.

The three iodine atoms in I3C form an equilateral triangle with a side of 6.0 Å [cf.
I1−I2 6.0425(6), I2−I3 6.0388(7), I1−I3 6.0267(7) Å]. In I3C the carboxyl groups are per-
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pendicular to the ring and clear indications for protonated carboxyl groups can be found.
In both carboxyl groups, one C−O bond is significantly shorter than the other one, indi-
cating one double bond and one single bond [cf. C7−O9 1.214(6) vs. C7−O8 1.308(6) Å
and C10−O12 1.223(6) vs. C10−O11 1.299(6) Å]. The unsubstituted 5-aminoisophthalic
acid crystallises as a zwitterion, with one carboxylate and an -NH+

3 group (Dobson and
Gerkin, 1998). The carboxyl groups are in plane with the aromatic ring. The negative
charge of the carboxylate group can therefore be delocalised across the π-system, leading
to an increase in acid strength compared to I3C.

In the crystal structure I3C forms hydrogen bonds with all potential donors and the
lattice water molecule (Fig. 7.3, Tab. 7.1); however, the interaction between N13 and O12
is slightly weaker. Hydrogen bonds to a lattice water molecule are also present in the
unsubstituted 5-aminoisophthalic acid.

Figure 7.2: The asymmetric unit
of I3C. Displacement ellipsoids are
drawn at the 50% probability level
and hydrogen atoms are shown as
small spheres with arbitrary radii.
The hydrogen bond to the lattice wa-
ter molecule is shown as a dashed line.

Table 7.1: Hydrogen-bond geometry (Å, ◦) for I3C.

D−H· · ·A D−H H· · ·A D · · ·A D−H· · ·A

O8−H8· · ·O12i 0.80(5) 1.90(5) 2.662(5) 161(7)
O11−H11· · ·O14 0.79(5) 1.75(5) 2.540(5) 173(7)
O14−H14A· · ·O9ii 0.81(4) 1.95(4) 2.751(5) 170(6)
O14−H14B· · ·N13iii 0.81(4) 2.05(4) 2.841(5) 166(6)
N13−H13A· · ·O14iv 0.88(4) 2.30(5) 3.067(6) 147(5)
N13−H13B· · ·O12iv 0.88(4) 2.68(5) 3.478(5) 152(5)

Symmetry codes: (i) x+ 1
2
,−y + 3

2
,−z; (ii) − x+ 5

2
, y −

1
2
, z;

(iii) − x+ 2, y −
1
2
,−z + 1

2
; (iv) − x+ 3

2
, y + 1

2
, z.

Formation of cyclic dimers between two carboxyl groups is frequently observed for
carboxylic acids in the solid state (Leiserowitz, 1976), but not found in I3C. Due to the
large van der Waals radius for iodine (1.98 Å; Bondi, 1964), cyclic dimeric hydrogen bonds
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of two carboxyl groups are not favoured for I3C: The iodine atoms of two molecules would
come in close proximity and repel each other.

Figure 7.3: Hydrogen
bonding of I3C. The
hydrogen bonds for
hydrogen donor atoms
of the central I3C are
depicted as dashed lines.
Symmetry-equivalent
molecules are shown in
lighter shade. For the
symmetry operators,
please refer to Tab. 7.1.

In the crystal lattice, the molecules are positioned perpendicular to each other, showing
no π-π interactions of the benzene rings. The packing is different from that observed in
the unsubstituted acid where the substituents are missing (Dobson and Gerkin, 1998) and
the molecules are packed in layers showing π-π interaction.

The molecular arrangement of I3C in the crystal lattice shows that hydrogen bonds are
the main type of interaction. This becomes important when I3C is used as a ligand for
heavy-atom derivatisation of proteins.

7.3 Experimental phasing with I3C

In this study the incorporation of I3C into three protein samples was investigated. Stock
solutions of I3C were obtained by dissolving the solid material in water, adding double
equimolar amounts of aqueous base to fully deprotonate the carboxyl groups. I3C was
incorporated into lysozyme crystals via co-crystallisation. A quick soak was carried out
with thaumatin and elastase crystals. SAD phasing was carried out with data collected
in-house at CuKα (λ=1.54178 Å).

Substructure solution and data analysis

The substructure solution with SHELXD using Patterson seeding and dual space direct
methods followed by density modification with SHELXE resulted in high-quality starting
phases (Tab. 7.2).

The SAD data sets show a strong anomalous signal. This is also indicated by the ratio
of Ranom to Rp.i.m., a quality measure for the anomalous signal (Weiss, 2001; Tab 7.2).
Investigations of the data show that only a small multiplicity of data is required to find the
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heavy-atom positions (Tab. 7.2), although of course the ratio of Ranom to Rp.i.m. increases
with higher multiplicity.

Table 7.2: Data collection details for lysozyme, thaumatin and elastase. For lysozyme and thaumatin
a comparison of the different data sets shows that a much lower multiplicity is sufficient to solve the
heavy-atom substructure. With increasing map correlation coefficient and decreasing mean phase
error, more residues can be traced by automated procedures. A similar comparison for elastase was
not carried out because of different detector and goniometer settings (three-circle goniometer) between
the data sets. Values in parentheses denote the highest resolution shell.

a) Lysozyme

Unit-cell parameters (Å, ◦) a = b = 76.83, c = 38.87, α = β = γ = 90
Space group P43212

Resolution (Å) 19.4−1.55 (1.65−1.55)
Degrees collected (◦) 30 45 60 90 360
Rmerge 0.060 (0.14) 0.063 (0.15) 0.066 (0.16) 0.068 (0.18) 0.069 (0.15)
Completeness 0.86 (0.83) 0.96 (0.93) 0.98 (0.98) 0.99 (0.98) 0.99 (0.99)
Multiplicity 2.14 (1.99) 3.23 (2.96) 4.32 (3.97) 6.50 (5.94) 26.1 (24.0)
< I/σ(I) > 10.3 (5.06) 12.0 (5.62) 13.8 (6.43) 17.1 (7.80) 38.2 (21.2)
Ranom 0.117 (0.238) 0.115 (0.236) 0.114 (0.229) 0.109 (0.205) 0.0974 (0.122)
Ranom/Rp.i.m.

3.68 (2.17) 3.61 (2.20) 3.71 (2.12) 4.31 (2.19) 7.12 (3.00)
No. sites found 10 [83%] 12 [100%] 12 [100%] 12 [100%] 12 [100%]
Mean phase error (◦) 38.6 32.6 32.1 30.4 31.1
Mean map CC 0.731 0.801 0.817 0.833 0.852
No. residues built 53 [41%] 83 [64%] 105 [81%] 111[86%] 120 [93%]

b) Thaumatin

Unit-cell parameters (Å, ◦) a = b = 57.71, c = 149.58, α = β = γ = 90
Space group P41212

Resolution (Å) 19.7−1.73 (1.83−1.73)
Degrees collected (◦) 30 45 60 90 360
Rmerge 0.038 (0.095) 0.041 (0.099) 0.044 (0.11) 0.046 (0.11) 0.056 (0.12)
Completeness 0.88 (0.86) 0.97 (0.95) 0.99 (0.97) 0.99 (0.97) 0.99 (0.98)
Multiplicity 2.19 (1.99) 3.29 (2.97) 4.40 (4.00) 6.65 (6.12) 26.8 (24.2)
< I/σ(I) > 16.3 (8.36) 18.7 (9.75) 20.8 (10.9) 26.0 (13.9) 47.5 (25.5)
Ranom 0.0774 (0.157) 0.0750 (0.143) 0.0712 (0.135) 0.0668 (0.115) 0.0620 (0.0886)
Ranom/Rp.i.m.

3.41 (2.04) 3.29 (1.85) 3.07 (1.88) 3.36 (1.90) 4.96 (2.69)
No. sites found 15 [100%] 15 [100%] 15 [100%] 15 [100%] 15 [100%]
Mean phase error (◦) 50.2 32.5 26.7 26.0 28.4
Mean map CC 0.608 0.811 0.886 0.891 0.860
No. residues built 0 [0%] 199 [96%] 198 [96%] 199[96%] 196 [95%]

c) Elastase

Unit-cell parameters (Å, ◦) a = 50.10, b = 57.97, c = 74.40, α = β = γ = 90
Space group P212121
Resolution (Å) 37.2−1.60 (1.70−1.60)
Degrees collected (◦) 360
Rmerge 0.038 (0.10)
Completeness 0.99 (0.92)
Multiplicity 11.2 (2.76)
< I/σ(I) > 40.6 (8.38)
Ranom 0.0310 (0.109)
Ranom/Rp.i.m.

2.61 (1.17)
No. sites found 12 [100%]
Mean phase error (◦) 35.3
Mean map CC 0.806
No. residues built 227 [95%]

For crystallographic parameters, see Appendix B: Crystallographic parameters.

The anomalous signal is strong up to high resolution for the thaumatin and lysozyme
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data sets (Fig. 7.4). Therefore, no truncation of the data was necessary for substructure
solution. However, the anomalous data for elastase was truncated at 2.2 Å where the
anomalous signal drops below d′′/sig = 1.0.

Figure 7.4: Anomalous signal for
the three SAD data sets; pure noise
would correspond to d′′/sig ≃ 0.798.
Especially the lysozyme and thau-
matin data sets show a strong anoma-
lous signal; the anomalous data for
elastase were truncated at 2.2 Å.
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Substructure solution with SHELXD gave large figures of merit: lysozyme I3C with CC:
47.09, CCweak: 26.81; thaumatin I3C with CC: 43.56, CCweak: 25.59; elastase I3C with
CC: 33.86, CCweak: 19.06. Since the heavy atoms form an equilateral triangle (Fig. 7.5),
a successful substructure solution in SHELXD is readily identified when inspecting the
heavy-atom positions, which facilitates structure solution.

Figure 7.5: One molecule of I3C in lysozyme, anoma-
lous electron density at 4σ (orange), distances in Å. The
equilateral triangle formed by the iodine atoms is clearly
visible.

I3C binding sites

Refinement was carried out with the SHELX suite (Tab.C.1) with the restraints for I3C
generated from the small-molecule crystal structure.

The molecular structures of the proteins are similar to those previously reported (e.g.
lysozyme: Weiss et al., 2000; thaumatin: Ko et al., 1994; elastase: Würtele et al., 2000),
since I3C mostly replaces solvent water molecules in the crystal lattice and binds to the
surface of the proteins (Fig. 7.6).

Inspection of the I3C sites reveals several modes of interaction. The amino group of I3C
forms hydrogen bonds to a main chain carbonyl oxygen (e.g. Fig. 7.7a) or to a hydrogen
bond acceptor in a side chain (e.g. the oxygen atom of asparagine or glutamine). The
carboxylate groups interact with side chains of the protein via hydrogen bonds with donor
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groups in serine, lysine, tyrosine or threonine residues. The prominent interaction of the
carboxylate group is the interaction with arginine (Fig. 7.7b), forming an ion pair.

(a) (b) (c)

Figure 7.6: I3C in protein crystals: anomalous electron density shown around I3C at 4σ (orange). I3C
molecules are found at the surface of the protein molecules. (a) Lysozyme with four molecules of I3C in
the asymmetric unit. (b) Thaumatin with five molecules of I3C in the asymmetric unit. (c) Elastase with
four molecules of I3C in the asymmetric unit.

Additional hydrogen bonds are also formed to solvent water molecules. These strong
interactions lead to relatively high occupancies of the sites. The occupancies of I3C were
refined with SHELXL to values of 0.60, 0.32, 0.32, 0.25 for lysozyme, 0.49, 0.44, 0.27, 0.26,
0.19 for thaumatin and 0.45, 0.23, 0.21, 0.16 for elastase.

(a) (b)

Figure 7.7: I3C interaction with proteins. (a) Hydrogen bonding of the amino group of I3C with the
main chain carbonyl oxygen of Asp21 in thaumatin (other interactions not shown). (b) Interaction of I3C
with three lysozyme molecules. Hydrogen bonds to Arg73, Lys33 and Ser24 are shown as dashed lines.

Interactions of the benzene ring or the iodine atoms with hydrophobic residues (e.g.
phenylalanine, tryptophane) are not observed. This is probably due to the fact that the
iodine atoms have a large van der Waals radius. Additionally, the carboxylate groups are
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perpendicular to the benzene ring. π-π interactions are not favoured (cf. small-molecule
crystal structure, p. 56) due to high steric demand of the carboxylate groups and the iodine
atoms. Non-covalent contacts observed for the iodine atoms will be discussed in detail in
chapter 12.

7.4 Conclusion

I3C represents a new class of compounds; it may be used for heavy-atom derivatisation for
SAD or SIRAS phasing, combining an easily recognisable arrangement of three anomalous
scatterers with functional groups for hydrogen bonding to a protein molecule. Low toxicity
and ready commercial availability are further advantages (Beck et al., 2008).

Three functional groups (two carboxylates and one amino group) of I3C interact through
hydrogen bonds with the main chain as well as with the side chains of proteins. This
results in a relatively high occupancy of the bound ligands. The three iodine atoms form an
equilateral triangle (I· · · I 6.0 Å), which is easy to recognise in the heavy-atom substructure
when this compound is used as a heavy-atom derivative for macromolecular phasing. Up
to date I3C has been used to solve four novel structures (see Appendix A).

−10.0e

 −5.0e

  0.0e

  5.0e

 10.0e

 15.0e

 6000  8000  10000  12000  14000  16000  18000  20000

 2.47Å  1.80Å  1.41Å  1.16Å  0.99Å  0.86Å  0.76Å  0.68Å

X−ray energy in eV

 Anomalous scattering coefficients

X−ray wavelength in Å

I LI CuKa

S f"
S f’
I f"
I f’

Figure 7.8: Calculated anomalous scattering coefficients for iodine and sulfur (Merrit, 2010). The anoma-
lous signal of sulfur, an intrinsic anomalous scatterer found in cysteine or methionine residues, may also
be used for phasing; however the signal is very weak and requires high-quality data.

The strong anomalous signal of the iodine atoms (Fig. 7.8) renders I3C a powerful
phasing tool, both for in-house and synchrotron data. However the iodine K edge (λ =
0.374 Å) and L3 edge (λ = 2.72 Å) are not commonly accessible on synchrotron beamlines.
Therefore, I3C can only be used for SAD or SIRAS phasing. Similar compounds could
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be used to introduce elements such as bromine or selenium that would be more suitable
than iodine for MAD experiments, or exploit hydrophobic interactions as well as hydrogen
bonds for binding to protein molecules.
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Chapter 8

B3C - The MAD triangle

Summary

The MAD triangle B3C carries three bromine atoms for multi-wavelength anomalous dis-
persion (MAD) experiments. B3C has, analogously to I3C, three functional groups for
interaction with proteins. The molecular structure of B3C was determined by X-ray crys-
tallography.

The test protein proteinase K was derivatised with B3C via soaking and a MAD ex-
periment was carried out. The effect of radiation damage to B3C was investigated to see
if radiolysis of the bromine-carbon bond can obstruct structure solution. B3C was also
incorporated by co-crystallisation into bovine trypsin. A SAD experiment was carried out
with data collected in-house.
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8.1 Introduction

After the success with the iodine compound I3C there was interest in expanding the in-
troduced concept (heavy atoms for phasing plus functional groups for interaction) to el-
ements that are suitable for multi-wavelength anomalous dispersion (MAD) experiments.
As discussed in chapter 2 these multi-wavelength experiments are carried out around the
absorption edge of a particular anomalous scatterer and yield more phase information. The
anomalous signal of iodine is very strong at longer wavelengths, but the absorption edges
of iodine are not accessible at a typical macromolecular beamline (λ < 2.0 Å).
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Figure 8.1: Calculated anomalous scattering coefficients for iodine and bromine (Merrit, 2010).

However the bromine K edge (λ=0.920 Å) falls within the normal energy range of a
macromolecular crystallography beamline (Fig. 8.1). The analogous bromine compound
5-amino-2,4,6-tribromoisophthalic acid (B3C, Fig. 8.2) contains three functional groups for
interaction with proteins or nucleic acids but also three bromine atoms. These render B3C
a suitable phasing tool for MAD experiments.

Figure 8.2: B3C with its three bromine atoms is
suitable for MAD experiments.
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The three bromine atoms in B3C form an equilateral triangle (Fig. 8.2), which is easily
recognised in the heavy-atom substructure. The molecular structure of B3C was deter-
mined by single-crystal X-ray analysis (Beck et al., 2009b) and was used for the generation
of bond length and bond angle restraints.

8.2 B3C crystal structure

In the crystal environment B3C has no internal crystallographic symmetry and crystallises
in the space group P21/c with four molecules in the asymmetric unit. The bond lengths
and angles fall within normal ranges. A thermal ellipsoid plot is shown in Fig. 8.3.

Figure 8.3: The asymmetric unit of B3C. Displacement ellipsoids are drawn at the 50% probability
level and hydrogen atoms are shown as small spheres with arbitrary radii. Hydrogen bonds within the
asymmetric unit are shown as dashed lines.

The distances between bromine atoms in the four B3C molecules vary from 5.652(1) to
5.695(1) Å. For each B3C molecule, the bromine atoms form an equilateral triangle.

Table 8.1: Selected bond lengths (Å) for B3C.

C7−O9 1.212(5) C47−O48 1.207(5)
C7−O8 1.312(5) C47−O49 1.321(5)
C10−O11 1.219(5) C50−O51 1.212(5)
C10−O12 1.303(5) C50−O52 1.312(5)
C27−O28 1.213(5) C67−O69 1.236(5)
C27−O29 1.309(5) C67−O68 1.289(5)
C30−O32 1.240(5) C70−O71 1.215(5)
C30−O31 1.288(5) C70−O72 1.300(5)

As well as for I3C, there are clear indications for protonated carboxyl groups in B3C
(Tab. 8.1). In all carboxyl groups, one C· · ·O bond is significantly shorter than the other
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one, indicating one double bond and one single bond. Interestingly, the bond lengths for
C30· · ·O31/O32 and C67· · ·O68/O69 do not show such large differences, but still indicate
a protonation of O31 and O68, respectively (Fig. 8.4).

In the crystal, molecules are linked to chains via COO−H· · ·O bonds (Fig. 8.4). The
first carboxyl group of each molecule forms cyclic dimers with a neighbouring carboxyl
group (e.g. O8−H8· · ·O51 and O52−H52· · ·O9, see Tab. 8.2 for hydrogen-bond geome-
try), as observed frequently for carboxylic acids in the solid state (Leiserowitz, 1976). The
second carboxyl group is involved in hydrogen bonding as well to form a 1-dimensional
chain (e.g. O12−H12· · ·O48i, see Tab. 8.2 for symmetry codes). Instead of a dimeric inter-
action, one hydrogen bond is formed to an adjacent chain (e.g. O29−H29· · ·O11, Tab. 8.2).
Therefore a two-dimensional hydrogen bond network is found in the crystal lattice of B3C.
In trimesic acid with its three carboxyl groups, a two-dimensional network is found, not
limited to chains but extending within a plane (Duchamp and Marsh, 1969).

Table 8.2: Hydrogen-bond geometry (Å, ◦) for B3C.

D−H· · ·A D−H H· · ·A D · · ·A D−H· · ·A

O8−H8· · ·O51 0.75(3) 1.97(3) 2.713(4) 167(6)
O12−H12· · ·O48i 0.76(3) 1.96(3) 2.719(4) 177(6)
O52−H52· · ·O9 0.76(3) 1.92(3) 2.667(4) 170(6)
O49−H49· · ·O71 0.75(3) 1.93(3) 2.664(4) 165(7)
O31−H31· · ·O69 0.76(3) 1.91(3) 2.649(4) 165(6)
O68−H68· · ·O32 0.75(3) 1.91(3) 2.659(4) 171(6)
O72−H72· · ·O28ii 0.76(3) 1.92(3) 2.673(4) 171(6)
O29−H29· · ·O11 0.76(3) 1.99(4) 2.662(4) 147(6)
N33−H33A· · ·O68iii 0.88(2) 2.39(3) 3.237(5) 164(5)

Symmetry codes: (i) x+ 1, y, z; (ii) x− 1, y, z; (iii) −x+ 1, y −
1
2
,−z + 3

2
.

Figure 8.4: Hydrogen bonding of B3C. Molecules form two-dimensional chains. The chains are connected
pairwise to each other. Symmetry equivalent carbon atoms are depicted in lighter shade. For symmetry
operators, please refer to Tab. 8.2.
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A bundle of chains shows weak hydrogen bonding via one amino group (N33) to adjacent
chain bundles (Fig. 8.5, Tab. 8.2). In addition, stacking of benzene rings (C21 to C26)
with symmetry equivalents of C41 to C46 is observed as a contact between the chain
bundles. No direct face-to-face contact is present, but rather an offset-geometry, favoured
by decreased π-π repulsion and increased σ-π attraction (Hunter and Sanders, 1990). Close
carbon-carbon contacts are observed between C25 and C42iii [3.690(5)Å], C26 and C42iii

[3.889(5) Å], C25 and C43iii [3.803(5) Å], C26 and C43iii [3.843(5) Å]. In addition, a close
carbon-bromine distance is observed [Br6· · ·C46iii 3.620(4) Å]. The angle between the two
benzene ring planes is 7.9(2)◦.

Figure 8.5: Molecules form chain bundles (see Fig. 8.4) that are connected via offset π-π stacking and
weak hydrogen bonding. Atoms from the first chain bundle that are involved in the π-π interaction are
labelled. Molecules of a second chain pair are depicted in lighter shade. The weak hydrogen bond between
N33 and O68iii is shown as a yellow dashed line.

The molecular arrangement in the crystal lattice differs from the packing found in
crystals of the iodine derivative I3C. In B3C, no lattice water molecule is present. Decreased
halogen-carbon bond lengths and van der Waals radii (1.85 Å for Br vs. 1.98 Å for I; Bondi
(1964)) explain why the cyclic dimeric hydrogen bonds of two neighbouring carboxyl groups
are found for B3C but not for I3C.

The crystallographic analysis makes clear that as for I3C hydrogen bonds are a crucial
interaction of the B3C molecules in the crystal lattice.

8.3 MAD phasing with B3C

B3C was incorporated into crystals of proteinase K via soaking and a four-wavelength MAD
experiment was carried out. Radiation damage was investigated since it is known that the
radiolysis of the anomalous scatterers, e.g. the bromine atom in brominated nucleotides,
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can prevent structure solution (Ennifar et al., 2002). The phasing ability of B3C was
compared with I3C for proteinase K.

Substructure solution and data analysis

For B3C four data sets (two peak, one high-energy remote and one inflection point) were
collected for MAD phasing (see Fig. 8.7 for anomalous data statistics). Data sets were
prepared with XPREP. Substructure solution was carried out with SHELXD. Inspection
of the heavy-atom sites revealed the presence of equilateral triangles (with side lengths of
about 5.6 Å).

Table 8.3: Data collection details for proteinase K with B3C and I3C. Values in parentheses denote the
highest resolution shell.

B3C I3C

Peak1 Peak2 High-energy Inflection
remote

Unit-cell parameters (Å) a = b = 67.84, a = b = 67.78,
c = 101.77 c = 101.84

Space group P43212 P43212

Wavelength (Å) 0.9197 0.9202 0.9129 0.9204 1.5418
Photon energy (eV) 13480 13473 13580 13471 8042

Resolution (Å) 48.0−1.50 48.0−1.50 48.0−1.50 48.0−1.50 47.9−1.76
(1.60−1.50) (1.60−1.50) (1.60−1.50) (1.60−1.50) (1.86−1.76)

Degrees collected (◦) 180 180 100 100 180
Rmerge 0.072 (0.23) 0.068 (0.28) 0.065 (0.23) 0.062 (0.22) 0.048 (0.13)
Completeness (%) 99.8 (99.6) 99.8 (99.2) 99.8 (99.4) 99.7 (99.2) 93.8 (62.0)
Multiplicity 14.1 (12.9) 14.1 (12.9) 7.9 (7.4) 7.8 (7.2) 10.14 (1.73)
< I/σ(I) > 27.3 (10.0) 24.9 (8.3) 22.0 (7.6) 23.0 (7.8) 33.8 (8.3)

For crystallographic parameters, see Appendix B:Crystallographic parameters.

Figure 8.6: Fluorescence scan of pro-
teinase K with B3C incorporated. The
data collection energies of peak1, peak2
and inflection point (see Tab. 8.3) are
marked by vertical lines. The two peaks
close to the bromine K edge are clearly
visible.
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The two peaks in the fluorescence spectrum (Fig. 8.6) can be rationalised by the aniso-
tropy of the anomalous signal, although fluorescence scans at different orientations of the
crystal (not carried out) would be required to confirm this. Similar effects have been
observed for proteins containing selenomethionine and brominated nucleotides (Schiltz and
Bricogne, 2008).

For I3C, SAD phasing was carried out using the data collected at 1.5418 Å (see Fig. 8.7b
for anomalous data statistics). Substructure solution with SHELXD resulted in heavy-atom
sites that form equilateral triangles (with a side length of about 6 Å).

Refinement was carried out with the SHELX suite (Tab.C.2) with the restraints for
B3C and I3C generated from the small-molecule crystal structures. Free variables were
introduced to refine the occupancy of each B3C or I3C site and later also the occupancy of
each single halogen atom separately in B3C or I3C. For the occupancy refinement, thermal
displacement parameters were kept fixed for the halogen atoms (at B = 15.8 Å2 for both
bromine and iodine).
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Figure 8.7: Anomalous data statistics. (a) Anomalous correlation coefficient (CC) between the MAD
data sets. HREM = high-energy remote, INFL = inflection point (data collection wavelengths can be
found in Tab. 8.3). The correlation coefficients do not depend on the (estimated) sigma values. Data were

truncated at 2.5 Å for heavy-atom substructure solution (where CC falls below 30% for all data sets). (b)
Anomalous signal for the four bromine MAD data sets and the iodine SAD data set (red); pure noise would
correspond to d′′/sig ≃ 0.798. Here, the cut-off for the MAD data sets cannot be determined easily. The

iodine SAD data set shows a strong anomalous signal (data collected at 1.5418 Å). Data were truncated

at 2.0 Å for heavy atom substructure solution for the iodine SAD data set (where d′′/sig falls below 1.2).

Table 8.4: Comparison of the phasing statistics for the B3C and I3C data sets. The mean phase error and
mean map correlation coefficient compare the first experimental map obtained after density modification
with SHELXE with the final refined map (SHELXL). MAD phasing with B3C results in better starting
phases: the mean phase error is lower, the mean map correlation coefficient is higher and more residues
can be traced compared to the SAD data set.

B3C (MAD) I3C (SAD)

SHELXD CC/CCweak 46.6 / 37.6 52.0 / 32.5
mean phase error (◦) 31.2 36.9
mean map CC 0.861 0.786
residues traced (ARP/wARP) 272/279 [97.5 %] 267/279 [95.7 %]
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The final model from the MAD data set refinement (peak2) was used for further refine-
ment of the radiation damage data sets. A comparison of the results from the MAD and
the SAD phasing experiments can be found in Tab. 8.4.

B3C and I3C binding sites in proteinase K

For B3C in proteinase K four binding sites (Fig. 8.8) and for I3C three binding sites are
observed. Two sites coincide for both derivatives; one of these is the main site with the
highest occupancy, shown in Fig. 8.8b.

(a) (b)

Figure 8.8: B3C in proteinase K. (a) The asymmetric unit with four molecules of B3C. Substructure
density calculated with SHELXE (using FA and α derived from the dispersive and anomalous differences)
is contoured at 4σ. Clear density can be seen for the bromine atoms of the four B3C molecules. (b) B3C
(site 1) in proteinase K at the interface of two proteinase K molecules. Substructure density shown as for

a). Hydrogen bonds are depicted as dashed lines and distances are given in Å. The two carboxylate groups
interact with Asn270 and Ser45.

The common occupancies for all three halogen atoms per site were refined with SHELXL
to 0.42, 0.13, 0.10 and 0.09 for B3C (refinement against peak2 data set;1 Tab.C.2) and 0.80,
0.19 and 0.14 for I3C (refinement details in Tab.C.2). Interestingly, the occupancy of the
main site differs significantly although similar soaking conditions were used. The difference
might be due to different soaking times or crystal properties or can be attributed to the
different chemical properties of the two compounds (containing either iodine or bromine
atoms, see chapter 12).

Interactions of the small molecules in proteinase K are very similar to those previously
reported for lysozyme, thaumatin and elastase (Beck et al., 2008). The three functional

1The atomic scattering factor of bromine was adjusted to the given wavelength (SHELXL DISP f ′f ′′

command with f ′=−8.7 e and f ′′ =3.47 e, experimental values).
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groups of the phasing tools form hydrogen bonds to side chains or the main chain of the
protein and to water molecules. Interactions for the main site of B3C (site 1) are shown in
Fig. 8.8b. One carboxylate group interacts with a serine residue and the amide hydrogen of
the protein backbone. The other carboxylate group interacts with the amino group of an
asparagine through hydrogen bonding. Interactions of the amino group with the protein
and other interactions of the carboxylate groups are also observed.

Radiation damage

The effect of irradiation is depicted in Fig. 8.9. Due to changes in the experimental setup
after the MAD experiment (detector distance was changed from 160mm to 200mm; crystal
re-centring after de-icing), the occupancies from the refinement against peak2 (see above)
deviate from the occupancies obtained from the radiation damage experiments and are
therefore not depicted in Fig. 8.9.

(a) (b)

Figure 8.9: Radiation damage for B3C (site 1) in proteinase K. The absorbed dose for the crystal is
given in MGy (Gray = J kg−1). (a) Refined occupancies (SHELXL) for the three bromine atoms and
the mean value (black) of site 1. The first data point is the occupancy after MAD data collection and a
single burn, and the subsequent five points show the change in occupancy with increasing dose. A drop
of the refined occupancies of about 15% can be observed after a dose of 12.9MGy. (b) Electron density
at site 1 contoured at 1σ. The serine residue can be used as a reference since its density is not affected
by irradiation. The density at the bromine atoms clearly decreases with dose, but not all three bromine
atoms are affected equally.

A loss of about 15% in occupancy of the bromine sites can be observed (Fig. 8.9a) after
the MAD experiment and six consecutive radiation damage experiments (burn-collect).
The program RADDOSE was used for dose calculations. Interestingly, not all bromine-
carbon bonds suffer to the same extent from irradiation (Fig. 8.9b). Although the bromine-
carbon bonds were cleaved, the MAD experiment was still successful. Further MAD ex-
periments with B3C will show if radiation damage can actually obstruct structure solution
with B3C.

Preliminary results from radiation damage experiments with I3C (results not shown
here) indicate that I3C is at least as susceptible as B3C to radiation, probably even more.
Similar results have been reported for halogenated nucleotides (Oliéric et al., 2009).
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8.4 SAD phasing with B3C

In addition to derivatisation of native protein crystals via soaking B3C was incorporated
by means of co-crystallisation. Although MAD experiments yield more phase information,
it was tested if SAD phasing with B3C in-house data could be carried out.

Substructure solution and data analysis

The anomalous signal of Br is relatively weak at CuKα (f ′′ = 1.25 e); Fig. 8.10 shows the
anomalous signal for this data set. However the ratio of Ranom to Rp.i.m. indicates that
structure solution should be possible using in-house data (Tab. 8.5). The presence of one
calcium ion that also contributes to the anomalous signal at this wavelength (f ′′ of Ca
about the same as for Br) is probably helpful for structure solution.

Table 8.5: Data collection details for bovine trypsin with B3C. Values in paren-
theses denote the highest resolution shell.

Unit-cell parameters (Å, ◦) a = 53.66, b = 56.88, c = 66.81; α = β = γ = 90
Space group P212121
Wavelength (Å) 1.54178

Resolution (Å) 41.8−1.55 (1.65−1.55)
Rmerge 0.0658 (0.288)
Completeness 99.9 (99.7)
Multiplicity 7.69 (3.61)
< I/σ(I) > 18.9 (3.87)
Ranom/Rp.i.m. 2.81 (2.20)

For crystallographic parameters, see Appendix B:Crystallographic parameters.

The heavy-atom substructure was successfully solved with SHELXD using the single-
wavelength anomalous dispersion (SAD) method (CC: 18.31, CCweak: 9.97). The first four
peaks found with SHELXD are the calcium atom and three atoms forming an equilateral
triangle with a side of about 5.6 Å, i.e. the bromine atoms in B3C.

Figure 8.10: Anomalous data statistics for
B3C in bovine trypsin. Three bromine atoms
(B3C) and one calcium atom contribute to the

anomalous signal. Data were truncated at 1.9 Å
for heavy-atom substructure solution. Although
the anomalous signal is rather weak, heavy-atom
substructure solution and phase extension could
successfully be carried out.
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SHELXE was used for phase extension and density modification. The new beta-test
version, which includes a protein main-chain tracing algorithm (Sheldrick, 2010), was used.
218 out of 223 residues were traced, belonging to five different fragments. The experimental
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electron density map obtained from SHELXE shows a high correlation with the final refined
map (CC: 0.892) and a low mean phase error (26.8◦).

Although experimental phasing with B3C using data collected at a single wavelength
was successful in this example, it is recommended to use B3C for MAD experiments to
take advantage of the extra phase information available from different wavelengths.

B3C binding site in trypsin

The initial backbone model from SHELXE was first manually completed with COOT
(Emsley et al., 2010). The side-chains were docked within COOT using the ’dock sequence’
extension. Refinement was carried out with SHELXL (Tab.C.3).

There is a single site for B3C in the crystal structure; its occupancy was refined to 0.9.
B3C interacts with two molecules of trypsin and shows similar hydrogen bond interactions
to those observed in other protein structures (Fig. 8.11).

Figure 8.11: The B3C binding site in bovine trypsin at
the interface of two protein molecules. Hydrogen bonds
with Lys186, Ser111 (including the interaction with the
amide proton) and Gln174 are shown as dashed lines, dis-

tances are given in Å.

8.5 Conclusion

B3C and I3C represent a novel class of compounds that show interaction with protein
molecules. These sticky phasing tools may be utilised for experimental phasing. I3C is
the compound of choice for in-house data collection since the iodine atoms give rise to
a strong anomalous signal at CuKα radiation (SAD or SIRAS phasing). If diffraction is
too weak for in-house phasing, B3C is suitable for MAD data collection at a synchrotron
beamline, taking advantage of the additional phase information from data collection at
different wavelengths. The fixed geometrical arrangement of the heavy atoms facilitates
structure solution since the triangles are readily identified in the heavy-atom substructure.
The effect of radiation damage on B3C and its phasing capabilities has been investigated.
Although the bromine-carbon bond in B3C suffers considerably from radiolysis, a MAD
experiment could still be carried out successfully (Beck et al., 2010). In order to take
advantage of the radiolysis of the anomalous scatterers, it is recommended to collect the
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inflection data set at the end of the MAD experiment. It was found here that B3C binds
to the surface of the protein at the periphery. Interestingly, although several modes of
hydrogen bonding interactions are observed for B3C and I3C, no aromatic interactions
are found in the crystals investigated so far. As for I3C the bulky halogen atoms and the
carboxylate groups arranged perpendicular to the benzene ring may hinder π-π interactions
with aromatic side chains.

It was shown that co-crystallisation is another practical method, in addition to soak-
ing of native protein crystals, for the incorporation of B3C molecules for phasing. Co-
crystallisation of B3C with bovine trypsin results in a single site with high occupancy
(Beck et al., 2009a). In-house SAD phasing was carried out based on the anomalous signal
of one Ca and three Br atoms. However, the recommended usage for B3C is to carry out
a multi-wavelength anomalous dispersion (MAD) experiment. It was shown that MAD
phasing with B3C yields improved experimental phases. Since some crystals do not toler-
ate the soaking with high concentrations of I3C or B3C due to disturbance of the crystal
lattice, co-crystallisation with these compounds might prove to be a valuable option for
incorporating the phasing tools, especially if no suitable native crystals could be obtained
in the first place. Samples of B3C can be provided to interested researchers.



Chapter 9

More sticky triangles

Summary

The two bromine compounds B3M and B3O contain other functional groups: a methoxy
group and a hydroxyl group. The molecular structures of B3M and B3O were determined
by X-ray crystallography.

B3M and B3O were utilised for heavy-atom derivatisation of thaumatin. Experimental
phasing was carried out with data collected at the synchrotron. The binding sites of B3M
and B3O were compared with the binding sites of B3C. Although they carry different
functional groups the binding is very similar to B3C.

75
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9.1 Introduction

I3C and B3C show several modes of interaction with protein residues, but the binding
might still be improved. Especially the incorporation of functional groups for interaction
with hydrophobic residues could be beneficial. Therefore, a series of reactions was carried
out to produce sticky triangle compounds with different functional groups. The focus was
put on brominated compounds since these can be used for MAD experiments, which yield
more phase information.

As discussed in chapter 4, several strategies were tested to substitute the amino group
with a guanidinium moiety. This group carries a permanent positive charge at neutral pH,
enabling ionic interactions (as for the carboxylate groups). Additionally the increased size
compared to the single atom of the amino group (e.g. compare 15 and B3M in Fig. 9.1) may
facilitate interactions since the functional group is better accessible (no steric hindrance due
to the adjacent bromine atoms). However due to the deactivating effect of the guanidinium
group on the benzene ring only the two guanidinium derivatives 15 and 18 (Fig. 9.1)
could be synthesised. The compounds are not soluble at neutral pH in aqueous media.
However derivatisation with these compounds in solutions that contain organic solvents is
possible and especially suitable for macromolecules that contain negatively charged residues
(e.g. nucleic acids).1

NH

Br

Br Br

NO3

H2N

NH2

NH

Br

Br Br

NO3

H2N

NH2

H3C CH3

OH

COOHHOOC

Br Br

Br

NH2

COOHMeO

Br Br

Br

15 18 B3M B3O

Figure 9.1: Sticky triangles that were synthesised for heavy-atom derivatisation. B3M and B3O were
utilised for heavy-atom derivatisation. 15 and 18 show only poor solubility at neutral pH.

Two bromine derivatives were synthesised that can be utilised for heavy-atom derivati-
sation. B3M contains a methoxy group for possible interactions with hydrophobic residues.
B3O contains a hydroxyl group instead of the amino group in B3C. The amino group in
B3C is not protonated at pH values used for crystallisation and derivatisation of biological
macromolecules. It carries two hydrogen atoms and one electron lone pair for hydrogen
bonding. In contrast the hydroxyl group carries two electron lone pairs at the oxygen atom
that are suitable as acceptors for hydrogen bonds, but only one hydrogen atom.

As for the halogen atoms in I3C and B3C the three bromine atoms in B3M and B3O
form an equilateral triangle. The molecular structures of B3M and B3O were determined

1At the time of writing 15 and 18 are tested for derivatisation of a DNA/intercalator complex. The crys-
tallisation conditions include DMSO, allowing the bromine compounds to be dissolved for co-crystallisation
experiments.



Chapter 9. More sticky triangles 77

by single-crystal X-ray analysis and were used for the generation of bond length and bond
angle restraints, required for the refinement of derivative data sets.

9.2 Crystal structures

B3M crystal structure

B3M has no internal crystallographic symmetry and crystallises as a monohydrate in the
space group P65 with one molecule in the asymmetric unit. The bond lengths and angles
fall within normal ranges. A thermal ellipsoid plot is shown in Fig. 9.2.

The three bromine atoms in B3M form an equilateral triangle [cf. Br1−Br2 5.6837(13),
Br2−Br3 5.6521(13), Br1−Br3 5.6764(13) Å]. As for I3C and B3C, there are clear indica-
tions for a protonated carboxyl group. One C−O bond is significantly shorter than the
other one, indicating one double bond and one single bond [cf. C7−O9 1.215(4) vs. C7−O8
1.305(4) Å]. The carboxyl groups are arranged perpendicular to the ring.

Figure 9.2: The asymmetric unit
of B3M. Displacement ellipsoids are
drawn at the 50% probability level
and hydrogen atoms are shown as
small spheres with arbitrary radii.
The hydrogen bond to the lattice wa-
ter molecule is shown as a dashed
line.

Hydrogen bonding involves the lattice water molecule as well as the carboxyl group and
the amino group (Fig. 9.3, Tab. 9.1). Only one carboxyl group is present per molecule and
no dimeric hydrogen bonding of carboxyl groups as for B3C is observed here.

Table 9.1: Hydrogen-bond geometry (Å, ◦) for B3M.

D−H· · ·A D−H H· · ·A D · · ·A D−H· · ·A

O8−H8· · ·O13 0.85(4) 1.73(4) 2.553(3) 163(4)
N10−H10A· · ·O8i 0.79(3) 2.37(4) 3.113(4) 158(4)
O13−H13B· · ·O9ii 0.76(3) 2.21(3) 2.909(3) 154(4)
O13−H13A· · ·N10iii 0.75(3) 2.12(3) 2.849(4) 165(5)

Symmetry codes: (i) x− y, x, z −
1
6
; (ii) y + 1,−x+ y + 1, z + 1

6
; (iii) x+ 1, y, z.
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Figure 9.3: Hydrogen bonding of B3M.
The hydrogen bonds for hydrogen donor
atoms of the central B3M are depicted
as dashed lines. Symmetry-equivalent
molecules are shown in lighter shade.
For symmetry operators, please refer to
Tab. 9.1.

The molecules are arranged in layers in the crystal lattice. However, only hydrogen
bonding connects these layers and no π-π interactions are observed (probably due to the
steric hindrance of the carboxyl groups and bromine atoms). The small-molecule structure
of the unsubstituted 3-amino-5-methoxybenzoic acid has not been determined yet.

B3O crystal structure

In the crystal environment B3O has no internal crystallographic symmetry and crystallises
as a monohydrate in the space group P21/c with one molecule in the asymmetric unit.
The bond lengths and angles fall within normal ranges. A thermal ellipsoid plot is shown
in Fig. 9.4.

Figure 9.4: The asymmetric unit of
B3O. Displacement ellipsoids are drawn
at the 50% probability level and hydro-
gen atoms are shown as small spheres with
arbitrary radii. The hydrogen bond to
the lattice water molecule is shown as a
dashed line.

As well as for B3C and B3M, the three bromine atoms in B3M form an equilateral
triangle [cf. Br1−Br2 5.6617(13), Br2−Br3 5.6725(21), Br1−Br3 5.6529(12) Å]. The two
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carboxyl groups in B3O are protonated: one C−O bond is significantly shorter than the
other one, indicating one double bond and one single bond [cf. C7−O9 1.225(5) vs. C7−O8
1.305(5) Å and C10−O11 1.229(5) vs. C10−O12 1.292(5) Å]. The carboxyl groups are
arranged perpendicular to the ring.

In the crystal structure B3O forms hydrogen bonds with all potential donors and the
lattice water molecule (Fig.9.5, Tab. 9.2); however the angle in the hydrogen bond from
O13 to O14ii deviates from ideal values.

Table 9.2: Hydrogen-bond geometry (Å, ◦) for B3O.

D−H· · ·A D−H H· · ·A D · · ·A D−H· · ·A

O8−H8· · ·O13i 0.83(2) 1.98(3) 2.765(4) 159(6)
O12−H12· · ·O14 0.83(2) 1.83(2) 2.652(4) 172(6)
O13−H13· · ·O14ii 0.82(2) 2.02(3) 2.722(4) 144(5)
O14−H14A· · ·O11iii 0.75(4) 1.93(4) 2.670(4) 173(6)
O14−H14B· · ·O9iv 0.75(4) 2.08(4) 2.812(4) 165(6)

Symmetry codes: (i) −x+ 2, y −
1
2
,−z + 3

2
; (ii) −x+ 1, y + 1

2
,−z + 1

2
;

(iii) x,−y + 3
2
, z −

1
2
; (iv) x− 1,−y + 3

2
, z −

1
2
.

Figure 9.5: Hydrogen bonding of B3O. The hydrogen bonds for hydrogen donor atoms of the central B3O
are depicted as dashed lines. Symmetry-equivalent molecules are shown in lighter shade. For symmetry
operators, please refer to Tab. 9.2.

The non-brominated compound 5-hydroxyisophthalic acid shows a different molecular
arrangement in the crystal lattice. As for the unsubstituted 5-aminoisophthalic acid, the
carboxyl groups are in the same plane as the benzene ring and π-π stacking is found (Ermer
and Neudörfl, 2001). For B3O, there are no π-π interactions present (probably due to the
steric hindrance of the carboxyl groups and bromine atoms), although the molecules are
packed in layers.
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9.3 Experimental phasing

The primary objective was to investigate the effect of different functional groups on binding
of the bromine compounds. B3M, B3O and B3C were incorporated in thaumatin via
soaking native crystals as described in chapter 5.

B3M and B3O: substructure solution and data analysis

For the thaumatin crystals derivatised with B3M and B3O data collection was carried out at
λ=0.9130 Å, which corresponds to the high-energy remote in a bromine MAD experiment.2

The anomalous signal of bromine is strong at this wavelength (f ′′ = 3.7 e; Merrit, 2010).

Table 9.3: Data collection details for thaumatin with B3M, B3O and B3C. Values in parentheses denote
the highest resolution shell.

B3M B3O B3C

High-energy High-energy Peak Inflection High-energy
remote remote remote

Unit-cell parameters (Å) a = b = 58.08, a = b = 57.95, a = b = 57.95,
c = 150.04 c = 150.20 c = 150.36

Space group P41212

Wavelength (Å) 0.9130 0.9130 0.9199 0.9205 0.9131
Photon energy (eV) 13580 13580 13478 13470 13578

Resolution (Å) 24.6−1.60 24.5−1.60 24.5−1.60 24.5−1.60 24.6−1.60
(1.69−1.60) (1.70−1.60) (1.69−1.60) (1.69−1.60) (1.69−1.60)

Degrees collected (◦) 120 120 90 90 90
Rmerge 0.044 (0.16) 0.050 (0.20) 0.052 (0.22) 0.040 (0.18) 0.045 (0.26)
Completeness (%) 99.3 (95.6) 99.5 (97.3) 98.3 (91.6) 98.3 (91.4) 98.5 (92.4)
Multiplicity 8.12 (3.98) 8.14 (4.12) 6.00 (2.83) 5.99 (2.79) 6.08 (2.97)
< I/σ(I) > 29.6 (6.68) 25.4 (5.64) 15.7 (4.10) 25.7 (4.95) 22.67 (3.72)

For crystallographic parameters, see Appendix B:Crystallographic parameters.

Figure 9.6: Anomalous data statistics
for B3M and B3O. Both data sets con-
tain a strong anomalous signal. The data
were truncated at 1.9 Å and 2.0 Å for the
B3M and B3O substructure solution, re-
spectively.
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2This wavelength was chosen to ensure a strong anomalous signal without performing a fluorescence
scan.



Chapter 9. More sticky triangles 81

Fig. 9.6 shows the anomalous data statistics for the B3M and B3O data. SAD phasing
was carried out with these data sets. Substructure solution was carried out with SHELXD
(B3M CC: 31.16, CCweak: 16.85; B3O CC: 34.20, CCweak: 18.93). Equilateral triangles
with side lengths of about 5.7 Å were observed in each substructure.

B3C: substructure solution and data analysis

A three-wavelength MAD experiment was carried out for the thaumatin B3C derivative
(Tab. 9.3). The fluorescence scan is depicted in Fig. 9.7; as for the proteinase K B3C data
two peaks are observed in the spectrum.
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remote Figure 9.7: Fluorescence scan of

thaumatin with B3C incorporated.
The data collection energies of peak
and inflection point (see Tab. 9.3)
are marked by vertical lines. The
two peaks close to the bromine K
edge are clearly visible.

Data collection for the peak data set was carried out at a higher energy than usual to
enhance the difference in dispersive signal between the peak and the inflection point data
set. Although it is recommended to collect the high-energy remote data set between peak
and inflection point it was collected at the end of the data collection (due to beamline
related issues). The anomalous signal of B3C is compared with the B3M and B3O data in
Fig. 9.8.

The graph in Fig. 9.8b shows that there is no significant difference in anomalous signal
between the B3O high-energy remote data set and the B3C peak data. However compared
with the B3C peak the B3C high-energy remote data set (collected at the end) shows
a lower signal. While this is theoretically expected (lower f ′′ at the high-energy remote
wavelength) it can also be explained by radiation damage causing radiolysis of the bromine-
carbon bonds.

Data sets from the MAD experiment were prepared with XPREP. B3C substructure
solution was carried out with SHELXD (CC: 33.39, CCweak: 24.79; 3 hits with CC > 30
out of 1000 trials). Interestingly substructure solution with anomalous data derived only
from the peak and the inflection point data sets gives better figures of merit compared to
the three-wavelength experiment (CC: 38.35, CCweak: 27.73; 191 hits with CC > 36 out
of 1000 trials). Additionally the initial experimental map obtained with SHELXE without
any density modification shows a higher map correlation coefficient for the two-wavelength
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experiment (0.542 vs. 0.447) and a lower mean phase error (50.3◦ vs. 56.3◦) compared to
the three-wavelength experiment. This stresses the point that the inflection point data
set should always be collected at the end to ensure that the decrease in scattering due to
radiation damage carries the same sign as the dispersive signal of the heavy atoms.
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Figure 9.8: Anomalous data statistics for B3C and comparison with B3M and B3O. (a) Anomalous
correlation coefficient (CC) between the B3C MAD data sets. HREM = high-energy remote, INFL =
inflection point (data collection wavelengths can be found in Tab. 9.3). The correlation coefficients do

not depend on the (estimated) sigma values. Data were truncated at 2.0 Å for heavy-atom substructure
solution (where CC falls below 30% for all data sets). (b) Anomalous signal for the B3C peak and B3C
high-energy remote data compared with the high-energy remote data for B3M and B3O (see Fig. 9.6); pure
noise would correspond to d′′/sig ≃ 0.798. The B3C peak data set contains as much anomalous signal as
the B3O high-energy remote data set; however the B3C high-energy remote contains less, probably due to
radiation damage (it was the third data set to be collected).

9.4 Binding sites for B3M, B3O and B3C

Refinement was carried out with the SHELX suite (Tab.C.4) with restraints for B3M, B3O
and B3C generated from the small-molecule crystal structures.

Figure 9.9: Hydrogen bonding for the
two equivalent sites 1 and 2, depicted as
dashed lines for B3C and B3M. Distances
are given in Å. For site 1, the mean oc-
cupancy of the three bromine atoms are
0.37 for B3M, 0.41 for B3O and 0.35 for
B3C. For site 2, the occupancies are 0.35
for B3M (sum of the two disordered sites),
0.33 for B3O and 0.30 for B3C.
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Figure 9.10: Superposition of the three thaumatin structures. B3M molecules are displayed in blue,
B3O molecules in green and B3C molecules in pale red. The three sites that are equivalent for the three
bromine compounds are labelled.

For refinement those data were used that were collected first from each crystal, i.e. the
high-energy remote for B3M and B3O and the peak data set for B3C, to reduce any effect
of radiation damage on the occupancy of the bromine sites.

(a) (b)

Figure 9.11: Equivalent site 3. (a) Hydrogen bonding for B3O is shown as a dashed line. Distances are

given in Å. Other interactions are not shown. The B3M molecule is disordered about two sites. There
is a binding site for another B3C molecule in close proximity. Occupancies were refined to 0.42 for B3M
(sum of the two disordered sites), 0.38 for B3O and 0.37 for B3C (and 0.21 for the other B3C site). (b)
Different view on the binding site with symmetry equivalent molecules shown. The molecules occupy a
special position in the crystal lattice. A twofold axis runs vertical through the molecules and relates the
protein and the other B3C molecules to each other.
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Free variables were introduced to refine the occupancy of each B3M, B3O or B3C site
and later also the occupancy of each single bromine atom separately. For the occupancy
refinement, thermal displacement parameters were kept fixed for the bromine atoms (at B
= 19.7 Å2).3

Thaumatin shows seven binding sites for B3M, five binding sites for B3O and seven
binding sites for B3C. The mean occupancies for the three bromine atoms of each site are:

B3M 0.421 0.37 0.352 0.29 0.27 0.26 0.22
B3O 0.41 0.38 0.33 0.31 0.25
B3C 0.37 0.35 0.30 0.22 0.21 0.18 0.12

1 two conformations with 0.21 each.
2 two conformations with 0.22 and 0.13.

The binding sites are depicted in Fig. 9.10. There are three sites that are equivalent
for all three derivatives. These three sites show high occupancies (Figs. 9.9 and 9.11). The
binding sites for B3C in thaumatin are very similar to those found for I3C.

The unique sites show similar hydrogen bonding as found for I3C or the bromine com-
pounds in general, but have lower occupancies (B3M: 0.29, 0.27, 0.26 and 0.22; B3O: 0.31
and 0.25; B3C: 0.22, 0.21, 0.18 and 0.12). There are no clear indications of any hydrophobic
contact of the methoxy group in B3M with hydrophobic residues; however the methyl group
of the methoxy moiety is free to rotate and therefore difficult to localise in the electron
density map.

9.5 Conclusion

In summary, the three bromine compounds B3M, B3O and B3C are very similar in their
binding to thaumatin. The occupancies for the compounds do not show large differ-
ences. The three major sites are equivalent for all bromine compounds. Trials with other
biomolecules have to be carried out to confirm these findings. Although the differences are
not significant for thaumatin, soaking with a cocktail of all three bromine compounds (and
I3C) may be a valuable option since it will be difficult to predict which compound shows
the highest affinity to a protein prior to structure determination.

The similarity of the interaction sites may be accounted for by the similarity of the
functional groups. Each bromine compound carries at least one carboxyl group, for which
many types of interaction could be observed for each compound. Additionally the exchange
of the amino group (B3C) with a hydroxyl group (B3O) did not show any significant differ-
ences in binding for thaumatin. B3M shows disorder for two sites and no clear indications
of interactions of the methoxy group.

However the similarity in binding may also be attributed to the similar arrangement
of the functional groups in the bromine compounds (Fig. 9.12, 1,3,5-substitution of the

3The atomic scattering factor of bromine was adjusted to the given wavelength with the SHELXL DISP
f ′f ′′ command. B3M and B3O: f ′ = −4.2 e, f ′′ = 3.75 e, theoretical values (Merrit, 2010); B3C: f ′ =
−6.5 e, f ′′ = 4.0 e, experimental values from fluorescence scan.
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Figure 9.12: Superposition of the molecular
structures as determined by X-ray crystallography
for B3M, B3O and B3C. Colour code as for the
previous figures: B3M in blue, B3O in green and
B3C in pale red.

benzene ring). Therefore other substitution patterns have to be tested to investigate if
they show different interaction modes.



86



Chapter 10

B4C - The MAD tetragon

Summary

The MAD tetragon B4C has four bromine atoms for experimental phasing and two carboxyl
groups for protein interaction. The molecular structure of B4C was determined by X-ray
crystallography.

B4C was incorporated in thaumatin and thermolysin crystals. MAD and SAD phasing
was carried out with data collected at the synchrotron. B4C shows different modes of
interaction compared with the sticky triangles since the two carboxyl groups in B4C are
arranged in para position.

87
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10.1 Introduction

The phasing tools that were already discussed are well suited for experimental phasing.
However their interaction pattern is very similar due to the arrangement of functional
groups (1,3,5-substituted benzene rings). A molecule with substituents at different posi-
tions, e.g. 1,4-substitution (para arrangement) may show different interaction modes with
biological macromolecules. B4C (Fig. 10.1) carries four bromine atoms for experimental
phasing and two carboxyl groups in 1,4 position.

Figure 10.1: B4C with its four bromine
atoms is well suitable for MAD experiments.
In contrast to the other triangle compounds,
the two carboxyl groups are in 1,4 position.

The molecular structure of B4C was determined by single-crystal X-ray analysis and
used for the generation of bond length and bond angle restraints.

10.2 B4C crystal structure

In the crystal environment B4C has no internal crystallographic symmetry and crystallises
as a dihydrate in the space group P21/n with one molecule in the asymmetric unit. The
bond lengths and angles fall within normal ranges. A thermal ellipsoid plot is shown in
Fig. 10.2.

Figure 10.2: The asymmetric unit of
B4C. Displacement ellipsoids are drawn
at the 50% probability level and hydro-
gen atoms are shown as small spheres with
arbitrary radii. The hydrogen bonds to
the lattice water molecules are shown as
dashed lines.

The four bromine atoms in B4C form a rectangle with side lengths of about 3.4 and 5.6 Å
[cf. Br1−Br2 3.3531(8), Br3−Br4 3.3560(8), Br1−Br3 5.6312(10), Br2−Br4 5.6291(10) Å].

In B4C the carboxyl groups are perpendicular to the ring and clear indications for
protonated carboxyl groups can be found. In both carboxyl groups, one C−O bond is
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significantly shorter than the other one, indicating one double bond and one single bond [cf.
C7−O8 1.216(3) vs. C7−O9 1.295(3) Å and C10−O11 1.223(3) vs. C10−O12 1.284(3) Å].

In the crystal structure B4C forms hydrogen bonds with all potential donors and the
lattice water molecules (Fig.10.3, Tab. 10.1). However, compared with the other molecules
discussed, B4C carries only two groups for hydrogen bonding. The hydrogen-bond network
is mediated by two lattice water molecules.

Table 10.1: Hydrogen-bond geometry (Å, ◦) for B4C.

D−H· · ·A D−H H· · ·A D · · ·A D−H· · ·A

O9−H9· · ·O13 0.81(3) 1.78(3) 2.591(2) 175(3)
O12−H12· · ·O14 0.83(3) 1.68(3) 2.504(2) 178(4)
O13−H13A· · ·O11i 0.80(2) 2.00(2) 2.791(3) 172(3)
O13−H13B· · ·O8ii 0.80(2) 1.95(2) 2.754(3) 178(3)
O14−H14A· · ·O11ii 0.80(2) 2.00(2) 2.790(2) 170(3)
O14−H14B· · ·O13iii 0.81(2) 1.94(2) 2.743(3) 172(3)

Symmetry codes: (i) −x+ 1
2
, y + 1

2
,−z + 1

2
; (ii) x− 1, y, z; (iii) x−

1
2
,−y + 3

2
, z + 1

2
.

There are no π-π interactions in the crystal lattice. These are also not present in the
unsubstituted terephthalic acid (Domenicano et al., 1990). There, the carboxyl groups
are again in plane with the benzene ring. Additionally, dimeric hydrogen bonding for two
carboxyl groups are observed, which is not present in B4C.

Figure 10.3: Hydrogen bonding of B4C. The hy-
drogen bonds for hydrogen donor atoms of the cen-
tral B4C are depicted as dashed lines. Symmetry-
equivalent molecules are shown in lighter shade. For
symmetry operators, please refer to Tab. 10.1.

10.3 Experimental phasing

B4C was incorporated into thaumatin crystals to investigate if the different arrangement of
functional groups in B4C leads to different binding sites in the protein. B4C was incorpo-
rated into thermolysin crystals where derivatisation with the sticky triangles was previously
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not successful. Additionally the four bromine atoms per molecule in B4C should provide
more phasing power than the three bromine atoms in the triangle compounds.

Thaumatin B4C: substructure solution and data analysis

For the thaumatin B4C derivative two data sets (peak and inflection point) were collected
for MAD phasing (see Fig. 10.4 for anomalous data statistics).

Table 10.2: Data collection details for B4C in thaumatin and thermolysin. Values
in parentheses denote the highest resolution shell.

Thaumatin Thermolysin

Peak Inflection High-energy
remote

Unit-cell parameters (Å, ◦) a = b = 58.03, a = b = 92.75,
c = 150.68 c = 129.28; γ = 120

Space group P41212 P6122

Wavelength (Å) 0.9197 0.9205 0.9131
Photon energy (eV) 13481 13469 13578

Resolution (Å) 24.5−1.60 24.6−1.60 24.8−1.80
(1.69−1.60) (1.69−1.60) (1.89−1.80)

Degrees collected (◦) 120 120 120
Rmerge 0.047 (0.17) 0.035 (0.13) 0.092 (0.37)
Completeness (%) 97.7 (87.3) 97.7 (87.0) 96.4 (93.5)
Multiplicity 8.02 (3.77) 8.02 (3.74) 14.1 (13.8)
< I/σ(I) > 26.8 (6.39) 36.80 (8.88) 22.7 (6.52)

For crystallographic parameters, see Appendix B:Crystallographic parameters.
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Figure 10.4: Anomalous data statistics for B4C in thaumatin and comparison with thaumatin B3M,
B3O and B3C data. (a) Anomalous correlation coefficient (CC) between the B4C MAD data sets.
INFL= inflection point (data collection wavelengths can be found in Tab. 10.2). The correlation coeffi-

cient does not depend on the (estimated) sigma values. Data were truncated at 2.0 Å for heavy-atom
substructure solution. (b) Anomalous signal for the B4C peak compared with the high-energy remote
data from B3M and B3O and peak data from B3C.

The fluorescence scan shows two peaks close to the absorption edge as for B3C in
thaumatin and proteinase K. The peak data were collected not directly at the absorption
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edge, but rather at a higher energy (marked as Peak in Fig. 10.5) to maximise the difference
in dispersive signal.
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Figure 10.5: Fluorescence scan of
thaumatin with B4C incorporated.
The data collection energies of peak
and inflection point (see Tab. 10.2)
are marked by vertical lines. The
two peaks close to the bromine K
edge are clearly visible.

Data sets were prepared with XPREP. Substructure solution with SHELXD gave high
figures of merit (CC: 46.17, CCweak: 34.69; 596 hits with CC > 44 out of 1000 trials) for
the MAD data and resulted in a substructure with rectangles with side lengths of about
3.3 and 5.7 Å. SAD phasing with the peak data set alone was also successful and gave high
figures of merit (CC: 42.80, CCweak: 23.39; 230 hits with CC > 41 out of 1000 trials).

Table 10.3: Comparison of experimental electron density maps obtained for the thaumatin bromine
derivatives. The weighted mean phase error (wMPE) and map correlation coefficient (map CC) is given
for each data set. Experimental maps were obtained from SHELXE with initial phases (only resolving the
two-fold ambiguity for SAD, no heavy-atom contribution), after 20 cycles of density modification and after
five cycles of autotracing (iterated with density modification).

initial phases density modification density modification
and autotracing

wMPE (◦) map CC wMPE (◦) map CC wMPE (◦) map CC

B3C
SAD (peak) 54.3 0.510 24.4 0.899 23.8 0.904
MAD (peak, infl.) 48.4 0.579 22.5 0.916 22.4 0.916
MAD (peak, infl., 55.6 0.462 24.0 0.904 23.7 0.905

high-energy rem.)

B3M
SAD (high-energy rem.) 54.9 0.513 25.4 0.885 25.2 0.892

B3O
SAD (high-energy rem.) 55.3 0.489 23.6 0.899 23.8 0.904

B4C
SAD (peak) 48.3 0.593 22.5 0.910 23.1 0.909
MAD (peak, infl.) 44.6 0.620 21.2 0.920 21.2 0.920

Tab. 10.3 shows that the MAD experiments yield higher quality electron density maps
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(lower mean phase error, higher map correlation coefficient) than the SAD experiments, ex-
cept for the three-wavelength MAD from the B3C derivative; here radiation damage at the
bromine sites may reduce the quality of the phase information. Although the anomalous
signal is very similar for bromine triangles and the tetragon data sets (Fig. 10.4b), espe-
cially the experimental electron density maps with initial phases (no density modification)
obtained from the B4C derivative are of a slightly higher quality (Tab. 10.3).

Thermolysin B4C: substructure solution and data analysis

Data for the thermolysin derivative was collected at λ=0.9131 Å (Tab. 10.2), which corre-
sponds to the high-energy remote in a bromine MAD experiment. The anomalous signal
of bromine is strong at this wavelength (f ′′ = 3.7 e; Merrit, 2010).

Figure 10.6: Anomalous data
statistics for B4C in thermolysin.
Data were truncated at 2.40 Å where
the signal drops below 1.0.
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The anomalous signal is depicted in Fig. 10.6. SAD phasing was carried out with
SHELXD (CC: 38.96, CCweak: 22.08) and resulted in a substructure with rectangles
(side length of about 3.3 and 5.7Å).

Although SAD phasing was successful here at this wavelength close to the absorption
edge, it is always recommended to take advantage of the extra phase information that is
available from a MAD experiment.

10.4 B4C binding sites

Thaumatin

Refinement against peak data was carried out with the SHELX suite (Tab.C.5) with
restraints for B4C generated from the small-molecule crystal structure. There are six B4C
sites in thaumatin (Fig. 10.7). Free variables were introduced to refine the occupancy of
each B4C site and later also the occupancy of each single bromine atom separately. For the
occupancy refinement, thermal displacement parameters were kept fixed for the bromine
atoms (at B = 19.7 Å2). The occupancies (mean value of the four bromine atoms for each
molecule) are 0.60 (two orientations with 0.44 and 0.16 each), 0.36, 0.14, 0.14 and 0.11.1

1The atomic scattering factor of bromine was adjusted to the given wavelength (SHELXL DISP f ′f ′′

command with f ′=−6.0 e and f ′′ =4.0 e, experimental values).
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Figure 10.7: B4C in thau-
matin; superposition with
the three thaumatin triangle
derivative structures. B4C
molecules are displayed in
yellow, B3M molecules in blue,
B3O molecules in green and
B3C molecules in pale red. In
contrast to B3M, B3O and B3C
there is only one equivalent site;
the other B4C molecules bind
to different sites in the protein.

B4C mainly interacts through hydrogen bonds with the protein and water molecules in
the crystal lattice. All binding sites except for one differ from those observed for the other
bromine derivatives (Fig. 10.7).

(a) (b)

Figure 10.8: Two binding sites of B4C in thaumatin. Distances in Å. (a) The B4C main site shows two
conformations of B4C (yellow: occupancy of 0.44; pale yellow: occupancy of 0.14). Interactions of B4C are
mainly formed with lattice water molecules. There are also close contacts of bromine atoms with oxygen
atoms (carbonyl group of the main chain, lattice water molecules). (b) Interactions for site 6 (occupancy
0.11). In addition to the prominent interaction of the carboxylate group with arginine (Arg125) as found
for the triangles there are close contacts of bromine atoms with oxygen atoms (from carbonyl groups of
the main chain).
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Thermolysin

Refinement was carried out first with SHELXL (Tab.C.5) with restraints for B4C generated
from the small-molecule crystal structure. Since the data have a moderate resolution (1.8 Å)
the initial model was transferred to REFMAC and TLS refinement was carried out (Winn
et al., 2001).

Figure 10.9: B4C in thermolysin. There are four B4C binding sites; anomalous electron density displayed
at 4σ (red) around the bromine atoms. The zinc ion at the active site is depicted as a blue sphere.

There are four B4C sites in thermolysin (Fig. 10.9). The occupancies of the B4C
molecules were estimated from the initial SHELXL refinement to values of 0.5, 0.4, 0.3
and 0.2 and kept at these values for the REFMAC refinement.2

Figure 10.10: Main B4C binding site in ther-
molysin (occupancy 0.5). Anomalous electron

density is shown at 4σ (red), distances in Å.
Hydrogen bonds are formed from B4C to two
protein molecules (depicted in grey and sand
colour).

2The atomic scattering factor of bromine was adjusted to the given wavelength [REFMAC anomalous
formfactor f ′f ′′ command with f ′ =−4.2 e and f ′′ =3.75 e, theoretical values (Merrit, 2010)].
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Interestingly incorporation of sticky triangle compounds (B3M, B3O or B3C via co-
crystallisation or soaking with B3M, B3O, B3C or I3C solutions) was not successful for
thermolysin.

10.5 Conclusion

Derivatisation of thermolysin is only possible with B4C and not with any triangle com-
pound. Additionally, B4C binds at different sites in thaumatin. These different binding ca-
pabilities can be rationalised by the arrangement of the functional groups in B4C compared
to the triangle compounds. The carboxyl groups in B4C have a linear arrangement (1,4
substitution) and span a larger distance than the two carboxyl groups in B3C (Fig. 10.11).

Figure 10.11: Comparison of B3C (left) and B4C (right). Distances are given in Å between the centroid
of each carboxyl group in B3C and B4C.

B4C is very suitable for MAD experiments since it introduces four bromine atoms
per molecule in the protein crystal (in contrast to three in B3C) and therefore exhibits a
strong anomalous (and dispersive) signal for MAD experiments. The occupancies of the
B4C sites are very similar to those observed for the triangle compounds. However the
binding as observed for thaumatin and thermolysin differs from the triangle compounds
due to the different arrangement of the carboxyl groups and increased distance between
the carboxyl groups. B4C may be used as an orthogonal phasing tool when binding of
I3C or B3C is not successful. Further advantages are that B4C is readily available from
different chemical suppliers and that (as for the sticky triangle compounds) the usage is
straightforward and does not involve any toxic chemicals.
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Chapter 11

Exploiting the triangles for phasing

Summary

The triangular arrangement of the halogen atoms in I3C and B3C provides an independent
validation tool for substructure solution. The script TRIFIND was developed to facilitate
this validation process.

In difficult cases the presence of a triangle in the substructure is an indication of a
correct substructure. The information about the geometrical arrangement of the heavy
atoms could also be incorporated in the substructure solution process.
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11.1 Searching for triangles: TRIFIND

When the triangle compounds are used for experimental phasing the substructure contains
atom coordinates that form equilateral triangles. These triangles have side lengths of about
6.0 Å for I3C and about 5.7 Å for the bromine compounds. The substructure coordinate
file (usually .res format from SHELXD) may be read into programs like COOT or XP
that can display these files. The heavy-atom sites can be inspected manually and triangles
should be visible.

To speed up the substructure validation a simple PYTHON script was developed that
reads in the substructure atom coordinates and searches for triangles. The TRIFIND script
involves three steps:

◦ parse the coordinate file and calculate distances

◦ find triangles (within a specified side length range)

◦ open COOT and display the triangles (optional)

The script may also read the revised heavy-atom coordinate file from SHELXE (with file
ending .hat; the file format is equivalent to .res).

The script is invoked from the command line. First the substructure coordinate file is
read and the atom coordinates are extracted along with the unit cell constants and the
symmetry operators (always present in SHELX .res or .hat files). Distances are calculated
between all atoms, but are only stored and printed to the terminal if the distance is within
a specified range. Triangles are present if two atoms that are within the specified range
share entries with an equivalent neighbour. A list of triangles (and two-atom fragments)
is printed to the terminal. A typical output is shown in Fig. 11.1.

The user only has to enter the coordinate file stem (file name without .res or .hat) and
the range for the side lengths of the triangles (minimum and maximum distance in Å).
Instead of giving two numbers the keywords i3c or b3c can be provided for a default range
suitable for the corresponding phasing tools.

The distance between two atoms at (x1, y1, z1) and (x2, y2, z2) is calculated by:

d2 = (∆x a)2 + (∆y b)2 + (∆z c)2 + 2 bc ∆y∆z cos(α)

+2 ac ∆x∆z cos(β) + 2 ab ∆x∆y cos(γ)
(11.1)

a, b, c, α, β and γ are the unit cell constants, which are read from the coordinate file.
The atomic coordinates are given as fractional coordinates in SHELX format, therefore no
conversion is necessary. The script requires a version of PYTHON to be installed.
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    _______    _    ___ _           _ 
   (_______)  (_)  / __|_)         | |
       _  ____ _ _| |__ _ ____   __| |
      | |/ ___) (_   __) |  _ \ / _  |
      | | |   | | | |  | | | | ( (_| |
      |_|_|   |_| |_|  |_|_| |_|\____|

     triangle search in a heavy-atom coordinate file from SHELX 

     Version 2010/1 (c) Tobias Beck 

 Using default minimum and maximum distances for B3C search

 Reading coordinate file: phase.res

 These are the unit cell constants:

  58.082 58.082 150.041 90.0 90.0 90.0

 Number of atoms found in the coordinate file: 17

 These are the distances within the specified range of 5.2 and 6.2 Angstroms:

[’BR01’, ’BR02’, ’5.608’]
[’BR01’, ’BR04’, ’5.757’]
[’BR02’, ’BR04’, ’5.597’]
[’BR05’, ’BR12’, ’5.475’]
[’BR05’, ’BR14’, ’5.810’]
[’BR06’, ’BR08’, ’5.688’]
[’BR06’, ’BR11’, ’5.858’]
[’BR07’, ’BR10’, ’5.502’]
[’BR08’, ’BR11’, ’5.675’]
[’BR09’, ’BR15’, ’5.921’]
[’BR09’, ’BR16’, ’5.885’]
[’BR12’, ’BR14’, ’5.502’]
[’BR15’, ’BR16’, ’5.767’]

 There are 4 triangles. These are the atoms that are part of each triangle: 

[’BR01’, ’BR02’, ’BR04’]
[’BR05’, ’BR12’, ’BR14’]
[’BR06’, ’BR08’, ’BR11’]
[’BR09’, ’BR15’, ’BR16’]

 And these are the atoms that form atom pairs: 

[’BR07’, ’BR10’]

 Open COOT and display the triangle(s) found? y/n [y] y

 Display also the two-atom pairs in COOT? y/n [n] 

Figure 11.1: Terminal output of TRIFIND for the substructure coordinate file of thaumatin B3M. The
script was started with the command trifind phase b3c from the terminal.
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The output from TRIFIND may be displayed in COOT (Fig. 11.2) to inspect the tri-
angles found. In addition, the two-atom fragments can also be highlighted.

Figure 11.2: Screenshot of COOT display-
ing the four triangles found by TRIFIND in
the substructure file from thaumatin B3M.
The two-atom fragments can also be high-
lighted (Fig. 11.1).

11.2 Difficult structures with I3C

Three examples are discussed where the triangular nature of the phasing tool I3C was
crucial for structure solution.

Ribonuclease A - Look for triangles in the substructure

A quick soak was carried out to incorporate I3C into ribonuclease A. Data were collected
in-house at CuKα (Tab. 11.1).

Table 11.1: Data collection details for ribonuclease A with I3C. Values in paren-
theses denote the highest resolution shell.

Unit-cell parameters (Å, ◦) a = b = 63.88, c = 63.53; α = β = 90, γ = 120
Space group P3221

Wavelength (Å) 1.54178

Resolution (Å) 28.5−1.80 (1.90−1.80)
Rmerge 0.086 (0.36)
Completeness 93.4 (86.2)
Multiplicity 5.31 (3.14)
< I/σ(I) > 12.03 (2.63)
Ranom/Rp.i.m. 2.64 (2.12)

For crystallographic parameters, see Appendix B:Crystallographic parameters.

The anomalous signal is weak for this data set (Fig. 11.3) and the ratio Ranom to Rp.i.m.

is quite low (compared with other I3C data sets like lysozyme I3C and thaumatin I3C). The
anomalous data were truncated to 2.6 Å. Substructure solution with SHELXD resulted in a
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substructure with low figures of merit (CC: 23.59, CCweak: 7.76). One triangle is present,
which consists of peaks I1, I2 and I5. The presence of a triangle is a reliable criterion that
substructure solution was successful. However standard procedures for phase extension
with SHELXE, i.e. using all heavy atoms from the substructure coordinate file (switch
-h), did not result in an interpretable map. The autotracing in SHELXE did also not
improve the results. However phase extension with the first two peaks only was successful
(switch -h2, i.e. selects only the first two peaks from the heavy-atom file). Hand-editing
the file to include only the triangle (peaks I1, I2 and I5) and phase extension with the
modified file was also successful. These trials resulted in a decent experimental map (the
autotracing algorithm in SHELXE placed 110/124 residues). Refinement was carried out
with REFMAC with TLS parameters (Tab.C.6). One I3C binding site was found and its
occupancy was set to 0.5.
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Figure 11.3: Anomalous
data statistics for I3C in ri-
bonuclease A. The anomalous
signal is weak for this data set.
Data were truncated at 2.6 Å
where the signal drops clearly
below the noise level of ≈ 0.8.

Analysis of the peak positions from the substructure shows that the peaks I1, I2 and
I5 are indeed the three iodine atoms from I3C. The other peaks are not positions of other
anomalous scatterers (e.g. sulfur atoms in cysteine/methionine residues or chloride ions in
the solvent region) as could be expected for data collected at CuKα, but are false peaks.
Recycling of the improved heavy-atom file from SHELXE (.hat was copied to .res) and
another round of density modification yielded an improved experimental map with even
more residues being placed (122 out of 124). From the seven peaks of the final heavy-atom
substructure file three belong to the I3C triangle and only one peak to a sulfur atom from
a disulfide bond and one to a chloride ion (out of eight sulfur atoms in cysteine residues,
four in methionine residues and four chloride ions). The remaining peaks are again false
positives.

In many cases phase extension with all atoms present in the heavy-atom substructure
file results in a better experimental map than phasing with the strong peaks only. The
phase information even from weak anomalous scatterers (low anomalous scattering at this
wavelength or low occupancy) usually improves the results. However if the peaks from the
substructure solution do not correspond to any heavy atom in the final structure (false
positives) it is important to identify the correct peaks and use only those for phasing. The
triangular arrangement of iodine atoms in I3C provides a convenient way to identify the
correct atoms for phasing, but it is also an important general validation tool for substructure
solution.
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SAD phasing of a novel structure - Recycle the triangles

Data were kindly provided by Christoph Parthier, Ulrike Bräuer and Milton Stubbs from
the Martin-Luther-Universität in Halle-Wittenberg, Germany.1 They had collected in-
house data (CuKα, 1.54178 Å) from a protein crystal derivatised with I3C.

Analysis of the substructure solution (SAD phasing) revealed that two triangles and
two two-atom fragments in the range of 5.5 to 7.0 Å were present. The figures of merit
(CC: 28.27, CCweak: 16.59) indicated that the heavy atom-coordinates were determined
correctly. However phase extension and density modification resulted only in a mediocre
map.

Figure 11.4: Anomalous
data statistics for the I3C
data from Halle; resolution:
2.10 Å. The data show a strong
anomalous signal at low reso-
lution. Data were truncated at
3.0 Å for substructure solution.
Data courtesy of Christoph
Parthier, Ulrike Bräuer and
Milton Stubbs from the
Martin-Luther-Universität in
Halle-Wittenberg, Germany.
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Phase extension and density modification in conjunction with the autotracing algorithm
(40 cycles) in SHELXE and exploiting the twofold NCS resulted in an improved electron
density map, but still only ∼ 65% of the residues (main chain) could be traced. Recycling
of the heavy-atom positions and another round of autotracing iterated with density modi-
fication with SHELXE gave a good experimental electron density map (∼ 80% of all main
chain residues were placed).

Phase extension carried out by the Stubbs group using our final model from SHELXE
and native data (higher resolution), which they had collected at the synchrotron, improved
the experimental map and allowed >95% of the residues to be traced. This novel protein
structure solved with I3C is to be published. The binding sites of I3C are briefly discussed
in Appendix A.

SIRAS phasing of a novel structure - One triangle is there

Data were kindly provided Jeanine Amacher and Dean Madden from Dartmouth Medical
School, Hanover, USA.1 They had collected data at the synchrotron from an I3C deriva-
tised crystal at λ=1.75 Å extending to 1.96 Å resolution and native data at λ=0.9181 Å
extending to 1.40 Å resolution.

Data were prepared for SIRAS phasing with XPREP and substructure solution was
carried out with SHELXD. Analysis of the substructure coordinates reveals one triangle

1Data and structure are not published yet; therefore only few data statistics are given.
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(peaks I1, I2 and I5). However the figures of merit (CC: 19.35, CCweak: 11.98) were quite
low.
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Figure 11.5: Anomalous
data statistics for the I3C
data from Hanover, USA;
resolution: 1.96 Å. The data
show a weak anomalous signal.
Data were combined for a
SIRAS experiment with the
native data. Data courtesy of
Jeanine Amacher and Dean
Madden from Dartmouth
Medical School, Hanover,
USA.

Phase extension and autotracing combined with density modification in SHELXE was
successfully carried out and >80% of the main-chain residues could be traced.

Structure solution with HKL2MAP (with SHELXC and SHELXD) gave no suitable
heavy-atom coordinate file. Different resolution cut-offs for the difference data were also
tested. For these substructure files either no distances were observed within the I3C range
or if so they deviated clearly from 6.0 Å. The scaling of the dispersive differences is done dif-
ferently in SHELXC and XPREP (G.M. Sheldrick, private communication), with the latter
usually giving better results. Therefore in borderline cases as seen here XPREP should be
used to prepare the difference data for SHELXD. This novel protein structure solved with
I3C is to be published. The binding site of I3C is briefly discussed in Appendix A.

The strategy employed here reflects the recommendations for the usage of I3C. Anoma-
lous data for I3C derivatised crystals should be collected at longer wavelengths, i.e. >1.50 Å,
to exploit the strong anomalous signal of iodine at these wavelengths (CuKα gives good
results). Data collection at long wavelengths suffers to an increased extent from radiation
absorption issues such as radiation damage to the iodine sites or air absorption. Therefore
a compromise has to be found and a wavelength around 1.7−1.8 Å seems to be a good
choice. In addition to the anomalous data set a data collection at shorter wavelength is
recommended with a native crystal to extend the resolution. Provided that the two crystals
are isomorphous SIRAS phasing can be carried out. For weakly diffracting crystals MAD
phasing is necessary since density modification is not able to improve the phases as much
as it can at medium or high resolution. For these cases phasing with the three bromine
atoms in B3C or the four bromine atoms in B4C is recommended.

11.3 Tests with SHELXD

The triangular arrangement of the heavy atoms in the sticky triangle compounds provides
a good additional quality measure for substructure solution. The presence of triangles
(or at least two-atom pairs) within the correct distance range is a reliable criterion that
the substructure is correct. In difficult cases the figures of merit (e.g. CC and CCweak
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in SHELXD) may not clearly indicate a true solution, i.e. there is only a small difference
between CC/CCweak for a correct substructure solution and wrong solution. Although
it is very helpful to have an independent test for identifying a correct solution, it may
be valuable to include the structural information about the equilateral triangles in the
substructure solution process.

Initial tests were carried out with SHELXD to investigate if substructure solution can
be improved. Different options already present in SHELXD (GROP, PATS) and a test
version with a new algorithm (MAGI) were tested. The GROP option reads in a molecule
fragment (in PDB format) and SHELXD uses this fragment as a seed for a six-dimensional
small rigid group search; in practice, this search is rather slow. The PATS option allows
to specify the distance of the vector used for Patterson seeding. The MAGI command
assigns a higher figure of merit to those solutions where a certain distance, e.g. 6 Å, is
present. This was chosen to filter out solutions that otherwise would be lost since their
CC values are worse than those from other (false) solutions. These options were tested for
straight-forward structures (e.g. lysozyme I3C) but also for difficult data (e.g. ribonuclease
A). However these approaches did not give better results than the default settings in
SHELXD, i.e. no lower r.m.s.d. values for the substructure solution in comparison with the
heavy-atom coordinates from the final refined structures, provided that a sufficient number
of trials were carried out.

The search for triangles could be carried out in real space, i.e. in the peak-search
routine that is used in each dual-space refinement cycle in SHELXD; this is similar to
the resolution of super-sulfurs (DSUL option) where one peak at low resolution is resolved
into a disulfide bridge (Debreczeni et al., 2003b). For triangles the peak-picking procedure
could be modified such that those peaks that have another peak within a specified distance
are retained whereas isolated peaks are discarded. Since especially at longer wavelengths
other anomalous scatterers such as sulfur could be present in addition to the iodines from
I3C it would be reasonable to retain also the highest isolated peaks. The fraction of peaks
belonging to a triangle to isolated peaks could be refined within the program or defined
by the user. It is important to note that the triangle information would not be exploited
completely at this point. Due to radiation damage or high thermal displacement only two
atoms of a triangle might contribute to anomalous scattering; in those cases a triangle
search would fail but the distance criterion in the peak-picking step would still identify
both peaks. The peak-picking should be treated as a restraint rather than a constraint,
i.e. no specific number of peaks has to fulfil the distance criterion because this depends on
the structure and data quality.

Another possibility is to write out a new coordinate file every time a certain distance,
e.g. 6.0 Å, is present in the heavy-atom coordinates. This would facilitate an automated
approach where each separate heavy-atom substructure could be expanded with SHELXE.
This procedure is analogous to the approach in ARCIMBOLDO (Rodriguez et al., 2009).

11.4 Conclusion

The triangular arrangement of the heavy atoms in the phasing tools provides an indepen-
dent test for substructure validation: if triangles are present in the substructure coordinate
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file the substructure is probably correct. The validation can readily be carried out with the
TRIFIND script. For difficult structures this validation proved to be crucial to ensure that
the substructure solution was correct and if necessary further adjustments were required
at the later steps of the structure solution process. Tests with SHELXD were carried out
to investigate if the distance information can be exploited in the substructure solution
process, but there are still suggestions for modified search procedures that could be tested.
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Chapter 12

What makes the triangles sticky?

Summary

The types of potential interactions between the phasing tools and other molecules are
discussed. The compounds form hydrogen bonds to protein residues and water molecules.
The halogen atoms show short non-covalent contacts with oxygen atoms.

The number and type of contacts are analysed quantitatively. Most interactions involve
carboxylate groups. Since the phasing tools mainly replace lattice water molecules upon
derivatisation, the changes in the final refined structures are small compared with native
structures.

The phasing tools show several crystal contacts in the protein structures where they
bridge different protein molecules. It is concluded that the inclusion of phasing tools in
crystallisation screens might be beneficial for crystal growth.
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12.1 Interaction modes of the phasing tools

Hydrogen bonding

Intermolecular contacts such as hydrogen bonds are generally weaker than intramolecular,
covalent bonds. These weak interactions determine molecular conformation or molecular
aggregation (Jeffrey and Saenger, 1991; Steiner, 2002) and are by far the most important
specific interaction in biological systems (Bissantz et al., 2010).

Hydrogen bonds generally consist of a group that donates a hydrogen atom (hydrogen
donor) and an atom that accepts this hydrogen atom (hydrogen acceptor, Fig. 12.1).

Figure 12.1: Schematic representation of a hydrogen bond;
D=donor, A=acceptor. For strong interactions the distance d is
in the range of 2.3 and 3.6 Å. The angle θ is usually > 150◦.
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The hydrogen bond is a complex interplay of several energetic contributions. It can
conceptually be subdivided into electrostatic, polarisation, charge transfer, dispersion and
exchange repulsion contributions. These depend differently on distance and interaction an-
gle; therefore the portion of each contribution is different for each hydrogen bond (Steiner,
2002). The electrostatic contribution is directional and has a long range effect; it falls off
with r−2 for dipole-monopole interactions. The hydrogen bond may also be described as a
three-centre (donor, hydrogen and acceptor atom) four-electron bond.

(a) (b)

Figure 12.2: Hydrogen bonding between neutral partners. Hydrogen bonds are depicted as dashed lines
and distances are given in Å. (a) The binding site of I3C in ribonuclease A. The amino group forms a
hydrogen bond to the carbonyl oxygen of His48. (b) One molecule of B3O in thaumatin forms a hydrogen
bond to Thr45. The hydroxyl group of B3O probably acts as a hydrogen donor since Thr45 also forms a
hydrogen bond to a carbonyl oxygen (hydrogen acceptor) of the main chain.

The bonding strength increases either if the donor-hydrogen bond is strongly polarised
towards the donor or if the acceptor is negatively polarised (e.g. both D and A are elec-
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tronegative atoms). However weak hydrogen bonds can be found where the donor-hydrogen
bond is only weakly polarised, e.g. in C–H. A hydrogen acceptor can be a delocalised π-
system, e.g. phenylalanine residues.

Two examples for hydrogen bonds between neutral partners1 that involve the phasing
tools are shown in Fig. 12.2. The amino (I3C, B3C, B3M) and hydroxyl groups (B3O) may
act as a hydrogen donor or acceptor group, but in some cases the assignment may not be
clear (e.g. Fig. 12.2b). Other examples can be found in Fig. 7.7a (p. 59), Fig. 8.11 (p. 73)
and Fig. 9.9 (p. 82).

The strength of a hydrogen bond increases further if one or both of the partners are
charged (“salt bridges” in proteins; Jeffrey and Saenger, 1991). However the desolvation
energy for charged residues is larger than for neutral residues and has to be taken into
account, also for protein-ligand interactions. These hydrogen bonds usually show shorter
distances d between the donor and acceptor group.

(a) (b)

Figure 12.3: Hydrogen bonding that involves charged residues. Hydrogen bonds are depicted as dashed
lines and distances are given in Å. (a) One molecule of B3C in proteinase K. The carboxylate group acts
as an hydrogen acceptor and forms hydrogen bonds with the amide protons of the main chain and the
hydroxyl groups of Thr223 and Ser224. (b) One molecule of I3C in thaumatin. The carboxylate group
binds to Arg125 and forms an ion pair (salt bridge).

Lysine or arginine residues are commonly protonated at neutral pH values. Examples
for hydrogen bonds with charged partners2 are shown in Fig. 12.3. The carboxylate group
also interacts with neutral groups, such as the main chain amide protons or hydroxyl groups
found in serine, threonine or tyrosin (e.g. Fig. 12.3a). Other examples for hydrogen bonds
that involve charged functional groups can be found in Fig. 7.7b (p. 59), Fig. 8.8b (p. 70),
Fig. 8.11 (p. 73), Fig. 9.9 (p. 82), Fig. 10.8 (p. 93) and Fig. 10.10 (p. 94).

1The pKA value for the amino group in the phasing tools could not be determined experimentally. A
comparison with similar compounds results in an estimated value of pKA < 4 for the –NH2 group. Therefore
at neutral pH the amino group is not protonated.

2The pKA value for the carboxyl groups could not be determined experimentally. A comparison with
similar compounds results in an estimated value of pKA < 4 for both –COOH groups. Therefore the
carboxyl groups are almost fully deprotonated at neutral pH.
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Many interactions of the functional groups of the phasing tools involve hydrogen bonds
with water molecules. These water molecules usually constitute the first solvation shell
around the protein. They are usually well ordered since they form hydrogen bonds to
residues at the surface of the protein.

Halogen bonding

The halogen atoms of the phasing tools show several short contacts with electronegative
moieties of the protein. This can be rationalised by an attractive interaction that is based
on the aspherical electrostatic potential of the halogen atoms. Theoretical studies reveal
that halogen atoms show a positive electrostatic potential opposite of the halogen σ bond
(Politzer et al., 2007, 2010). This σ hole (Fig. 12.4) may interact with electronegative
atoms.

Figure 12.4: Computed electrostatic potential,
MP2/DGDZVP, for CH3Br in a.u. mapped on the
surface of molecular electron density at 0.001 a.u.. The
bromine atom shows a region of positive electrostatic
potential surrounded by a ring of negative potential.
Figure prepared with MOLISO (Hübschle and Luger, 2006)
within MOLECOOLQT (Hübschle, 2010).

Halogen bonding involves a halogen atom that is attached to a donor group, usually a
carbon atom, and an acceptor atom that is electronegative (Fig. 12.5). The interaction is
related to the maximum value of the local positive surface potential VS,max at the halogen
atom. VS,max depends on (a) the electronegativity of the halogen atoms, (b) its polarisability
and (c) any electron-withdrawing groups (Politzer et al., 2010). Therefore VS,max increases
in the order F < Cl < Br < I. Electronegative substituents at the halogen atom or in the
remainder of the molecule can further increase VS,max.
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Figure 12.5: Schematic representation of halogen bonding. (a) Halogen bonding geometry. The angle
θ is usually > 150◦. The distance d depends on the halogen atom X, but is usually smaller than the sum
of the van der Waals radii of X and acceptor A. (b) The dihedral angle Φ is found to be close to 90◦ for
interactions with carbonyl oxygen atoms (Auffinger et al., 2004). The halogen atom may interact with the
π system of the peptide bond.
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For halogen bonding the distance d in Fig. 12.5 is found to be smaller than the sum of
the van der Waals radii, i.e. d < rvdW (Br· · ·O) = 3.37 Å or d < rvdW (I· · ·O) = 3.50 Å with
rBr = 1.85 Å, rI = 1.98 Å and rO = 1.52 Å (Bondi, 1964).3 The angle θ was postulated
to be close to 180◦, i.e. a linear arrangement of the carbon-halogen-acceptor atoms is
present (Politzer et al., 2007). However investigations of halogen bonding in biological
macromolecules show that the angle has a bimodal distribution with peaks at 160-170◦

and 145-150◦. The second maximum is rationalised by polarisation effects induced by
the acceptor atom (e.g. carbonyl oxygen) that deform the electron density at the halogen
atom (Auffinger et al., 2004). For the interaction of a halogen atom with the carbonyl
oxygen involved in a peptide bond the dihedral angle Φ is found to be close to 90◦. Here
the positive electrostatic potential of the halogen atom interacts with the π system of the
peptide bond. Therefore halogen bonding does not necessarily compete with hydrogen
bonding since hydrogen bonds are formed to the oxygen electron lone pairs, which are in
plane with the peptide bond. Halogen bonding may be seen as an orthogonal molecular
interaction to hydrogen bonding (Voth et al., 2009). Both can be considered as interactions
of a positive electrostatic potential, the σ-hole, with an electronegative partner. Since the
positive electrostatic potential at the hydrogen atom is more smeared out (due to the s
character of the potential) hydrogen bonding is considered less direction-dependent than
halogen bonding.

To study halogen bonding in more detail the electrostatic potential of the phasing
tools was evaluated. Since the protonation state can not clearly be determined from the
macromolecular crystal structure the neutral molecule and the two anions for each phasing
tool were studied. Molecular models of I3C, B3C, B4C and their anions (one or both
carboxyl groups deprotonated) as well as CH3Br were subjected to geometry optimisation
and frequency calculations with MP2/DGDZVP (Clark et al., 2007) in GAUSSIAN 09
(Frisch et al., 2009).4 The electrostatic potential was mapped on the isosurface of molecular
electron density at 0.001 electrons/bohr3 (= a.u.) with MOLISO (Hübschle and Luger,
2006) within MOLECOOLQT (Hübschle, 2010).

Fig. 12.6 shows the electrostatic potential for each phasing tool in three protonation
states. The same colour scale was used only for each protonation state, e.g. the electrostatic
potential of neutral I3C, neutral B3C and neutral B4C is plotted with the same colour scale.
Therefore a quantitative comparison can only be carried out for equivalent protonation
states. For neutral I3C the iodine atoms show positive maxima (Fig. 12.6a) at the centre of
the iodine atoms, opposite of the iodine-carbon bond (σ-hole). For I3C mono- and dianions
the potential is negative at the iodine atoms, but shows a central region of less negative
potential (Fig. 12.6b and c). For neutral B3C the bromine atoms show a positive potential
(Fig. 12.6d) although the effect is less pronounced compared with neutral I3C since the
polarisability of iodine is larger than for bromine. The B3C mono- and dianions also show
a negative potential at the bromine atoms and the characteristical features of the σ-hole
with a surrounding ring of more negative potential (Fig. 12.6e and f) as for the I3C anions.

3The occurrence of non-covalent contacts in crystal structures with distances smaller than the sum of
the van der Waals radii was referred to as “polar flattening” (Nyburg, 1979) in earlier literature and led to
a revision of the van der Waals radii for atoms bonded to carbon (Nyburg and Faerman, 1985).

4The calculations were kindly performed by Kathrin Meindl, Göttingen.



112 Chapter 12. What makes the triangles sticky?

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 12.6: Computed electrostatic potential, MP2/DGDZVP, for I3C, B3C and B4C in a.u. mapped on
the surface of molecular electron density at 0.001 a.u.. The same colour scale was used for each protonation
state, e.g. the electrostatic potential of neutral I3C, neutral B3C and neutral B4C is plotted with the same
colour scale. Therefore a quantitative comparison can only be carried out for equivalent protonation states.
The halogen atoms show a positive or more positive potential in the central region. (a) I3C with one iodine
atom and the carboxyl groups pointing towards the reader. (b) I3C monoanion, same orientation. (c)
I3C dianion, same orientation. (d) B3C with one bromine atom and the carboxyl groups pointing towards
the reader. (e) B3C monoanion, same orientation. (f) B3C dianion, same orientation. (g) B4C with
two bromine atoms and one carboxyl group pointing towards the reader. (h) B4C monoanion, same
orientation. (i) B4C dianion, same orientation. Figures were prepared with MOLISO (Hübschle and
Luger, 2006) within MOLECOOLQT (Hübschle, 2010).



Chapter 12. What makes the triangles sticky? 113

In B4C the bromine atoms show a positive potential (Fig. 12.6g) where in the B4C monoan-
ion a small negative potential at the bromine atoms with a ring of larger negative potential
around it (Fig. 12.6h) can be observed. For the B4C dianion the potential is negative
at the bromine atom centres but is the least negative compared with the whole molecule
(Fig. 12.6i).

Obviously the electrostatic potential is very sensitive to the protonation state. Iodine
as the more polarisable element shows a larger positive (less negative) potential at the
σ-hole compared with bromine; therefore the halogen bonding for iodine compounds is
expected to be stronger. The carboxyl groups of the phasing tools are most probably
present in the deprotonated form (i.e. as carboxylate groups) at the pH range usually used
for co-crystallisation or soaking experiments. However, the σ-hole is still found in the
anions of the phasing tools where the halogen atoms have only little negative potential at
the centre of each atom. The polarising effect of the oxygen acceptor atom can induce
a positive potential on the halogen atom as shown in previous studies (Riley and Hobza,
2008). Additionally cooperative effects due to more than one halogen (or hydrogen) bond
may locally enhance the σ-hole and therefore the halogen bonding.

(a) (b)

Figure 12.7: Halogen bonding, distances given in Å. (a) One molecule of I3C in elastase. The iodine
atoms form halogen bonds with the carbonyl oxygen atoms of Gly177 and Val103 (symmetry equivalent,
depicted in sand colour). The halogen bond to the carbonyl oxygen in Val103 is clearly perpendicular to
the plane of the peptide bond, i.e. the iodine atom interacts with the π system of the carbonyl group, not
the oxygen lone pair electrons. (b) One molecule of B4C in thermolysin. The bromine atoms form halogen
bonds with the carbonyl oxygen of Ala286 and (a weaker bond) with the hydroxyl group of Thr293. There
is also a halogen bond between a bromine atom and a water molecule.

Examples for halogen bonding are shown in Fig. 12.7. Halogen bonding is also observed
for I3C in Mh-p37 (Fig.A.2, p. 125) where the I3C molecule is also found in the neutral
form due to the low pH value of the crystallisation conditions. According the Fig. 12.6a
the iodine atoms have a clearly positive electrostatic potential for the neutral state of I3C.
Other examples can be found in Fig. 10.8 (p. 93), Fig.A.3 (p. 125) and Fig.A.5 (p. 127).

The I3C molecule shows several iodine-water contacts at the main site of proteinase K
with the more polarisable iodine atoms whereas fewer (and probably weaker) bromine-
water contacts are present in the proteinase K B3C structure. This could be one reason
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why the occupancy for B3C is lower than for I3C at the main site in proteinase K.
In the small-molecule crystal structures there are a few short halogen-oxygen contacts

and hydrogen bonding dominates.

Comparison of interaction

The interactions for the phasing tools I3C, B3C and B4C were compared. The statistics are
based on the test protein structures discussed in this work and the Mh-p37 I3C structure
(Sippel et al., 2008; Appendix A). B3M and B3O were not included in the statistics
since only one derivative data set is available for either phasing tool. Tab. 12.1 and 12.2
show that the main interaction takes place between the phasing tools and water molecules.
Considering all phasing tools the carboxylate groups are responsible for more than two
thirds of the interactions.

Table 12.1: Summary of interaction types for I3C. Hydrogen bonds were included in the
list if the distance d is between 2.30 and 3.60 Å and halogen bonds if the distance between
the halogen atom and the acceptor is smaller than the sum of their van der Waals radii.

moiety interaction typea examplesa # of perc.b

contacts

I3C –COO− O–H· · ·OOC HO–H· · ·OOC 38 47%
Ser–O–H· · ·OOC 4
Thr–O–H· · ·OOC 1
Tyr–O–H· · ·OOC 1

N–H· · ·OOC Nmc–H· · ·OOC 6 24%
Arg–NH–H· · ·OOC 5
Lys–NH2–H· · ·OOC 5
Asn–NH–H · · ·OOC 4
Arg–Nǫ–H · · ·OOC 1
Gln–NH–H · · ·OOC 1

–NH2 N–H· · ·A N–H· · ·O=Cmc 6 13%
N–H· · ·OH2 5
N–H· · ·O–Gln 1

–I C–I· · ·O C–I· · ·O=Cmc 7 16%
C–I· · ·OH2 6
C–I· · ·OH–Tyr 1
C–I· · ·O–Glu 1

a Charges are omitted for clarity reasons. At neutral pH carboxyl groups are almost

fully deprotonated whereas the amino group is not protonated. mc = main chain.
b Percentage of this interaction type compared with all interactions of the phasing tool.

There is a total number of 93 interactions for I3C.
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Table 12.2: Summary of interaction types for B3C and B4C. Hydrogen bonds were included
in the list if the distance d is between 2.30 and 3.60 Å and halogen bonds if the distance
between the halogen atom and the acceptor is smaller than the sum of their van der Waals
radii.

moiety interaction typea examplesa # of perc.b

contacts

B3C –COO− O–H· · ·OOC HO–H· · ·OOC 28 51%
Ser–O–H· · ·OOC 2
Thr–O–H· · ·OOC 1

N–H· · ·OOC Nmc–H· · ·OOC 5 16%
Arg–NH–H· · ·OOC 2
Lys–NH2–H· · ·OOC 2
Arg–Nǫ–H · · ·OOC 1

N–H· · ·OH2 7 23%
–NH2 N–H· · ·A N–H· · ·O=Cmc 6

N–H· · ·O–Gln 1

C–Br· · ·OH2 3 10%
–Br C–Br· · ·O C–Br· · ·O=Cmc 2

C–Br· · ·OH–Ser 1

B4C –COO− O–H· · ·OOC HO–H· · ·OOC 28 67%
Tyr–O–H· · ·OOC 3
Ser–O–H· · ·OOC 1

Arg–NH–H· · ·OOC 5 12%
Lys–NH2–H· · ·OOC 1

–Br C–Br· · ·O C–Br· · ·O=Cmc 5 21%
C–Br· · ·OH2 4
C–Br· · ·OH–Thr 1

a Charges are omitted for clarity reasons. At neutral pH carboxyl groups are almost

fully deprotonated whereas the amino group is not protonated. mc = main chain.
b Percentage of this interaction type compared with all interactions of the phasing tool.

There is a total number of 61 interactions for B3C and 48 interactions for B4C.

Halogen bonds play an important role especially for I3C and B4C. For I3C the halogen
bonds involve iodine atoms and are therefore more stabilising than halogen bonds with
bromine atoms. In B4C there are four instead of three halogen atoms; therefore more
halogen-acceptor contacts are possible. Halogen bonding with the water molecules in the
crystal structure may also be interpreted as hydrogen bonding between water and halogen
since the position of the hydrogen atoms cannot be determined from the data; however there
is a recent report on halogen-water bonding that found interactions between a halogen
atom, a water molecule and a hydrogen bond acceptor, termed halogen-water-hydrogen
bridge (Zhou et al., 2010).
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On average the phasing tools form more than five contacts per molecule to protein
residues or water molecules. The number of contacts per phasing tool can be correlated
with the occupancy of that molecule; however the occupancy also depends on the strength
of the non-covalent bonds.

In addition to enthalpic effects from hydrogen and halogen bonding the hydrophobic
effect, which is also important for protein folding and crystallisation, makes an additional
contribution to ligand binding. Water molecules around the ligand are removed and re-
placed with hydrogen or halogen bonds to the protein residues; this leads to an increase
in entropy. Hydrophobic interactions have so far only been observed in one structure
(Fig.A.4, p. 126). The bulky halogen atoms and the carboxylate groups arranged perpen-
dicular to the benzene ring probably hinder π-π interactions with aromatic side chains (see
small-molecule structures).

There is no specific motif or residue required for the binding of the phasing tools.
Halogen bonds are formed either to water molecules or to the carbonyl oxygen atom of the
main chain. Apart from hydrogen bonds to water molecules interactions of the carboxylate
group with arginine residues are found quite often. Hydrogen bonds with the main chain
amide proton are frequently observed. The amino groups often forms hydrogen bonds to
the carbonyl oxygen of the main chain. There are some examples where the hydroxyl group
of a serine or threonine residue and the amide proton of that same residue form hydrogen
bonds to a carboxylate group of a phasing tool (e.g. Fig. 8.8 or Fig. 12.3).

The phasing tools mainly replace water molecules in the crystal lattice when the protein
crystals are derivatised. Therefore changes induced in the final refined structures are only
minor (reorientation of side chains, replacement of water molecules).5

12.2 Triangles as additives in crystallisation screens

Co-crystallisation with the phasing tools usually results in high occupancies (e.g. lysozyme
I3C and trypsin B3C) and may be a valuable option if weak binding or crystal degra-
dation do not permit derivatisation via soaking. Whether incorporated via soaking or
co-crystallisation the phasing tools show a number of crystal contacts in the protein struc-
tures: they act as bridges between different protein molecules. Examples include the B3C
binding site in trypsin (Fig. 8.11, p. 73), some I3C binding sites in lysozyme, thaumatin,
elastase and proteinase K (e.g. Fig. 7.7b, p. 59), one I3C binding site in Mh-p37 (Fig.A.2b,
p. 125), the main site of B3C in proteinase K (Fig. 8.8b, p. 70) and the main B4C binding
site in thermolysin (Fig. 10.10, p. 94).

It is possible that the hydrogen donor and acceptor groups of the phasing tools as well
as halogen bonding could promote crystal growth. It has been shown that similar small
molecules without halogen atoms promote crystal growth (McPherson and Cudney, 2006)
and a crystallisation screen was introduced that includes such molecules (Silver Bullets
Screen; Hampton Research, 2008). Therefore an introduction of the phasing tools into
standard crystallisation screens is desirable: it could promote crystal growth and introduce
heavy atoms for phasing at the same time. Initial tests were carried out with I3C, B3C,

5For the structures discussed in this work the r.m.s.d. between native and derivatised structure is in
general < 0.3 Å for Cα atoms and usually < 0.7 Å for all atoms.
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B3M and B3O at the Max-lab crystallisation facility in Lund, Sweden, so far without clear
indications of a positive effect. Additional tests are required to further investigate the
effects of such small molecules on crystallisation.

12.3 Conclusion

The phasing tools show several types of hydrogen and halogen bonding. No specific residue
or sequence of amino acids are required for binding. The compounds show disorder only in
a few cases, which is often observed for highly symmetrical heavy-atom cluster compounds,
e.g. the tantalum bromide cluster. Halogen and hydrogen bonding can be considered to be
orthogonal, i.e. halogen bonding does not disrupt an existing hydrogen bond network. I3C
and B4C seem to be the best candidates for halogen bonding since the iodine atoms in I3C
show the largest positive electrostatic potential compared with the bromine compounds;
B4C has four bromine atoms that can form halogen bonds to protein residues.

Small-molecule compounds similar to the phasing tools were shown to promote crystal
growth. Further tests have to reveal if the inclusion of compounds containing functional
groups for linking protein molecules and heavy atoms suitable for phasing is beneficial.
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Chapter 13

Summary and perspective

A new class of compounds was developed that is suitable for the derivatisation of biological
macromolecules. Sticky triangle and sticky rectangle compounds were used to introduce
iodine or bromine atoms. The iodine atoms exhibit a strong anomalous signal at longer
wavelengths (data collection in-house and at the synchrotron). The bromine atoms are
suited for multi-wavelength anomalous dispersion (MAD) experiments at the synchrotron,
but were also employed for single-wavelength anomalous dispersion (SAD) experiments.
Compared with traditional heavy-atom compounds the phasing tools presented here have
low toxicity.

The sticky compounds interact via hydrogen and halogen bonding with proteins. There
is no specific residue or sequence required for binding. The compounds can be introduced
either by soaking or by co-crystallisation. In particular the magic triangle I3C and the
MAD tetragon B4C have several advantages for heavy-atom derivatisation. The strong
anomalous signal of the three iodine atoms in I3C can be exploited in SAD and SIRAS
experiments. For strongly diffracting crystals it is recommended to derivatise with I3C
and carry out data collection in-house. The four bromine atoms in B4C are suitable for
MAD (or SAD) experiments. If due to the crystal quality synchrotron radiation is required
for data collection, multi-wavelength experiments with B4C are recommended for weakly
diffracting crystals. First indications are that the binding of B4C is orthogonal to I3C.
These two compounds are inexpensive and readily commercially available. Therefore they
are easily accessible for many structural biology laboratories, which would not have the
facilities to carry out chemical synthesis.

The triangular arrangement of the heavy atoms in the sticky triangle compounds pro-
vides an independent criterion for substructure validation, especially in borderline cases
where it is difficult to discriminate between a correct and a wrong substructure solution.
As a proof of principle several test proteins were derivatised with the sticky compounds and
experimental phasing was carried out. Up to date four novel structures have been solved
with the magic triangle I3C. There are several phasing kits available (see Appendix F).

Further investigations will be carried out to study the halogen bonding of the sticky
compounds. Theoretical studies will be conducted with emphasis on the interaction of the
acceptor with the halogen atom. It was found in previous studies that the electronegative
acceptor can influence the electrostatic potential at the halogen atom; cooperative effects
could enhance the strength of the halogen bonding.
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The bromine compounds discussed in the present work can serve as candidates for
further investigations of the anisotropy of anomalous scattering. The molecular arrange-
ment of the anomalous scatterers provides additional information for the refinement of
the parameters that describe the anisotropy of the anomalous scattering. Investigations
are planned in cooperation with Dr. Marc Schiltz and Dr. Gérard Bricogne at the ESRF,
Grenoble, France. These investigations might also elucidate the origin of the double peak
frequently observed in the fluorescence spectra of protein crystals that were derivatised
with the bromine compounds.

Since radiation damage can compromise experimental phasing with halogenated com-
pounds it will be important to further study the effects. The usage of radical scavengers,
although already discussed and tested in previous studies (e.g. Murray and Garman, 2002),
should be reconsidered for the bromine compounds of this study. On the other hand ra-
diation damage could also be exploited to generate phase information. Different data
collection strategies at the synchrotron should be carried out to shed light on these issues.
Additionally the iodine compound could be exploited for a pseudo-MAD experiment with
data collection carried out at several long wavelengths at the synchrotron.

The phasing tools show a number of crystal contacts: they form a link between different
protein molecules. A crystallisation screen could be designed that includes the phasing tools
a priori; the functional groups could be exploited as buffer components. The compounds
could serve as linkers between protein molecules and possibly promote crystal growth while
introducing heavy atoms for phasing at the same time. New linker compounds that span
larger distances (e.g. polycyclic aromatic hydrocarbons) could also be tested. However
halogen-carbon bonds are sensitive to light and care must be taken in handling these
solutions.

The concept of combining heavy atoms for phasing with functional groups for interac-
tion could be extended to multi-metal compounds such as clusters. For larger structures
more anomalous scatterers are required. In particular metal cluster based on lanthanoid
elements could provide a strong anomalous signal. Halogenated compounds with hydropho-
bic functionalities could also be designed. These could be beneficial for the derivatisation
of water-insoluble biomolecules, which sometimes incorporate detergent molecules in the
crystal lattice.

The sticky compounds of the current work are readily available and easy to use. There-
fore it is expected that they will find broad application in experimental phasing.
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Appendix A

Novel protein structures solved with
the magic triangle I3C

Summary

At the time of writing four novel protein structures have been solved with the magic triangle
I3C. All data presented in this chapter were kindly provided by the I3C users. I3C shows
several types of interaction in these proteins, which are briefly discussed.
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Mh-p37

The first novel structure solved with I3C was the protein Mh-p37 (38 kDa) from M. hyorhi-
nis, carried out by Katherine Sippel, Robert McKenna and co-workers from the University
of Florida, Gainesville, USA (Sippel et al., 2008). Protein crystals were grown by mix-
ing 3µL protein solution at a concentration of 10 mgmL−1 and 3µL precipitant solution
(100mm citric acid at pH=3.0, 40% PEG 4000 and 100mm ammonium bromide). Crys-
tals were derivatised with I3C via a quick soak: 0.5µL of 0.5m I3C solution were added to
the crystallisation drop. Data were collected in-house (CuKα, 1.54178 Å) from a deriva-
tised crystal and a native crystal (resolution 1.9 Å). Data were prepared for SIRAS phasing
with SHELXC (Sheldrick, 2008a) and structure solution was carried out with SHELXD
(Schneider and Sheldrick, 2002).

Figure A.1: The protein Mh-p37 with the two binding sites of I3C. Anomalous electron density is shown
at 4σ (orange).

There are two binding sites for I3C (Fig.A.1) and their occupancies were set to 1.0 and
0.5, respectively. I3C at site 2 makes hydrogen bonds to two separate protein molecules
(Fig.A.2b).

The derivatisation with I3C was successful, even though the crystals were grown at
acidic conditions (pH=3). Incorporation of other heavy atoms failed due to these condi-
tions. Low sequence identity to previously solved structures prevented structure solution
by molecular replacement. A selenomethionine mutant was not prepared since the se-
quence contained only two methionine residues (terminal residue not included) and “thus
the structure remained unsolved for 6 y despite much effort” (Sippel et al., 2008).
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(a) (b)

Figure A.2: The two binding sites of I3C in Mh-p37. Hydrogen bonds are shown as dashed lines and
distances are given in Å. (a) The main site with I3C hydrogen bonds to Asn236 and Lys232 (carboxylate
groups) and the carbonyl oxygen atom of Leu335 (amino group). Halogen bonding is observed between
iodine and the carbonyl oxygen of Ala334. (b) I3C at the interface of two protein molecules (symmetry
equivalent in sand colour). Hydrogen bonds are formed to the amide nitrogen atom of Trp240 and Asn241.
The carboxylate groups also interact with Lys99 (symmetry equivalent) and Lys273. Halogen bonding is
observed between iodine and the carbonyl oxygen of Lys273.

CTP

Scott Lovell from the University of Kansas, Lawrence, USA, kindly provided data from an
unpublished novel structure that was solved with I3C. Data were collected in-house (CuKα,
1.54178 Å) from an I3C-derivatised crystal (5 min soak in 50mm I3C solution) and a native
crystal (resolution 2.10 Å). SIRAS phasing was carried out to solve the structure.

(a) (b)

Figure A.3: Two of the three bindings sites of I3C in CTP. Hydrogen bonds are shown as dashed lines
and distances are given in Å. (a) The main site with I3C contacts to His and water molecules. (b) I3C
hydrogen bonds to Lys and Arg. A short iodine-oxygen contact is observed with Leu. Data courtesy of
Scott Lovell.

In the final refined structure there are three binding sites for I3C (Fig.A.3). The
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occupancies were set to 1.0, 0.6 and 0.5 for the refinement (based on peak height at the
iodine positions in the anomalous electron density map).

PFH

Data and the final refined structure were kindly provided by Christoph Parthier, Ulrike
Bräuer and Milton Stubbs from the Martin-Luther-Universität in Halle-Wittenberg, Ger-
many. The structure solution is discussed in chapter 11. The structure is to be published.
The protein crystallises as a dimer with twofold NCS-symmetry. There are five I3C binding
sites (Fig.A.4) with two equivalent sites per protein chain.

(a) (b)

Figure A.4: Two of the five bindings sites of I3C in PFH. Hydrogen bonds are shown as red dashed
lines and distances are given in Å. (a) I3C at site 1 interacts with the protein through hydrogen bonds:
the amino group makes contacts to Asp and the carbonyl oxygen of Tyr; the two I3C carboxylate groups
interact with lattice water molecules and Lys and Thr residues. There is a hydrophobic contact of the
I3C benzene ring with Tyr side chain (edge-to-face, black dashed lines, contacts in the range of 3.57 to

3.61 Å.). Site 2 shows a similar coordination environment (b) I3C at site 3 shows hydrogen bonds to Arg,
the amide nitrogen of Ala and a lattice water molecule (I3C carboxylate group) and to Asp (I3C amino
group). Site 4 shows a similar coordination environment. Data courtesy of Christoph Parthier, Ulrike
Bräuer and Milton Stubbs.

PDZP

Data and the final refined structure were kindly provided Jeanine Amacher and Dean Mad-
den from Dartmouth Medical School, Hanover, USA. The structure solution is discussed
in chapter 11. The structure is to be published. There is one binding site for I3C in PDZP,
which is shown in Fig.A.5.
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Figure A.5: The I3C binding site in PDZP.
The carboxylate group interacts with a lattice
water molecule and two iodine atoms are in con-
tact with the carbonyl oxygen atoms of His and
Ile. Data courtesy of Jeanine Amacher and Dean
Madden.
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Appendix B

Crystallographic parameters

Data statistics

Resolution: The crystallographic resolution of a data set is based on the maximum Bragg
diffraction angle 2θ (Eq. 1.2, p. 7) for a given wavelength. The crystallographic reso-
lution is related to the optical resolution, which is the minimum distance between two
objects that allows their images in the electron density map to be distinguished from
each other. In protein crystallography high resolution data are usually truncated
when the mean signal-to-noise ratio < I/σ(I) > for this resolution shell is smaller
than 2.0.

Completeness: The completeness is defined as the fraction of independent reflections
that have been measured and the theoretical possible reflections for a given space
group and resolution.

Multiplicity: The multiplicity of observations (or redundancy) is defined as the average
of how many times a reflection (including symmetry equivalents) has independently
been measured during data collection.

Mean signal-to-noise ratio < I/σ(I) >: The mean signal-to-noise ratio indicates for a
particular resolution shell the average of the ratio of intensities to their standard
deviations. The mean signal-to-noise ratio in the outer resolution shells may be used
to determine the resolution of a data set.

Merging R-factor Rmerge or Rint: The merging residual factor describes the deviation of
an individual intensity measurement Ii(hkl) from the mean value < I(hkl) > of all
its symmetry-equivalent reflections.

Rmerge =

∑

hkl

∑

i |Ii(hkl)− < I(hkl) >|
∑

hkl

∑

i Ii(hkl)
(B.1)

This includes all reflections for which more than one symmetry equivalent has been
measured.
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Redundancy-independent merging R-factor Rr.i.m. or Rmeas: The redundancy-in-
dependent merging residual factor is defined as:

Rr.i.m. =

∑

hkl

(

N
N−1

)1/2 ∑

i |Ii(hkl)− < I(hkl) >|
∑

hkl

∑

i Ii(hkl)
= Rmeas (B.2)

Rr.i.m. (Rmeas) indicates the precision of an individual intensity measurement Ii in-
dependent of the multiplicity of that measurement (Weiss, 2001; Diederichs and
Karplus, 1997). Since the Rmerge factor is not independent of multiplicity – it will rise
with increased multiplicity although the averaged intensity values should be better
determined – it has been suggested to replace the Rmerge factor with Rr.i.m. or Rmeas

(Weiss, 2001; Diederichs and Karplus, 1997).

Precision-indicating merging R-factor Rp.i.m.: The precision-indicating merging resi-
dual factor describes the precision of the averaged intensity measurement < I(hkl) >
(Weiss, 2001) and is defined as:

Rp.i.m. =

∑

hkl

(

1
N−1

)1/2 ∑

i |Ii(hkl)− < I(hkl) >|
∑

hkl

∑

i Ii(hkl)
(B.3)

Rp.i.m. decreases with increasing multiplicity and seems to be a useful measure for the
estimation of data quality for anomalous data sets.

Anomalous R-factor Ranom: The anomalous residual factor quantifies the relative dif-
ferences of Friedel-related reflections I(hkl) and I(hkl):

Ranom =

∑

hkl 2
∣

∣I(hkl)− I(hkl)
∣

∣

∑

hkl[I(hkl) + I(hkl)]
(B.4)

A strong anomalous signal is usually identified by a large Ranom; however the ratio
Ranom to Rp.i.m. has been proposed as a better indicator if the substructure can be
solved (Weiss, 2001; Mueller-Dieckmann et al., 2005), although in practice values
greater than the proposed ratio of 1.5 are necessary for substructure solution.

Anomalous correlation coefficient CCanom: The anomalous correlation coefficient is
the correlation coefficient between the signed anomalous differences from two data
sets (e.g. from a multi-wavelength anomalous dispersion experiment). Values greater
than 0.30 are an indication of an anomalous signal suitable for experimental phasing.

Mean anomalous signal-to-noise d′′/sig: For single-wavelength experiments the ano-
malous signal is quantified by the ratio of the observed anomalous difference (d′′)
and the corresponding estimated standard deviation (sig or σ). There are different
scales used in XPREP and SHELXC. For SHELXC the noise level (i.e. no anomalous
signal) corresponds to d′′/sig ≃ 0.798. Throughout this text, the statistics provided
by SHELXC are used. Additionally, instead of the estimated standard deviations
the variance of the differences can also be used. This does not depend on (often
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error-prone) estimation of standard deviations. The anomalous signal may also be
assessed by calculating the self-anomalous CC, the anomalous correlation coefficient
between two randomly chosen subsets of reflections.

Experimental phasing statistics

SHELXD CC and CCweak: The correlation coefficient (CC) between the calculated nor-
malised structure factors Ec and the observed ones Eo is a measure for the quality of
the substructure solution (Schneider and Sheldrick, 2002):

CC =
100[

∑

(wEoEc)
∑

w −
∑

(wEo)
∑

(wEc)]

{[
∑

(wE2
o)

∑

w − (
∑

wEo)2][
∑

(wE2
c )

∑

w − (
∑

wEc)2]}
1
2

(B.5)

The weights w = [1 + gσ2(E)]−1 with g = 0.1 (default) are employed to weight
down less reliable difference structure factors. The correlation coefficient calculated
with all data (CC) and the correlation coefficient calculated with only the E values
not used for substructure determination [CCweak; similar to the Rfree factor used in
refinement (Brünger, 1992)] are good indicators whether the substructure was solved.
For a MAD experiment CC values greater than 35% are expected. A SAD experiment
usually gives lower values (CC ≥ 25%, CCweak ≥ 15%); however there have also been
cases when structures were solved that showed considerably lower values.

SHELXE pseudo-free CC: During density modification in SHELXE (Sheldrick, 2002)
∼10% of the reflections are left out for one density modification step to determine the
pseudo-free CC. It is calculated as the correlation coefficient between the calculated
normalised structure factors and the observed ones for these reflections. Values > 70%
usually indicate an interpretable map. The pseudo-free CC (along with contrast
and connectivity) may also be used to distinguish between the correct and wrong
substructure enantiomorph (Sheldrick, 2002).

Experimental electron density map analysis

weighted mean phase error wMPE: When comparing an experimental electron den-
sity map with the map obtained from the final refined model, the weighted mean
phase error is used to estimate the quality of the initial experimental map. Ideally
the phases from the experimental map should be close to the phases obtained from
the final model (assumed as the true phases). wMPE can be calculated with SHELX-
PRO (Sheldrick, 2008a): the .fcf file from the SHELXL-97 refinement is compared
with the .phs file from SHELXE.

map correlation coefficient, map CC: The map CC is another measure for the quality
of an initial experimental electron density map. It is also calculated in SHELXPRO,
based on the wMPE (Lunin and Woolfson, 1993). The .fcf file from the final refine-
ment is compared with the experimental map as .phs file.
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Refinement statistics

During refinement the initial model (obtained from automated tracing programs such as
ARP/wARP or SHELXE) is improved to give a better fit to the measured data. In least-
squares refinement the parameters of the model (atom positions, thermal displacement
parameters) are varied to minimise M :

M =
∑

hkl

w
(

F 2
o (hkl)− kF 2

c (hkl)
)2

(B.6)

with k as the relative scaling factor, F 2
o (hkl) proportional to the measured intensities and

Fc(hkl) as the structure factor amplitude calculated from the model for the reflection hkl.
The weight w is based on the standard deviation of that reflection. Structure refinement
is an iterative procedure and user intervention is necessary to manually improve the model
(e.g. include new atoms or delete those wrongly assigned). The least-squares method (as
implemented e.g. in SHELXL-97 ; Sheldrick, 2008) is suitable for small-molecule structures,
but also for macromolecular structures where data to at least medium resolution (≤ 1.6 Å)
are available.

At lower resolution the maximum likelihood method is applied for refinement. The
quality of a model is determined by its consistency with the observed data. The likelihood
function L is the joint probability of making a set of observations assuming a particular
model and has to be maximised (Pannu and Read, 1996):

L =
∏

hkl

P (|Fo|; |Fc|) (B.7)

Especially for macromolecular structure refinement the ratio of data to parameters is low.
Restraints are used to introduce prior knowledge. Restraints may be derived from previ-
ously determined small-molecule structures, e.g. the Engh and Huber parameters (Engh
and Huber, 1991) for proteins or the restraints for the phasing tools as discussed in this
work. Restraints have a standard deviation and can therefore be treated as additional data.
On the other hand constraints reduce the number of parameters, e.g. in the refinement of
hydrogen atoms as riding atoms.

Crystallographic R-factor Rcryst (or Rwork): The quality of the model is assessed by
comparison of the observed structure factor amplitudes and the structure factor am-
plitudes calculated from the model.

Rcryst =

∑

hkl ||Fo(hkl)| − |Fc(hkl)||
∑

hkl |Fo(hkl)|
(B.8)

Free R-factor Rfree: The free residual factor was introduced to prevent over-fitting
(Brünger, 1992). It is defined as Rcryst, but calculated from a set of reflections (500-
1000 reflections are suggested, usually 5% of all reflections) that was set aside at
random before refinement was commenced. Consequently the Rcryst is calculated
with the remaining 95% of the reflections.
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Crystallographic R-factors R1 and wR2: For small-molecule structures the crystallo-
graphic residual factor is termed R1:

R1 =

∑

hkl ||Fo(hkl)| − |Fc(hkl)||
∑

hkl |Fo(hkl)|
(B.9)

The weighted residual factor wR2 based on F 2 is closely related to the least-square
refinement:

wR2 =

[

∑

hkl w {F 2
o (hkl)− kF 2

c (hkl)}
2

∑

hkl wF
2
o (hkl)

]1/2

(B.10)

Although refinement is carried out against F 2 and therefore wR2 should be used as
a quality indicator the R1 value is still quoted.

Thermal displacement parameters, B and U values: During refinement one thermal
displacement parameter per atom is refined (for anisotropic refinement: six param-
eters). The Debye-Waller factor B (frequently used in protein crystallography) as
introduced in Eq. 1.3 (p. 7) is related to the thermal displacement parameter U (used
in small-molecule crystallography) by:

B = 8π2U (B.11)

R.m.s. deviations: The root-mean square deviation of a geometric parameter (e.g. bond
length, bond angle or chiral volume) is a measure of how much the parameter deviates
from its ideal value. Generally higher deviations are tolerated for high-resolution data
sets.

Ramachandran plot: The plot of the protein backbone torsion angles φ and ψ shows
preferred regions where specific φ-ψ combinations are often observed. (Ramachan-
dran et al., 1963). For model validation the torsion-angle combinations observed in
the protein are compared with data derived from other structures. The regions in
the plot are classified as ’favoured’, ’allowed’ and ’disallowed’. Usually 98% of all
residues are expected to lie within the favoured core regions and only 0.2% outside
the allowed regions (Lovell et al., 2003).
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Crystallographic data for proteins

The following tables contain the refinement details for the protein derivative data sets.
Refinement was carried out with SHELXL-97 (Sheldrick, 2008a), except when otherwise
indicated as REFMAC (Murshudov et al., 1997). For details on data collection and struc-
ture solution please refer to the appropriate chapters in Part III: Results and discussion.
For crystallographic parameters, see Appendix B:Crystallographic parameters.

I3C in lysozyme, thaumatin and elastase

Table C.1: Refinement details for lysozyme, thaumatin and elastase.

Lysozyme I3C Thaumatin I3C Elastase I3C

PDB Code 3e3d 3e3s 3e3t

Resolution (Å) 19.4−1.55 19.7−1.73 37.2−1.60
No. of reflections 17445 27271 28897
Rcryst/Rfree (%) 17.1/22.0 15.8/21.0 15.7/21.3
No. of protein atoms 993 1531 1860
No. of ligand/ion atoms 79 94 75
No. of waters 147 262 300

B factors (Å2)
Protein 9.58 12.80 14.22
Ligands 11.00 21.90 44.68
Waters 21.23 25.50 30.10

R.m.s. deviations

Bond length (Å) 0.007 0.008 0.008

Angle distance (Å) 0.023 0.024 0.024
Ramachandran plot
Favoured (%) 99.2 98.5 97.9
Disallowed (%) 0 0.5 0
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I3C and B3C in proteinase K

Table C.2: Refinement details for proteinase K.

Proteinase K B3C Proteinase K I3C

PDB code 3gt3 3gt4
Data set used for refinement peak2

Resolution (Å) 48.0−1.50 47.9−1.76
No. of reflections 38826 22770
Rcryst/Rfree (%) 14.3/18.4 14.0/19.1
No. of protein atoms 2045 2001
No. of ligand/ions atoms 74 53
No. of water atoms 417 343

B factors (Å2)
Protein 11.04 7.91
Ligands 15.77 15.80
Waters 28.32 22.70

R.m.s. deviations

Bond length (Å) 0.009 0.007

Angle distance (Å) 0.024 0.023
Ramachandran plot
Favoured (%) 97.8 97.8
Disallowed (%) 0 0

B3C in trypsin

Table C.3: Refinement details for bovine trypsin.

Trypsin B3C

PDB code 3iti

Resolution (Å) 41.8−1.55
No. of reflections 30344
Rcryst/Rfree (%) 16.7/21.3
No. of protein atoms 1615
No. of ligand/ions atoms 27
No. of water atoms 243

B factors (Å2)
Protein 13.51
Ligands 14.30
Waters 28.30

R.m.s. deviations

Bond length (Å) 0.009

Angle distance (Å) 0.024
Ramachandran plot
Favoured (%) 98.64
Disallowed (%) 0
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B3M, B3O and B3C in thaumatin

Table C.4: Refinement details for thaumatin data sets.

Thaumatin B3M Thaumatin B3O Thaumatin B3C

Data set used for refinement high-energy remote high-energy remote peak

Resolution (Å) 24.6−1.60 24.5−1.60 24.5−1.60
No. of reflections 34601 34552 34193
Rcryst/Rfree (%) 16.8/20.7 17.02/20.7 17.6/22.2
No. of protein atoms 1516 1503 1493
No. of ligand/ion atoms 145 90 122
No. of waters 265 285 267

B factors (Å2)
Protein 15.7 14.8 16.5
Ligands 19.4 19.0 19.4
Waters 29.9 30.6 31.9

R.m.s. deviations

Bond length (Å) 0.008 0.009 0.008

Angle distance (Å) 0.024 0.025 0.024
Ramachandran plot
Favoured (%) 99.02 99.02 98.04
Disallowed (%) 0 0 0

B4C in thaumatin and thermolysin

Table C.5: Refinement details for thaumatin and thermolysin.

Thaumatin B4C Thermolysin B4C (REFMAC)

Data set used for refinement peak high-energy remote

Resolution (Å) 24.5−1.60 24.8−1.80
No. of reflections 34179 28511
Rcryst/Rfree (%) 16.3/19.5 14.4/17.9
No. of protein atoms 1509 2430
No. of ligand/ions atoms 106 95
No. of water atoms 294 445

B factors (Å2)
Protein 14.67 14.09
Ligands 19.18 20.81
Waters 29.17 25.35

R.m.s. deviations

Bond length (Å) 0.008 0.017

Angle distance/Angle 0.024 Å 1.53◦

Ramachandran plot
Favoured (%) 98.5 96.5
Disallowed (%) 0 0
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I3C in ribonuclease A

Table C.6: Refinement details for ribonuclease A.

Ribonuclease A (REFMAC)

Resolution (Å) 28.5−1.80
No. of reflections 13418
Rcryst/Rfree (%) 19.2/22.6
No. of protein atoms 954
No. of ligand/ions atoms 25
No. of water atoms 141

B factors (Å2)
Protein 16.86
Ligands 31.22
Waters 20.27

R.m.s. deviations

Bond length (Å) 0.017
Angle (◦) 1.53

Ramachandran plot
Favoured (%) 95.08
Disallowed (%) 0
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Crystallographic data for small
molecules

General

Crystals were transferred to paratone-N oil (Hampton Research) and flash-cooled in liquid
nitrogen. Data were recorded at 100K on a Bruker three-circle diffractometer equipped
with a SMART 6000 CCD detector, a MacScience rotating anode and Incoatec Helios
optics (CuKα, λ=1.54178 Å).

Data collected were integrated with SAINT (Bruker, 2009). Absorption correction
(semi-empirical from equivalents) and scaling were carried out with SADABS (Sheldrick,
2009), except for the B3C small-molecule structure where TWINABS was used (Sheldrick,
2008b).

The structures were solved using direct methods within SHELXS (Sheldrick, 2008a) or
SHELXD (Schneider and Sheldrick, 2002; Sheldrick, 2008a).

Structures were refined against all data by full-matrix least-squares methods on F 2 with
SHELXL-97 (Sheldrick, 2008a). All non-hydrogen atoms were refined with anisotropic
displacement parameters. The hydrogen atoms attached to nitrogen or oxygen atoms were
refined isotropically with distance restraints (SADI instructions in SHELXL-97 for I3C,
SADI for B3C, SADI and DFIX for B3M, DFIX for B3O, SADI for B4C) and their Uiso

values constrained to 1.5×Ueq of their pivot atom. The hydrogen atoms of the methoxy
group in B3M were refined isotropically on calculated positions using a riding model with
their Uiso values constrained to 1.5×Ueq of their pivot atom. The benzene ring and all
substituents were restrained to planarity (FLAT and CHIV ). The carboxyl groups were
restrained to planarity (CHIV ). For all structures the extinction coefficient was refined,
but only kept for further refinement if the absolute value was not within three times of
its estimated standard deviation. Structure validation was carried out with the CIFcheck
server (Spek, 2009).
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5-Amino-2,4,6-triiodoisophthalic acid (I3C)

Table D.1: Crystal data and refinement details for 2.

5-Amino-2,4,6-triiodoisophthalic acid (I3C)

empirical formula C8H4I3NO4·H2O
formula weight 576.84
T (K) 100(2)

λ (Å) 1.54178
crystal system orthorhombic
space group Pbca (No. 61)

a (Å) 9.214(1)

b (Å) 15.735(2)

c (Å) 18.816(2)
α (◦) 90
β (◦) 90
γ (◦) 90

V (Å3) 2728.0(5)
Z 8
ρcalcd. (g cm

−3) 2.809
µ (mm−1) 54.111
F (000) 2080
crystal size (mm) 0.08× 0.05× 0.03
θ range (◦) 4.70− 74.28
hkl range ±10, −17→ 19, ±23
reflections collected 49139
independent reflections (Rint) 2716 (0.0433)
completeness to theta = 70.00◦ (%) 99.6
absorption correction semi-empirical from equivalents
Tmax /Tmin 0.3448 / 0.1064
refinement method full-matrix least-squares on F 2

data 2716
refined parameters 173
restraints 14
goodness-of-fit 1.032
R1, wR2 [I > 2σ(I)] 0.0256, 0.0598
R1, wR2 [all data] 0.0276, 0.0610
extinction coefficient 0.000058(8)

residual electron density (e Å−3) 0.715 /−1.710
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5-Amino-2,4,6-tribromoisophthalic acid (B3C)

The B3C crystal was non-merohedrally twinned. The first and second domain are related
by a two-fold axis about the real axis 1 0 0. Integration using both orientation matrices
simultaneously was carried out with SAINT. The fractional contribution of the second
domain was refined to 0.3468(6).

Table D.2: Crystal data and refinement details for 3.

5-Amino-2,4,6-tribromoisophthalic acid (B3C)

empirical formula C8H4Br3NO4

formula weight 417.85
T (K) 100(2)

λ (Å) 1.54178
crystal system monoclinic
space group P21/c (No. 14)

a (Å) 16.728(2)

b (Å) 11.449(2)

c (Å) 23.649(3)
α (◦) 90
β (◦) 99.69(3)
γ (◦) 90

V (Å3) 4464.6(11)
Z 16
ρcalcd. (g cm

−3) 2.487
µ (mm−1) 13.443
F (000) 3136
crystal size (mm) 0.10× 0.10× 0.05
θ range (◦) 2.68− 73.98
hkl range ±20, ±13, −28→ 27
reflections collected 97602
independent reflections (Rint) 8717 (0.0484)
completeness to theta = 70.00◦ (%) 98.3
absorption correction semi-empirical from equivalents
Tmax /Tmin 0.5529 / 0.3466
refinement method full-matrix least-squares on F 2

data 8717
refined parameters 626
restraints 106
goodness-of-fit 1.132
R1, wR2 [I > 2σ(I)] 0.0258, 0.0631
R1, wR2 [all data] 0.0276, 0.0641

residual electron density (e Å−3) 0.640 /−0.546
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3-Amino-2,4,6-tribromo-5-methoxybenzoic acid (B3M)

B3M crystallises in the chiral space group P65. The absolute structure parameter (Flack
and Bernardinelli, 2000) was refined to 0.06(2).

Table D.3: Crystal data and refinement details for 5.

3-Amino-2,4,6-tribromo-5-methoxybenzoic acid (B3M)

empirical formula C8H6Br3NO3·H2O
formula weight 421.88
T (K) 100(2)

λ (Å) 1.54178
crystal system hexagonal
space group P65 (No. 170)

a (Å) 9.002(2)

b (Å) 9.002(2)

c (Å) 25.333(3)
α (◦) 90
β (◦) 90
γ (◦) 120

V (Å3) 1777.8(6)
Z 6
ρcalcd. (g cm

−3) 2.364
µ (mm−1) 12.660
F (000) 1200
crystal size (mm) 0.20× 0.10× 0.10
θ range (◦) 5.67− 72.13
hkl range −11→ 8, −6→ 11, −31→ 27
reflections collected 17069
independent reflections (Rint) 2260 (0.0234)
completeness to theta = 67.50◦ (%) 100.0
absorption correction semi-empirical from equivalents
Tmax /Tmin 0.3641 / 0.1862
refinement method full-matrix least-squares on F 2

data 2260
refined parameters 166
restraints 13
goodness-of-fit 1.182
R1, wR2 [I > 2σ(I)] 0.0156, 0.0402
R1, wR2 [all data] 0.0156, 0.0402
absolute structure parameter 0.06(2)
extinction coefficient 0.00014(2)

residual electron density (e Å−3) 1.161 /−0.352
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2,4,6-Tribromo-5-hydroxyisophthalic acid (B3O)

Table D.4: Crystal data and refinement details for 20.

2,4,6-Tribromo-5-hydroxyisophthalic acid (B3O)

empirical formula C8H3Br3O5·H2O
formula weight 436.85
T (K) 100(2)

λ (Å) 1.54178
crystal system monoclinic
space group P21/c (No. 14)

a (Å) 8.745(2)

b (Å) 13.105(3)

c (Å) 10.652(2)
α (◦) 90
β (◦) 103.07(3)
γ (◦) 90

V (Å3) 1189.1(4)
Z 4
ρcalcd. (g cm

−3) 2.440
µ (mm−1) 12.764
F (000) 824
crystal size (mm) 0.05× 0.05× 0.05
θ range (◦) 5.19− 72.50
hkl range ±10, ±16, ±13
reflections collected 21124
independent reflections (Rint) 2282 (0.0467)
completeness to theta = 67.50◦ (%) 98.1
absorption correction semi-empirical from equivalents
Tmax /Tmin 0.5678 / 0.5678
refinement method full-matrix least-squares on F 2

data 2282
refined parameters 169
restraints 15
goodness-of-fit 1.118
R1, wR2 [I > 2σ(I)] 0.0291, 0.0718
R1, wR2 [all data] 0.0310, 0.0763

residual electron density (e Å−3) 1.231 /−0.470



144 Appendix D. Crystallographic data for small molecules

Tetrabromoterephthalic acid (B4C)

Table D.5: Crystal data and refinement details for 21.

Tetrabromoterephthalic acid (B4C)

empirical formula C8H2Br4O4·2H2O
formula weight 517.77
T (K) 100(2)

λ (Å) 1.54178
crystal system monoclinic
space group P21/n (No. 14)

a (Å) 5.8050(10)

b (Å) 14.605(3)

c (Å) 16.433(3)
α (◦) 90
β (◦) 97.17(3)
γ (◦) 90

V (Å3) 1382.3(4)
Z 4
ρcalcd. (g cm

−3) 2.488
µ (mm−1) 14.395
F (000) 968
crystal size (mm) 0.08× 0.05× 0.05
θ range (◦) 4.06− 72.95
hkl range ±7, −14→ 17, −18→ 19
reflections collected 16660
independent reflections (Rint) 2671 (0.0327)
completeness to theta = 67.50◦ (%) 98.5
absorption correction semi-empirical from equivalents
Tmax /Tmin 0.5330 / 0.3922
refinement method full-matrix least-squares on F 2

data 2671
refined parameters 181
restraints 18
goodness-of-fit 1.094
R1, wR2 [I > 2σ(I)] 0.0190, 0.0447
R1, wR2 [all data] 0.0196, 0.0452

residual electron density (e Å−3) 0.378 /−0.502
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Experimental data for small
molecules

General remarks

All reagents obtained from commercial sources were used without further purification.
Thin-layer chromatography (TLC) was performed on precoated silica gel plates with UV
indicator (Fluka, Sigma-Aldrich Chemie GmbH). 1HNMR and 13CNMR spectra were
recorded on a Bruker Avance 300MHz or 500MHz spectrometer. 1H and 13C chemical
shifts are reported in ppm relative to residual solvent signals of DMSO-d6 (2.49 ppm and
39.5 ppm). Signals were assigned as: s (singlet), sbr (broad singlet) or m (multiplet). Mi-
croanalyses were performed by the Analytical Laboratory of the Institute for Inorganic
Chemistry at the University of Göttingen. EI mass spectra were measured on a Finnigan
MAT 95, ESI mass and ESI HRMS spectra on a Bruker mircOTOF instrument.

5-Amino-2,4,6-triiodoisophthalic acid I3C (2)

Iodomonochloride (10.5 g, 60mmol) was added to a solution of KCl (7.2 g, 97mmol) in
100mL demineralised water. The resulting orange solution was stirred for 5min and fil-
tered. 5-Aminoisophthalic acid 1 (3.32 g, 18mmol) was suspended in 210mL water. The
mixture was heated to 60 ◦C. The iodomonochloride solution was slowly added to the sus-
pension. After stirring overnight, the solid material was filtered off and dissolved in 25mL
1M KOH. After adding charcoal to the solution the mixture was heated to 60 ◦C. The
charcoal was filtered off and the solution was allowed to cool to room temperature. Con-
centrated hydrochloric acid was added and the precipitate formed was filtered off. After
drying in vacuo I3C (2) was obtained as brown powder (2.43 g, 4.4mmol, 24%, not op-
timised). 1HNMR (500MHz, DMSO): δ=5.53 (sbr, NH2).

13CNMR (125MHz, DMSO):
δ=70.4 (Ar-C), 78.1 (Ar-C), 147.8 (Ar-C), 148.5 (Ar-C), 169.9 (COOH). MS (ESI-): m/z
(%)=557.6 (18) [M-H]−, 513.7 (13) [M-COOH]−, 1116.3 (100) [2M-H]−. Elemental anal-
ysis: Calcd. (%) for C8H4I3NO4·H2O: C 16.66, H 1.05, N 2.43. Found: C 16.53, H 1.02, N
2.43. I3C was recrystallised from a methanol-acetonitrile solution with slowly evaporating
the solvents to obtain crystals suitable for X-ray single crystal diffraction.

145



146 Appendix E. Experimental data for small molecules

5-Amino-2,4,6-tribromoisophthalic acid B3C (3)

5-Aminoisophthalic acid 1 (5.43 g, 30mmol) was added to 30mL demineralised water.
A small amount of iron(III)bromide was added. With stirring bromine (5.4mL, 17.0 g,
106mmol) was added slowly with a syringe within 1 h to the suspension. After stirring
for 5 days the precipitate was filtered off and washed with small amounts of cold water.
After drying in vacuo B3C (3) was obtained as pale pink powder (10.6 g, 25mmol, 84%).
1HNMR (300MHz, DMSO): δ=5.91 (sbr, NH2).

13CNMR (75MHz, DMSO): δ=98.1 (Ar-
C), 103.3 (Ar-C), 139.1 (Ar-C), 143.4 (Ar-C), 166.6 (COOH). MS (ESI-): m/z (%)=415.8
(100) [M-H]−, 371.8 (72) [M-COOH]−. Elemental analysis: Calcd. (%) for C8H4Br3NO4:
C 23.00, H 0.96, N 3.35. Found: C 22.70, H 0.92, N 3.37. B3C was recrystallised from a
methanol-acetonitrile solution by slowly evaporating the solvents to obtain crystals suitable
for single crystal X-ray diffraction.

3-Amino-2,4,6-tribromo-5-methoxybenzoic acid B3M (5)

3-Amino-5-methoxybenzoic acid 4 (1.67 g, 10mmol) was added to 10mL demineralised
water. A small amount of iron(III)bromide was added. With stirring bromine (2.1mL,
6.6 g, 42mmol) was added slowly with a syringe within 1 h to the suspension. After stirring
for 4 days the precipitate was filtered off and washed with small amounts of cold water.
After drying in vacuo B3M (5) was obtained as pale orange powder (3.76 g, 9.3mmol,
93%). 1HNMR (300MHz, DMSO): δ=3.75 (s, MeO), 5.75 (sbr, NH2).

13CNMR (75MHz,
DMSO): δ=60.2 (MeO), 98.0 (Ar-C), 98.6 (Ar-C), 103.2 (Ar-C), 139.0 (Ar-C), 144.3 (Ar-
C), 153.6 (Ar-C), 166.7 (COOH). MS (ESI-): m/z (%)=401.8 (100) [M-H]−, 359.8 (63)
[M-COOH]−. Elemental analysis: Calcd. (%) for C8H6Br3NO3: C 23.79, H 1.50, N 3.47.
Found: C 23.46, H 1.48, N 3.47. B3M was recrystallised from a methanol solution by slowly
evaporating the solvent to obtain crystals suitable for single crystal X-ray diffraction.

2,4,6-Tribromo-5-hydroxyisophthalic acid B3O (20)

5-Hydroxyisophthalic acid 19 (5.46 g, 30mmol) was added to 110mL demineralised water.
A small amount of iron(III)bromide was added. With stirring bromine (5.4mL, 17.0 g,
106mmol) was added slowly with a syringe within 1 h to the suspension. After stirring
for 7 days, the suspension was heated to 80 ◦C for 1 h. Since the reaction was not com-
plete (monitored by TLC), additional bromine was added (1.0mL) and the suspension
was stirred for 2 days at room temperature. The precipitate was filtered off and washed
with small amounts of cold water. After drying in vacuo B3O (20) was obtained as pale
yellow powder (9.3 g, 22mmol, 74%). 1HNMR (500MHz, DMSO): δ=10.84 (sbr, OH).
13CNMR (125MHz, DMSO): δ=103.6 (Ar-C), 109.2 (Ar-C), 139.7 (Ar-C), 151.4 (Ar-C),
166.3 (COOH). MS (ESI-): m/z (%)=416.7 (50) [M-H]−, 372.8 (41) [M-COOH]−, 248.8
(77) [M-Br-2COOH]−, 207.9 (100) [M-2H]2−. HRMS (ESI-): Calcd. (m/z) for C8H2Br3O5

[M-H]−: 414.7458. Found 414.7455. B3O was recrystallised from an ethanol solution with
a few drops of toluene added by slowly evaporating the solvents to obtain crystals suitable
for single crystal X-ray diffraction.
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N-(2,4,6-Tribromophenyl)guanidinium nitrate (15)

N -Phenylguanidinium nitrate (14)

Aniline 13 (1.9mL, 1.86 g, 20mmol) was dissolved in 15mL ethanol. Nitric acid (2.0mL)
was added slowly. Cyanamide solution (50% in water, 2.5mL, 30mmol) was added. The
solution was stirred under reflux for 20 h. Complete conversion was confirmed by TLC and
ninhydrin staining. After cooling to room temperature, diethylether (50mL) was added
and the reaction mixture was stored overnight at 4 ◦C. The resulting precipitate was filtered
off, washed with diethylether and dried in vacuo. 14 was obtained as beige solid (2.54 g,
13mmol, 64%). 1HNMR (500MHz, DMSO): δ=7.22 – 7.45 (m, 9H, 5 Ar-H, 4 NH), 9.61
(sbr, 1H, NH-Ph).

13CNMR (125MHz, DMSO): δ=124.5 (Ar-C), 126.5 (Ar-C), 129.7 (Ar-
H), 135.3 (Ar-H), 155.7 (Ph-NH-C-NH(NH2)). MS (EI+): m/z (%)=135 (85) [M-H]+, 93
(100) [M-C-NH(NH2)]

+.

N -(2,4,6-Tribromophenyl)guanidinium nitrate (15)

14 (0.99 g, 5mmol) was added to 15mL demineralised water. A small amount of iron(III)-
bromide was added. With stirring bromine (0.8mL, 2.5 g, 16mmol) was added slowly with
a syringe. After stirring for 3 days at room temperature, the reaction mixture was heated
to 80 ◦C and stirred for 3 days. Additional bromine (0.5mL) was added and the mixture
was stirred at elevated temperature for 3 days. After cooling to room temperature, the
solid material was filtered off. The fine yellow solid was separated from a small ball of
red solid. After drying in vacuo 15 was obtained (0.25 g, 6mmol, 12%, not optimised).
1HNMR (500MHz, DMSO): δ=7.43 (sbr, 4H, NH), 8.09 (m, 2H, Ar-H), 9.60 (sbr, 1H,
NH-Ph). 13CNMR (125MHz, DMSO): δ=123.1 (Ar-C), 126.1 (Ar-C), 132.3 (Ar-C), 135.0
(Ar-C), 155.4 (Ph-NH-C-NH(NH2)). MS (ESI+): m/z (%)=371.8 (100) [M]+, 293.9 (9)
[M-Br]+. HRMS (ESI+): Calcd. (m/z) for C7H6Br3 [M]+: 369.8185. Found 369.8185.

N-(2,4,6-Tribromo-3-5-dimethylphenyl)guanidinium nitrate (18)

N -(3-5-Dimethylphenyl)guanidinium nitrate (17)

3,5-Dimethylaniline 16 (3.75mL, 3.64 g, 30mmol) was dissolved in 20mL ethanol. Nitric
acid (3.0mL) was added slowly. Cyanamide solution (50% in water, 3.75mL, 45mmol) was
added. The solution was stirred under reflux for 20 h. Complete conversion was confirmed
by TLC and ninhydrin staining. After cooling to room temperature, diethylether (40mL)
was added and the reaction mixture was stored overnight at 4 ◦C. The resulting precipitate
was filtered off, washed with diethylether and dried in vacuo. 17 was obtained as beige
solid (3.70 g, 16mmol, 55%). 1HNMR (300MHz, DMSO): δ=2.27 (s, 6H, CH3), 6.83
(m, 2H, Ar-H), 6.93 (m, 1H, Ar-H), 7.23 (s, 4H, NH), 9.47 (s, 1H, NH-Ph). 13CNMR
(75MHz, DMSO): δ=20.8 (CH3), 122.1 (Ar-C), 128.0 (Ar-C), 134.9 (Ar-C), 139.0 (Ar-C),
155.7 (Ph-NH-C-NH(NH2)). MS (EI+): m/z (%)=163 (100) [M-H]+, 121 (100) [M-C-
NH(NH2)]

+.
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N -(2,4,6-Tribromo-3-5-dimethylphenyl)guanidinium nitrate (18)

17 (0.57 g, 2.5mmol) was added to 20mL demineralised water. A small amount of iron(III)-
bromide was added. With stirring bromine (0.5mL, 1.6 g, 10mmol) was added slowly with
a syringe. After stirring for 4 days at room temperature the reaction mixture was heated to
80 ◦C and stirred for 2 days at elevated temperature. After cooling to room temperature,
the solid material was filtered off. After drying in vacuo 15 was obtained as yellow solid
(0.90 g, 2mmol, 80%). 1HNMR (500MHz, DMSO): δ=2.62 (s, 6H, CH3), 7.38 (sbr, 4H,
NH), 9.72 (s, 1H, NH-Ph). 13CNMR (125MHz, DMSO): δ=25.8 (CH3), 125.2 (Ar-C),
127.8 (Ar-C), 132.0 (Ar-C), 138.0 (Ar-C), 155.4 (Ph-NH-C-NH(NH2)). MS (ESI+): m/z
(%)=399.9 (100) [M]+, 322.0 (4) [M-Br]+. HRMS (ESI+): Calcd. (m/z) for C9H6Br3
[M]+: 397.8498. Found 397.8496.

Tetrabromoterephthalic acid B4C (21)

B4C was obtained from Sigma-Aldrich and recrystallised from a water-acetone solution by
slowly evaporating the solvents to obtain crystals suitable for single crystal X-ray diffrac-
tion.



Appendix F

Sticky triangles in the news

This is a list of publications and websites about the sticky triangles.1

◦ available phasing kits: JBS Magic Triangle (Jena Bioscience)
I3C phasing kit (Hampton Research)
I3C phasing kit (Molecular Dimensions)

◦ highlighted article in the IUCr newsletter: Beck, T., Krasauskas, A., Gruene, T.,
and Sheldrick, G. M. (2008). A magic triangle for experimental phasing of macro-
molecules. Acta Crystallogr. Section D, 64:1179–1182.

◦ journal front cover: Beck, T., da Cunha, C. E. and Sheldrick, G. M. (2009). How
to get the magic triangle and the MAD triangle into your protein crystal. Acta
Crystallogr. Section F, 65:1068–1070.

◦ report about I3C and B3C in the newsletter of the German Society for Crystallo-
graphy (DGK):
http://www.uni-leipzig.de/~straeter/newsletter/AK1_newsletter_06_2009.html

◦ Mh-p37, the first novel protein structure solved with I3C (Sippel et al., 2008),
featured as Rigaku Structure of the Month:
http://www.rigaku.com/protein/sotm-006.html

◦ Michael Sawaya’s instructions on how to prepare an I3C derivative:
http://www.doe-mbi.ucla.edu/~sawaya/tutorials/Phasing/iodide_recipes.html

1As of October 2010. Please refer to http://shelx.uni-ac.gwdg.de/tbeck for further information.
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Würtele, M., Hahn, M., Hilpert, K., and Höhne, W. (2000). Atomic resolution structure of
native porcine pancreatic elastase at 1.1 Å. Acta Crystallogr. Section D, 56:520–523.
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List of abbreviations

α phase shift between heavy-atom phase and total phase

λ wavelength

φA heavy-atom phase

φT total phase

φh phase angle of reflection h

θ Bragg angle

µ micro

B Debye-Waller factor

CC correlation coefficient

d crystallographic resolution

dhkl spacing between a set of planes h, k, l

E normalised structure factor

f atomic scattering factor

f ′ dispersive term of the atomic scattering factor

f ′′ anomalous term of the atomic scattering factor

fB atomic scattering factor in the crystal lattice

Ih measured intensity of reflection h

Å Ångström (1 Å= 10−10m)

h a set of planes with Miller indices h, k, l;
the index vector of a reflection h, k, l at these planes

xj position of atom j in the unit cell
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m molar

a, b, c, α, β, γ unit cell parameters

a.u. atomic units

AAS anisotropy of anomalous scattering

ADA N -(2-acetamido)iminodiacetic acid

Ala alanine

Arg arginine

Asn asparagine

Asp aspartate

B3C 5-amino-2,4,6-tribromoisophthalic acid

B3M 3-amino-2,4,6-tribromo-5-methoxybenzoic acid

B3O 2,4,6-tribromo-5-hydroxyisophthalic acid

B4C tetrabromoterephthalic acid

BESSY Berliner Elektronenspeicherring-Gesellschaft für
Synchrotronstrahlung

CHES 2-(cyclohexylamino)ethanesulfonic acid

Cys cysteine

Da Dalton

DBI dibromoisocyanuric acid

DMSO dimethylsulfoxide

e electron

EI electron ionisation

ESI electon-spray ionisation

eV electron volt

EXAFS extended X-ray absorption fine structure

F+, F− structure factors of a Bijvoet/Friedel pair

FA structure factor of the heavy atoms
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FD structure factor for a isomorphous derivative

FP structure factor of the protein

FT total scattering factor

Fh complex structure factor for reflection h

FLA free lunch algorithm

Gln glutamine

Glu glutamate

Gly glycine

HEPES 2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid

His histidine

I3C 5-amino-2,4,6-triiodoisophthalic acid

Ile isoleucine

Leu leucine

Lys lysine

m milli

MAD multi-wavelength anomalous dispersion

MES 2-(N -morpholino)ethanesulfonic acid

MIR multiple isomorphous replacement

NBS N -bromosuccinimide

NMR nuclear magnetic resonance

PDB Protein Data Bank

PEG polyethylene glycol

PMF Patterson minimum function

Pro proline

PSMF Patterson superposition minimum function

SAD single-wavelength anomalous dispersion

Ser serine
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SIR single isomorphous replacement

SIRAS single isomorphous replacement plus anomalous scattering

SLS Swiss Light Source

Thr threonine

TLC thin-layer chromatography

Tris tris(hydroxymethyl-)aminomethan

Trp tryptophane

Tyr tyrosine

Val valine

XANES X-ray absorption near-edge fine structure
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Jana, A., Roesky, H.W., Schulzke, C., Döring, A., Beck, T., Pal, A., Herbst-Irmer, R.
(2009). “Facile Access of Stable Divalent Tin Compounds with Terminal Methyl,
Amide, Fluoride, and Iodide Substituents.” Inorg. Chem., 48:193–197.

Beck, T., Krasauskas, A., Gruene, T., Sheldrick, G.M. (2008). “A magic triangle for
experimental phasing of macromolecules.” Acta Crystallogr. Section D, 64:1179–1182.
Highlighted article in the IUCr Newsletter 2008, Vol. 16, No 4.

Beck, T., Sheldrick, G.M. (2008). “5-Amino-2,4,6-triiodoisophthalic acid monohydrate.”
Acta Crystallogr. Section E, 64:o1286.

175
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