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Abstract

The explosive growth of multimedia services and appliceti¢e.g. media streaming) demands
an dficient, deployable media distribution system on the InterAthough native IP multicast is
regarded as arfigcient way of delivering media streams to a group of recejvefaces a number
of technical and operational issues which have eventualyemted its widespread usage. The
aim of this work is therefore to build a scalablefigent, reliable and incrementally deployable
infrastructure for supporting media distribution sergice

In this thesis, a new framework named Dynamic Mesh-basedayvilulticast Protocol (DMMP)
framework, and two important extensions to the basic DMMé&tqmol, namely Self-improved
DMMP protocol (DMMP+) and Interest-shared Group Management (IGMT) protocdDidiMP,
are developed tofciently serve a large number of concurrent clients withtiedéy high inbound
bandwidth and low start-up delay.

The DMMP framework dynamically manages a two-tier hiergyéle., an overlay core so-called
dynamic mesh, and clusters without relying on classic IRigagdt. The key idea is to let a number
of end hosts get selected and self-organized into the gvergaarchy, and dynamically maintain
such a hierarchy. In comparison to prior application layedtitast protocols, DMMP is more
adaptive to group size changes, and providasient and reliable media delivery with less control
overhead and less packet loss.

DMMP+ extends the basic protocol in the DMMP framework to optimiie=data delivery hierar-
chy. Two self-improvement techniques are designed to gildoptimize the established overlay
mesh and clusters. The analysis identifies that the DMMPtocol can assist the DMMP frame-
work to be more scalable, reliable angi@ent in the sense of providing better data path quality
but less control overhead and packet loss.

The IGMT protocol further extends DMM#Pto help the transient or partitioned nodes quickly
join/rejoin the group in a highly dynamic environment. Motivabgdan experimental investigation
on Joost’s peer-to-peer management, IGMT allows nodes ittamainterest-shared groups and to
establish shortcuts in addition to relying on centralized/srs to join the group. The simulation
results have demonstrated that IGMT &i@ent and resilient to highly dynamic membership
changes.

The combination of these new approaches constitutes aathend éective media distribution
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architecture, which provides a great potential to suppogd-scale media distribution services.
Noticeably, while the key techniques may be jointly useddimviding dficient media distribution
services, they can be used independentlyfiectively address scalabilityffeciency and resilience
issues in peer-to-peer overlay networks.



Zusammenfassung

Der explosionsartige Zuwachs von Multimediadiensten upgdlikationen (wie z.B. Media Stream-
ing) erfordert ein &zientes und einsetzbares Mediendistributionssystem tiemrlat. Obwohl IP
Multicast ein dfizienter Weg ist Medienstrome zu einer Gruppe von Empfiargebefordern,
besitzt es technische und operative Probleme, die letatbneine weite Verbreitung verhindert
haben. Das Ziel dieser Arbeit ist es darum, eine skaliertsifigiente, verlassliche und schrit-
tweise einsetzbare Infrastruktur fur Mediendistribontidienste zu entwickeln.

In dieser Arbeit werden ein neues Framework, genannt Dymafeish-based Overlay Multicast
Protocol (DMMP) Framework, und zwei wesentliche Erweiteyen zum grundlegenden DMMP
Protokoll, und zwar Self-improved DMMP (DMM#P und das Interest-shared Group Manage-
ment (IGMT) Protokoll, entwickelt, um eine groRe Anzahl vBlients gleichzeitig mit relativ
hoher Eingangsdatenrate zu versorgen und eine geringeltaferzogerung der Clients zu erre-
ichen.

Das DMMP Framework verwaltet dynamisch eine Zwei-Stufeerétchie, d.h. einen Overlay
Kern, sog. Dynamisches Mesh, und Cluster, ohne das klassi$t Multicast zu verwenden.
Die Hauptidee ist es, einige End-Hosts auszuwahlen, \edlidn Overlay-Hierarchie bilden und
dynamisch verwalten. Im Vergleich zu friheren ApplikageLayer-Multicast-Protokollen, ist
DMMP besser anpassungsfahig Anderungen der Gruppengrofe und bietet eifigiente und

verlassliche Medienverteilung bei geringeren Kontnegidiead und geringeren Paketverlusten.

DMMP+ optimiert die Datendistributionshierarchie durch Engring des Protokolls im DMMP
Framework. Zwei selbst verbessernde Techniken werdenogfemy um das gebildete Overlay-
Mesh und die Cluster zu optimieren. Die Analyse zeigt, dassMMP+ Protokoll das DMMP
Framework skalierbarer, verlasslicher urfdzienter macht, in dem Sinne das es einen besseren
Datenpfad und weniger Kontrolloverhead und Paketverlestilt.

Das IGMT Protokoll erweitert weiterhin DMMPdahingehend, dass kurzlebige oder abgetrennte
Knoten in hoch dynamisch wechselnden Umgebungen schrreidgppe beitreten bzw. erneut
beitreten konnen. Motiviert durch eine experimentelletddsuchung des Joost Peer-to-Peer-
Managements, ermoglicht IGMT den Knoten interessenkiasieruppen zu bilden und Shortcuts
zu etablieren in Erganzung zur Nutzung der zentraligieBerver. Die Simulationsergebnisse
zeigen, dass IGMTf&zient und robust gegeniiber sehr dynamischen WechselmiMdglied-
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schaften ist.

Die Kombination dieser Methoden ermdglicht eine einfdi#t und éektive Architektur, die ein
grofRes Potential zur Unterstiitzung von umfangreichenidhedrteilungsdiensten bietet. Wahrend
die einzelnen Techniken gemeinsam genutzt werden konmergfiziente Medienverteilungsdi-
enste anzubieten, konnen die Techniken unabhangig vam@ér genutzt werden, um Skalier-
barkeit, Bfizienz und Robustheit in Peer-to-Peer Overlay Netzwerkesrraichen.
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Chapter 1

Introduction

1.1 Background

In recent years, there is an emerging need to support realftiedia streaming over the Internet
[@]. However, streaming multimedia fiec to a large number of customers imposes a higffi¢cra
load on the network. The high volume of such multimedidhitaalongside timing constraints
requires a large-scale, codtextive media distribution system.

Figure[T1l shows an example of a traditional architecturesfieaming stored videos over the

Sending Rate

— [ 1CJ00 — [

Packets Buffer

Video Stream: el
Control messages: —_— Buffer E
Video frames L

/[ 11 | F—-

Media Client

Receiving Rate

Figure 1.1: Basic Architecture for Video Streaming over liliternet.
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Internet. Upon each client’s request, the media serveeves the video and multicasts it over
User Datagram Protocol (UDP) at a constant rate which edoalke drain rate at the client
side. However, these UDP packets may be dropped or delayetydbe transmission over the
Internet, e.g. due to network congestion. Thus, fidring scheme is usually used at the server
side before sending the video file into the network in ordetdntrol the sending rate to fit the
current network status and service requirements. Bediolesfficiency reasons the video must be
compressed before it is sent to the network. Once the clez@tives the compressed video from
the network, it needs to decompress the video by its localian@dyer. Before starting to play
back the video, the client places the received packets iatovin bufer, so-called client ier,
which is set to balance the receiving rate and the playirgy tfainally, the video can be decoded
and played back properly at the client.

However, it becomes challenging for today’s Internet ty i@h such an architecture to deliver
videos to a large number of users due to the following reasons

e The traditional media streaming systems use client-seymeroaches to allocate a dedicated
stream from a media server upon each client’s request. Hawiawited processing power,
memory size and limited out-bound network bandwidth of ttreasning server causes a
limitation on the total number of concurrent clients tha system can suppofil[2].

e As IP multicast is not widely deployed and is not generallgikable as a service for average
end users, most of the existing media distribution systeatysan native unicast protocols
for delivering video. However, unicast is recognized as raflicient way of delivering
multimedia services to a large number of clients. It not omiistes the network resources
but also raises scalability issues. The scalability ismselts from the fact that adding
Internet-scale potential users requires a commensuratararf resource to the supplying
server(s).

e Streams need to be transported reliably to the end-usessathne Internet. However, the
Internet is designed asleest gfort network without considering application’s Quality of
Service (QoS) requirements. Communications between twigpemts are not guaranteed
and packets may be lost or delayed if they traverse congestedrs or links. Another
reliability concern arises from the fact that only one tygeentity (i.e. video server) is
responsible for all clients. Thus, the server failure madgtplace due to instant, short- or
even long-term overloads.

e The timing constraint makes the system even harder to deBigsides the timing require-
ments for playing video in time, the media streaming systhoukl be able to detect and
recover from failures quickly, so that the service disroptior the d@fected nodes is mini-
mized.

Therefore, this thesis focuses on overcoming the problesenfing multimedia files to a large
number of end hosts distributed across the Internet. A keylasige is to design a system that
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is scalable efficient andreliable, in the sense of being able tdieiently serve a large number
of concurrent clients with relatively high inbound bandthicand low start-up delay. In some
circumstances, adaptiveness to available resources #lengath from the server is required, as
well as resilience to dynamic changes (e.g., network cmmdithanges, membership changes).
This thesis proposes protocols théfieetively address the above issues, and uses theoretical and
simulation-based analysis to evaluate their performafcethermore, through extensive experi-
mental studies on a real-life Peer-to-Peer (P2P) Video anddel (VoD) system inferred from its
network trdfic, the thesis provides a better understanding of the des@rirements for video dis-
tribution systems using P2P technologies. Motivated bgdhequirements, the thesis integrates
the Peer-to-Peer technology into the proposed framewdrk tmore resilient and reliable even in
highly dynamic scenarios.

The remainder of the chapter is organized as follows. Seflid provides terminologies used in
the thesis. The primary contributions of this thesis areflyrienumerated in Sectién1.3. Finally,
the roadmap of the entire thesis is given in Sedfioh 1.4.

1.2 Terminologies
The terminologies used in this thesis are listed as follows:

e Media Distribution — The principle of providing media infoation and content (e.g., video)
over the Internet in the form of products or services.

e Source — The video service provider or sender. It could baleovstored server or some
video distributed servers in one service domain (e.g., Aanoous system (AS)), which
delivers data tridic to the subscribed video group members.

e Delay Jitter — The variability of packet delays within thereapacket stream.

e Content Delivery Network — A set of networked computers @vafe together to transpar-
ently deliver content (especially for supporting a largeumtaf content) to end hosts across
the Internet[[B].

e Application Level Multicast — In contrast to network layewlticast (i.e., IP multicast),
multicasting is performed at the application layer inste&dt the network layer. That is,
in the same multicast session each end host replicatesabiwed packets and forwards to
other end hosts using IP unicast. Therefore, the networtereulon’t have to upgrade to
support multicasting.

e Overlay Multicast — A multicast data delivery scheme degemaend hosts or some infras-
tructure nodes to form an overlay network for message cbatrd a multicast tree for data
delivery.
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End Host 111 1.1.1.1
a» Super Node ©

Figure 1.2: Example of Local Cluster.

e Rendezvous Point (RP) — A server or a proxy assists managoup gnembers and stores
some required information (e.g., performance relatediostr

e Receivers — They are multicast group members who want tiveette data from the source.

e Mesh — An overlay core, which is responsible for group menm@nagement and multicast
tree configuration. In this thesis, the mesh is completelyném by selected end hosts.

e Super Nodes — Some end hosts are chosen to manage the magitags and to relay data
from the overlay core to receivers. Currently, only end fiastin serve as super nodes;
extensions of this work may specify the case when some ©(#ay., first-hop routers) are
used as super nodes.

e Clusters — Relying on each super node, end hosts organizeséhees into a core-based
multicast tree(l4].

e Out-degree — Available connections, namely, the availablaber of connections that a
node can establish.

e Uptime — The time duration from a node joining in a multicas$son to its leaving the
multicast session.

Within each cluster, there are some terminologies and siai@ns defined as follows:

e Parent — direct upstream node of a node is called the parghtabhode, for instance, in
Figure[.? end host 1.2 is the parent of end host 1.2.1.
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e Parent level nodes (PLN) — nodes (exclusive parent) at tine $evel as the parent of some
node, e.g., 1.1 and 1.3 are parent level nodes of 1.2.1 iné{QQ.

e Child — the direct downstream node of some node, e.g., inrfE@R, 1.2.1 is the child of
1.2.

e Children level nodes (CLN) — nodes (exclusive children)hat same level as children of
some node, e.g., 1.1.1, 1.1.2, 1.3.1 are children levelshofig.2 in Figuré_L12.

¢ Siblings — nodes at the same level of a node are called silimg., in Figuré1l2, 1.1.1,
1.1.2,1.2.2,1.2.3 and 1.3.1 are siblings of 1.2.1.

1.3 Contributions
The main contributions of this thesis are shortly enumerasefollows:

e We propose a video streaming architecture based on oveultticast, as described in Fig-
ure[Z9. To fulfill the requirements mentioned in Secflod, V2 propose an innovative
two-tier framework based on overlay multicast and cachiegmanisms.

e The proposed Dynamic Mesh-based overlay Multicast Pro{@ddMP) framework, as one
of the first systematic proposals in this research field, estahs the scalabilityffeciency
and deployability issues in the existing approaches. Bitertheoretical and simulation
analysis proves that DMMP has the potential to support facgde media applications.

e The DMMP+ protocol extends the DMMP protocol in the framework to ofizienthe data
delivery hierarchy. Two self-improvement techniques asighed to gradually improve the
quality of established overlay hierarchy. The analysiatdishes that DMMP can assist
the DMMP framework to be more scalable, reliable afiitent in the sense of providing
better data path quality but less control overhead and edsgploss.

e Through exploring the peer-to-peer management mechaimisiosst, we propose an Interest-
shared Group Management (IGMT) protocol for DMMP, whichraddes the resilience is-
sue of DMMPRt in highly dynamic scenarios. IGMT is shown to bi@@ent and resilient to
dynamic membership changes by allowing nodes to maintéémdst-shared groups and to
establish shortcuts in addition to relying on centralizedsers to join the group.

Note that in Sectiof71 2 we will further highlight the sciéintachievements accomplished through
the entire thesis.
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1.4 Thesis Roadmap

The remainder of the thesis is organized as shown in F[gGre 1.

Chapte® presents related works. Motivated by the studie®lated works, we propose a Dy-
namic Mesh-based overlay Multicast Protocol (DMMP) frarodwin Chaptef3. Chaptéi 4 il-

lustrates the modeling of the DMMP protocol and evaluatepérformance through numerical
and simulation-based analysis. During the performanckiatian, we observe that the quality of
DMMP-aware data delivery hierarchy may degrade due to dymamembership changes. Thus,
we propose a self-improved DMMP protocol called DMMm Chaptelb, which gradually op-

timizes the established overlay hierarchy in the DMMP fraork. Furthermore, peer-to-peer
technologies have shown the capability of being resilierdyinamic group changes and network
failures. In order to get a better understanding of pequeter management, Chaplér 6 first pro-
vides an experimental analysis of Peer-to-Peer (P2P) neamaxgt in Joost which is one of the
first commercial P2P VoD systems. Then, an Interest-sharedg@ianagement (IGMT) proto-
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col is developed in order to improve the DMMR resilience and robustness in highly dynamic
scenarios. Finally, we conclude the thesis and give an akiilto Chapteflr.



Chapter 2

Related Work

2.1 Introduction

The Internet was not originally designed for supportingtimedia applications. Itféers a shared
medium and dest ¢ort delivery to distribute the multimedia content. Comparethwhie general
Internet services, multimedia applications are typicakysitive to end-to-end (e2e) delay and
delay jitter but more tolerant to packet loss. More spedlficét needs consistent bandwidth
support, low transmission latency, low network jitter anebrder packet delivery.

There are four challenges in designing a scalalffigient, and reliable media distribution system
to satisfy the aforementioned needs. Firstly, one majoeisd video distribution is to perform the
streaming in a manner that a sequence of constithsttsuld be met. Any data that is delayed dur-
ing the transmission cannot be used at the receiver, thtatisequence of packets is vital to video
streaming. Generally, it can estimate the available baditivdand adjust the transmitted video bit
rate to the available bandwidth. In most cases, there aveg\rey, various bandwidth requirements
if a single sender streams data to multiple receivers. Begite sequence of arriving packets, the
variation in e2e delay (i.e., delay jitter) caffext the quality of streaming video. Secondly, the
medium for delivering video may vary due to dynamic netwdnkrges, which causes instability
of the transmission. For instance, wired networks mayffeeted by network congestion; wireless
channels are influenced by both bit errors and bursty elljra¥hen considering the bandwidth

*Consider the time interval between displayed frames to betdd byA, e.g.A is 33 ms for 30 framés video and
100 ms for 10 fram¢s video. Each frame must be delivered and decoded by itsgt&ytime; therefore the sequence
of frames has an associated sequence of daliseodgdisplay deadlines:

1. Frame N must be delivered and decoded by time TN

2. Frame N-1 must be delivered and decoded by time ¥\
3. Frame N-2 must be delivered and decoded by time ¥R\
4

. Frame ...and soon
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constraints, it should thus focus not only on the amount aflable bandwidth but also on the
consistency and quality of the resources. As explained mi@&dL1, current streaming technol-
ogy bypasses the timing problem byffaring a certain amount of content before the media file
can be really played back. Nevertheless, it causes anatbleiepn that users have non-sequential
access requestl[6]. For example, if one user wants to styingl from the middle position of
a video, it is dfficult to retrieve this specific playing position byfbering. Thirdly, due to the
fact that today’s Internet is lack of QoS considerationsnatkes the transmission of video more
challenging. There is no dedicated resource reserved tmming or ongoing video transmission.
Lastly, there are still some security issues left for med&ridbution unresolved, such as access
control, data confidentiality in inter-domain communioas. Rather than attempting to cover the
entire spectrum of media distribution research, this adraptll discuss related work that is most
relevant to this thesis.

The remainder of this chapter is organized as follows. 8effi2 identifies the video require-
ments which are very flierent from any other applications such as file sharing. Alingrto
identified requirements, Secti@nP.3 presents the mediderkiconsiderations, and Sectfon] 2.4
illustrates some existing media distribution architeesurSectioliL 215 gives networking consider-
ations in order to meet the networking requirements meatlan the Sectioi’212. Some security
considerations are provided in Sectionl 2.6. Sedfioh 2.@q®es an overlay multicast-based video
distribution system, in combination with some caching naei$ms to fulfill the above require-
ments as well as to overcome the aforementioned challeRgeally, a short summary is given in
SectioZB.

2.2 Video Distribution Requirements

In accordance to the above four challenges, we classify thémmfour categories according to
system requirements:

¢ Media related requirementsBefore videgaudio can be transmitted over a computer net-
work, it must be digitized and compressed. Digitizationeésessary because computer net-
works transmit bits, so all transmitted information shobdrepresented in bits. The need
for compression is obvious: uncompressed audio and vidaesutoe tremendous amount
of bandwidth and storage. At the receiver side, the prodegiskeo needs to be processed
again, for instance, decompression, decoding, synctatioiz [4]. [8] have introduced sev-
eral methods for the formal synchronization requiremems inultimedia environment.

¢ Architectural requirementsThe media distribution architecture plays a key role inghp-
porting multimedia services. Tdoter qualified services, it is necessary to consider above
QoS requirements into designing the main architecturalpmomants including media server,
network filtering, network monitoring and the client. Foaexple, using a network filtering
can alleviate the impacts on the video quality due to a nétwongestion. Network mon-
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itoring can be used to periodically report the network statug. bandwidth utility, packet
loss, delay, which are useful to balance the video sendiogiving rate.

¢ Networking requirementsSince Internet’'s bestfkort and unicast service model provides
neither déficient routing nor QoS guarantees for a high-quality videlivelgy, different net-
working control mechanisms have to be taken into consimeratThe previous work on
networking control mechanisms spans all layers of the Opstegs Interconnection (OSI)
networking suite, such as network layer, transport layersassion control layer.

& Security requirementsSecurity issues have becoming more and more serious in exery
search field. Without a surprise, there are still some gape tfilled in the current multi-
media distribution systems. We emphasize that our mainlggral is not to design a bullet
proof system. Instead, our goal on the security aspect isagide a simple andficient
solution which makes the video distribution system not wasd in many cases better than
today’s system.

In the following sections, we present the architecturalsterations for supporting video streams
over the Internet, while meeting the above-identified resyuents. For each aspect, we first iden-
tify the major existing problems and then investigate ptigéolutions.

2.3 Media Related Considerations

2.3.1 Video Compression

Transmission of uncompressed video consumes a large awidueridwidth. To save the resource
and achieve theficiency of transmission, video must be compressed befansrrission. Nowa-
days, video compression depends on a cgdiegpding system to standardize the video types [9]
[L0] which can be recognized by the receivers. As depicteBigure[I1, at the receiver side
the encoded video data is decoded and played back in a prayeHere, we provide a brief and
high-level introduction on Motion Picture Experts GroupREG) type which is the most common
video encoded type and belonging to one of the three openIE&pstandards[11].

MPEG-1 [I2] was originally designed for Video Home System (VHS)lgyaideo on CD-ROM
in 1988. Later, MPEG-1 is considered as a major storage fofona group of videos and
audio, and it doesfter excellent streaming quality for the specific bit-rateupgorts.

MPEG-2 [13] was published in 1994 and was used to encode video and &mdbroadcast
applications. For instance, MPEG-2 is widely used as thm#&biof digital television signals
that are broadcast by cable, direct broadcast satellite T&er the air. It also specifies
the format of movies, which can be distributed on standardroercial DVD. Typically,
MPEG-2 creates a video stream out of three types of frame ddta-frames (1), forward
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predictive frames (P) and bidirectional predicted franis All of them can be arranged in
a specified order called the Group of Picture(GOP) structure

MPEG-4 [14] [15] was introduced in 1999 and a standard developedifsgaly for web stream-
ing media, CD distribution, and conversational servicdsintegrates most of the merits
of MPEG-1, MPEG-2 standards and other related standargs Y¢MV). Therefore, it is
capable of representing audio, video, images, graphicsextids separate objects, and can
even multiplex and synchronize these objects into scenesidBs, the MPEG-4 standards
provide embedded error resilience capabilities to detedtracover errors, and to visually
conceal the impact of errors by embedded error correctiocham@sms.

According to encoding strategy, video compression candssifled into scalable and non-scalable
video coding[[1B]. Scalable video encoder compresses aid®o ¥nto multiple sub-streams. One
of them is base sub-stream and others are called enhanceuiestreams. The base sub-stream
can be independently decoded, and provides coarse visattyg@enhancement sub-streams are
decoded with the base sub-stream together to provide eetianndeo quality. According to the
available bandwidth, the receiver adapts tiadient levels of video quality. A scalable video
encoding provides a compromise solution to meet heteragsndemands of clients. Derently,
non-scalable video coding only providestdrent quality levels of encoded video, such as a high-
quality video, a medium-quality video or a low-quality vale Before delivering the requested
video to the user, the server selects a certain quality vamording to user's requirements or
certain service agreement.

More recently, the use of path diversity has been studiecd adt@rnative to provide extra dimen-

sion of adaptability to video services. Apostolopoulos|dLd] proposed a means of simultane-
ously transmitting several sub-streams of the video ovéerdint paths, while each sub-streams
encodes a partial description of the video. The video carebedkd correctly, even if some of the

sub-streams are lost. Nevertheless, it may encounter domdancy problem, which reduces the
transmission &iciency and wastes network resource.

2.3.2 Media Server

After compression, the media server needs to store therpeegsed video data into a selected
storage device. For today’s high-quality video service, ftiedia server needs to consider two
additional aspects: 1) the timing constraints; 2) intévacbperations such as pjmausgstop,
fast forwardfast backward. Therefore, three elements are mostly iedbla storage system, an
operating system and a communication system. But in thewally context, we only discuss
about the storage systems and operating systems. The caoatiom systems can be considered
as the communicator between the session layer QoS contldiransport layer protocols. For
clarification, detailed information about media distribat architecture and protocol stacks will
be respectively shown in SectibnP.4 and SediionP.5.2.
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Storage systems

The storage system is responsible for creating and stoiogpwcontent. The video providers
use various tools to produce the content. One example i®\ddaverter, which adds animation
(e.g. advertisement) into certain video format which thelimeerver can stream to the clients.
Another example is using production tool which can optinitze video for the #icient delivery
over the Internet, depending on the original quality of treerial and the capabilities of the client
computers.

Furthermore, a storage system for processed video hasretiigrements including high through-
put, high capacity and error-tolerande1[18]. Although éardijsk capability is already available
for storing a large amount of data, frequent requests anu-thiggughput needs a more reliable
and flexible storage system. To support large-scale demartigrarchical storage architecture
can be suitable. Suppose that videos are stored accorditigp tgpriority” (e.g. regarding its
popularity) in the hierarchical storage architecture. éddiles with high popularity, namely, fre-
quently requested video streams are kept on disks or quisaadevices; the remainder stays
at the automated tape library. Other possible solutionsStajage Area Network (SANJT19]
[20]; 2) Network Attached Storage (NASY]21] are two exansdier supporting large-scale video
streaming services. To be resilient to the disk errors, mddnt media content should be kept in
the storage system, however, it might waste resourcesiiidab files have to be maintained twice.
Obviously, there is a tradeffdbetween the reliability of storage and cost of maintenance.

Operating systems

The above discussions concentrate on the hardware reariterfor the media severs, whereas
application requirements are essential to build and maiatadficient video management system.
In fact, an operating system builds a bridge between theNwmmaland the applications. It can be
used to support interactive operations besides timingtainss. Existing systems can provide
acceptable playing mechanisms, but interactive opeatike VCR are rather diicult to achieve.
Interaction operations require not only afi@ent support of media servers but also a high capacity
of alleviating the impacts from the network such as netwarkgestion, packet loss. Moreover,
at the client side the CPU power, memory support and hardsgiake may have influence on the
quality of video service. For anffiective and flexible operating system, the above issues ghoul
be taken into considerations. However, operating systéaterkissues will not be investigated in
details as they are application specific requirements.

2.3.3 Video synchronization mechanisms

Besides the server side, some functionalities are negessée implemented at the client side,
such as video synchronization within a media player. Basedd®eo synchronization, the clients
are able to present video streams in the same way as the widgesoriginally generated at the
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media server. The major issues for media synchronizaticlnde how to specify the synchroniza-
tion and where to implement it. Thus, these issues fall imto tesearch branches: intra-media
synchronization, and inter-media synchronization. Thegetypes of synchronization have tight
connections with three semantic layers of multimedia datedia layer, stream layer and object

layer [22].

e Intra-media synchronizationit reflects the time relationship between presentatiotsuofi
one media object. For example, it can represent the timedegtwingle frames of a video
sequence. To guarantee the video received with requited jikroughput and latency, the
time constraints must be kept same across a single consredia connection. Without
this type of synchronization, the video may pause or stopnduhe playback.

¢ Inter-media synchronizationt is more complicated than the intra-media type, and corge
about the temporal relationships amongetient continuous media (e.g. audio and video).
A prominent example of inter-media synchronization is fipesiynchronization scenario.
Without inter-media synchronization, the movements ofifhef a speaker don't match the
presented audio.

Therefore, we suggest usiran integrated methodvith both intra-media synchronization and
inter-media synchronization in order to accommodate vigegter the timing constraints. Usually,
three aspects are necessary to be considered: 1) normelixgdtimes which represents a rela-
tionship between the clock of the media server and the clotkise destinations; 2) normalized

relative time-stamps which should be preserved among tldgandata from the media server to the
destinations; 3) detection of asynchrony which is basedddigips to trigger the synchronization

mechanism if the media streams are out of the synchrony.

Basso et al.[[23] presented a flexible framework for syndaedion of multimedia streams. They
utilize two collaborative modules, a transmitter-driveoduale and a local inter-media synchro-
nization module, to synchronize the incoming streams. \Whenthe first module is not enough
to guarantee a reliable synchronization (e.g. since thedaraloes not know the exact timing of
the decoder), the second module provides further assestargynchronize the media.

2.4 Media Distribution Architecture

Delivering the compressed video while considering aforginaed QoS requirements from a me-
dia server to a number of clients heavily depends on the geimfrastructure. Four main ap-

proaches have been proposed to support media distribuimitas: Content Delivery Network

(CDN), Network Layer Multicast, Application Level Multisting (ALM) and Peer-to-Peer (P2P)
Content Distribution.
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2.4.1 Content Delivery Network (CDN)

Content Delivery Networks (CDNs][3]Z[24] have evolved teeccome the user perceived QoS
issues when users access a remote media content. In gegher&DNs replicate the content
from the original media server to a set of cache servers awk@ome of the cache servers at the
network edge, close to any receiver. The cooperation amfungache servers allows distributing
video to end users in a reliable and timely manner.

The main idea of using CDNs is tdfer fast and reliable applications and services by maxirgizin
the system bandwidth, improving the accessibility and maiimg the robustness through content
replication. A CDN may compose the following four infrasttures:

e Content Delivery infrastructureThe content delivery infrastructure consists of the o
content server and the cache servers that deliver copiég abintent to end hosts.

e Distribution infrastructure The distribution infrastructure transports contentsifithe orig-
inal server to cache servers and ensures consistency oifiin@ sontents in the caches.

e Request-routing infrastructurél he request-routing infrastructure is mainly resporesfoor
directing clients’ requests to the appropriate edge servéhus, it needs to periodically
contact with the distribution infrastructure to track thedated content stored in the CDN
caches.

e Accounting infrastructure The accounting infrastructure maintains records of tlct
cesses and the usage of the serving CDN servers. The informisiused for tréic report-
ing and usage-based charging.

Penget al. [B] presented an overview of CDNs, which included the daitiissues involved in
designing and implementing aiffective CDN, and gave a survey of selected approaches to ad-
dress these issues. Vakatial. [24] presented a survey of existing CDN architectures andrae
popular CDN service providers. érently, this survey was intended to provide an understand-
ing of the CDN framework and its functionalities. Dillest al. [25] provided an insight into
the overall system architecture of the leading CDNs, stedahkamai, [24], [26]. It gave an
comparison of existing content delivery approaches antligisted the features of the Akamai
network infrastructure and its operational functions. iBes, it identified the technical challenges
while constructing a global CDN like Akamai. Patheinal. [27] provided a more comprehensive
survey in terms of organizational structure, content iistion mechanisms, request redirection
techniques, and performance measurement methodologeeenRstudies have focused on how
CDNs can supportficient content delivery to large-scale network users.

Besides the ficiency requirement, content replication is designed torowg the scalability of

a media delivery system. It has some objectives, such asuatred of the end-to-end latency
for clients, and a reduction of bandwidth occupation on thaéeulying network links. To achieve
these goals, caching and mirroring are commonly used. MN&less, they face a more critical
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problem of determining replica locations, i.e. how manyliogis should be placed and where to
place them. Therefore, content replication may not be béadn the case of supporting a large
amount of video data but low resource utilization.

To summarize, the cost of CDNs infrastructure setup and ridtration is expensive, and in the
near future CDNSs still face scalability andhieiency issues, if content providers and end users
seek to receive high quality contehi]27]. Therefore, iis thiesis CDN-related technologies will
not be further investigated.

2.4.2 Network Layer Multicast

Multicast is yet another solution which has emerged asfhoient mechanism for supporting
media distribution services. In the past few years, IP roagti was regarded as the moiogent
technology for one-to-many, many-to-many or many-to-oag dransmission.

In this section, we briefly describe the native IP multicasit@cols, namely, Distance Vector
Multicast Routing Protocol (DVMRP), Multicast Open Shattéath First (MOSPF), Protocol
Independent Multicast (PIM) and Cored Based Trees (CBT)il&MP multicast is not widely
deployed due to its technical and operational issues, iesaind experiences learned from these
existing approaches are very essential towards buildirgffenient media distribution system.

Distance Vector Multicast Routing Protocol (DVMRP)

DVMRP is the first multicast protocol proposed in 1988][28high extends the unicast distance
vector routing protocoRouting Information Protocol (RIPj support multicasting. However,
it builds its own multicast routing table based on which ihstucts aeverse path forwarding
tree Originally, it was assumed that the group members are Hedgsributed over a network
and therefore uses a broadcast and prune mechanism. DVMR&gdlood datagrams to all
interfaces except the one that provides the shortest umioate to the source. If there is no
multicast subscribers in a certain subnetwork, the detégnauter will request its upstream router
and accordingly it will be pruned from the tree. Obvioushistapproach does not scale well due
to its indlicient routing management and data delivery.

The main reason why DVMRP fails to provide multicast sersif a large-scale group is because
it depends too much on the particular unicast routing praideliP.

Multicast Open Shortest Path First (MOSPF)

Later, the Routing Information Protocol (RIP) was replabga link-state routing protocol named
Open Shortest Path First (OSPFjhe MOSPF protocol was a multicast extension to OSPF and
proposed in 1994. In this approach, all routers in a routiognan (e.g. AS) have a complete,
up-to-date information of the underlying topology and atbgp members. The computation of



2.4. Media Distribution Architecture 16

the shortest path uses Dijkstra’s algorithm, but the digtidn of the link-state packets relies on a
reliable broadcasting mechanism so-called flooding, wtidiowever not scalable for wide area
network like the Internet.

MOSPF is incapable of providing large-scale multicast isess/over the Internet because it still
heavily relies on a specific unicast routing protocol andsthuraises a strong concern on the
scalability.

Protocol Independent Multicast (PIM)

PIM appears to be the most widespread network multicasopob{29]. It provides two dierent
modes of multicastind [30]: 1) dense mode (PIM-DN)I[31] winéine session is used for a high
node density; 2) sparse mode (PIM-SM)I[32] in which the dgnisilow. PIM-DM utilizes a
shared tree, that is, several routers are connected intdaaddéivery core which is shared by
all source hosts. PIM-SM starts with a shared tree as welitthas the ability to switch into a
source-specific tree. For both PIM-DM and PIM-SM modes ahgeackets from the source will
be forwarded cross a centralized point, usually called Bevaus Point (RP).

Note for there are two extended modes, namely Bidirectiemsll and PIM Source Specific Mul-
ticast (PIM-SSM). The Bidirectional PIM does not build a ghet path tree and can scale better
than PIM-SM because it requires no source-specific stateelder, it may have much longer e2e
delays than that of PIM-SM. The PIM-SSM protocol builds agirsource tree,féering a more
secure and scalable model for supporting a limited amouapplfications (such as TV broadcast-

ing) [33].

Cored Based Trees (CBT)

To make IP multicasting more scalable, Core Based Trees J@Bdroposed to construct a tree
of routers[[4]. The main dierence of core-based trees from other multicasting schisntlest the
routing tree comprises multiple “cores”. The locationshaf tore routers are statically configured
and other routers are added by extending branches of theTineecfore, it is perceived as a spare
mode protocol. Unfortunately, it depends on the same raoalicsource-based distribution and
defines a complex algorithm to construct and maintain theeshisiee. Because of being lack of
deployability, CBT is not any more under current use.

2.4.3 Application Level Multicasting

Unfortunately, applications of network layer multicase(i IP multicast) for worldwide media
distribution services remain limited due to several protdgeven if many routers could be up-
graded to support multicast. Those issues include: a ladppfopriate charging models, no
scalable inter-domain routing protocol and little supporaccess control andfective network
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managemen{[34][35]. To solve these issues, various@gin level multicast solutions have
been proposed in order to move the multicast support oueafigitwork core. They can be largely
classified into two categories, namely, Application Layeunltitast (ALM) and Overlay Multi-
cast (OM), due to their dlierences in overlay construction and membership manageimeat
multicast group.

In a typical ALM approach, end hosts form a virtual overlaywark, and multicast delivery struc-
tures are constructed on top of the overlay. As an extensi@lLM, the OM approach employs
some explicit routers as overlay proxies for obtaining atilizing the knowledge of underlying
network topologies. Media distribution systems can beffiefih overlay networks as a result of
the following characteristics: adaptation, self-orgatian, fault-tolerance, availability through
massive replication, and the ability to construct dynami&shes and harness large amounts of
resources.

Both application layer multicast and overlay multicastén&w construct an overlay hierarchy on
the top of underlying network topology, and therefore we fliscuss the possible ways in which
an overlay construction takes place, and then identify taenrfeatures of current Application

Layer Multicast (ALM) protocols and Overlay Multicast (OM)otocols, which are the two cate-
gories of the application level multicast.

Construction of Overlay Hierarchy

The construction techniques for an overlay hierarchy caoldéssified into five categories: cen-
tralized, tree-based, mesh-based, hybrid and special $bigictures.

e Centralized structure: In this approach, a tree manager node or central contrafiswers
for computing a Minimum Spanning Tree (MST) based on apfiticaspecific performance
metrics (e.g. end-to-end latency, available bandwidtloy. @&xample, ALMI [36] measures
round-trip times (RTTs) experienced by group members esiatency is critical for many
applications and is also relatively easy to monitor. Althlothe d€ficiency of ALMI multi-
cast trees approximates th@@ency of IP multicast trees, ALMI has a limited scalabiliy
it can only support tens of members in a group. Theoreticaily the centralized approach
it is easy to perform overlay routing, since all group infation can be managed by the tree
manager node. However, loops and partitions might stillgae.g., when some packets are
delayed or lost by some members, which will inevitably brepkhe tree-like connections.

e Tree-based structure Group members self-organize into a tree structure, basedhich
group management and data delivery will be performed. Thie mdvantages of tree are
easy implementation, small maintenance costs and a gotabgitg However, tree struc-
ture has fundamental limitations both for high bandwidthtioast and for high reliability.
The former dificulty results from the fact that bandwidth will be monotaidig declined
along the tree; for instance, a member in OMNII[37] receivam anly from its upstream
node and the data reception rate of this member cannot bertigéin that of its upstream
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node. It is even more flicult in the core network where each Multicast Service Node
(MSN) is responsible for data delivery to a whole clusterafTik, any packet loss caused at
the upstream part of the tree will reduce the bandwidth alsbil to downstream receivers.
The second limitation is caused by single node failuresapdowhich can partition the tree
and eventually disrupt communications among the members.

e Mesh-based structure In contrast to tree-based structure, a mesh use multipks be-
tween any two node$ [88]. Thus, the reliability of data traission in a mesh is relatively
higher. Before transmission, a link evaluation is usuadiguired to select "better quality”
links from the mesh in order to achieve th@@ency of data delivery. However, the cost of
maintaining such a mesh is much larger than maintainingea %e far, large-scale groups
usually use tree while small or medium-sized groups use mesh

e Hybrid structure : Some approaches such as TOMAI[39] propose two-tier ovenlalji-
cast architecture, where some service nodes or specidkprare strategically deployed in
the overlay network. Besides, group members constructeltased P2P multicast tree with
other end hosts close by. Taking both advantages of treeatikl mesh-based structures, hy-
brid structure mayféciently deliver the multicast services to large groups. sy, it still
encounters somefiiiculties with achieving the flexibility and good performance

e Special logic structure In this approach, a special logic structure is requiredrganize
the multicast group nodes through (re)mapping. For exan@# (Content-Addressable
Network) [40] maps a virtual d-dimensional space into saveones. In this d-dimensional
coordinate space, two nodes are neighbors if their coaalisans overlap along d-1 di-
mensions and joint along one dimension.

Figure[Z1 depicts an example 2-d space with seven nodese, Hede 4 is a neighbor
of node 3 because its coordinate space alpiagis overlaps with 3's and its-axis joints
with that of node 3. Moreover, node 1 is not a neighbor of node 8s coordinate joints
with 3’s both inx-axis andy-axis. This purely logic neighbor structure igi$cient to route
between two arbitrary nodes in the space: A CAN node routesssage by simply greedy
forwarding to its neighbor with coordinate closest to thetiiation coordinate. The special
logic structure is assumed to scale better than tree- ant-beesed structure, and requires
no explicit routing algorithms. Furthermore, the numbestaitus information kept in each
node is reduced via using the logic structure. Neverthgteedogic structure after mapping
may not well utilize the underlying network capabilities.

Application Layer Multicast

Since several researches on ALM protocols have been propos¢his section we give a sys-
tematic survey of some typical application level multicagproaches. We first illustrate their key
ideas and then identify the major issues that have not yet hddressed or required for further
investigations.
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Figure 2.1: Example of 2D Coordinate Space with 7 Nodes.

End System Multicast (Narada)

The End System Multicast (ESM)141] is entitled to be one effinst application level protocols,
which demonstrates the multicast functionality could bplamented at the application layer. The
success of ESM owes to that it only focuses on small groupghwdvades the scalability and
control overhead problems since the group size is limited.

It constructs and refines a source-rooted multicast treeansteps. First, it builds a fully con-
nected mesh and tries to ensure that the mesh has some legedbrmance properties. Then, it
utilizes a distance vector routing algorithm to build tharmsping trees of the mesh. Each tree can
be periodically optimized for each source by additedeting overlay links.

To ease the membership management, Narada defines a Raml®anint (RP) to maintain the
status information of all group members. The informatioralso used to bootstrap the newly
joining members. For example, when a newcomer wants to jwnntulticast group, it firstly
contacts the RP to get a list of group members who have alrgdglyd the mesh. From this
list, it randomly selects a subset of members and attemgtirtas the neighbor of them. The
joining procedure continues until at least one of these neemhbccepts the newcomer as their
mesh neighbor.

After joining the mesh, the new member immediately startsharging refresh messages with
its mesh-neighbors. Each member of Narada needs to maktksh of all other members in
the group and to periodically exchange its knowledge ofragiheup members with its neighbors.
Distribution of such state information about each membailtother members leads to a relatively
high control overhead. Thus, Narada protocolfie&ive only when the multicast group size is
small or medium.

Considering the data delivery plane, Narada constructerspa trees on the top of the mesh.
When a newcomer joins, or when some failures occur in the naastndom set of mesh edges are
added into the mesh. Similarly, somefiiigient links can be dropped when new links can provide
higher performance in terms of e2e latency. In this way, NaGan be perceived as a refinement-
based protocol that refinements can be periodically madapooive the quality of data delivery
paths. To avoid frequent addifgopping links, the gain of refinement has to be significafiige
changing a mesh link.
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Currently, ESM has been deployed to support media streaagptication [42] over the Internet.
Due to its deployment in the reality, we will choose it as thepldyability benchmark of our
performance studies in Sectibnk4.4.

NICE + PRM

NICE [43] proposed a completely fierent method of overlay construction from Narada. It is a
cooperative framework using a distributed algorithm tigtowhich nodes are self-organized into
a top-bottom hierarchy. Each member must join the lowestrland a distribution clustering
protocol at each layer partitions these members into a selusters. Only one node of each
cluster can be elected as the leader to join into the nexehilglyer. Usually, the leader locates
geographically at the core of the cluster. Layer zero caostall nodes, while the highest layer
contains only one end host. The layered design simplifies#@bership management and helps
it scale better.

Similar to Narada, NICE uses a RP to help bootstrapping newecs. A newly joining member
firstly contacts with the RP which sends back a list of all membof the highest layer. By
probing each of them, the newcomer finds the "closest” onecanthcts it to get a list of all other
available cluster members at the lower layer. This prodesates until the new host joins the
specific cluster at the lowest layer, namely, layer zerotifeumore, each leader at any layer must
periodically check the size of the cluster. If the clusteestxceeds a pre-defined threshold, the
cluster splits itself into two same-sized sub-clustershéfcluster size is far beyond a pre-defined
threshold, it merges with another small-sized cluster.data forwarding, each member replicates
and forwards the received packets to its neighboring dalsigexcept from which it receives the
packet) of which it is a member at that layer. In this forwagdmechanism, a NICE host can have
as many as)(klogl’z‘) peers along its data path.

For a group size of 32 members, NICE has low link stress, ingatar similar end-to-end la-
tencies, and better resilience than Narada [43]. Howeaeh eewcomer joining the group must
estimate the end-to-end latency from the top layer till tvedst layer. Such a joining mechanism
may raise three concerns: 1) the control overhead might behigh; 2) prolonging the packet
delivery; 3) being weak to single node failures (e.g. theenaidthe highest layer).

To overcome the second and third weakness, Probabilistdiéte Multicast (PRM) [44] was
proposed to handle the case especially when there are hidfetpass and host failures. PRM
aims at improving data delivery ratios by both proactive egattive mechanisms. The proactive
component uses a simple, low-overhead randomized formgnmaiechanism. Each overlay node
periodically sends a few extra packets along randomly seleaverlay edges. Thus, the overlay
nodes can receive data through randomly selected edgesréf ih a failure occurs at a certain
part of the multicast tree. In the reactive mode, overlayesazhlculate gaps between the sequence
numbers of received packets to detect missing data. Intfecproposed data recovery mechanism
can be applied into other ALM solutions since it is indeperideom overlay hierarchy. Never-
theless, the proactive mechanism introduces much higrehead, whereas reactive mechanism
requires much longer time to detect and recover from thartail
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Note that NICE is demonstrated to have a good scalabilityosuedof our main targets is to design
a scalable media distribution system. Therefore, NICE liscsed as the second benchmark for
the performance studies in Sectlonl4.4.

HMTP

Host Multicast Tree Protocol (HMTPI[#5] is the first hybridm@oach of network layer multicast
and application layer multicast, which interconnects I&tioast-enable islands using application
layer multicast solutions. Within each island, native IPltnast is used to deliver data. Then,
data encapsulated in UDP packets flow from one island to anttthough tunnels established by
some designated members (e.g. proxy).

HMTP belongs to tree-first structure (c.f. Secfiond.4.3)eve each member tries to find its parent
on a shared tree. New member joins the group by searchingialpist of existing members to
find a qualified parent (in terms of having a low e2e latenay}hls case, each newcomer searches
from the root and sets the root as its potential parent. Flardot and its direct children, the
newcomer chooses the “closest” one as a new potential pareatprocedure continues until the
new joining member reaches a leaf node or a node that is dloarrany other neighbors. The
main idea behind HMTP is, in some sense, similar to the Gredglyrithm [46] in which each
member tries to attach to the tree as near as possible shéhand-to-end delay can be alleviated.
Unfortunately, the attached parent may not be the best elioiche newcomer since it searches
only a small part of the tree.

Through periodic message exchanges, neighbors’ stateppdated at each node, which includes
the root path information of its neighbors. Keeping the iath information can not only quicken
recovery procedure, but also facilitate the recovery ptaoe When a member leaves the group,
it notifies its parent and children. Upon receiving the lagwnotification, each child looks for a
new parent from its root path.

For any tree-based multicast protocol, two issues are moteyw 1) loop problem; 2) triangle
optimization. Instead of applying loop avoidance, HMTPsausereactive approach called loop
detection and resolution. Once a loop is found, the membthimthe loop stops passing its root
path to its downstream nodes. Afterwards, it breaks the mofeaving its current parent, and
rejoins the tree from the root. Obviously, such a mechanesmuires a long recovery time since
the rejoining procedure starts from the root.

Another issue in tree-based multicast protocols is triagitimization problem. HTMP develops
a heuristic to handle this issue. Figlirel2.2 depicts how HTsIPsolve the triangle problem. In
this example, nod«X is assumed as a newcomer and it has found the nearest nodeydeis,
based on a lookup operation. Without performing the triaragtimization, X will attach to node
B, as shown in (b). However, the partial tree in Figluré 2.2ibjot optimized as nodx¥ locates
between nodé\ and nodeB, which is also known as triangle problem. Then, HMTP address
this problem by informing nod& the distance between nodeand nodeA, d(A, B). Based on
this information,X will try to attach to nodeA if d(A, X) is smaller thard(A, B). After X attaches
to nodeA, nodeB may perform a refinement depending on the available outegegirnodeA, as
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Figure 2.2: Triangle Optimization in HMTP.

shown in Figuré&2Z]2-(c).

Overall, HTMP aims to be a simple and scalable overlay magticouting protocol. However, it
only takes e2e delay as the performance metric to build adtdistribution tree and therefore it
cannot support high-bandwidth media distribution semvicBurthermore, there is no considera-
tions on heterogeneous capabilities of nodes.

HostCast

HostCast[[4l7] is a typical example of refinement-based paodtavhich is very similar to HMTP
except for explicit mesh construction and additional baidthwconsiderations for multimedia
applications. It is designed for supporting single-sowtetay sensitive applications like media
streaming.

Figure[ZB shows an example of HostCast-aware data delixegy(FigurdZI3-A) and its corre-
sponding control plane (FiguEe_2.3-B) respectively. Mehitwy the solid links represent as pri-
mary root paths and dotted lines connect the group membdhstivgir backup parents. In order
to achieve a quick convergence and a good recovery capabditne classified relationships (e.g.
potential parents) are defined among group members.

(A) (B)

Figure 2.3: Data Delivery Tree and Control Plane in HostCast

Initially, a new member sends Join Requestnessage to its potential parent, usually the root.
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The potential parent replies with its current children’sli@$ses and an indication of acceptance
or rejection. If the request fails, this potential parentl Wwé stored in a list called non-potential
parent list. The non-potential nodes are sorted accordirdir e2e delay to the new joining
member.

Like in HMTP each HostCast member keeps a member list ofiilsgry root path to avoid loops
in the data delivery tree. Each time, the potential pareatia¢o validate whether the requestor is
already located in its primary path or not. Besides usingtiraary root path, HostCast defines a
secondary root path to maintain additional neighboringrimiation.

The outstanding feature of HostCast is deploying a simpléhateto obtain the knowledge of
the underlying topology, which can be used to meliorate taity of established multicast tree.
To gradually find better root paths while keeping the scétgpbHostCast uses path estimation
method that the root (multicast source) periodically gatesr a small fixed-size probe packets to
its children along the mesh. If a node receives a probe péchatits primary parent, it duplicates
the packet and forwards the probe to its own children. Eaobepacket carries a timestamp
to estimate the delay and a weighted measurement to deteeivitilable bandwidth along the
root path. However, since the obtained knowledge is coardeuaually out-of-date in a highly
dynamic scenario, the multicast tree is far from optimal.

The second feature of HostCast is relying on two refinemehar@sms to gradually improve the
system performance: 1) switching primary parent; 2) stistg primary parent. An end-to-end
delay measurement is employed to determine which type aktimeement should be chosen.

For data delivery, HostCast sets up@erlay routing tableat the application layer of each group
member. Whenever a member receives multicast packetglitdtes and forwards the packets to
its children in the data delivery tree. If the maximum numdechildren which a node can handle
is k, the maximum number of peering relationships (primary awbsdary), which a node has to
maintain (i.e., control overhead) k$ + k. In reality, the control overhead is quite high even for a
small group.

Overlay Multicast Protocols

The reason why application layer multicast is le§gnt is that the overlay topology is always
“randomly” connected without carefully considering thedarying network topology. A possible
solution will be accurately matching the underlying nettopology. Nevertheless, we have to
consider that gathering more accurate topological inféionacomes with a high cost. To balance
the tradef between the féiciency of multicast tree construction and estimation ¢dsisology
probing techniques have been introduced into the multicastmunity. Several techniques are
designed to collect the underlying information, for exaeppising network tomograph[48].

Alternatively, an “overlay backbone” infrastructure ioposed to implicitly gain the knowledge
about the network topology. FiguteR.4 shows an example advanlay multicast framework.
Some explicitly deployed intermediate proxies or entifiesn the overlay backbone to allow
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more dficient membership and multicast tree management. The barséept behind the overlay
multicast approaches has been introduced in ChBbter 1e liollowing sections, we will present
three representative overlay multicast protocols.

End host ® ¢

-—
Router [l / .
Overlay Proxy @8 o Virtual network
Network link
Multicast Tree —

e [ J
[ 2 s D Ei
« [ Underlying network
o [ ] [ ]

Figure 2.4: High Level Overview of Overlay Multicast.

Overcast

Overcast[[4B] targets at constructing an bandwidttgient distribution tree without knowing pre-

cise topology information of the underlying substrate retw It mainly depends on an overlay

network to perform the multicast functionality, which c@ts of a cluster of nodes strategically
placed in an existing network fabric. Towards fast convecge Overcast uses a simple protocol
to track the global status of the dynamic distribution tree.

The goal of Overcast's tree algorithm is to maximize bandhid the root for all nodes. [erent
from latency oriented optimization in aforementioned ALpaoaches, Overcast tries to place
the newcomer as far from the root as possible. In Overcastaibt is responsible for storing the
statistical information of each node and updating the mfation by periodic update messages.
Each node periodically contacts its relatives (sibling, parent, and grandparenin the tree. To
avoid loops, each node keeps an ancestor list. If the chifdtéacontact its parent within a limited
time, the parent will assume the child as a “dead” node.

Overcast utilizes a “yplown” protocol to keep track of which nodes are upstream siade which
nodes are downstream nodes. To limit the control overheath, irode only checks its direct parent
node. When a failure occurs, it is, however, not easy for Oast member to find a new parent.
Even by maintaining the whole path from the source to a geriade, the node cannot quickly
find a new parent since the capacities of potential parenyshage been already occupied.

The frequent message exchanges used for tracking the sfatus relatives lead to a high over-
head, and therefore Overcast cannot support large-scalieese Besides, its deployability is
limited by the availability of the deployed cluster nodeshat network fabric.

OMNI
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OMNI [B7] is one of the first overlay multicast infrastruodsr proposed for enabling real-time
applications, and thus it puts most concerns about the ayvedre construction. The OMNI
infrastructure deploys a set of Multicast Service Nodes I{g)Swithin a network in order tofé-
ciently support real-time media streaming applicatiortse DMNI scheme formulates the overlay
network construction as optimizing a latency degree-bedngbanning tree problem. They also
identified using a linear integer-programming formulatiorsolve it.

During initialization, each new MSN starts to join the OMN®bIm the root by firstly measuring

the unicast latency between itself and the root MSN. To betagato dynamic network changes,
OMNI presents some relevant refinements required for oyenlalticast maintenance, including
local transformations and probabilistic transformatior® our best knowledge, OMNI is the
first proposal which describes adaptive operations in setaildd way, i.e. same layer transfer,
different layer swap, despite that some fundamental refinerhamtsbeen proposed in 45, 147].

Although they claimed the reason why they only consider terlay latency between the root
MSN and each MSN, it is not convincible to rely on such an @sestructure to support high
bandwidth media distribution services. Furthermore, the structure may not be the best choice
for streaming media services since the bandwidth is limitech upstreaming nodes to down-
stream node$ [50].

TOMA

TOMA [39] is mainly derived from Bi-dirEctional Aggregatddulticast (BEAM) [51] which is
used to improve the state scalability of IP multicast in terie domains. In TOMA, multiple
multicast groups can be aggregated at the incoming edgersoatorder to share a single distri-
bution tree and de-aggregated at the outgoing edge roBgrdoing this, these core routers are
fully utilized through establishing a per-aggregated trestead of a per-group tree. This scheme
can not only significantly save network resources but aldoge the cost of building multicast
trees for each service.

They proposed a Two-tier Overlay Multicast Architecturé{lA) to provide scalable, fécient
and practical multicast support for multiple group comneatipn applications. In the TOMA
architecture, Multicast Service Overlay Network (MSONpivocated as the backbone service
domain, where some overlay proxies are strategically glacéorm an overlay network. Within
this overlay network, the aggregated multicast approaelapted to enlarge the resource utility.
The main contribution is that TOMA takes advantage of shaxedlay domain to support multiple
groups instead of a single group. Obviously, there is a taitibetween bandwidth waste and
efficient aggregation: the more bandwidth scarifies, the marepg share one tree and thus better
aggregation can be achieved. In access network, it simgy cgre-based approach to construct
peer-to-peer multicast tree.

For group management, an overlay aggregated multicasiquipOLAMP, is manipulated among
overlay proxies. Several control messages are defined f@MW®anagement. Actually, TOMA
only concentrates itself on overlay backbone constructioth maintenance, like in OMNI. Each
member proxy contacts with host proxy when it decides toyral@in request for a group. After
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performing the group-to-tree matching, the host proxy fiadsomputes an appropriate tree for
the group and sends back to the requester. Similarly, thebmeproxy sends kavemessage to
the host proxy when there is no end users attached. Aftegetrigg the group-to-tree matching,
the host proxy may remove the group-tree mapping or remavevtiole tree if there is no other
groups mapped onto it.

Once an end host sends a packet to the group, the other meaflitrdocal cluster including
the member proxy will firstly receive the packet. Then, tlisal member proxy replicates and
forwards the packet to other member proxies along the agtgdgnulticast tree. Thus, TOMA is
not a source-specific multicast solution but can be initidig any source.

The two-tier architecture is regarded as a suitable sa@ldtio application level multicast because
the constructed multicast tree is mor@a@ent based on the knowledge of underlying topology
obtained by overlay proxies, and each local domain limiesdbntrol overhead of membership
management. However, the overlay backbone is not builtesnashd, which degrade performance
over time even if the MSON can be correctly maintained. Adddlly, TOMA takes little consid-
erations on multicast approach in Access Network, besitesdre-based P2P trees within each
cluster. Unfortunately, the constructed multicast treey omavoidably share the bottleneck links
in the underlying network, i.e. the "last-mile” access laikthe Internet Service Provider (ISP).

Summary of Application Level Multicast

So far, we provided an overview of Application Level Multstaolutions by introducing some typ-
ical approaches. To summarize the above investigationdistsbe features of ALM approaches
as follows:

e Efficiency of data delivery

In most cases, the data is delivered from one end host to enbthIP unicast. Thus,
redundant trilic and prolonged e2e latency are unavoidable. Theiency of ALM can
not compete with IP multicast. Even for the overlay multicagproaches, they can not
achieve commeasurable performance as IP multicast be€ssctually still depends on
ALM (e.g., application layer multicast tree within eachstkr).

e Easy implementation

ALM and OM shift multicast functionality from core routers énd systems and sometimes
overlay proxies, without relying on the IP multicast (e.d? rhulticast-enabled routers).
Although they are notfécient as IP-based multicast, they can be easily deployecdttiet
current Internet and provide reasonable application pmidoce.

e Scarce knowledge of underlying topology

Unlike network routers, end hosts have either limited omerme information about the
underlying topology. However, it is the key challenge foeday construction. OM tries
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to address it by using overlay proxies to obtain the knowdedgout underlying topology.
However, this causes other problems such as overlay praxiggdacement, the high cost
for overlay proxies management.

e Resilience

End hosts are not comparatively stable as routers such thatiportant to find anfective
mechanism to recovery from failures. When we consider failecovery mechanism, it is
even harder to be performed in ALM approaches. As two comalyieincorrelated overlay
links may traverse several times through the same undgrhinks, it is dificult to select
the backup paths.

e Scalability

For many applications, multicast is a suitable solutiondpbe-to-many or many-to-many
data distribution model. But for some others applicatioms, real-time news or stock tick-
ets, a solution that scales to large groups is hecessahough some end system multicast
solutions are proposed to overcome the scalable issue,entmesive studies as well as real
tests are needed to better understand their properties.

e Capacity constraints

Compared with routers, end hosts have limited processimgpand available bandwidth,
which constraints the branching degree in the deliveryctire. In addition, the hetero-
geneity of end hosts make this problem more complex.

o Adaptivity
In application level multicast sessions, each end host miayar leave the group at will.
However, it does not happen in I[P multicast because the emfralbdes in the delivery tree
are routers which do not leave the multicast tree frequentngracefully. The dynamic
changes may have a great impact on the overlay construaign @ part of the overlay
may be partitioned from the entire hierarchy). TherefarédlLM another challenge is to be
adaptive to network condition changes.

Generally, ALM and OM approaches take advantage of overdywyarking techniques to address
the deployment issues of network layer multicast. Due teftisiency and incremental deploya-
bility, overlay multicast is considered as one of the mosiising techniques to support media
applications, providing information dissemination asrd#ferent administrative boundaries (e.g.
AS) and various platform for heterogeneous dynamic usarag@2]. Furthermore, we provide
four tables in AppendikJA to summarize above studies on apftin level multicast.

2.4.4 Peer-to-Peer Content Distribution

Content distribution on the Internet uses manyjeadent service architecture, ranging from central-
ized server-client mode to fully distributed peer-to-pewrde. The recent widespread use of peer-
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to-peer applications such as Gnutellal [53], peer-to-pe2P] IPTV [54] indicate that peer-to-peer
content distribution systems can provide more resiliemzkhagher availability than server-client
media distribution systems.

During the last few years, IPTV has been gaining a tremengopsilarity, identified by the in-
creasing number of operators that provide media distobuservices to residential users. Most of
the traditional IPTV systems rely on Content Delivery Netiv@CDN) or deploying a set of local
streaming proxies in every service domain. Relying on CDNvoeks (i.e., Akamai), Youtube
[55] is the market leader in online sharing videos over therlret. While these systemffer a
means for media delivery and streaming, as identified ini@&2f4.] they also pose a significant
performance challenge in terms of scalability and servetaydas the number of clients increases.
For instance, Saxere al. [56] showed that YouTube might have very high service defaymost
popular services since it always retrieves video conteat@instant rate at any stages. To solve
these issues, P2P technologies have been applied to subpdftsystems, namely, P2P IPTV
systems. These systems capitalize receiver’s bandwidifotade services to other recipients and
only rely on IP unicast.

Figure 2.5: Example of Peer-to-Peer Media Distributiont&ys

Nowadays, the capacity of arbitrary peer (e.g. client’s potar) can be comparable to that of a
server in terms of processing power, memory size and sta@iagethat is, a peer can act both as a
server and as a client. As shown in Figlird 2.5, end hosts dsear”, “client” and “forwarder”.
Each end host is called a peer and data is replicated at eachméforwarded to other peers. Dif-
ferent from general P2P file sharing, P2P media distribugimtem poses more stringent resource
requirements for real-time media transmission. A stréaghtard way of building such a system
is to use application level multicast which has been preskint Sectiol 2.413.
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The main diference between a P2P media distribution system and ajmtidat/el multicast-
based media distribution system is peer management. Inotiheef type of system, peers are
organized in a more flexible and self-disciplined way, nataessarily a dedicated structure. In
ALM systems, peers need to maintain a kind of order or strectas described in Sectibn ZK.3)
to help transmitting media data among users.

Peer-to-Peer Network Structure

The peer-to-peer network can be categorized into thresedasccording to the hierarchy structure:
1) unstructured; 2) structured ; 3) hybrid infrastructure.

e Unstructured:The placement of video content is completely unrelateddmtrerlay topol-
ogy. In an unstructured P2P network, video files need to katddc Searching mechanisms
vary from straightforward force methods, such as floodirg ribtwork with propagating
queries in a depth-first manner till the file is located, to ensophisticated and resource-
saving strategies that use random walks and routing in{&8s[58]. Here, routing indices
refer to the tables of information about other nodes, whygically provide a list of neigh-
bors that are most likely to be “in the direction” of the videantent according to the query.

Unstructured systems are generally more suitable forfidiihamic node populations. The
representative examples include Napster, Publius [59)itéla [53], Kazaal[60], Edutella
[61]], as well as others. The searching algorithms deployetthiése unstructured systems
imply the availability, scalability and persistence issue

e Structured:Structured networks have emerged in an attempt to address#ability prob-
lems that unstructured systems were faced with. In stredtaetworks, the overlay topol-
ogy is strictly controlled and video files are placed at welsi specified locations. Through
a mapping between the video content and the location (e.de address), queries can be
efficiently delivered to the specific nodes with desired videowelver, a fundamental weak-
ness of structured systems is that it iffidult to maintain such a structure in case a large
number of transient nodes join or leave the system.

Typical examples of structured systems are Chiortl [62], C&H, [PAST [64], and Tapestry
[65].

e Hybrid: Another category of P2P networks between structured artduatisred are referred
as hybrid networks. Although the locations of video contam not completely specified,
they may be impacted by routing requirements. A example of suhybrid network is
Freenet[[656] in which files are identified by unique binary keyhese keys are generated
based on a hash function on a short description of the ofigimaer. Its main focus is taken
on security, publisher anonymity, deniability, and datalioation for availability.
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Peer-to-Peer Content Distribution Systems

In this section, we introduce some selected P2P contemitdisbn systems which are the repre-
sentatives of aforementioned structures.

Gnutella

Gnutella is a typical example of decentralized unstructi?@P network. Like most peer-to-peer
systems, Gnutella builds a virtual overlay network withoiten routing mechanism, allowing users
to share content with other peers. There is no centralizeddawation in the network and users
connect directly with each other through the software aggilin that performs both as client and
server.

Gnutella relies on an application level protocol to suppbe communication between servants
[67]. It provides four types of messages to manage the group:

Ping A request for an arbitrary host to announce itself.

Pong A reply to the Ping request, which contains the respondBrand port, and the number and
size of the shared files.

Query A lookup request which includes a search string and the sepirements of the respon-
der.

Query Hits A response to the Query message. It carries the respon@ep®it and speed, the
number of matching files, and the indexed results set.

The original Gnutella architecture uses a “flooding” meésianto deliverPing andQuery mes-
sages. To limit the overspread of the network, each messzaeh consists of a Time-To-Live
(TTL) field. Once the value of this field reaches zero, the mgsss dropped. The scalability
issues arose from the fact that using TTL largely limits treaavhere the message could reach.
In order to locate a file in an unstructured system such aseBauhondeterministic searches are
the only option since the peers have no way of finding files lasguwr random selection.

Chord

Chord is actually a P2P routing and lookup infrastructur grerforms a mapping between the
file identifiers to node identifiers. Content locations canirbplemented on top of Chord by
identifying files @ata item3 with keys and storing such paikdys data iten) at the node that the
keys map to. The keys are assigned to both files and nodes ditteeministic function[62].

The network in Chord can be considered as a ring or a circlengdle Identifier (ID)s are ordered
in the “identifier circle” modulo 2 wherem is the key length. Each node is responsible for the
key k if its identifier is equal to, or follow&. The node is called the successor node of kelyor
example, FigurE216 shows that a Chord identifier circle @iostthree nodes, namely, 0, 1 and 4,
wherem = 3. According to the above definition, key 1 is located at nodke¥ 2 is assigned to
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node 4, and key 7 at node 0. Through the deterministic functach node is only required to
know its successor on the circle. In this example, queriegdy 2 are passed around the circle
via its successor node 4.

id =1\

successor(1) =1

successor(2) = 2

id =4

Figure 2.7: Example of Node Joining in Chord.

Chord also handles nodes joining and leaving. When a new mfmdes the network, correspond-
ing keys previously assigned s successor will be assignedrioSuppose node 2 joins the above
Chord circle. As depicted in FiguEe2.7, node 4 is no longspoasible for key 2 but instead node
2 is assigned with key 2.

Since only one data element per node is guaranteed for thectaouting of queries, the per-
formance may degrade dramatically when routing infornmatgoout-of-date or highly-dynamic
changes due to nodes joining or leaving the system. To isertdae #iciency of lookup algo-

rithm, “finger table” is proposed to maintain additional tiag information. In the finger table,



2.4. Media Distribution Architecture 32

each entry points to the successor of node 2i. If a noden queries a lookup for kel, finger ta-
ble searches for the highest naggevhose ID is between andk. If such a node exists, the lookup
starts again from node,. Otherwise, the successor of noalés returned. The time required to
complete lookups ar®(logN) for N node system in a steady stage.

Freenet

In fact, Freenet is a loosely structured P2P network, whigddfile identifier and node identifier
to generate an estimation of where the content may be lacétedeschain mode propagation
approach to forward queries among nodes [66].

Each Freenet node maintains its own local database, whavaifable for the entire network to
read and write, and a dynamic routing table containing tlkkesses of other nodes and the files
to be shared among other nodes. To search for a particulathil@iser sends a request specifying
thekeyand TTL value (similar to the value defined in Gnutella).

Newcomers join the Freenet work by first discovering the anmore existing nodes, and then
sendsData Insertmessage in order to insert new files to the network. Any nodeiving such a
request, checks whether the key already exists. Otherttieejode looks for the closest key in
terms of lexicographic location in its routing table, andafards the request to the corresponding
node. Thus, newly inserted files are placed at nodes witHagikeys.

For such a purely decentralized content distribution sgstew to obtain a key associated with a
specific key remains open. Besides, how to handle a largenebf indirect files is unresolved.

Summary of P2P Media Distribution Systems

P2P systems capitalize receiver's bandwidth to provideises to other recipients as depicted
above. However, available bandwidth or processing capatithe peers is still an issue, which
differs a client from a media server. To build affi@ent P2P media distribution system, the
following aspects are essential to be considered:

e Peer management and distribution hierarchy construcéaoh requester must find supply-
ing peers in order to get relatively better Quality of SeeviQo0S).

e Heterogeneous capacity: peers may have limited bandwalthaity or are unwilling to
contribute resources. A recent stuflyl[53] revealed that 8986 of the peers do not share
any files. To encourage capable peers to contribute morestodtwork, several incentive
mechanism<[68][169][170] have been recently discussdideimesearch committee.

e Dynamic adaptation: peers may join or leave the media sessiany time, which is known
as the transient nature of pedrsl[71].
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2.5 Networking Considerations

2.5.1 Media QoS Control

There have been numerougagts to provide QoS over the Internet since most of the meidia
applications are inherently QoS-sensitive. For exampal control and congestion control are
desirable for video streaming applications. Congestiarircbcommonly relies on rate control by
adapting the sending rate to the available bandwidth of gteark. We briefly introduce some
major approaches for congestion control and rate control.

Congestion Control

Congestion control is mainly used to prevent packet losseahace e2e delays. Most of the current
congestion control methods rely on end-to-end mode by UB®E to regulate the rate of video
stream to the available bandwidth. Once the network is tedegs congested, congestion control
mechanisms at the sender side will reduce the sending radeitidnally, Explicit Congestion
Notification (ECN) [/2] provides a congestion indicationthwd for incipient congestion. Upon
receiving an indication from the network, rate control metbms can be applied to regulate the
rate of video stream to the available bandwidth. The ratércobmechanisms can be classified
into three categories: endpoint-based, hybrid rate cbatrd path aggregation.

For the endpoint-based congestion control [73]] [74], terse is responsible for adapting the
video transmission rate for each video session. All sessieed feedback information about the
present network status. Based upon the feedback, the sexgperctively regulates the rate of
video stream.

For the hybrid rate control, both the sender and receivdesgiegulate the rate of videos streams
simultaneously. A typical example is a layered multicakesee [/5], in which it adjusts the video
bit rate to the available bandwidth at the receiver side.eNloat reducing the bit-rate of encoded
video to avoid the congestion will consequently cause tdecton of the visual quality. This
issue has been extensively studied, for example by Lam EfGit.and by Cuetos and Rogs]77].

Previous research works have shown that path aggrega8prfd] may overcome the bandwidth
deficiency by an ficient multiplexing and selecting low latency paths fittimgoi user’s require-
ments. Besides, it can reduce performance degradatiorodhight path latencies and loss rates. If
a Forward Error Control (FEC|][80] strategy can be appliedgcouple the transmission of error
correction frames from the associated data, it can providegtion against correlated losses.

Fragmentation Issues and Error Control

Applying congestion control may alleviate the impacts .(edge to network congestion) on the
video quality, other changes of network conditions camh &gult in the diminished video stream
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quality: server or router failures; packets arriving oubader; packet fragmentation. Particularly,
the packet fragmentation has been considered as one of stenfloential factors. The reason for
media fragmentation is that network cannot support mone 180 byte packets while generally,
media encoder produced packets ddd0-4, 000 bytes. So network has to break encoded packets
into smaller fragments to be fit for the network requiremeiftone of the fragmentations is
dropped, the original datagram may have to be fragmentdd agd retransmitted. This not only
prelongs the service delay but wastes the network resaurces

Recent works on addressing the fragmentation issue foctesagtive mode which provide a com-
pensation to correct the errors. There are four methodstagedover from video errors: 1) Link-
layer error control; 2) retransmission-only error contr8) error concealment; 4) error-resilient
video coding.

e Link-layer error control includes FEC and Automatic RepRatjuest (ARQ)[181]. FEC
adds redundant information into the messages, also knoan egor correction code. The
original message can be reconstructed by using the reduodde when errors occur. This
allows the receiver to detect and correct errors withouingsthe sender for additional data.
Differently, in ARQ the receiver natifies the source only wherphekets are corrupted and
needed to be retransmitted. It mainly relies on acknowledes and timeouts to achieve
the reliable data transmission.

A variation of ARQ is Hybrid ARQ (HARQ) associated with bofEC and ARQto get a
better performance, particularly over wireless channEls. example, type-lIl HARQ sets
a constraint on the maximum number of retransmissions facked [82], [83], which is
pre-defined and fixed. When the receiver detects the lossc&episl under the condition of
Te + RTT+ Ds < T4(N), whereT, is the current timeDs is a slack term, andiy(N) is the
time when packel is scheduled for playback, the receiver requests for an&tnassion of
packageN from the sender.

e Retransmission-only error control is identified inapprater for real-time multimedia appli-
cations due to its high latendy[84]. However, afleu-controlled Retransmission-based Er-
ror Control (BREC) takes advantage of the motion prediciiap employed in most motion
compensation-based codecs| [84]. Such a method does notragy artificial extension of
control time and play-out delays, and thus can be selectesbfiporting interactive media
applications.

e Error concealment is proposed by hiding errors from humacgption. The key idea behind
the proposal is to use redundant error bits with “high-fiydrin terms of loss rate and
importance to flip the “chosen” error bits. Therefore, it &y useful for one-way systems
like video broadcasting which requires no feedback anémsmission of media streams

[B3], [5].

e Adopting Fine Granularity Scalable (FGS) in MPEG-4 enalaldayered and fine gran-
ularity scalable bitstream with flierence importance atftitrent layers (e.g. base layer,
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enhancement layer). However, it causes several problenes walivering enhancement
layers in FGS bitstream over an error-prone channel sireenhancement layer can only
provide weak error detection capability. Therefore, MPE{Beludes some error resilience
techniques to enable a robust transmission of compresded @ver noisy communication
channels. An overview of video error resilience technigigsgsresented in[86], in which
error resilience techniques are classified into four categol) encoder based techniques;
2) decoder based techniques; 3) interactive based ted@®)ig) proxy based techniques.
Ge, Peng et. all[187] comparedidrent error resilience algorithms for video multicasting
on Wireless LANS.

2.5.2 The Protocol Stack for Video Distribution

So far, we introduced the video processing mechanisms, tthanservice requirements at the
server side, as well as the architectural consideratiorfarto support video distribution. In this
section, we present protocols designed for communicattweéen clients and streaming servers.
According to diferent functionalities, we focus on three layers: netwoykltatransport layer and
session layer, as shown in Figlirel2.8. Network layer prdsocminly provide a basic network
service support. Transport layer protocols are the maimeonicator between endpoints. Session
control protocols are defined to control the delivery of naestreams within an established video
session.

Network Layer

In the network layer, IP is chosen as the main network layetopol for video streaming. For the

multicast purpose, Internet Group Management Protocdif(is used between end hosts and
their inter-mediate multicast agents like routers to supfie management of groups (e.g. cre-
ation of a transient multicast group, periodic updating rugp membership, addition or deletion

of group members). Since the traditional Internet lacks Qg&port for the multimedia transmis-

sion, a user can depend on Resource Reservation ProtocdP)HE8] to request a specific QoS

guarantees from the network. Then, the RSVP protocol cathie request through the network,
and traverses each node which the network uses to carry thiaisteeam. At each node, RSVP
tries to make a resource reservation for the upcoming vittears based on local admission con-
trol and policy control.

Transport Layer

Considering the transport layer, Real Time Protocol (RB9] s a transport mechanism often
used for real-time media data. It includes two main comptséRTP and Real Time Control Pro-
tocol (RTCP). RTP supports the media synchronization m@shaby providingtime-stamping,
source identification, participant identification and cesponding RTP timestampdo ensure
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Figure 2.8: Protocol Stacks for Video Streaming

playback successfully, RTP employs sequence numberindat® pncoming packets in order.
RTCP mainly dfers control-related functions to the media source suchrgastion control, QoS
feedback to an application. Based on the feedback, the sendé¢he receiver can adjust the trans-
mission rate, and determine the current network statusl@egl network congestion); re-evaluate
the network performance of media distribution.

Session Control Layer

Real-Time Streaming Protocol (RTSP)[90] provides sessmirol for media streaming services.
The main function of RTSP is to support VCR-like operatiosissh as fast forward, rewind, step
backward. In the session layer, Session Initiation Prdt®i®) [91] is used to create, modify and
terminate media sessions. SIP relies on Session Desariptmtocol (SDP) to transmit signaling
messages. Moreover, Session Announcement Protocol (98Pis[created to assist establishing
multicast sessions, for instance, to carry the relevargigessetup information to prospective
participants. SAP is always in conjunction with SIP and RTB&ocols. During a multicast
streaming of a video file, SAP periodically multicasts vigekets containing a description of
this session. At the same time, remote participants in theratession directories can use the
received description as a start tool to join the session.s;TBAP can be regarded as a guidance
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to the media session since multicast services can be dispeysroader areas and attract more
participants.

2.6 Security Considerations

The last and very important issue in any media distributipstesn is security. Several research
works have been studied in media distribution algorithnsanchitectural mechanisms, however,
very few dforts has been focused on security issues. In general, theegity properties are
necessary for a deployable video streaming system oventhkt: authentication, authorization,
and video confidentiality.

2.6.1 Authentication

Authentication is the fundamental requirement for any ises/through which source identity,
user identity, and integrity of video streams during delvean be identified. The server needs to
authenticate whether the user is exactly a valid receivetlauser needs to ensure the server is a
legitimate service provider. To validate the both sidegitdl certificates or digital signatures are
commonly used.Unfortunately, most of the current appreadbcus on one-way authentication
(i.e., server to client) using the third party authority. idover, it is also important to consider how
to protect the integrity of video streams. Otherwise, conpellution attack can be devastating as
polluted video may spread through the video distributiostesy if unsuspecting users download
the polluted video into their sharing folder, from which ettusers may then download it again

[©3].

2.6.2 Authorization

Even though the users and the server are mutually authtratjdhere are still a series of gaps left.
For example, how to verify the exact services between thacgeprovider and the users who are
now allowed to access the video stream? Which kind of videoidilaccessible by the arbitrary
user? How to charge the users if they request for the service?

To fill in these gaps, authorization is usually requiredratie authentication phase. In a typical
authorization model, the type of services, the duratior tihservices and the accounting type are
elementary components. In addition, it often relies on wygpphy that is a process of converting
ordinary information (e.g. plaintext) into unintelligélgibberish (i.e., cipher). The detailed oper-
ation of a cipher is controlled both by the algorithm and,asteinstance, by a key. Based on the
cryptography, authorization allows the server and useshamge encrypted keys under a protected
tunnel. To strengthen the communication between the sengusers, some conditional access
systems can be employed, for example, with embedded watksritathe video stream. These
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watermarks provide the complementary authorization eMéeiuser has the permission from the
initial access model.

2.6.3 Video Confidentiality

To keep the confidentiality of a video is a critical securigpect for most video applications
without this protection uncountable illegal video streanmesy be produced or replicated. It is also
a hard problem since many systems can only prevent “casapyirg via either a serial number
or time stamps. For media streaming applications, confialéptrelated elements include the
identifiers of clients, the identification of protected wdstreams and an agreement for a legal
video copy. Some protection mechanisms rely on watermankscanfidentiality information
embedded in the video stream headers. A more complicatedityemodel for media streaming
systems allows the combined use of cryptography, digighatures, video watermarking and
personal information binding for securing digital videcestms.

2.7 Overlay Multicast-based Video Distribution Architecture

So far, we identified the requirements for video distribaitgystems, and presented main chal-
lenges in supporting media distribution services, as wepravided the architectural considera-
tions.

Taking all aforementioned statements into consideratianpropose a video streaming architec-
ture shown in FigurE219, which involves both sides of a medi@er and clients. Here, overlay

multicast and caching mechanisms are chosen to constiteteédia distribution architecture as
overlay multicast is a desirable solution because offtisiency and deployability. The overlay

proxies can store some video prefix or special part of videxasis, by which clients can directly

receive the required video without long-haul delays. The-cached portions, if needed, can be
retrieved from the media server. To be moficient, we employ caches into the clients’ side
which can further improve performance in terms of reducedice latency.

In the context of this thesis, we are interested in providingverlay multicast-based framework
that can support a large-scaldfigent, and reliable video transmission. Since we are concen
trated on protocol-oriented system design, the softwadeagplication specific aspects will not
be further explored in the following thesis. These aspeuthide the media fundamental aspects
and media QoS control. Instead, we assume existing appsaemn be used to achieve the basic
support, and they are not the main focuses of this thesisséaurity issues, we intend to provide
some rudimentary protection but more serious securityiderations are not part of our primary
tasks.



2.8. Summary 39

I Media Server p——
w

Packets Sending Rate

Application |
QoS control

Monitor

: Network

Video Stream:  e—)p>

Control MESSAZES: e

Overlay proxy: l
Router: =

Application
QoS control

Media
Synchronization

Proxy cache:

Figure 2.9: Overlay Multicast-based Media Distributiorclitecture with Proxy Caching.

2.8 Summary

In this chapter, we first identified the video requirementssfgoporting media distribution system
on the Internet. Then, we presented the architectural deretions in order to meet the afore-
mentioned requirements. Meanwhile, we investigated Gomelivery Network, Network Layer
Multicast, Application Level Multicast which includes djgation layer multicast and overlay
multicast, and Peer-to-Peer Media Distribution approach@ur investigations were comprised
of the identification of existing challenges in each clasdifsystem, exploration of possible so-
lutions, and a brief summary of these approaches with regartheir advantages and potential
weaknesses. Further, we categorized the constructionesfagvhierarchy into five types, which
facilitated the understanding of application level mast Similarly, we classified P2P network
structures into three categories, and presented a repagerprotocol for each category.

The above investigation provided insights towards bugdirscalable, facient and reliable media
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distribution system. Finally, we proposed an overlay noaki-based video distribution system,
in combination with some caching mechanisms to fulfill thewsbrequirements as well as to
overcome the above identified challenges.

In the rest of the thesis, we focus on providing diiceent and cost4@ective solution for large-
scale media distribution services. Keeping the above teraatchitecture (in Figue_2.9) in mind
facilitates the understanding of our proposed framewof&hapte[B. However, instead of deploy-
ing some dedicated proxies the new framework completelgsen end hosts to self-organize into
an overlay hierarchy. However, the proposed new framewankbe easily extended with deloying
some infrastructure nodes (e.g., proxies).



Chapter 3

A Dynamic Mesh-based Overlay
Multicast Protocol (DMMP)
Framework

3.1 Introduction

Multicast has emerged as affieient mechanism for supporting group communications, ssch
video and audio conferencing, multi-party games and comtistribution. Unfortunately, appli-
cations of network layer multicast (IP multicast) for waride media streaming services remain
limited due to its technical and deployment issuies [34]].[3® solve these issues, various non-
network layer multicast solutions have been proposed.

Aforementioned application layer multicast and overlayltioast approaches take advantage of
overlay networking techniques to address the deploymetiigms of IP multicast. Among them,
overlay multicast is considered as the most promising teloigies to support media distribution
applications, with its ability to disseminate informatiacross dferent administrative boundaries
and various platforms for heterogeneous, dynamic groupssefs [[94]. Additionally, the ex-
plosive growth of multimedia services and applicationsrdabe Internet necessitates streaming
media to a large popularity of users. However, with the eurtechnology, it's hard to develop a
comprehensive media distribution system due to the foligvtwo challenged]1].

First, the total number of concurrent clients the systemsgport is limited by the resources
of the streaming supplier. Second, current media streapriogosals usually have limitations in
reliability and scalability. The reliability concern aes from that only one entity is responsible
for all clients. The scalability issue is resulted from tlaetfthat adding internet-scale poten-
tial users requires the commensurate amount of resource teupplying server. Meanwhile,
aforementioned proposals could not explicitly support imedstribution applications (e.g. media

41
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streaming) in a large scale.

Motivated by the studies in ChaptEr 2, we propose a new gvenlalticast framework which
manages a dynamic mesh-based overlay core and only invparéisipating end hosts without
relying on the availability of delicately deployed infragiture nodes, while providing certain
degree of #iciency, reliability and resilience. We integrate the cdiyatiassification and locality-
awareness into the DMMP-aware overlay hierarchy, whicheadke framework more scalable
and dficient.

The remainder of this chapter is structured as follows. i8e@&.2 summarizes the properties

of the DMMP framework, which overcomes the aforementioned issues. Sectidn 3.3 gives a

brief overview of the DMMP framework. Then, Sectibnl3.4 sfies the messages used in the
framework. The protocol details are explained in Sediiéh Sectior-36 illustrates the criteria

used to evaluate the capacity of the end host. Further, songderations on security aspects are
presented in Sectidn3.7. Lastly, we give a short summargaii@[3.8.

3.2 Properties of DMMP

The DMMP framework is organized into a two-tier overlay ahy and the mechanisms are in-
troduced to dynamically manage and maintain the hierarthg.key idea behind DMMP is to let
a few end hosts selected and self-organized into an overaj iiuring the multicast initialization
phrase and also when group member changes, and dynamiaihyam such a mesh. Although
routers may also be manually designated (e.g. by ISPs) &tremh the mesh, this document ini-
tially discusses the approach via end hosts. Specifichlgretare four design challenges to be
addressed in DMMP:

1. DMMP considers thbeterogeneous propertie$ group members by evaluating their avail-
able bandwidth during runtime. In this framework, high-aeipy nodes which are able and
willing to make more contributions to the network are expddo get better performance.
This incentive-based mechanism may help maximizing thgeuséavailable bandwidth for
the entire overlay tree.

2. Scalabilityis one of the main problems to be solved in the multicast apfiins. In DMMP,
each end-host may act as a potential server for other clamdsthe number of possible
servers increases at the same rate as the end host cliefReeAt-Peer (P2P) technologies
have been deployed to support various services over thaéttet is possible that more end
hosts resources are available in the network. Once a natetfte DMMP multicast session,
additional resources are available to the whole system.refdre, the DMMP system is
scalable as it can potentially support a number of clients.

3. DMMP also considers thgerving quality of medi@o end hosts (e.gend-to-end service
delay). When constructing the overlay multicast tree, high-céganodes are given a high



3.3. Framework Overview 43

priority to stay at the higher level of the overlay tree. Inure, this allows DMMP to
generate the tree as short as possible and accordingly #rallogelivery delay could be
reduced.

4. DMMP specifically considers the transient nature of ensthand attempts to prevent in-
capable or short-lived nodes from staying close to the caritthe multicast tree. Conse-
quently, the DMMP overlay structure is relativedyable and resiliento dynamic network
changes. Those who frequently join or leave the multicassisa are expelled from the
core of the overlay. Thus, any failure of a single node maultés a transient instability
in a small subset of participants, but it will not cause a statghe in the whole overlay
framework.

Section[3:31 and—3.3.2 explain how above features can hevachin DMMP. Moreover, we
evaluate these features through both theoretical and afiondbased analysis in Chapiér 4.

3.3 Framework Overview

Since the DMMP framework is proposed to support large-seaddia distribution, it consists of

two types of functionalities: control plane and data plahke former is mainly used to manage
the DMMP-aware overlay hierarchy, and the latter is degigioe delivery of media data to the

end hosts.

Although the tree-based overlay structure (cf. Sedion3}.® regarded as the mosffieient
approach for data distribution in a stable network, it is eft¢ctive for multimedia distribution
under dynamic scenarios. The main reason is that a purettuetuse has dficulties to meet both
high bandwidth and high reliability requirements. The fifigticulty is caused by the structure as
the delivered service quality to downstream hosts is lichtig the minimum bandwidth among
the upstream connections along the data delivery path fnensdurce. For instance, a member in
the OMNI [31] tree receives data only from its upstream nauke the data reception rate of this
member can not be greater than its upstream node. It is eves difficult in the core network
where each Multicast Service Node (MSN) should be resptangib delivering a large amount of
data to a whole cluster. Towards reliability, a pure treeugmess robust than a full mesh because
a single node failure or a loop can easily partition the erttiee and disable the communications
among members.

Different from above proposals, a dynamic DMMP-aware mesh a®miltiple forwarding
solutions is introduced to increase the throughput of thelevbverlay network. Such a mesh will
allow the reception of packets from multiple nodes othentlnam the single upstream node.

Figure[31 presents an overview of the DMMP framework. H#re,control plane composes an
overlay mesh and some core-based clusters. Data planeiis,tthilt on the top of the structured
control plane. Meanwhile, the source entity and a set of rsapdes form the overlay mesh,
through which each super node supervises one cluster.
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Figure 3.1: Overview of DMMP Framework.

3.3.1 Control Plane in DMMP

Before we explain how to configure the control plane in the DRIMamework, we identify the
main reason why DMMP needs to consider the degree boundeiansing applications. Our de-
sign philosophy is motivated by the fact that in most medi@eshing systems available bandwidth
resources possessed by a multicast group ardficismt during the runtime, which can be easily
observed from the available bandwidth][95]. Therefore, vappse to use a combination of avail-
able bandwidth[[96] and uptime to represent the capacityaohedMMP-aware hosf{[97]. For
example, upon an assumption that the bit rate of medsaaisd the outbound bandwidth of an end
hosti is b(i), the total number of connections it can establish(iy/ B which is also the maximum
degree of the end host. Moreover, the usage of availablevbdtidin the overlay routing has
become possible, based on recent advances in availablevioimaneasurement techniques and
tools [98], [99], [100]. Obviously, if an application hasditional requirements on end-to-end de-
lay or loss rate, these metrics can be jointly considerethguhe overlay hierarchy construction.

The construction of the control plane is composed by twospaiynamic-mesh and local clus-
ters. We first present the procedure how the mesh core is coedig For simplicity, the DMMP
framework relies on Rendezvous Point (RP) to bootstrap neminers.

e Step 1: After an initialization phase, the RP will calcul#te out-degree of each end host
and classify them into two categories: leaf nodes and nahrAedes. If one’s out-degree is
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less than two, the end host is sorted as leaf node becausednbareceive data from the
incoming connection.

e Step 2: The information of two-category nodes are respagtstored at the RP. Meanwhile,
all non-leaf nodes are placed in the order of their out-degend the related information is
reported to the source. On receiving the list of ordered Ieahnodes, the source selects
an application-specific number of them as super nodes. Tiudes are expected to have
higher capacities as defined in Sect[on—3.5.2, and are usedriage the multicast group. In
the initialization stage, high capacity nodes refers toasodith higher available bandwidth
since the current uptime for all members is zero. Tiicently manage the group, the
capacities of each super node are also stored at the sout¢beaRP.

e Step 3: After being selected, the super nodes organize theessinto a mesh rooted at the
source. The overlay mesh construction is mostly motivateh ff201].

As one of the main features of DMMP, it considers the hetaregas capacities of group members
by evaluating their available bandwidth during runtime katthigh-capacity nodes (i.e., super
nodes) which are able and willing to make more contributimnthe network are expected to get
better performance. Based on selected super nodes, sombas®d clusters will be formed to

connect with the mesh nodes, namely, the super nodes.

e Step 1. After constructing the overlay mesh, the next stap ferm core-based clusters.
Each non-super node will firstly consult its local cache fguex node candidates. If there is
no suitable candidate, it queries the RP immediately. Tth@requester caches these newly
received candidates, from which it selects the best onedb@se2e latency measurements.
If there are multiple super nodes which can provide simite katency for the node, one of
them with higher out-degree will be chosen.

e Step 2: Those non-super nodes sharing the same super nodermih local cluster. The
cluster formation is initiated by the super node which anmswer informing the RP and
contacting the source. Generally, certain number (duedctiper node’s available band-
width) of end hosts with higher capacity will be selectedtasmmediate children. This
operation guarantees that the multicast tree within eatar meets the bandwidth need of
media streaming applications.

e Step 3: Afterwards, direct children of super nodes choosesmwdes with higher capacities
(i.e., out-degree, e2e latency) as their children. Thisctiein method will expedite the
convergence of the tree and alleviate the average latency.

The iteration will continue until all cluster members joimettree, and accordingly the control
hierarchy is constructed for the multicast group . For the s resilience, each node in the local
cluster should keep some information of its relatives in @l cache. In this chapter, these
entities (i.e., parent, PLN, child, CLN and siblings, assieeSectior_LR) are denoted as relatives.
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3.3.2 Data Plane in DMMP

Compared with existing application level multicast appiees, DMMP is designed to be more
stable, #icient and applicable to support large-scale groups withelying on predetermined in-
termediate nodes in the network and potentially get betgfiopmance. While the current DMMP
framework is designed for single-source multicastingait be easily extended to support multi-
source distribution using decentralized servers (e.g. @DSectioZZ411).

In order to overcome the two challenges identified in Sedddh media streaming task in DMMP
is accomplished through the following two phases: (1) ademand overlay core (or called mesh)
is established to achieve the optimized performance; (&dban the structured mesh, several
clusters are formed to connect with selected mesh memtsarsly, super nodes.

- DMMP distributes the task of group management and dataeadglito the super nodes
(which construct the on-demand overlay mesh), which cavialle the server bottleneck at
both available serving bandwidth and management cost. dergit alleviates the risk of
one entity dependent reliability by distributing the oeaid to a set of decentralized nodes.

- Based on the structured mesh, several clusters are foroneainhect with selected mesh
members. DMMP applies the concept of locality-awareness @ggregated clusters) into
the group management so that it can dramatically reduceotiiteat overhead and complex-
ity of the overlay maintenance.

Basically, a source-based DMMP architecture consists ehdey, several receivers, one or many
Rendezvous Points and Domain Name Systems (DNSs). Typieallespective data channel
between two entities is established by exploiting the edgprotocol stacks such as UpPRternet
Protocol (IP) or Transmission Control Protocol (T@P) The data channels utilize IP unicast
according to the underlying IP transport scheme.

Figure[3:2 depicts an example of data delivery within a DMB#are cluster. In this example,
data is firstly replicated into three copies, respectivaijvéred from the super node to its direct
children 1.1, 1.2, and 1.3 using IP unicast. Similarly, nddereplicates copies of data according
to the number of their children (e.g. two copies), sendingdde 1.1.1 and 1.1.2. Before long,
node 1.1.1.1 receives the copy of data from its parent 1ld.the next iteration, the receiver will
similarly make copies and deliver to its children.

In addition, as required in real-time media streaming sewia sequence of media packets should
be transmitted with minimal communication delay and maximhandwidth support. Therefore,
DMMP tries to meet both requirements.

3.3.3 An Example of DMMP Overlay Hierarchy

Let us explain how to construct DMMP overlay hierarchy by aib@&xample. In FigurE=3.3, a
corresponding communication channel between the soumtdrBnis built. Basically, a source-
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@ End Host 1.1.1 1.1.1.1
& Super Node J—— I/i\

Figure 3.2: Example of Data Delivery in DMMP.

based DMMP framework consists of a sender, several recgigae or many RPs and DNSs.

Assuming that it is the first time to construct the overlayr&iehy, then:

Step 1: When obtaining a list of group members from the RPstliece selects six end hosts as su-
per nodes. In Figule_3.3, they are listed as A, B, C, D, E, afithése end hosts are actually
used to manage the multicast group and relay data from theesta other receivers. This
classification can alleviate the routing burden at the mediace by using super nodes to
perform data delivery to the end hosts.

To illustrate the super node selection mechanism in a sinvple we assume that the ca-
pacity of each host is linearly distributed. Thus, we as$igncapacity of each end hast
as follows:

- +cC-t. 3.1

where b; is the available bandwidth of nodgeN is the total number of group members and
is a constant. Moreovet;, starts to calculate the time duration from a node joining e
ticast session to its leaving, or called uptime. Again fa shme reason mentioned in Sec-
tion[331, we consider the available bandwidth during tifes node selection. Obviously,
if an application has additional requirements on end-t-@d#lay or loss rate, those metrics
could be jointly considered in expressidn{3.1) during tkerkay hierarchy construction.
The proposed equation is very flexible, which can be adjuatsbrding to application-
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Step 2:

Step 3:

Rendezvous Point
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Figure 3.3: Example of DMMP Overlay Hierarchy.

specific requirements. In the initialization stage, nodéh higher bandwidth support will
be naturally selected as super nodes since the currenteljginero.

After selection, super nodes self-organize into\atlay mesh rooted at the source. In
addition, the source is regarded as a member of the DMMPeamash since if the hosts
are located at the same access network as the source, tke@erpackets directly from the

source instead of from other overlay nodes. By doing this,NIlMaware overlay tree can

save the delivery time and the network resource.

During the cluster creation procedure, each noarsupde firstly consults its local cache
for super node candidates. If there are no suitable camdidiiqueries the RP immediately
to obtain some new candidates, from which it chooses thedwmstibutors based on e2e
latency measurements. For example, node 1.1, 1.2, 1.3, 1.1.2 and 1.3.1 all choose A
as their super node. It is very important for multimedia a&atlon to consider the locality-
awareness since it can save resources for the network prewdhen a large amount of
traffic traverse within local networks. Recently, there have meaansive discussions and
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contributions on P2P tfc optimization through locality-aware managemént [ 1021
Therefore, ISPs and end users can both benefit from localgre clusters.

Step 4: Then, node 1.1, 1.2, 1.3, 1.1.1, 1.1.2 and 1.3.1 fdooad cluster. The cluster formation
is initiated by the super node A which is responsible foriinfing the RP and contacting
the source. Due to the A's available bandwidth, three entshisl, 1.2 and 1.3, with larger
capacity are selected as its immediate children.

Step 5: Since the capacity of super node A is exhausted,pbnels to node 1.1.1, 1.1.2 and 1.3.1
with its immediate children and an indication of rejectidrese requesters then seluin
requests to 1.1, 1.2 and 1.3. In this case, node 1.1 acceptediests from node 1.1.1
and 1.1.2, and node 1.3 takes node 1.3.1 as its child. Gineegluesters with higher out-
degree are likely to be accepted as the children. If therenatéiple acceptances, the end
host attaches to the one which is "near” to it due to the e2antat

Step 6: The iteration will continue until all end hosts camfitheir positions, and at the same time
the control hierarchy is initially constructed for the degrmulticast group.

Essentially, DMMP can be regarded as a hybrid approach dicatipn layer multicast and over-
lay multicast, which attempts to support one-to-many mettfieaming applications having hard
real-time requirement§][1]. The preliminary ideas of DMMd&& been proposed in [97] and the
ongoing Internet draft’[104]. The detailed description lné DMMP protocol is illustrated in
Sectio3b.

3.4 DMMP Messages

DMMP handles tasks related to overlay hierarchy managemauiticast tree configuration and
maintenance. It uses a common format to carry both data amtotpackets as shown in Fig-
ure[33.

Here,versionrefers to the current version of the DMMP protocol. Tree versiorfield is used to
prevent loops and partitions from the multicast tree. Stheemulticast session tree is initialized
and controlled by the RP, a loop free topology may be gengraltéoreover, since tree update
messages are independently disseminated to all group nngnthere is possibility that some
messages might be lost and received out-of-order figréint group members. These members
may replyRefreshmessages with updating their capacities. All these evamiklcause loops
and tree partitions. In order to avoid these failures, theMRRassign a monotonically increasing
version number to each newly generated multicast tree.

The Optionfields in the header defines various types of operation messag)shown in below.
Besides, th&ession IDandSource IDare generated by the RP and guaranteed to be collision free
in each multicast session. Moreover, equence Numbés used to identify the received media
packets. For future usagd®eserveds left for possible extensions.
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Figure 3.4: DMMP Packet Header Format.

In DMMP, there are seven pairs of control messages. Eachopaiontrol messages will be
exchanged between the DMMP-aware entities in a requestespbnse way.

e Subscription Request and Response - Group members getdfesadf RP from the DNSs.

¢ Ping RP Request and Response - During bootstrapping, each meinther group gets a
list of available super nodes from the RP, containing at leas active node.

e Join Request and Response - A newly joining member sendgsequorder to join the
multicast session and gets corresponding information fotive group members.

e Status Request and Report - To request the status reparsnigmhbors or relatives, and
accordingly to send reports to them.

e Probe Request and Response - To probe whether the targeisrsaiileactive or not.

¢ Inactive Report and Response - To inform the other group neesrtihat the target node is
inactive.

¢ Refresh Request and Response - To maintain the overlaydtigrahey are used to period-
ically update the capacities (such as uptime, out-degtfegfioap members.

To adapt to dynamic network changes, each end host mairtteensverlay core by periodically
updating its capacities. For example, it periodically exues Refresh messages with its neigh-
bors. If node A cannot receive this message from its neigtgompose node B, within the Refresh
timer, node A will send a Probe request to node B. If thereills®t Response returned, node B
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Table 3.1: DMMP Messages

| Messages | From | To | Operation |
Subscription Req. Group Member DNS Server Initialization
Subscription Resp. DNS Server Group Member
Ping RP Req. Group Member RP Bootstrapping
Ping RP Resp. RP Group Member
Join Req. Newcomer Group Member Member Join
Join Resp. Group Member Newcomer
Status Req. Group Member Group Member Cluster Member
Status Resp. Group Member Group Member Monitoring
Probe Req. Group Member Group Member Probing
Probe Resp. Group Member Group Member
Inactive Req. Leaving Node Group Member Member Leaving
Inactive Resp. Group Member Leaving Node
Refresh Req. Group Member Group Member Update
Refresh Resp. Group Member Group Member Information

will be confirmed to be inactive by a certain time. Then, th&® report, indicating node B being
inactive, will be used to inform the rest of group members.

Table[31 lists the DMMP messages according to the assddiE#MP operational phases.

Although TCP provides a generic protocol for a guaranteedyrder delivery of stream-based
messages, this reliability comes at a price in the perfoomaBesides, the communication pattern
in DMMP s strictly in a request-response mode, and most agesshave a small fixed maximum
size. Thus, it is preferred to encapsulate all DMMP messages UDP to provide the required
delivery guarantees without extra network burdens.

3.5 DMMP: Protocol Details

All DMMP-aware nodes and the source are assumed to be ableotw the IP address of the
RP. Also, once a source node starts the multicast sessionea dommunication channel will
be established between the source node and the RP. In thigheagecessary information like
the capacities of group members and active super nodes loewkichanged between them during
the lifetime of the overlay multicast session. Furthermdresduces the control overhead at the
source. Obviously, a DNS namespace is necessary to math&aRP information for a specified
multicast group. It is possible that multiple RPs serve fer same multicast group, e.g. for load
balancing and fault tolerance. However, for simplicitye DMMP protocol initially considers the
case where there is only one RP involved.
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Before the initialization, each group member and the soseral out Subscription request con-
taining the specified group name and domain name, to the DN#éoaddress of associated
Rendezvous Point. Since RP does not participate in the desaifding, the location of RP has

no significant impact on the performance of data distriloutilh there is no existing RP which is

serving for this multicast group, DNS will allocate a new doethis multicast group based on
application requirements. Otherwise, the RP’s addreddwisent back.

3.5.1 Initialization

During the initialization phase, we assume that certaifiegon related software has been dis-
tributed to the prospective DMMP-aware entities for the DRIbbntrol and data transport models.

Before the multicast session starts, the source and RP raustbly to give response to requests
from DMMP-aware end hosts. The source and RP will take ndvéurteactions to any DMMP
requests once the session stops. The active session tinld bledhe period from the service starts
until it stops. Then the out-of-band channel between the iRPsaurce should be active during
this active session so that the source can monitor the dstatus of memberships. However, the
detailed mechanism for implementing this out-of-band bwapping is out of the scope of this
document.

Moreover, session-related information should be obtabefdre the session starts and all prospec-
tive group members use out-of-band bootstrapping meamattigyet necessary information, for
instance, Group ID and location of RP including the port nanderving for certain sessions be-
fore the application begins. Then DMMP-aware entities ¢art seceiving data after they join the
overlay hierarchy.

3.5.2 Super Node Selection

During the mesh construction, the selection of the supeesi@an ensure that a newly joining
member is able to quickly find its appropriate position in thelticast tree using a very small
number of queries such as Join request. As the super nodri@els the first step towards the
overall mesh establishment, this section gives more dethibut how to select super nodes.

To select super nodes for better performance while maingscalability, the following distribu-
tion requirements need to be taken into account.

e Connections: Super nodes have relatively higher capacitie are expected to be strong to
perform additional tasks such as resources control, lokshba and fault tolerance.

¢ Number: To be moreficient, the number of active super nodes is no more than one hun
dred, otherwise it may cause high control overhead and higisss[I01L]. Assuming that
each super node can manage, in average, hundreds of clustenars, it is sfiicient to
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support totally more than thousands of end hosts. Othennisitiple sources will be de-
ployed into media streaming by multiple overlay multicasgtsions. To balance the tradieo
between the faciency and the reliability, it is reasonable to select anliagfon-specific
number of super nodes to construct the overlay mesh. Formgain the case of 110 end
hosts, it may need 10 super nodes if the required ratio is 1@%this case, 10 end hosts
with higher capacity will be chosen as super nodes.

e Downstream: To be adaptive to bandwidth requirements,rsawgoes should not serve more
thanK non-super nodes as its immediate children, wheéiig respectively determined by
the available out-degree of each super node and servic#icgions.

In order to deal with factors from a large-scale and dynaretevork environment, the following
three conditions are outlined in addition to above requésts.

e Stability: The unstable network status is the main reason eunrent multimedia stream-
ing services cannot guarantee required QoS. Thus, supesratauld be relatively stable
because, otherwise, its cluster members are easily pagddifrom the tree.

e Resilience: Super nodes are responsible for detectingnadignehanges and for handling
them quickly, e.g., one super node leaves the group ungidgefhich should be detected
by at least one of other active nodes. Then, a new super nadddshe quickly selected
to replace the leaving super node. The time for detectionrandvery process is also
constrained by certain service requirements.

e Security: Super nodes should be fundamentally invulnereltommon attacks; otherwise,
they will easily disrupt the multicast service by forwarglivrongpolluted messages or
failing to accept correct information from other members.

Following above instructions, it is notftlicult to select some required number of super nodes from
a overlay multicast group.

3.5.3 Member Joining

To be resilient to dynamic changes, DMMP specifies how to leaadents like a member join-
ing/leaving.

If a new member wants to join the multicast session, it firgtos its local cache for super node
candidates. If there are no suitable candidates in the cé#cteguests the RP for the addresses
of the source and super node candidates. After receivingdhece address and a list of active
super nodes, it caches their capacities, i.e. uptime, egiteg. Then, it will measure the e2e
latency between them and itself, and sends the Join Requssage to some super node which
can provide smaller e2e latency.
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On receiving Join Request from a newcomer, the super nodelweitk its current out-degree. If
it is possible to accept the newcomer to as its immediatel ctiie super node will respond with
an indication of acceptance. In this case, the informattmsutinewly joining nodes will only be
propagated to the existing children of this super node simacehild of the new member exists.
When the super node cannot accept it as its immediate chiVd]liredirect this Join Request
message to its active children with the largest availabtedegree. If one of them responses to
the super node, this response will be relayed to the new menibéhere are more potential
parents, the new member selects the one with smallest tptle dgits parent. If there are multiple
potential parents at the same depth, it chooses the besh éeeris of their uptime. Once finding
the appropriate parent, the new member starts data delivdrhis time, the information about
the new member will be propagated from the parent to its Pillings and the super node. The
process will be terminated until the new member finds itstsiand accordingly updates its
related information at corresponding nodes.

Node C Node D Node A Node B
; (D) Join Request
~Join J i -
) .~ Jain Join R t
/ N oin Reques >
LA < Join|Response (Ack)
.goin Response
(Rej., B+D)
RTT|Test
< RTT Test >
RTT Resp.
I!oin Request
- RTT Resp

Join Resgonsg
(Ack)

Figure 3.5: Example of DMMP-aware Joining Algorithm.

To illustrate above Join algorithm in a simple way, we giveeaample in Figuré-3]5. Suppose
nodeA has maximum degree of three and it already uses one degreerfioecting with nod®.
Further, we assume that no@ehas higher capacity than no@e At the same time, nodé andD
attempt to join the multicast group. Both of them have ofatdia list of randomly selected super
nodes from the RP. Further, both have independently selewideA as their potential parent.
Then, the join procedure will be performed as follows.
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Step 1: NodeC and nodeD independently sendoin Requesto nodeA. Since nodeA still has
some available degree left, it can decide to take one nods ekiid.

Step 2: NodeA doesn't accept nodg as it child because nodghas higher capacity than nobe
Therefore, nod€ receives aloin Responswith notification of acknowledgment, whereas
nodeD receives a rejection in théoin ResponseTo help nodeD quickly join the group,
the Join Responsrom nodeA contains the addresses of nd8landC.

Step 3: Upon receiving the rejection as well as ngtlg available children, nodB sendsRTT Test
messages respectively to nd8@ndC. It is possible to use other measurement metrics, for
instance, the length of the shortest path in the underlyapglogy. Nevertheless, we believe
round-trip measurement is a lightweighffiegient approach.

Step 4: Once nodeD receives aJoin Responseit is confirmed to join the group. There is no
necessity for nod® to wait for other responses. As it receives the response frome D
earlier than any other responses, the e2e delay betweentadd nodeD is definitely
shorter than that of others.

In case the newcomer fails to find an appropriate positiominexisting clusters to meet appli-
cation requirements, it can sell itself as a potential sopele and report its own capacities to the
RP. Regarding its capacity and the current number of supggot could be entitled as a super
node. In this way, end hosts have more flexibility to get optiservices, which will be left for
future development due to thefliiculty in the group management.

3.5.4 Refresh Information

In DMMP, each member is responsible for maintaining the layehierarchy, by periodically
sending Refresh message. The Refresh mechanism in thaywezkh has a little ffierence from
that in the local clusters. Toffeciently manage the overlay hierarchy, both active and passi
models are utilized in DMMP.

Within each cluster, end host starts to exchange Refresbagesvith its PLNs, siblings and CLNs
once it joins the cluster. In addition that each member hgetmdically update its information,
members in the local cluster are able to request refreshaged$som their relatives, e.g., PLNs or
CLNs. This operation guarantees the reliability and thbikty of the overlay hierarchy.

For the Refresh message in the mesh, each super node seculsdts information to all mesh
members including the source. Once receiving updatedrirdtion, the source will correspond-
ingly update the information at the RP. If one mesh membgssteceiving Refresh message from
another beyond the MedRefreshTimer, it assumes this neighbor to be either inactive orifeav
In order to confirm the status, it may initiate a Probe messaggtated in Sectidn 3.4.
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3.5.5 Member Leaving

In most cases, two situations stand for a member leavingrthgpg either gracefully or ungrace-
fully. In each cluster, the graceful leaving member shotligast send an Inactive Request to its
parent or one of its children. After receiving the confirroatiit can leave the group gracefully.
Then the notified node will propagate this Inactive messagis relatives so that they can update
their service membership tables. For an ungraceful leawasg, the Inactive status will be de-
tected by periodically exchanging Refresh messages. Ifraamber within the cluster, sgy fails

to receive a Refresh Report message from one of its requitatives, sayg, within the refresh
timeout Refreshlimer, thenp sends a redundant Probe Request messageltdhere is still no
Probe Response message returmegissumes) to be inactive and propagates this Stalusctive
message throughout the whole cluster. Afterwards, onectildren with relatively high capacity
will replace its place, and other children will accordingllgange their positions. Nevertheless,
ungraceful leaving may cause the crash of whole multicast DMMP is able to handle flierent
situations by detecting the failures and recovering gyiftdm them as shown in Secti@n3.b.8.

Compared with the handling in the local cluster, the operais even tougher in the core mesh
since all its cluster members are partitioned from the tvéken there is no end hosts connecting
to the leaving super node, no further changes to the overklayeguired. Before a super node
gracefully leaves the group, it must recommend a replaceteader for the cluster it owns and

inform other super nodes in the overlay mesh before leaving.

Take an example to explain how the partition is handled. [8mid the algorithm described in
[LO7], each super node is assumed to storefiesh tablewith one entry for each other super
node. Suppose a super nosie has detected a partition and the engris used to perform the
following operations. First of all, a probe request is senstiper nodesn; with the IP address
eipj. If no response is received, the functioandlePartition()is called. Most likely,sn does not
receive an update fromsn; beforesn; has left the group. In a worst cas needd,,-d seconds to
know the departure an;, wherety, represents the refresh timer ashi the diameter of the mesh.
This approach can guarantee that mesh partitions are edpguickly without causing additional
mesh partitions.

To detect unannounced leaves, DMMP relies on the periodireBe message exchanges. If the
failed peer happens to be a super node, the overlay hieréuiahyo be repaired, which will be
depicted in Section=3.3.8.

3.5.6 Member Rejoining

In DMMP, members may be unreachable due to network conditiamges or membership changes.
In these cases, it necessary for the partitioned peersdio tbe multicast session. To facilitate the
rejoin procedure, we propose to rely on relatives (e.girglbPLN) as mentioned in Sectign1L.2.

To explain the procedure in details, we take an example wifigglon Parent Level Node (PLN) to
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parent level node
(PLN)

D o C ) C () children level node

1.1.1.1 1112 1121 1131 1132 (CLN)

Figure 3.6: Member Rejoining Procedure.

rejoin the group. As shown in FigufeB.6, node 1.1 is storegtasdparent for the Children Level
Node (CLN). To be more robust to dynamic changes, espediallige membership changes, we
propose to periodically exchange messages between thigeslaSuppose that node 1.1.3.2 just
joins the group, it immediately sends a request to its pararnely, node 1.1.3. By that time,
node 1.1.3 has already stored its parent, node 1.1, in iteecdterefore, it is quite easy for node
1.1.3.2 to get the grandparent stored in its cache. Howevepossibilities may still happen while
requesting the grandparent’s address from its parent. @seplity is that the parent, node 1.1.3,
may leave ungracefully before it receives a request fronerfod.3.2. The second possibility is
that the grandparent 1.1 leaves before the request fromhade2 can be arrived. For simplicity,
we don't consider the possibility that the grandparent neayé after it responses to node 1.1.3.2
since the its information will anyway be updated to the QtgifdLevel Node (CLN).

For the first case that node 1.1.3 has left before it can notfje 1.1.3.2, the solution is straight-
forward: node 1.1.3.2 is actually partitioned from the riwalét tree and it needs to rejoin the group
through normal joining procedure. Once it rejoins the graupan send request to its new parent
node. As long as the parent is available, it is ndficlilt for node 1.1.3.2 to get information of its
grandparent. However, for the second case, node 1.1.8 signds a request to node 1.1.3 again
in order to get a new grandparent, or waits for any notificaibout re-construction of the cluster.

3.5.7 Data Delivery Control

After the multicast tree configuration, the new member wsk &s immediate parent to send the
data. Generally, parent nodes will delete data in theirlloaahe after they have forwarded them
to their children. If the parent still holds the data, the maember can quickly get the data from
it. If the parent has not received data yet, either it waitsl time parent forwards the data after
receiving, or it directly inquires the super node to delitrex data. The former option is preferred
in DMMP as its overhead is likely much lower than the lattee.olJpon receiving the data, the
new member will firstly forward them to its parent if its paréasn't received the data yet. If the
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parent has deleted the data, it will then ask its siblingsteérd data directly. In order to alleviate
the redundant data transmission, the new member needsttfowaicertain while before it asks
for the data from its siblings.

Different from the procedure for joining as a cluster membeméve member may join the mul-
ticast session as a super node. In this case, it will firstkyissneighbors in the overlay mesh
to send the data. In addition, it may query the data from itkli@m when they are already in
its local cluster. If any of them receives the data, this napes node will also get the data. A
third possibility is to let the new member directly ask therse to send the data. To alleviate the
control overhead, it is recommended that this new node @ita certain while until one of its
mesh neighbors receives the data.

3.5.8 Failure Recovery

The maintenance of a multicast tree in DMMP faces a key issgause all non-leaf nodes in the
tree are end hosts who are more likely to fail than routersraay joiryleave the tree at will. It
does not happen in IP multicast since non-leaf nodes in tledetree are routers which do not
leave the multicast tree without notification. Thus, onegfeshallenge in DMMP is tof@iciently
reconstruct the overlay multicast tree after a node’s depar

If one non-leaf node leaves the group ungracefully, its dsiveam nodes will be inevitably af-
fected. Two possible means can alleviate such impacts:sdieer@duce the possibility of failures;
the other is to reduce the number of possilffle@ed nodes. In practice, however, the first way
might be very dificult since end hosts may leave the group at will. For the stoption, DMMP
proposes a proactive mechanism by periodically pushing-bépacity nodes to higher levels of
the tree by capacity comparison mechanism. Detailed méoharare described in Sectibnls. 1.

Thereby, it is very likely that long-lived super nodes anditimmediate children form a stable
and dficient cluster core after a certain time. The longer a nodeaimsrin the multicast session,
the more it becomes attaching to other long-lived nodes wiitfilar uptime. In other words,
higher capacity nodes form a well-connected core with ikedgt more bandwidth support and
being more stable, whereas peers with less available bdtitand shorter uptime will be placed
out of the core as possible.

In order to improve the performance of DMMP, especially witlegre are high packet losses or
host failures, a reactive recovery technique is also ustt &filure detection. Recovery from
failures regarding a member crash is similar to handling enber leaves. The fierence is that
surviving members usually do not receive prior notificatidra crash. Thus, Refresh message is
periodically exchanged between each member and its naighlhds even more dicult for super
nodes to maintain the cluster since all of its local membeggartitioned from the multicast tree
and can not receive the multicast data until it is repaired.

In the local cluster, each immediate child of the super nodstrfind a backup parent in advance,
either the source or a group member. Once the super nodes lda/group, its children try to
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Table 3.2: Selection Criteria

| Criteria | Involved Operations

Out-degree. Differentiation of non-leaf nodes from leaf nodes
Super node selection

Tree construction within clusters

New member joining the group

Failure recovery mechanisms

E2E delay Non-super nodes attach to super nodes to form clusters
New member joining the group
Uptime New member joining the group

Failure recovery mechanism

contact with their alternative parents to rejoin the makictree. This approach can facilitate
the recovery process and strengthen the reliability of trexlay hierarchy. In addition, cluster
members periodically estimate their relatives (i.e. PLBISNS) within the cluster and evaluates
the number of losses that it shares with these nodes. Whileeirtore mesh, each super node
maintains state information about all other mesh membearsdditional discovery of nodes is
necessary. Using this mechanism, packet delivery ratindeancreased with a high probability.
To handle diferent scenarios of failures, more mechanisms need to bedefirihe near future.

3.6 Selection Criteria

End host based overlay multicast is more sensitive to dymatiwork changes since end hosts
may join or leave the group at will. It would be even harderBdMP to manage and maintain
such an overlay mesh because super nodes may leave the qugnagefully as well. To address
the instability of mesh, uptime is chosen as an assistedrionit to strengthen its maintenance.
Once an end host joins in the overlay multicast tree, itsgptstarts to calculate from zero until
its leaving. Besides, there are several metrics used in DNbMRe criteria of the capacity, which
will be specified as follows.

As shown in Tabl€3]2, out-degree is the main criterion tectehe super nodes from end hosts.
Then, non-super nodes select one super node which locates’ ‘o it based on the estimated
e2e latency. During the tree construction within clustamgjes with higher out-degree are likely
to join in the tree at the high level. Regarding new membersrjg procedure, out-degree, e2e
latency and uptime are all taken into considerations. Tg ltee stability of the overlay hierarchy,
out-degree and uptime are chosen as comparison metric tmealthe stability of the overlay
multicast tree. Furthermore, out-degree and uptime agrded as the main selection criterion for
searching alternative nodes during the failure recovery.
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3.7 Security Considerations

The main goal of the DMMP framework is not tdter a bullet proof system, but to provide a
simple and #&icient media distribution solution. Therefore, we preseiginathoughts on the most
important security requirements for the DMMP framework e Btudies outlined below could be
viewed as a starting point towards better solutions for layectonstruction and maintenance that
we will develop in the near future.

First of all, the security considerations should be takernduthe super node selection (cf. Sec-
tion[35.2). In DMMP, the current preference is to rely on atharity center which qualifies the
trust level of participated end hosts. Once an end hostrebtaisecurity certificate (e.g. digital
certificate) from the authority center, it is entitled to ledested as a super node. Otherwise, this
end host has been temporarily considered as an unqualifietidede for being a super node.

Besides, within each cluster we propose to Ghester Key Group Keyand Private Keyas the
security scheme to manage the cluster members in a safe wagx&mple, the following three
items are considered within the key management scheme:

e key establishment how to create keys is the fundamental problem, which forerbsis of
key management. Usually, there are two ways, namely, ataatl stateless configuration
which may be application specific and we need to decide wheligekey establishment
mechanism is able to accommodaté&eatient ways of configuration.

e key distribution: the importance of key distribution is distributing smsitte but critical
messages (e.g. keys, virus signatures) to a large numbgendép nodes that are organized
into trees, meshes, or other types of overlay structures. instance, we could employ
conventional public key techniques that pairwise keys ateldished between two nodes.
Symmetric key techniques may also work, but have severataliions, such as limited
scalability for large groups, no flexibility for adding newembers.

e key storage either centralized or decentralized storage can be fughalied. Another
technique called probabilistic key pre-deploymé&ni]10&] be studied to reduce the storage
overhead, however, currently it can only provide thrests@durity in case that a certain
number of colluding members can greatly jeopardize theredinks shared between other
members in the system.

3.8 Summary

In this chapter, we focused on specifying and identifying phoperties of the DMMP framework,
which can overcome the identified challenges. The propodd¥P framework has a few major
differences from existing works presented in Chdpter 2.
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e We proposed a dynamic two-tier architecture with one mesk end multiple clusters,
which was composed all by end hosts. Here, “dynamic” refethat DMMP-aware mesh
is resilient to dynamic changes (e.g. member joifigaying).

e The proposed overlay hierarchy does not need any infrasteiapgrade, and therefore can
be deployed into the current Internet. DMMP relies on IP asido deliver the packets
through decentralized users.

e To construct the DMMP overlay hierarchy, we combined thdlabke bandwidth and up-
time to represent the capacity of each node. In fact, thewdsamotivated from economic
philosophy and incentive mechanisms that long-stayin@loigpclients who are willing to
contribute more to the network, most likely get better smrvihan others. Moreover, the
heterogeneity has been specifically considered in DMMP.

e To form the cluster, “locality-awareness” was taken intagiderations. That is, nearby end
hosts were converged into the same cluster. Such a condegstiwo major benefits: a)
the serving delay will be reduced; b) reduction of the cdrakerhead and the complexity
of the overlay maintenance.



Chapter 4

DMMP Modeling and Performance
Evaluation

In this chapter, we model the DMMP framework (as presente@hapte B) and evaluate the
performance through both theoretical and simulation stidiMost importantly, we attempt to
identify the dficiency of media data delivery, the service quality (e.g.admith quality) experi-
enced by the end hosts, and the reliability (e.g. beingieasito dynamic changes) of the DMMP
framework, against IP multicast and other ALM approaches.

The rest of the chapter is organized as follows. Sefidn #dsa theoretical analysis on how it
is possible to support four properties (seen in SefigniB.@)e DMMP framework. The analysis
is comprised of: 1) the required number of non-leaf nodeDigiMP-aware tree construction;
2) analysis on the tree depth; 3) resilience to dynamic obsingnd 4) analysis of convergence
time. The performance metrics are introduced in Sefidn3e2tioT 4B discusses impacts of the
related metrics on the above theoretical analysis. Thensiegart of the analysis, we focus on the
performance evaluation under various simulation scesagsgpecially, in highly dynamic circum-
stances with a large amount of heterogeneous end hosts. €hpdologies and experimental
setup are illustrated in Sectign ¥.4. Meanwhile, the majeas of DMMP are implemented in
OMNeT++ simulator (introduced in Sectidn’4.#.1). Sectionl 4.5 pres¢he main performance
results obtained from two simulation scenarios. Sefi@sdmmarizes the chapter.

4.1 Theoretical Analysis on DMMP Properties

One important property of DMMP is the ability to support tretdrogeneity of the node capacities.
Currently, we consider the out-degree as the primary mettiich is noted as the number of the
outgoing multimedia sessions that a node can establishexXamnple, on the assumption that the
bit rate of media i and the outbound bandwidth of an end hio& b(i), the total number of
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sessions it can establishb§)/B which is also the maximum degree of the end host. Meanwhile,
the knowledge of available bandwidth in overlay routingasvadays regarded as acquirable, based
on recent advances in available bandwidth measurementi¢es and toold[98]. However, in

a heterogeneous environment like Internet, only a smallbaimof end hosts can provide extra
out-degree, while a large number of them can only receiva flain incoming sessions, so-called
leaf nodes.

One question immediately arises: how many non-leaf nodesemuired when constructing the
overlay multicast tree for a given sized group and a givewoltagy of network? To answer this

guestion, we firstly estimate the required non-leaf nodesiwtan provide extra out-degrees for
other nodes in terms of filerent multicast groups, to form the multicast tree in eaabtet.

Remark that the following theoretical analysis is DMMP-dfie only, we do not compare the
results with other solutions. In contrast, the simulatiturdi&s will consider the comparisons with
IP multicast and other ALM solutions.

4.1.1 Required Number of Non-leaf Nodes

Constructing an overlay multicast tree can be modeled agraeleonstrained spanning tree prob-
lem. For the convenience of our discussion, one clusterisaaken as an example to explore the
possibility of constructing the DMMP-aware overlay mudist tree. We assume thatend hosts
participating in the cluster in which the percentagef end hosts are non-leaf nodes. Out-degrees
fori (1 <i < [a-m]) non-leaf node is. That is, [(1- @) - m] end hosts could only perform
as leaf-nodes as they can hardly provide extra out-degreettier nodes. These leaf-nodes are
planned to be placed at the bottom of the overlay multicast &is possible because they can just
receive the services instead of making any contributiornéontetwork. Unless otherwise stated,
in the remaining sections, above notations are kept in e saeaning.

Observed from[[106], it is possible to compose an overlaytioadt tree if and only ify > 1 and
Y0, n > 2m. Sincemrnode spanning tree has— 1 edges and each edge results in two degrees
used, one for each node. Then, based on our assumption wéhededlowing inequality,

[m-a|

(1-a)-m+ > n>2m-1), (4.1)
i=1

as [(1- @) - m] end hosts have only one out-degree. Besides, we also setakienal out-degree
of arbitrary node asmax < k wherek is upper limit of the out-degree for an arbitrary node. If we
assume the average out-degree of non-leaf nodggige to O< « < 1 the average out-degrée
will have the following constraints.

<n<k, 4.2)
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That is, n which requires almost two extra out-degrees. Nowadays quite common for a
subscriber to have two extra out-degree (e.g. 256 kbpsaiaibandwidth) as many Internet
content providers use the Windows Media Audio 9 codec toveelnedia content at 64 kbps
or 128 kbps. Besides, while the total number of group memhbeeases, the requirddkeep
constant.

More specifically, we assume that the distributionnpfis an arithmetical series, that ig, =
[+ A-( —1)] andn < k. For brevity, we sefA = 0.25 since we assume the group members
have heterogeneous capacities. To make EquBfldn 4.2 cdmexistencer should satisfy the
following two inequalities (supposs = 2):

m? - @ - (8m-ny — 9M)er — 8m+ 16 > 0. (4.3)

m-a>-m-a+8ny-m-a—8k-m-a>0 (4.4)
As long as two conditions are satisfied,

(a+—m)2+———20, (4.5)

m-a—8k+15<0 (4.6)

the overlay tree can be constructed.

Figure[Z1 andZ12 interprets the relationship between timgmal number of required non-leaf
nodes and the minimal out-degree in terms difedient group. Let we take = 500 as an example,
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a should satisfy the conditiom > 0.12. That s, it is possible to form the overlay multicast tiee
500 end hosts if there are at least 60 non leaf-nodes withrminbut-degree two. In this case, a
large number - nearly 440 - leaf nodes exist in the networkchvis quite accord with the common
situation over the today’s Internet.

Based on the condition of 8 « < 1, Figurd4B depicts the impactskobn a. The largerK is,
the allowed maximak could be. Besides, when the number of group becomes largeimipact

of k on @ becomes less. It is reasonable since in a large group ensl mast have large ffierent

in their capacity even if the out-degree is constrained. &trthat Sectiol 4.5 1 further discusses
the impacts ok-interleaved spanning tree on the DMMP mesh.
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Figure 4.3: Impacts of K-spanning tree.

From above analysis, it should be possible to construct t&IB-aware overlay multicast tree
to satisfy bandwidth constraints of media streaming appbos although end hosts havédient
capacities (e.g., available bandwidth support). Since DMiskgets at providing arfficient and
resilient multicast solution for large-scale media strmrapplications, it should optimize the
overall delay besides satisfying the bandwidth requirdmen

4.1.2 Tree Depth

We believe there is a need to reduce the overall delay of tHdoast tree, which can be easily
observed from the time-constraints of media streamingesyst for instance, a packet arriving
after its scheduled play back time is useless and considertst. The question arises concerning
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how to optimize the overall delay of DMMP-aware multicasetr Observing from the overlay tree
construction, the overall delay in DMMP can be broken dowta three parts. The first-mile delay

from the source to each super node can be alleviated by ctgpssper node close to the source.
However, it can also be achieved by deploying multiple ssrwdthin each service domain. The

second-mile delay of transporting packets from each supée o its cluster can be alleviated

by attaching to the multicast tree with lower e2e delay betwthe super node and local end
host. This objective is already taken into consideratiag.(eluster formation phase).The last-
hop delay of forwarding packets from overlay upstream nddes/erlay downstream nodes has
a great impact on the e2e delay of each node. This is very tanudoottleneck to overcome, and

mechanisms for shortening such delay are the topic of ticisose

Hence, the objective of reducing the overall delay can bardeyl as constructing the multicast
tree within each cluster as short as possible. It is alsodnibigt the overall delay from the top to
the bottom of the tree is somehow proportional to the deptihetree. In DMMP, a mechanism
is proposed that nodes with larger capacity would be asgigméne higher level in each cluster.
This seems reasonable as more end hosts could attach tedhat tach level, and the tree depth
would be shortened. In addition, those nodes staying atitifeehlevel are likely to get better
performance if they are willing to contribute more to the rtay applications.

In reality, it is, however, not so optimal since some leafemdhay have already occupied the
positions at the higher level of the tree. In this case, soigie but-degree nodes could only be
attached to the initial tree at the lower level. To explaia tiee depth problem more explicitly, in

the following subsections we discuss the issue concermingases.

The Worst Case

In the worst case, all leaf nodes will attempt to join the iethe higher level or they have already
occupied these places. Theoretically, at least one ndmtmde should stay at each level of the
tree; otherwise, it is impossible to support multicast isessfor downstream nodes. One example
mechanism attaching to the tree without invitation allowdes to join in the tree once they receive
an answer from one of the group membérs [107]. This approaxiidicreate deep graphs with
tree depth of [(1 @) - m/(n — 2)] but fast join operations and less cost of tree conswucti

The Best Case

In contrast to the worst case, the best situation is thabdka with higher out-degree try to occupy
the positions at the higher level of the multicast tree so éideaf nodes can only be placed at
the bottom level. For example, the approach of attachingedree with best invitation supposes
that a newly joining node waits for all responses from theuested nodes until it finds the best
one [I07]. This approach would create wide graphs with a l@rswcase tree deptbg’_r?_(ll‘“) but
slow join operations and high cost of tree construction as we
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Accordingly, we make use of the above analysis to derivedhalt of tree depth issue concerning
the best case and worst case in termsnof 100 and 500. In FigurE4.4 and Figurel4.5, the
tree depth decreases dramatically between out-degree B0andncerning the worst case. The
difference between the best case and the worst case is hugdalyspdren the group is large.
This is because some early-joined leaf nodes may have gltekein up the higher position of the
tree. How to cope with this situation? A self-refinement natém is proposed to periodically
optimize the established DMMP clusters as described in@dBi]. Upon expression(1), nodes
either with definitely higher bandwidth support or havingngd in the multicast session for a long
time will be switched to or kept staying at the higher levettad tree.

4.1.3 Resilience to Dynamic Network Changes

One cause for current multimedia streaming services whaohat guarantee required QoS occurs
mainly from unstable network status. Compared with IP roafi, overlay multicast approaches
usually are more perceptive to dynamic network changes, rogdes leave the group just after a
short time, which are also called transient nodes.

How can DMMP achieve the above objective? To detect noderésl(e.g., leaving accidentally),
REFRESH message is periodically exchanged between eagp grember and its relatives (e.g.,
parent, sibling). If a node fails to receive a REFRESH meas$agn one of its required relatives
in a certain time, it will send a PROBE message to the relatifvéhere is no response message
returned, the relative is confirmed to be inactive. One otlitkdren with higher capacity will
replace its place, and other children will correspondinghange their positions. Consequently,
the information will be updated in the source and associatetts. However, if the leaving node
is a super node, it will be even morefiitult since all its cluster members are partitioned from
the tree. One possible solution is that each immediate ofilde super node must find a backup
parent list. Once the super node leaves, these childrem ttgritact their alternative parents to
rejoin the tree[l97].
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Figure 4.6: Example of Message Flows During Failures.

More concretely, Figure 4.6 shows the flow of messages whda Bdails. In this scenario the
failure of nodeE is detected by one of its children, skysinceE fails to answer th€ ROBEfrom
F. Then, nodd- will search its local entry for the parent nodemfthat is, nodéA. It sendsJOIN
and REPLACHEequest directly tcA and A will notify other children ofE. Once notified byA,
other children, for exampl&, will sendJOIN and REPLACHo A as well. After a certain while,
A will choose the higher capacity node to repldteHere, nodeA chooseF as the candidate to
replaceE. Accordingly, A accepts the request frofm and reject the request fro®. Moreover,
the address of the replacement (e.g. addreds) afill inserted in theREJECTmessage. Upon
receiving the address of the new parent, rest of the chil@irgn nodes) will re-join the multicast
tree by requesting the new pareht,

Nevertheless, whenever one non-leaf node leaves the gitsugownstream nodes will be in-
evitably dfected. We believe that two possible means can alleviateisymdicts: one is to reduce
the possibility of failures; the other is to reduce the nunddgossible &ected nodes. In practice,
however, the first way might be veryflicult since end hosts may jgieave the group at will. For
the second option, DMMP proposes a proactive mechanismrmydieally pushing high-capacity
nodes to higher levels of the tree. Meanwhile, we comhbijptamewith available out-degree as the
capacity of each node, which is depicted in expression (4.&)rengthen the maintenance of the
overlay hierarchy.

Thereby, it is very likely that long-lived super nodes anditiimmediate children form a stable
and dficient cluster core after a certain time. The longer a nodeaimsrin the multicast session,
the more possibility it has to attach to other long-lived @@avith similaruptime In other words,

higher capacity nodes form a well-connected core with ikedgt more bandwidth support and
being more stable, whereas peers with less available bdtitand shorter uptime will be placed
out of the core as possible. In addition, the newcomers whkie hagher capacities could “climb”

from the bottom to a higher level after some switching stadas example, a newcomer at the
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lower level could switch with its parent if its capacity erds (over a predefined threshold) the
current parent. Here, an appropriate threshold will be ddfto avoid unnecessary switching since
if the child has a smaller bandwidth support, it will be ultéitaly placed below the parent.

To summarize, stable nodes with higher bandwidth suppertikely placed at the higher level
of the DMMP-aware tree regardless of dynamic changes. Mere@ node is encouraged to
contribute more resources or longer service time to the orltin tradedt for a better service

quality. These design options and their detailed impleat@nts will be studied in the following

simulation analysis.

4.1.4 Analysis of Convergence Time

The convergence time in DMMP greatly relies on the tree depththe percentage of non-leaf
nodes. Suppose non-leaf nodes have similar attaching tiaweamd leaf nodes a,. According

to our basic mechanism that high capacity nodes have theprighty to join the tree, we get
a < a;. Moreover, we suppose that each level takes the similarergance time for the tree
construction. That is, the convergence time of each levéhetree can be presented as follows:
t; = ti_1 wherei represents thih level of the tree.

Two extreme cases are involved: best case and worst casd) ladaie been shown in the previous
subsection. At the best case, all incapable nodes are péchd bottom of the tree. Therefore,
the convergence time will be:

tp< (logls® —1)-t-fi-a; +a - m(1-a)-t 4.7)
In case the positions at the higher level has already bearpzt by the leaf nodes, the conver-
gence time becomes:

ty>a-m-t-a+a- \-2)[L-a) m/{i-2)]t (4.8)

namely,

tw>t-m-(e-ag+(1-a)-a) (4.9)

If the multicast group is large (e.gn > 50) anda satisfies the condition in inequalif .5, it is
very obvious that, << ty. It also indicates that our mechanism is very useful, by mgstihe high
capacity nodes to the high level of the multicast tree. Nbedess, the heterogeneous capacities
of the underlying end hosts andfi@rent methods of constructing the multicast tree may have a
great impact on the convergence time. However, it is not th@rtarget of our proposal and
additionally in reality due to dynamic membership chandesdonvergence time varies at any
time. Therefore, this metric will not be discussed in thédieing simulation experiments.
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So far, we have identified the possibility of constructing BMM-aware overlay multicast tree
and discussed some performance related factors, e.g.egeeal tree depth, convergence time.
However, there are some parameters closely related withrttierlying network topology, which
may have a great impact on the performance.

4.2 Performance Metrics

Through the in-depth investigations of video distributeystems in Chapt€&l 2, we expect to extend
this study for use as general guideline for application llewelticast protocol design, validation
and evaluation. This includes, but is not limited to, vdiiola of protocol correctness and robust-
ness, evaluation of overheadfieiency, scalability and other performance metrics. Thei$oaf
our evaluation will be placed on existing metrics, such assst stretch, convergence time and

control overhead [108][109].

Stress We refer to the number of identical copies of a packet cdribg a physical link as the
stress of a physical linkKT101].

To get a better understanding of this concept, in Figuie 4 Bkow two examples of application
layer multicast and one for network layer multicast, all bea same topology of routers and end
hosts. Meanwhile, square nodes represent routers andbcirmdes are end hosts.

Let us assume that each link on the topology is of 1 unit lengtbcording to the definition of
Stress

e Case (1) Max Stress 1; Average Stress 1,

e Case (2a) Max Stress 3, which is the link from end host A to router R1; Average Sthet

e Case (2b) Max Stress 2, which is the link from end host A to router R1; Average Sthet

3 6 3
_(§+Z+§)/3_167

Delay Performance It is evaluated by stretch or Relative Delay Penalty (RDP).

_ Overlay Delay

RDP = -
Unicast Delay

(4.10)
End-to-End Delay: The e2e delay experienced at each DMMP-aware endiliost = t; — tg,
wheretg is the time that the source sends out the datatamgresents the time when “same” data
is received at.

Tree Cost It can be defined as follows.
Overlay Tree Cost

Tree Cost= -
IP Multicast Shortest Path Tree Cost

(4.11)
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(1)Network Layer Multicast (2)Application Layer Multicast

Figure 4.7: Examples of Application Layer Multicast and Wetk Layer Multicast.

Control Overhead: It refers to the average number of bytes of control packets.

Convergence tim¢speed of the protocal It is a process and a measurement, respectively, of the
adaptation of a computer network to unplanned changes fogtdogy or structure.

Loss Rate Most of the multimedia applications rely on UDP to transthi¢ data, which does
not guarantee a reliable delivery. It might be often hapjeat the source sends out the video
packets to the group, however, some of the group memberd cotireceive the data due to the
bad network status (e.g. network congestion).

We measure the loss rate in accordance with its definitioddi [for each group membéy the
loss rate can be evaluated through the following equation:

Ni — Nt

Li = 4.12
= N (4.12)

Here,N; is the total number of data sent from the source to the grothima timert, andn; stands
for the number of induplicated data that member

The further evaluation in the rest of the thesis is perforineith theoretically and experimentally.
Theoretical evaluation is conducted using an analyticalehand a stochastic model, while ex-
perimental analysis relies on network simulations. Usietywork simulations, we will study and

evaluate protocol correctness and robustness accordiifeéoent network models, e.g. Georgia
Tech (GT) network mode[TT10], TT11].

4.3 Discussions on Performance Metrics

Towards validating our theoretical analysis presented@bee describe initial results consisting
of a series of performance evaluations on a proposed modwllalSlity, dficiency, resilience
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and QoS are major concerns for application level multicasteSDMMP is designed to support
multimedia services, we consider the bandwidth consumptltte dficiency of delivery (e.g. the
consumption of control tféic), packet loss rate, and latency. Specifically, we focuseffarts on
discussing the metrics sftress control overhead, loss rate anddata path length, which have
been introduced in the above section.

e Stress The stress of a link in the underlying network refers to thenber of copies sent
over the link (in both directions). The stress of a routehestumber of forwarded copies of
a packet. It mainly measures the additional load on a netliltkkand therefore it closely
related with the fficiency of resource utilization and scalability of the pauib Generally,
we would like to keep the stress on all links as low as possibte instance, the stress for
any network level multicast tree is one.

Model: Since we are interested in the asymptotic nature efitletric, we assume a very
large number of end hosts are uniformly distributed in thevoek. Thus, the DMMP-aware

clusters will have similar properties, e.g., will have timitar number of cluster members,
k, and the same cluster radius.

DMMP builds the data delivery plane directly on top of the g hierarchy as shown in
Figure[31. A distance vector protocol runs on top of the eoesh and within each cluster
data is top-down forwarded across the DMMP-aware tree. ,Tthesnumber of links that
connect super nodes of clust@rto their respective cluster members is givendwhich is
no more than their out-degrees. The number of packet copidstérmined by the number
of downstream nodes:(n;). The average link stress would be:

Sy P+ L[+ 34 (ny - 1)]

A<
- N

(4.13)

whereN is the total number of links (nodes) in the netwotknotes the number of super
nodes and; is the used out-degree of non-leaf nogesSince the member population is
large and network is uniformly populated with the membeassus make a fluid approxima-
tion on the expressidn 4113 based on the inequalilly 4.2.€ftwa, the average link stress of
DMMP will be:

p+1
T
Let p denote the average out-degree of super nodes, we agsumé& - (1 — «), as the

number of leaf nodes in the DMMP is much larger than the nurobeon-leaf nodes. Then
inequality[ZTbh becomes:

A<1+

(4.14)

§s2+%—w (4.15)
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Reconsidering the condition in Equationl4.4 into the abaegiiality, we could roughly get
the average link stress of DMMP.

Figure[48 presents the initial comparison results of trezagye stress between DMMP and
NICE, a well-known protocol which assumes to have a goodabddl. Meanwhile, the
value ofk in DMMP usually varies with the value dfl. But the value ok in NICE is
predefined (usualli = 3) and will not change corresponding to the group size. Irirash
to NICE (the average stressk&/(k — 1)? [I12]), the stress of DMMP keeps at fairly small
values (always below 1.9) regardless of the group size. #ns®MMP could achieve better
performance in terms of resourcieiency and scalability. However, if we sket= N1/2,
the value of stress is larger than the first setling 3. We believe it might be caused by
improper value ok, which also implies choosing values kfhas a great impact on the
performance of DMMP and should be taken into consideraticmDMMP implementation
when the value oN changes.
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Figure 4.8: Comparison of Average Stress.

Besides above theoretical analysis, we further meastmessthrough two simulation sce-
narios defined if[101]. Each end hgstounts the last-hop stress based on the equation:

() = - DG ) (4.16)

i=0

wheren(i, j) represents the number of copies of padk@t < i < N) which is transmitted
via j. Apparently, the last-hop stress caused by DMMP is neanbyittthe number of group
members is large.
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e Control Overhead: DMMP is mainly used to iciently transmit media data to end hosts.
Hence, it is important to reduce the bandwidth consumed Inyrabtraffic. The control
overhead of DMMP is caused by establishment and mainteradribe control plane. There
are several possibilities of measuring the control ovathéa instance, counting the num-
ber of exchanged control messages. In the following perdoce evaluation in SectiGn#.4,
we intend to measure the amount of bandwidth which is condugehe control tréic.

e Loss Rate While media application may be tolerant to higher loss thém other generic
applications, it is nevertheless desirable to achieve h #iiciency of media delivery. In
DMMP, ungraceful leaving and network congestions may cqasket loss. For the first
case, the data delivery topology can be temporarily pantil, which requires some time to
recover from the failures. In the following evaluation, percloss rate of nodeis calculated
as follows:

Nj —ni’j

| =
| NJ

(4.17)

whereN;j is the number of total packets of media sessj@ent from the source any; is
the number of packets received by the end host

e Data Path Length: Instead of measuring end-to-end (e2e) latency, we condita path
length which measures the distance between the source and@rgember. Thdata path
length p] of the group membeiris defined as the number of physical links that a packet
traverses till reaching node The high value opl; does not necessary mean high latency,
but it implies high jitter and high possibility of packet ks

4.4 Performance Evaluation through Simulations

We intend to evaluate and validate our proposals throughugleeof current powerful network
tools, such as ns-Z[11L3] or OMNe¥ [L14]. Under some carefully designed test scenarios (e.g.
initialization phase, dynamic membership changes), tmfopeance of proposed protocols can
be intensively measured and compared agaitfigrdint design options.

4.4.1 Network Simulator

In this section, we introduce the network simulators andigoen illustrating OMNe¥+ [L14]
which is used throughout the thesis to develop our proposadqols.
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Network Simulator Types

There are two major types of network simulat@ustomized Simulataand Common Simulator
Customized simulators are designed for analyzing oneqgodati protocol in a certain scenario.
Apparently, it is dificult to compare network protocols with customized simukatonless all
required protocols are implemented in the same way. Foariest NICE and Narada are im-
plemented using customized simulators and therefore weotatirectly compare them with our
simulations. Dfferently, common simulators can provide generic simulafiamework which is
independent from implementing protocols. With such a fraor&, protocols can be comparable
since they are using the same underlying modules and ingsrfaHence, in this thesgmmon
simulator, more specifically, OMNe¥+ [L14] is used.

Before introducing OMNe¥+, in the following subsection we summarize the propertiesooi-
mon simulators based on our experiences.

e Discrete event systenfSuch a system changes its state at discrete points and edeh st
change is called “event”. Nothing happens between two sveAt an initial phase, all
events are scheduled and kept in a global data structure deemt queue). Besides, each
event receives a timestamp indicating when it is supposédjpen.

e Efficiency: Simulation of a large networks may take a long time and comsaitarge amount
of memory. In order to simulate complex networks, the progréng language in the sim-
ulator is very important.

e Extensibility: The advantage of using common simulator is that various otoppls can
be implemented on top of the simulation framework. In thissge the underlying module,
common interfaces and comprehensive documentation malextansibility easier.

e \isualization: Most common simulators can create an animation of the stinnlanodel,
which allows user to observe the protocol behavior. It fetiés debugging because visual-
ization can help users to get an intuitive understandingn@fimplemented protocols.

e Statistic Support:To evaluate the performance of a certain protocol, coligcstatistics
is necessary. Common simulators explicitifen an easy interface for recording statistics
data.

We choose OMNe¥F+, one of the most popular, object-oriented common simwatéor our

following simulation experiments. As it is written in+G and uses a discrete event processing
engine, its ficiency is rather predictable.

OMNeT++

OMNeT++ is free for academic non-profit use. There is also a commemision called OMNEST.
OMNeT++ has a much broader focus than nsnam]113]. Any system thdtecamodeled as a dis-



4.4. Performance Evaluation through Simulations 76

crete event system can be simulated. OMMNeTs mostly used for computer network simulation,
but it could also be used for e.g. analysis of hardware achites. It consists of simulation
kerne| asimulation library, component librarieanduser interface§114, pages 211-212].

e The simulation kernel mainly handles the discrete eventgssing. It supports distributed
simulation.

e The simulation library fiers support for common simulation tasks. It includes, fanegle,
random number generators and containers, as well as classgathering statistics. We
will elaborate a bit on the statistics suppo@Qutput vectorsre collections of (timgvalue)
pairs, which are recorded over the course of a simulation Ror example, assume that
packet round trip times are measured regularly in a simaratiThen all the individual
measurements could be stored in an output vector. The owgptdr writes the data to a file.
The data can later be plotted usiplgve a tool that comes with OMNe#+. The format of
files generated by plove are very simple, which makes pastggsing using external tools
rather easy. Amutput scalarstores a single scalar value and a description string. Scala
are typically recorded at the end of a simulation run. Exampine could count the lost
packets over the course of a run, and record the total nunsteesealar at the end. The tool
scalarscan be used for post-processing.

e There are two alternative user interfaces; the text-basaakinteractiveCmdenvfor batch
execution, and the richer graphical user interfatentl. Tkenv does not only provide
animation, but also additional debugging and tracing sttpost notably, it is possible to
inspect all simulation objects, such as messages, mogaemneters (see below) or output
vectors, at the run time.

e The component libraries contain mostly the protocol impamtions. OMNeF+ is com-
pletely independent from these libraries; in fact, it does come with any component
libraries. For example, thitNET frameworkprovides the essential Internet protocols. In
nsnam, the basic Internet protocols are an integral patiebimulator itself, in contrast.
Simulation objects are wrapped in modules. These modulesearbitrarily combined
to build more sophisticated modules. Component librar@ssist of a number of related
modules.

OMNeT++ simulation models are implemented as follovggnple modulesire implemented as
C++ classes, they are not composed of other mod@esapound modulesontain other modules,
which can be simple modules or compound modules. They acgided using th&NED language,
which is a simple compiled programming language with a systmilar to C. OMNeH®+ pro-
vides a compiler that translates NED code inte4Ccode. That means, there is alsecode
for compound modules, but it is usually not written manuallif modules of a simulation are in-
cluded in thesystem modeivhich is a module hierarchy rooted at the system model. Etwark
simulation, the system model usually represents a network.

“Tkenv is based on the graphical user interface totkqL14].
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To observe large-scale network behaviors, setting up 8tbdds with at least thousands of nodes
is hardly feasible. Therefore, using the network simul@®NeT++ is a good way of demon-
strating the #iciency and robustness of a network protocol.

In the following analysis, we seek to evaluate the perforreasf DMMP via simulations in OM-
NeT++. We start by presenting the protocol stacks created in awrlation, which is illuminated
by SectioZ5]2. Then, we introduce the fundamental itentke DMMP protocol design, and
describe the network topology we use for our evaluation, elsag the parameters we choose for
configuring the simulations. In the following experimerdas, Intel Core 2 Duo machine with 6
GB of RAM was used.

4.4.2 Protocol Stack

In our simulation model, the physical layer stack has nonbamnsidered very detail since our
focus is on the application level multicast. Thus, the bibemodel is not implemented in the
underlying network since the physical properties are notfocus either. When a frame is sent
over a link, we assume that the transmission time relies erlitik’s bandwidth capacity and

propagation delay. We use PPP as the default link layer gobtblonetheless, the implementation
of the network layer is rather complicated since we have terekthe existing network layer in

OMNeT++ in order to collect measurement data (e.g. stress in S&E)rby routers.

Figure[Z® depicts the protocol stack of an DMMP-aware ergd. PP module is used at the link
layer which connects to an access router. On top of the PPBImdkere arelmmpnetworkLayer

for the network layer, namelymmpip, anddmmpudpfor the transport layer. An overlay protocol
dmmpoverlaysits on top of thelmmpudp which receives data from application layers such as
“Tier 1” module and then passes to the transport layer.

Different from general protocol stack at the end host, we placvaray layer between the ap-
plication layer and the transport layer. In fact, trampoverlayis extended fronBaseOverlay
which is the basic overlay module implemented in OverSimrther, theBaseOverlaynodule

is derived fromcModulewhich is the base class for all simple modules in OMMeTL14]. As
DMMP is proposed to support multimedia applications, welanmgented a preliminary module
representing a video streaming application. Such a modusly used at thBMMP sourceside.
Once an initial control topology is constructed, the RPfregtitheMultimedia Applicationmod-
ule which generates data at a constant bit rate (elpps ) and starts the DMMP multicasting
session. To avoid IP fragmentation and quicken the sinmrigirocedure, we use a small bit rate

with 64 kbps, 128 kbps and 256 kbps. Suppose it sends threardssages each second, every

data message is sent w'r%zr1 kbps,1—§8 kbps 0r2_§6 kbps.
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Figure 4.9: The Implemented Protocol Stack of DMMP-award Hpst.

4.4.3 Protocol design

According to the above protocol stack, the DMMP protocolésigned with considerations on 1)
application layer (multimedia application); 2) dmmp oegrl 3) transport layer (DMMRJDP);
4) network layer (DMMPIP); and 5) link layer (PPP). As it can be seen from Fidurel4the
“DMMP Source” and “DMMP Member” are two main classes in the BIF simulation. The
DMMP Sourcereceives the video packet from the application layer, b#aavith DMMP header,
and then distributes it to its mesh neighbors. The mesh herghare implemented within the
DMMP Memberclass, as well as other DMMP-aware end hosts. The IP addresdeMMP-
aware members are stored teing; while additional information is stored in thdemberinfo
These additional data includes the maximum degree of eachbere available degree of mesh
members, and the measured distance towards the sourceodgidemberMags used to man-
age the information stored in tihdemeberinfoIn the following simulations, thBMMP Member
relies on severdilemberMagtriggers to keep track of the following data.
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Figure 4.10: Datagram of DMMP Protocol Design.

(1) The children in the local cluster (number, IP address).et

(2) The mesh neighbors (IP address, available degrees).

(3) The super nodes (IP address, number, maximum degrees).

(4) The bdtered joining requests.

(5) The candidate parents.
The information of category (2) and (3) is only used by sumetas since there is no need to other
group members to remember all other super nodes. Howeeecatididate parents are required
by all non-super nodes. If a non-super node wants to rej@mthlticast session, the information
of candidate parents can be very helpful. Besides, each DMaffber maintains efreshTable

(seen in Figur€4.10) that stores a numbeRefreshEntriesnd a list of potentially unreachable
super nodes.
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4.4.4 Network Topology

In the following experimental scenarios, we use NED-ogdntopology algorithm to create the
underlying network topology. Such a topology generatoasyeand #icient [114]. In our simula-
tion, the underlying network is configured with two types afiters: backbone routers and access
routers. Each access router is connected with one backbater.r End hosts are placed dynam-
ically into the topology graph, depending on the churn moéery end host is connected only
with one access router via Point-to-Point Protocol (PPR)¢lwis randomly chosen when the end
host is created. However, such a topology algorithm is afieed for generating a small number
of routers. In order to increase the number of underlyingen®y a sophisticated algorithm with
dynamic router placement (which is written ir-€ code) has to be used.

An alternative way is to use script languages likl or awkto generate a complicated NED file.
However, to generate large-scale networks using the darigtiages may be iffecient.

4.45 Data Model

In all the experiments, we model the scenarios with one meltiia stream source multicasting to
the group. We chose a single media server to be the data sgemeeating a constant bit rate data.
In fact, DMMP framework can support multiple source medgtritiution, however, we focus on
single source-based multicasting to evaluate the fundehigteas. The reason is that a single
source-based multicasting can be easily extended to duppdtiple source-oriented multicast,
for example, using CDN infrastructure or aggregated mastidierarchy (e.g., using aggregated
multicast trees[51]).

4.4.6 Initial Parameter Settings

As we have discussed several application-specific parasnieteDMMP in Chaptef13, we define
them with the same values for the following experiments.

e Source Bit Rate: The data source generates a constantédbdatet and sends to the group.
The value of bit rate varies from 64 kbps to 256 kbps.

e Link Capacity: The link capacity used in the following siratibns is heterogeneous. We
set totally 14 types of the channels with the variants ofydetand data rate. The delay varies
from Oms to 15ms, and the data rate varies from 128 kbps to IfjisMvhich is in accord
with current link capacity distribution.

e Timeouts:Tmin and Tmax are used to determine how aggressive links can be addeddio rep
potential partitions. As known that each DMMP-aware supmtenstores a@efresh table
with one entry for each other super node. Each entry incladdB address atimestamp
and asequence numberlf an entry is not updated more thdi,, seconds, the entry is
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Table 4.1: Maximum Degree Distribution

| Maximum Degree | Probability |
10 0.4

3.0 0.2

7.0 0.2

100 0.1

14.0 0.1

copied to a queue. All entries are remained uptax— Tmin S€CONdS. If the timer exceeds,
a partition is assumed and the functionhaindlePartitionis called.

Fiber optic cables are used for the links between routerls aipropagation delay of five mil-
liseconds and a bandwidth of0LGbps. For consistence, in the following experiments fer th
underlying network model, without explicit explanation laiks between the access routers and
the attached end-hosts have the same propagation delapliovd the same bandwidth distribu-
tion as described above. Besides, in the following scesaiblinks between an access router
and its attached end hosts have the same propagation deldyaadwidth. For the bandwidth
distribution, the end hosts attached to the same access ftate the same maximum degree. As
we assume that there are a large numbedreaf-riders[[L04] over Internet, we set the maximum
degree “ONE” of the access network with the probability @f.0'he maximum degree distribution
is listed in TabldZ11.

Besides, we rely on a respective model to estimate the alaieandwidth of each end host. Then,
the estimated bandwidth is used to calculated the out-defgfe SectioT4.1]11) and capacity
(cf. Section3:313). Though there are other possibilititgestimating available bandwidth, for
example, probing based estimation, we currently use tlaghktrforward way to measure the
available bandwidth. For an accurate bandwidth measurgrit@an be considered in the future
development of the simulation.

4.4.7 Data Collection

The performance metrics listed in Chapiér 3 are measuredighrthe following ways in our
simulations:

e Stress Since the overlay network dynamically changes, the linksst changes over time.
Therefore, it requires to track each data packet sent frensdlirce. As indicated iR [1D1]
that the number of linksouters should be counted with the ones that actively ppatied
in data transmission. By modifying the basic model of IP eosiin OMNeH+, DMMP-
aware routers are able to record the number of forwardedagess Thus, theuter stress
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can be easily measured. In the following measurement, #tedbthe end host is calculated
as the stress of the last-hop link, so-calliedt stress

e Control overhead: The control overhead is mainly caused by establishing aaidtaining
the DMMP-aware overlay network. To be consistent with thenemwnly used metrics, for
example in[[3B], the control overhead is counted with the peinof control messages.

e Packet loss rate As shown in Chaptdr?2 that media applications are moredoteo the
packet loss than to the delay. Nevertheless, if the dataedgliree is partitioned for a long
time the video service is unavoidablsfected. Thus, we numerate the received video pack-
ets at each end host and accordingly determine the lossgateliaated in Section4.2. In
the simulation, the number of packet lost can be perceivathe gap between the sequence
numbers within two subsequent received packets. For iostdfithe diference between the
sequence number in the newly received packet and that iraghedceived packets is two,
two packets have been lost.

e Data path length: To be consistent with the metrics used [inl[43], the data feEibth is
recorded in a hop counter in each data packet. Once a routar end host forwards the
packet, the hop counter increases by one. Till the packistarat the dedicated end host,
the data path length is finally remembered as the total hopteou

Remark that we do not measure th2e latencyand delay performancedcf. Section[ZPR) due
to the following two reasons: 1) optimization of the e2e haieis not the first aim of DMMP,
though it has already been considered during the clustaerdtion; 2) we measure the data path
length instead, which can be regarded as a more reasonatsle foeevaluating the #iciency of
application level multicast since one overlay link may &®e several underlying physical links.

4.5 Simulation Results

In this section, we present the evaluation results in twiseswed scenarios: 1) dynamic scenario,
which is defined to observe the impacts offelient parameters on the performance of DMMP
in a dynamic environment; and 2) NICE scenario, which fosume comparing the performance
of DMMP against NICE and Narada. The first scenario considgneamic member joining and
leaving since DMMP is expected to be resilient; the secomrthaco is specifically designed for
the purpose of comparison with NICE and Narada.

4.5.1 Scenario 1: Dynamic Membership Changes

The first scenario, thdynamic scenariospecifically considers membership changes, since it is
more realistic to design the scenarios with periodic mestiprchanges. Thence, we used a typ-
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ical churn model which is provided byRaretoChurngenerator following the Pareto distribution
[L15]. In brief, Scenario 1 consists of two subsequent phase

e Join Phase: It is a short join phase within 100 seconds wheamga humber of DMMP
members join the multicast session and none of them leaeegr tup.

e Membership Changes Phase: Members frequently join ane lda multicast session,
reaching a stable equilibrium. That is, the total size ofrthéticast group hardly changes
during the runtime of the simulation. For leaving membethlgraceful and ungraceful
cases are considered. For simplicity, members leave ueigtgcwith probability of Q5.

Parameter Settings

The paper[[97] indicates that a large amount of end userstbeeinternet do not have enough
upstream bandwidth to support media distribution in therlayemulticast. Therefore, we set
these incapable end-hosts with maximum degree of one atribdi®on probability of 04 (cf.
Table[41). Besides, nowadays peer-to-peer applicatiame shown the potential that some end
hosts can have a relatively higher upstream bandwidth torbesuper nodes. In this scenario, we
simulated heterogeneous capacities of end hosts with tkemen degree distribution as listed in
Table[4].

We used OverSim to build the underlying network witlb@0 backbone routers anddDO access
routers. Besides, we configured the following parameteiigéntify the impacts of the size of
constructed DMMP-aware mesh.

Super node degree: 5, which is the maximum degree of supesnod

Target Overlay Terminal Num:, 000, which is the final group size of end hosts.

Lifetime Mean: 1200 seconds, which is the mean value of life time of each estl ho

Refresh Timer: B seconds, which is the interval of sending refresh messagesg mem-
bers.

The Impact of K

As we mentioned in Sectidn’4.1.1 thaimay have a great impact on the overall performance.
Here k specifically refers to the number of interleaved spanniegdthat the DMMP-aware mesh
contains. Therefore, the total number of mesh links is ahouk, wheren is the number of super
nodes. In the following analysis, the number of super noglegt as 30 since the number of end
hosts is quite large in this scenario (i.e., up 1000). Note that the impacts offéérent numbers

of super nodes have been investigated in the second pait icénario.
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Figure 4.11: Impacts of K-spanning Tree.

In Figure[Z.T1L, the control overhead increases from 2 kb@<$tkbps as the number of mesh links
increases, while the loss rate drops dramatically froBrkbps to 07 kbps if there are 2-spanning
tree in the mesh instead of 1-spanning tree. It is quite whaledable since 1-spanning tree is
actually a pure tree, not a mesh, which is anyway less religialn a mesh.

For the data path length, the impactsare controversial: 1) the higher mesh density, the higher
possibility of building good reverse path trees; 2) the masisity is high, super nodes consume
more bandwidth for maintaining reverse path forwardingem,ithe available bandwidth left for
forming clusters may be much less, which leads to higherhdeplocal clusters. That explains
why the data path length increases whdiecomes three or four. Most likely, it is the same reason
why the loss rate slightly increases betwéea 3 andk = 4. Nevertheless, the loss rate is still
quite low (around B kbps). Wherk changes from four to five, the loss rate drops again. We
suspect that with the same selected number of super nodes3(Q) in our case 5-spanning tree
has reached the highest stability within the DMMP mesh.

The router stress slightly increases in the range betweeraha four because the high data loss
rate causes a high number of redundant retransmission. \lowtbe results with much higher
value ofk are not shown in the figure because the control overhead dagdth length dramati-
cally increases but the other two values are kept stablen Blmve observations, we can ascertain
thatk does have great impacts on the performance of DMMP-awasenveslay framework. For

a comparatively better performance, it is suggested tkus€ ork = 3. In the following simu-
lations, we, therefore, choose eithes 2 ork = 3, depending on the maximum number of super
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nodes. For example, if the number of super nodes is more tbahe2value ok could be 3 in
order to ensure the reliability of the mesh core.

The Number of Super Nodes
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Figure 4.12: Impacts of Mesh Size.

In order to identify the impacts of the number of super nodesmeasured average loss rate, av-
erage router stress, average path length, and averagelanr@rhead. As depicted in Figure 4112,
when the maximum number of super nodes is low, such as fivdoslserate is 70% higher than
that of 20. It is reasonable since when the number of supagsisdow, the clusters get very large
due to the limited size of the mesh core. Moreover, largetetasare vulnerable to partitions if
there are frequent membership changes.

Similarly, when the number of super nodes is less than 20dheerr stress and data path length
are higher (10%) than the case when the number of super n®86s Such a result proves that a
small mesh size leads to: 1) relatively unreliable overlegvork, which eventually causes more
redundant data retransmission of DVMRP (cf. SeclionP,£2pyeeper cluster trees, since the
available number of clusters is less. However, if the nunelxeeeds 30 both the router stress and
the data path length linearly increase. We expect that tteepith length can be shortened if the
mesh size gets larger However, in this case, we conjectatettib established mesh core is not
optimized due to the dynamic group changes. Because of theeabasons, we further developed
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mesh self-improvement mechanisms (in Sediionb.1.1) tondgge the mesh links through period-
ically adding dficient links and removing irfécient links. The optimized performance is shown
in Sectiof&.P.

Differently, the average loss rate firstly decreases at the v&B@ and then increases linearly. It

is because with 40 super nodes foQ0 end hosts the established DMMP-aware mesh core could
be very reliable. Nevertheless, if the number of cluster fens (which is equal to the number
of super nodes) becomes higher than 40 the complexity oftaiaing such a large-size mesh
increases dramatically. This eventually causes high latgsat the clusters. In addition, if some
super nodes happen to leave ungracefully, the loss rateecaadily &ected.
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Figure 4.13: Impacts of Mesh Size on Control Overhead.

Due to diferent range sizes of the measurement, we separately plavéhnage control overhead

with regards to the number of super nodes in Fidiurel4.13. dufta doubt, the control overhead
increases in accordance with the number of group membensevs, as long as the number of
super nodes is smaller than 50 the control overhead is quitepgable (less than 5 kbps). Here,
for simplicity we used a relatively small source bit rate, i¥ps. Thence, the control overhead
less than 10% is acceptable, namely, less thdrkiBps. It mainly owes to the locality-awareness
used in forming the DMMP clusters, through which the refrestssages are exchanged within
each cluster. If the number of super nodes is larger thart BRhibits quadratic growth. The main

cause is that the maintenance of such a mesh core requiregeaalmount of refresh messages
among super nodes.
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According to above observations, the number of super noeteglen 20 and 30 is preferred in the
following simulations as router stress, data path lengtid, @ntrol overhead are quite low; the
loss rate is acceptable. For instance, in Scenario 2 wedritenhoose 30 (at least no more than
40) as the maximum number of selected super nodes.

The Number of End Hosts

DMMP targets at supporting large-scale media distribuéipplications, and therefore it is neces-
sary to evaluate the impacts of the number of end hosts. Weureghthe performance regarding
the average control overhead, the average router strestharaerage data path length, if the
number of clients varies between 128 an6438.

—#— Average Loss Rate (E-03,kbps)
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Figure 4.14: Impacts of the Number of End Hosts.

We repeated our experiments using the same underlying retepology to observe how the
number of end hosts could have impacts on the performancghdven in Figur€ 414, the average
data path length, average loss rate and as well as the avaragel overhead are kept in a very
stable way. Especially, for,248 end hosts the control overhead increases less than 3@paoed
with the case when the number of end hosts is only 128. Morgitvemains relatively constant
along with the increasing group size. Remark that the numtsuper nodes has been chosen with
different variables in order to be adaptive to the group size.ekample, for 128 end hosts we
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chose 10 as the maximum number of super nodes, whereas wkwhbef the group size reached
2,048. That may also result in some increment in both contrette¥ad and data path length. As
we presented in Sectidn"4.b.1, with increasing number oérsnpdes the control overhead and
data path length accordingly grow. However, the value of getth length changes very slowly
though the depth of the data delivery tree unavoidably gneitls larger group sizes. The above
analysis indicates the DMMP has the potential to suppodel&cale media applications with
considerations on both expanding available bandwidth #edating e2e service delay.

Nevertheless, when the group size gets larger th&0 the router stress increases in a very
impressive manner. The main cause probably comes from thacinof underlying network size
since 2500 routers (with 1500 access routers anddDO backbone routers) might not be capable
of supporting such large-scale groups. The conjectureeigtiiied in subsequent section.

The Impact of Underlying Network Size
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Figure 4.15: Impacts of the Underlying Network Size.

Unfortunately, Figur€Z4.14 implies that the router stragsiicantly increases with the increas-
ing number of the group size. However, we cannot draw a staiethat the fiiciency of data

delivery in DMMP is low since the number of underlying netWaize has a great impact on the
performance. To validate our inference, we further mealstire impacts of the size of underly-
ing network topology in FigurEZ415. We tested 500 an@l0D end hosts with various types of
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underlying network topologies:

e 3000: 1800 backbone routers and2D0 access routers.

2500: 1500 backbone routers anddDO access routers.

2000: 1200 backbone routers and 800 access routers.

1700: 1000 backbone routers and 700 access routers.

1400: 800 backbone routers and 600 access routers.

Figure[ZT5b indicates that the router stress decreasesaticaity when the underlying network
size increases. For example, the router stress drops 30faii® number of the routers @00 to
that of 1 400 for the same group size of 500. For the group size 00Q, the router stress drops
even more than 35% from the network size p4Q0 to the size of 00. Therefore, we can ascer-
tain that the number of underlying topology can greatfget the overlay multicast performance.
In fact, it is understandable since with a larger underlyietyvork the tréfic overload can be more
evenly distributed over available routers. As showrlid [48]topologies used in the simulations
had 10000 routers.
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Figure 4.16: The Number of Physical Links With a Given StressStress.

Besides, we studied the variation of physical link stresseaDMMP and compared the results
with that of DVMRP (shown ilzZZ]2) and naive unicast in FefdI®. We used the similar model
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with a group size of 128 members in[101]. Here, the horidoaxés represents stress and the
vertical axis represents the number of physical links witfivan stress. The stress of any physical
link is one for DVMRP, shown as a solitary dot. Under both vatinicast and DMMP, most
links have a small stress, which is expected to be so. Howtwersignificant dference lies in
the tail of the plots. For the native unicast, one link mayehewtransmit 127 duplicated copies
of the same packet (since the stress may reach 127). Thoaghale quite a few links having a
stress above 120, native unicast may heavily overload tberlying network. DMMP, however,
distributes the stress more compactly, and no physicalatka stress larger than nine. Since the
traffic in the DMMP framework is well-dispersed, most of the rositexperienced stress with five
or even less.

4.5.2 Scenario 2: Comparison with ALM Approaches

In Scenario 2, we intend to compare the performance of DMM# wWiat of NICE which is
claimed to have a good scalability, and Narada which is orlkeofirst application level multicast
protocols. Very careful readers might notice that, we havamsidered some overlay multicast
approaches (e.g. OMNI, TOMA) as mentioned in Sedilon 2. #it8s is because the performance
of these approaches largely depends on the delicately ydapiafrastructure nodes (e.g. MSN).
Different from their design philosophy, DMMP-aware nodes alfeosganized to support media
distribution system, without any special infrastructus@ort from the underlying network. For
fairness and reasonability, NICE and Narada are chosen@bdnchmarks for the comparison
analysis, which are self-organizing systems as well. Feurtnost recent systenis39],[37] origin
from above two systems, and additional features in the netess are not essential for the fol-
lowing comparisons. Other systems such asl[116].1[117] eréeasible for the general topology
configuration in following simulations.

In our simulation, we reproduce the scenario implementdd thie same module callddMMP
_NICEChurnfollowing the description in[[43]. It can generate a churnadfival and departure
rate of the end hosts during a runtime. In brief, the NICE ohuodel includes three subsequent
phases:

¢ Join Phase: During the first 200 seconds, a set of 128 endinaiftsmly join the multicast
session.

e Stabilization Phase: Within,800 seconds the DMMP-aware overlay is kept stabilized.
There are no membership changes during this phase, whitch gatme period mentioned in

[43].

e Leaving Phase: After the stabilization, 16 randomly sel@ahembers leave over 10 sec-
onds. This phase repeated four more times at 100 secondaiisteiro verify the resilience
of DMMP, ungraceful leaving has been simulated during the-fone leaving phases, and
therefore the total simulation time is400 seconds.
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Simulation Setup

We relied on OverSim topology generator to configure the tyieg network with 5000 routers
with an average node degree between 3 and 4. In our simukstap, we were unable to simulate
with with topology of 10000 routers or larger since the OverSim configuration f@0B routers
and 1024 end hosts consumed more than 6 GB of the memory. Howéneergsults from our
simulation can be still comparable to that of NICE or Naraohees the following metrics are
measured in the “average” and “percentage” way. For exantipdeaverage router stress refers
to the average duplicated numbers of the same packet teavteough each of the underlying
routers. Furthermore, we emphasize that the purpose op#rfsrmance evaluation intends to
show the capability and potentials of DMMP in supportingy&scale media services.

The number of these end hosts in the multicast group varigteles 8 and 512 for dierent ex-
periments. In our simulations, in order to be comparablé WitCE and Narada we only modeled
loss-less links: there is no data loss due to network coimgesand no notion of background
traffic. However, any data packet is considered as lost wheneveviPR4ils to provide a valid
path from the source to a receiver, or a duplicated data p#&ckeceived through élierent paths.
Besides, we configured the following parameters for the Eitimn set up:

e Super Node Max Num: 30 is selected, since in this scenario PMtdmework is expected
to support a large number of end hosts. With regard to thepgsae, the maximum size of
super node is accordingly changed. That is, the maximumosigeper node is bounded to
no larger than 10% of group size when the group size is sntaker 300.

e Target Overlay Terminal Num: (812), which is the total group size of end hosts. Since the
maximum number of end hosts can be support by Narada is 51@nké¢est up to 512 end
hosts in this scenario.

e Graceful Leaving Ratio: 50% of leaving is ungraceful legvimith 0.2 seconds of graceful
leaving delay. Within this delay, these nodes are suppasedtify the neighbors and waits
for the leaving notification.

e Refresh Timer: 5 seconds, which is set with the same valliteaftBeatperiod for NICE.

Data Path Quality

Figure[ZIV and—Z.18 show the router stress and link stresdifferent protocols as the group
member size evolves. For each metric, we present both the reaNICE and Naradae and
the standard deviation. Note the aggregated results foENI@ Narada are obtained from1[43]
which specifically presents the router stress and link stuseng 10000 routers. In our DMMP
implementation, we only used 800 routers due to the limitation of hardware support.

As explained in Chaptdd 3, DMMP members aggressively finddgoaints of attachment (e.g.
high bandwidth support and relatively low e2e latency) ia jbe group in the overlay topology.
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Figure 4.18: Comparison of Link Stress.

Because of the locality-awareness considerations, thdyeaembers in the DMMP framework
are very likely grouped into the same cluster, and therefeeeouter stress and link stress would
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be kept relatively low. Moreover, some high capacity nodesgom as super nodes which can
distribute media data in a highly decentralized way. Thareefthe quality of data path in DMMP
is expected to be relatively high and kept stable.

As expected, the router stress of DMMP is quite stable (asi¢vétion of stress for DMMP is

very less), comparing with NICE or Narada. However, NICEntually has lower router stress
(30% less than DMMP when the number of end hosts is 512). The caase for the quality

degradation is that the established DMMP-aware overlayhmesy not be optimized during the
runtime. Therefore, we propose a self-improved protocoDBIMP in Sectiof 5. T to improve

the quality of service hierarchy. Nevertheless, we caneatgat DMMP only relies on half of the
routers to achieve competitive performance as proved itid@e€.5.] that the underlying network
size has a great impact on the performance, especially dawotlter stress,

Another fact is that the performance of NICE is much worse tb&MP and Narada when the
number of group size is less than 50 and the performance afddategrades very quickly when
the group size increases. However, DMMP is more adaptivieewariance of group size. More-
over, the link stress of DMMP is very competitive to that of0¥ although we used only, 800
routers to &ord the service. It is also interesting that the link straskeipt quite constant even
when the group size evolves. We believe that the dynamic +based overlay hierarchy iste
cient for distributing media data to a large number of endsos
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Figure 4.19: Comparison of Data Path Length.
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Figure[4ID plots the average path length and the deviat@n¥arada, NICE and DMMP with
different group sizes. As DMMP does not target at optimizing tligery path length to receivers,
such a result is acceptable. In some cases, DMMP has shaitteipdth length (e.g. when the
group size is lower than 100). In other cases, the data patjtHeof DMMP is a little higher than
Narada and NICE (e.g. when the group size is larger than R8)prisingly, with 512 end hosts
DMMP has shorter data path length compared with the perfocamatered by NICE or Narada.
It is mainly owing to super node selection strategy in our DRlvamework. When the group size
gets larger, the number of super node is accordingly inerkéd. Sectio 4.512). With more super
nodes, end hosts have higher probability of finding betterirsg parent nodes who can provide
shorter delivery paths.

The last important issue observed from the figure is thatdite jplath length of DMMP is relatively

unstable. We believe that established DMMP clusters mageoptimized due to the membership
changes, similar to which has been mentioned in “the impafctlie number of super nodes” in
Scenario 1. Therefore, in Sectibn 5]1.2 we propose and ag\salf-improvement mechanisms
for the DMMP framework to optimize the established overllsters.

Resilience and Control Overhead

DMMP is designed to be resilient to dynamic changes. To tiyate the impacts of end host
changes, we present results observed from the third padrafaenario: starting from simulation
time 2 000 seconds, a set of 16 members leave the group over thec@Besperiod. In those
leaving cases, there are 50% of ungraceful leaving (cf.i@d8I5.%). This procedure is repeated
four times and simulation ends at4D0 second. Note we reduce the number of leaving member
to 25% of the existing members when the group size is less@haRor example, when the group
size is 16 each time only four members leaves the group ithsteh6.

Figurel4.20 shows the mean value and the standard devidtmomiwol overhead at the access links
of the end hosts. Each symbol in the plot represents the gwerdue of the control tfc in form

of kbpssent and received by the group members. Since the contndieae for NICE and DMMP
is very similar, we draw another Figure-4121 with considgrmly NICE and DMMP. Obviously,
the control overhead of Narada is much higher than both NIREREMMP. For example, in order
to maintain a group with 500 end hosts the control overheadeaxis 200 kbps. The simulation
results again prove the statement mentioned in SeCiiol thdt Narada is only useful for small-
size or medium-size multicast group. Otherwise, the cowmiverhead to maintain a large group
will overwhelm the network resource.

When the group size is less than 256, the control overheadwi¥IP is comparatively higher
than that of NICE because of the large number of selectedr siquies. The frequent message
exchanges among mesh members result in a bit higher conediead.

However, the average control overhead decreases whendahp gize is more than 350 stemming
from the fact that we only selected the same number (i.e. 3@eadified in Sectiofl 45]1) of
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Figure 4.21: Comparison of Control Overhead.

super nodes for both group size of 256 and 512. Apparentiyhtoformer group size more than
10% group members are acted as super nodes, which incresaecttage cost of maintaining the
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mesh core. However, for the latter the number of super nadess than 6%, and thus the average
control overhead drops a little. It is the same reason whytlteedata path length is not stable
and the average loss rate increases more when the groups &%8.i Alternatively, the data path
length and the loss rate can be optimized through carefallscted number of super nodes and
shortening the refresh intervals (current setting is fiemads). If do so, the control overhead will
unavoidably increase since more message exchanges airedagumaintain the mesh core.

When the group size is larger than 350 the average controhead of DMMP decreases 20%,
whereas the control overhead of NICE increases more than G0% fact is resulted from the
following three reasons. Firstly, if a new member wants ia jhe NICE overlay, it must start
from the basic layer. If there are a small number of existisgrs, the layered hierarchy contains
a limited number of layers and control overhead is not highheWthe group size gets larger,
the NICE layer becomes much higher. In order to join the grdio@ message exchanges from
the basic layer till the highest layer could be very high. @®ek; each NICE cluster needs to
periodically track its size (cf. Sectidn Z.1.3), and basedh®e detected size it either splits itself
or merges with another small cluster. Such an operationdfulito keep the hierarchy stable.
However, if the group size is very large the control overhiesicuch an operation is unavoidably
high. Third, if there are several leaders (which are the memtwcated in the core of the layers)
happen to leave at the same time, the control overhead asddtes grows rapidly because all
partitioned nodes need to rejoin the session from the baggr lagain. It can explain why the
control overhead of NICE increases so fast when the numbgnooip size becomes large.
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Figure 4.22: Comparison of Average Loss Rate.
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Particularly, we measured the average loss rate duringptivetime leaving phases. Nonetheless,
the packet loss rate is not evaluated in NICE due to the uladitity of the measurement model in
NICE. As shown in FigurEZ4.22, the average loss rate incsedisamatically when the group size
evolves to 32 since each time there are more than 8 end h&$tg (Bave the group. Even when
those group members receive the data, they may not be abkdiverdthe data to its neighbors
before the leaving. Nonetheless, the average packet [d3MMP framework is still low. Note
that there is no data loss introduced by links, network cetiges or background tfiac. The
results in this scenario may not be completely realistic.wkl@r, we still can argue that the
stable packet loss rate implies the potential resiliend@MMP for supporting large-scale media
services.

Observing the above results from the multiple experiments different group sizes, we can
conclude as follows.

e The data path quality of DMMP is much better than that of Narachd very competitive to
that of NICE with much less underlying network support.

¢ DMMP is more adaptive to flierent group sizes than both NICE and Narada since the
efficiency of data delivery in term of router stress and linkssref DMMP are maintained
relatively stable when the group size grows.

e The control overhead and average loss rate varies in avdiatitable way as the deviations
of both metrics are much less than that of NICE and Naradas,TDMMP has the potential
of being resilient to dynamic changes in the circumstandarge-scale group size. While
the control overhead of NICE and Narada increases in an ssgeway when the group
size gets larger than 300, the control overhead of DMMP s dscted and kept stable.

e It is essential to balance the tradiebetween control overhead, and high quality of data
delivery because maintenance of a large-size mesh corg#iems DMMP-aware overlay
but increases the cost, especially the control overhead.

4.6 Summary

In Chaptef B, we proposed a novel Dynamic Mesh-based ovéfldticast protocol (DMMP)
framework to overcome deliveryffeciency, scalability and deployment issues for supportireg m
dia streaming applications over the Internet. Under trasnework, some selected nodes in a
physical region self-organize into an overlay mesh, whsathyinamically maintained according to
their resource availability and willingness of contrilaurts to the network. Note that the DMMP
framework currently considers source-specific multidagg], any-source multicast is left for fu-
ture studies.

The theoretical analysis proves that it is possible to ecanssuch an overlay hierarchy for DMMP
although there are a large number of leaf nodes (i.e., oVi) 49the network. Secondly, the tree
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depth has a great impact on the overall latency of the msttit@e, and hence we construct
multicast tree within each cluster as short as possible.dfioess the instability and unreliability
aspects of end hosts, DMMP periodically pushes high-capacides to the higher level of the
tree. Moreover, our preliminary analytical results shovodjstress for large multicast groups.
Our analysis is based on the assumption of a large membelgtigpuuniformly distributed in the
network. However, in practice, the uniformity assumptioaymot hold.

Therefore, we implemented DMMP protocol over OMNedand designed two scenarios to eval-

uate the performance of DMMP (e.g., stress, control ovetheBhrough the first scenario based

analysis, it has been validated that the number of integld@panning trees, the number of super
nodes, the number of joined end hosts, and the underlyivgonlesize have a great impact on the

performance of the DMMP framework.

Based on the simulation results of the second scenario, egrtas that DMMP can achieve a
much better performance than Narada, and a very compepigiermance as NICE. In terms of
the stress, control overhead and loss rate, DMMP has a veiasperformance as that of NICE
with much less underlying network support. Secondly, DMN&fework is more adaptive to
group sizes than Narada and NICE, and the performance of DiNtatively stable even when
the group size gets larger. Thus, we can argue that the dgriammitier hierarchy can be regarded
as an €icient way of supporting large-scale overlay networks. Iyagtis noted that there is
always a tradefd between having a high quality of data delivery and a high rabrdverhead.
Even so, DMMP has been benefit from the locality-awarenedsdgnamic mesh-based overlay
construction strategy to balance the quality of servicethadcost in an icient way.



Chapter 5

Self-improved DMMP Protocol
(DMMP +)

ChapteiB introduced a two-tier overlay hierarchy consistif a mesh core and several clusters.
Through performance analysis in Chaiier 4, the DMMP frammkusidentified to have the po-
tential of supporting large-scale media distribution 8=s. Nevertheless, the data path quality
may be instable and the average loss rate may largely irctsEsause of dynamic membership
changes (e.g. new member joining). In this chapter, we thterextend the basic DMMP proto-
col with self-improvement algorithms to provide a bettenvgm delivery hierarchy, regarding its
scalability, gficiency and reliability. The proposed the self-improvenmaethanisms are actually
protocol-independent. They can be applied to any overlayahthy, such as tree-based, mesh-
based structure (cf. Sectibn214.3). In this thesis, weajegiiem into the DMMP framework
to clarify how the self-improvement mechanisms can be usaohprove the quality of the data
delivery hierarchy.

The remainder of the chapter is organized as follows. Seffid presents two self-improvement
techniques proposed by the DMMRrotocol, namely, mesh self-improvement and cluster self-
improvement. Sectiofl 3.2 focuses on proving theaiveness of the DMMP protocol. Mean-
while, we introduce a dlierent topology generator - GT-ITNI[I9] - to produce a moraistic
Internet-like topology. For the performance analysis, &8pects are considered through the sim-
ulation, i.e., data path quality, control overhead and patdss. The comparisons in Sectlonl5.2
validate the correctness of our hypothesis that self-ingmm@ent mechanisms not only enhance
the reliability but improve theféiciency of the data delivery hierarchy. Sectfonl 5.3 givesatsh
summary of this chapter.

99
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5.1 Self-improvement Mechanisms

The DMMP framework relies on a dynamic mesh to distribute ianddta to a large number of end
hosts. However, the constructed mesh may be sub-optimedube (i) initial neighbor selection
during a member joining the group is given limited topolog§ormation; (ii) dynamic member
changes due to group member joining or leaving; (iii) unded network conditions, such as
routing, trdfic load may vary. Motivated by the refinement studieslid [45] §hd], DMMP+
provides two self-improvement mechanisms in order to drélgeenhance the performance of the
DMMP framework (e.g., to expand available bandwidth overritwork).

5.1.1 Mesh Self-improvement

In DMMP+, the mesh members periodically exchange messages withodaahin order to track

the dynamic changes of other mesh members. As we mention8ddtion[Z.511, the number
of interleaved spanning tree has a great impact on fiigesncy of the data delivery. However,
due to dynamic membership changes the quality of the eskedalimesh may degrade. DMMP

allows an incremental improvement of mesh quality by addidditional high-performance links
and dropping low-performance links.

Addition of Mesh Link

Mesh members probe each other at random and new links camled ddpending on the perceived
utility gain. Hereutility is defined in AlgorithnZ5.T11 to reflect the mesh quality. Baiing this
algorithm, members continue to monitor thidity of the existing links, and drop links which are
perceived as useless. Our target here is to provide a gaadygonesh which can ensure between
any pair of mesh members, the paths along the mesh can ptowitée performance comparable
to the performance provided by the unicast path between.tAerillustrate the idea, we provide
an example of adding useful links between a pair of DMMP mesmbers.

Let v be a super node;, randomly selects a non-adjacent super nodeusand sends a request
for u's routing table as well as it’s current available mesh degf@n receiving the routing table,
v evaluates the utility of the linku, v}, namely,U(u,v). Suppose latency is used as the routing
metric,v measures the Round-Trip Time (RTT) betwesandv. In this case, the utilityJ (u, v) is
calculated in the algorithin 5.1.1.

The above algorithm is similar to the one proposed’in][10&jyéver, diferent from their design
function we extended the algorithm witlain considerationsy evaluates how the performance
of its routes could be significantly changed if lifilg, v} is added. That is, we propose a utility
threshold to evaluate whether the adding link between tisahasirable. Such a threshold depends
on the number of existing super nodes, and the available ohegtee ofu andv. If U(u,v) is
above the threshold, should send a request, “AddLinkMsg” in our implementatitany if u still
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Algorithm 5.1: Utility for Mesh Self-Improvement
for for membew do
U(u,v)=0
CL = current latency betweanandv along the mesh improvement
NL = new latency between andv along the mesh
if new edgeu-v is added
if NL <CLthen

—NL

U(.U, V) + = T
end if
end for

have available mesh degree. The complete message flow is shé&igure51L.

o o

RoutingTableRq >
(e.g., available mesh degree)
< RoutingTableRsp
utility
calculation
AddLinkMsg >
decision upon
available mesh degree
< AddLinkMsg
Confirmation

Figure 5.1: Example of Adding Mesh Links.

For simplicity, u will not refuse to add the link but at the same time if there $siper node, say,
which adds a linKu, s}, the super noda breaks the connection to a non-super node if possible. If
it fails, sinceu’'s consensus threshold increasesoon drops a link anyway.

Deletion of Mesh Link

Besides periodical adding links to the mesh, each mesh mepabiodically considers to drop
an indficient link. Dropping a link is easier than adding an extr& lgince it may require no
message exchange. For exampleipdates the last routing updates received from its neighbor
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and computes the consensus cost of each link, su¢h @sas described i [I01]. However, in
Narada each group member can be selected as a source. Irseucaaently we only consider
one source and therefore, it can be useful to focus on optigithe routes from receivers to the
source. During our implementation, it is not wise to droprd hvhich is along the shortest path
betweenv and the source, or betweerand the source. Otherwise, it impacts on all optimal links
of vandu. As a complimentary td[101], we propose the approach asvisll

Supposec is the minimum value of the computed consensus costs.idfbelow the consensus
threshold that relies om's current available mesh degree and the number of supersndue
corresponding linKu, v} is dropped. To drop the link; notifiesu by sending a “DropLinkMsg”,

and both of their super nodes update their internal databaparticular, the routing tables. If the
“DropLinkMsg” is somewhere losty sends the message again when it receives the next refresh
message from.

5.1.2 Cluster Self-improvement

We suggest the self-improvement mechanisms since a clumggber having a higher capacity
than its parent node can be promoted. Basically, the ditglciren and their parent can swap their
positions. After promotion, the former child becomes the parent and its former parent may
become the current child. However, there are still somefacttect the mechanism:

e the number of nodes involved in the promotion
o the reliability of participated nodes

e after promotion, the re-construction of the existing tresyrbe complicated since the pro-
moted child may have not enough bandwidth to accept alliagignd hosts as its children.

For simplicity, we describe the idea by taking the followigample. In Figur€5l2, suppose that
node 1.1.2 has much higher capacity than its parent 1.1 lmastte capacity comparison. Then,
node 1.1.2 sends a promotion request to node 1.1. After aicgatoof (e.g. authority check),
node 1.1 acknowledges the request and sends back a statuswhjth contains the address of
node s. Here, it is necessary that node 1.1 waits till nodessréeeived the breakup request.
Otherwise, the join request from 1.1.2 may arrive earlidriclv will cause a loop in the overlay
tree.

Then, node 1.1 breaks the connections with node s and 1.Jo®ewér, node 1.1 keeps node
as its backup parent in case node 1.1.2 is leaving or unrblEchdoreover, node s considers
node 1.1 as it temporary child. At the same time, node 1.1nfacts node s and notifies node 1.1
to be its child. Once node 1.1 receives the notification ajamn® the tree as the child of node
1.1.2, it may break the connection with node 1.1.1 if node2lsiill has available capacity. In the
following example, node 1.1.2 can support at least threlelreni. Therefore, after the first swap,
the node 1.1.1 requests to join as one child of node 1.1.2.
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Figure 5.2: Example of Cluster Self-improvement.

The message flow of the promotion example is shown in Figife 5.

Due to our strategy of constructing the overlay hierarcloglas at the bottom level of the overlay
are either transient nodes, leaf nodes or new comers. The ahaster improvement algorithm
allows the newcomers who have higher capacities could t£lifmom the bottom to a higher level
after some switching stages. In reality, it is very impottior new customers who have high
capacity and willing to share their resource can get betiality of service. For example, a new-
comer at the lower level could switch with its parent if itaaity exceeds (over a predefined
threshold) the current parent. Nevertheless, an apptegheeshold (as defined in Section5l2.1)
should be chosen to avoid unnecessary switching since ghté has a smaller bandwidth sup-
port, it will be ultimately placed below the parent. The mgwmal of doing this is to reduce the
impacts of frequent changes in the overlay so that only algad of the overlay multicast tree
will be affected and needs to be re-constructed after dynamic changes.

5.1.3 Extended Messages

To support self-improvement mechanisms described abozaesd to extend the messages de-
fined in Sectiol3]4. Tab[e[.1 lists the extended DMMP messag

Here, RoutingTableRe@nd RoutingTableResmessages are used to obtain the information for
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Figure 5.3: Message Flow of Self-improvement.

evaluating random links. If the operation of adding linkgésided by one mesh member, it sends
AddLinkMsgfor adding the evaluated link to another mesh member. SilpilBropLinkMsgis

used to request for dropping unuseful links. Note the fissnsgssages are extended to support
mesh self-improvement mechanisms. Therefore, they ayeeschanged between mesh members.

For the cluster self-improvement mechanisms, the last fgsages are defined. Meanwhile,
Promotion Requesind Promotion Responsmessages are used to determine whether the swap
between the parent node and the child node is allowed. Oergadmotion is confirmed, the child
node tries to break the existing links with other nodes tghdsreak RequesindBreak Response
messages. In additiodpin Notificationis used to notify the partitioned nodes to rejoin the group.
Then, these partitioned nodes can request the new parejtiriorg the group. When such a
joining procedure fails, they can follow the initial join @se (cf. Section=3.3.3).

5.2 Performance Evaluation

As observed in Sectidn4.5.1, the established mesh core otdyenoptimal due to the frequent
member joiningeaving. Moreover, Sectidn 4.5.2 implies the quality oftplingth may be also
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Table 5.1: Extended DMMP Messages for Self-improvementhdaisms

| Messages | From | To | Operation |
RoutingTableReq. Mesh Member Mesh Member Links Evaluation
RoutingTableResp. Mesh Member Mesh Member
AddLinkMsg Mesh Member Mesh Member Adding Links

AddLinkMsg Confir-
mation

Mesh Member

Mesh Member

DropLinkMsg

Mesh Member

Mesh Member

Dropping Links

DropLinkMsg Confir-
mation

Mesh Member

Mesh Member

Promotion Req.

Cluster Member

Cluster Member

Promotion

Promotion Resp.

Cluster Member

Cluster Member

Break Req.

Cluster Member

Cluster Member

Break Connection

Break Resp.

Cluster Member

Cluster Member

Break Confirmation

Cluster Member

Cluster Member

Cluster Member

Join Notification \

| Cluster Member | Member Join |

affected. Therefore, we implement the mesh self-improvemeahanisms to gradually enhance
the mesh performance. For the same reason, we implemeetsdithmprovement in each cluster.

In this section, we validate thefectiveness of the two self-improvement mechanisms through
measuring the data path length, stress, loss rate and conrhead.

5.2.1 Simulation Setup

In the following simulations, we use two approaches to bthilel underlying network topologies:
1) NED-oriented topology generation; 2) GT-ITM generatds mentioned in SectionZ.3.4, the
NED-oriented topology generator is easy afittent but less realistic; whereas the latter is com-
monly a representative abstraction of the real Internet.

Besides the common parameters defined in SeEfion 4.4.6 anidrg&.5.2, the following param-
eters are configured for the performance evaluation of DMMP

e Target Overlay Terminal Num: the value varies between 12822048.

e Threshold for Promotion: threshold 100,000 bit= 100 kb. As the multimedia session
sends data at a constant bit rate of 64, 128 and 256 kbps, watset low bandwidth values
for the end hosts. It is possible to support up to 2 Mbps b#,rabwever, the speed of
simulation drops dramatically.

e Refresh Timer: 3 seconds. Itis used to periodically trigger the messageagges among
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cluster members.

e Refresh Mesh Interval:.2 seconds. It defines the period for refreshing the mesh core.

e Utility Interval: 5.0 seconds, which is a period used to consider addeigting random

links.

In the following two comparisons, we use the similar scemased in Section 4.3.1. The entire set
of members join in the first 200 seconds, and we run the simul&r another 1800 seconds to
allow the topology to be stabilized. That is, the performreaatDMMP+ will be evaluated through

two phases: joining phase and stabilization phase.

5.2.2 Scenario 1: NED-oriented Topology

To be consistent with simulation results in Chajpler 4, wé rfaly on NED-generated topology to
configure the underlying network. As identified that Naradasinot scale well (which can only
support up to 512 end hosts), in this scenario we only pertbarexperiments and compare with
NICE. We measured the router stress, link stress and canteshead regarding filerent group

sizes.
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o | A
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Figure 5.4: Comparison of Router Stress.
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Stress

Figure[53 shows the comparison of router stress with vamgwaup sizes. Compared with NICE,
DMMP+ has much less router stress (about 20%). Besides, the parfioe of DMMR- is quite
stable regardless of the group size changes. When the gimeigets larger, the router stress
caused by NICE increases whereas the performance of DMl keeps stable. In a stabilized
circumstance, the self-optimized DMMP-aware mesh andeisi€an provide highficiency of
data delivery by addingficient links and deleting irfecient links (cf. Sectiofi’5]l1) and as well
as promoting high capable nodes near the overlay coféer@ntly, when the group size becomes
large NICE has even deeper layered hierarchy and more segatasters within each layer, which
enlarges the possibility of redundant transmission overduters.

Similar to which has been observed in Scenbrio #.5.2, therstress caused by DMMP is rela-
tively stable. However, when the group size becomes latgar 800 the performance of DMMP
degrades and becomes worse than that of NICE. It is mainlgusecof duplicated transmission
through unoptimized overlay hierarchy.

3.0+
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Figure 5.5: Comparison of Link Stress.

Figure[&.b depicts the comparsion of link stress among NI@¥EMP and DMMP+. Obviously,
DMMP+ can achieve much better performance than DMMP. Moreover talthe gradually op-
timized overlay hierarchy the link stress of DMMHRs quite stable. Such an observation exactly
demonstrates that the DMMPprotocol is very helpful to improve the stability antfieiency of
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the data delivery in the DMMP framework.

Compared with NICE, DMMR has comparatively less link stress though its underlyirtgvork

is configured with 5000 routers. Especially when the group size is less th@0d, the router
stress of the DMMR protocol is up to 15% less than that of NICE. When the groue sizarger
than 1500, the performance of NICE is a bit better than DMMPHowever, as identified in
SectiofZ.5]1 that the link stress is impacted by the unitgylppology, we can argue that the link
stress caused by DMM#Pis very competitive and stable in contrast to the perforraasfdNICE.

Control Overhead

10

--O--NICE
/- DMMP
) -~~~ DMMP+
a1
o
£ o
: e
; -
£ 4
5 -
: -
o .
£ 7 A L )
8 A0 T
0 4 <>_<>
: l ' | | | | |
0 500 1000 1500 2000

Number of End Hosts

Figure 5.6: Comparison of Control Overhead.

We measured the control overhead with regards fi@mint group sizes for NICE, DMMP and
DMMP+. The control overhead used to maintain the NICE overlayanidry is much higher
than both DMMP and DMMR. As mentioned in Sectidn 4.%.2, the control overhead of NiCE
expected to become serious in a highly dynamic environméoivever, in current stable scenario
NICE still has a quite high control overhead when there isyradhic changes in the group during
the stabilization phase. The main reason causes such ambeon is that maintenance of multi-
layered hierarchy is very costly especially when the graepis large. Diferently, because of the
dynamic mesh-based clusters, the control overhead in th®BKtamework is constraint within
the locality, except for few frequent message exchangdsimtesh core.
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Furthermore, the control overhead caused by DMM#®even less than DMMP because the op-
timized overlay hierarchy can reduce the message exchdoggsining the multicast session.
Suppose high capacity nodes have been promoted to the kigjtofehe hierarchy, it is easier for
newcomers to find available parents to join the group.

Therefore, based on the above observations we can condy@MP+ can achieve morefie-
cient data delivery than NICE and DMMP; 2) control overheadsed by the DMMP and DMMP
protocols is stable and much less than that of NICE, even whegroup size becomes large. 2)
DMMP+ can largely enhance the performance of DMMP in a relativigple environment.

5.2.3 Scenario 2: GT-ITM Topology

Due to the limitation of the topology generation algorithm@verSim that it is less realistic
(as mentioned in Sectidn 4.%#.4), in Sectlonl 4.5 we can onlyualdy configure the underlying
routers. In order to further identify the scalability of DMMand as well as thdfectiveness of our
proposed self-improvement mechanisms, we attempt tofgdlyi evaluate the performance of
DMMP and DMMP+ under Internet-like topology. For example, the GT-ITM ttqmy generator
[LI9] produces a representative abstraction of the reairiet.

In the following experimental phase, the simulations aredoeted based on thEransit-Stub
Domain Model an abstract representation of today’s Internet creatied tise topology generator
GT-ITM [L19]. The generated initial network topology is theanslated to NED files which can
be used for our simulations. The translation mainly referghe relevant parameters required to
build the underlying network. For example, the number otewmi(e.g. backbone router) is now
defined by GT-ITM, instead by manual settings in a NED topglog

GT-ITM

Different from the topology generated in Secfiod 4.5, we useT®T1b generate a large-scale
Internet like topology. Before providing the detailed a3#&, we introduce GT-ITM topology
generator and explain théfert of converting the GT-ITM generated topology to suppuaytour
simulation.

GT-ITM is built on top of the Stanford GraphBase (SGB) [i128]platform of structures and
routines for representing and manipulating graphs. Howgéle topology generated by the orig-
inal GT-ITM topology generator cannot be directly used fae€sim simulation. Therefore, we
converted the necessary information of GT-ITM network itte OverSim-based topology.

There are three relevant specifications in GT-ITM, whichwased to rebuild the same topology
mentioned in[[43].

e itm - to create flat random graphs and two forms of hierarchicablgs. The generatedgb
files are GT-ITM specific files.
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e sgb2alt- to convert the above generategbfiles into a.alt file which can be easily parsed
by other tools.

e alt2ned - to generatenedfile based on the abovalt file.

To support our simulations, we define a new script to evokeg#dmeration ofnedfile which can
be recognized by OverSim simulator. Based on generatedfile, the required knowledge (e.g.
the number of backbone routers) of the underlying topolodhbe used produce the the network
definition (i.e. UnderlayforDMMP) for DMMP. For the value déta bit rate or propagation delays
can be modified imlt2ned

There are five graph models supported by GT-ITM:

e Pure random model: it is not a reflection of a real internekwdaut it is attractive for its
simplicity and straight-forwarded testing of networkingpplems.

¢ Waxman: is one of the most common random graph models, wathribbability of an edge
from u to v given by:

P(u,V) = ae 9/ (5.1)
where 0< a, 8 < 0, d is the Euclidean distance fromto v.
— Waxman 1:L = V2 x scaleand scale is the maximum distance between any two

nodes. An increase ia will cause an increase of the number of edges of the graph,
while an increase g8 will increase the ratio of long edges relative to shorteresdg

— Waxman 2: It provides an addition of the factadius = ke to control the number of
edges in the graphs that are generated, giderere,e represents the desired average
node degree.

e Exponential: it uses the following equation:
P(u,v) = ae /L9, (5.2)

The probability of an edge in this model decreases expanitiith the distance between
the two vertexes.

e Locality: it partitions the edges into discrete categohiased length, and assigns &elient
edge probability for each category. For each category, ananpeteradiusto define the
boundary:

PU.Y) = a ifd<Lxradius
7 B ifd>Lxradius
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Stub domain

Figure 5.7: Transit-Stub Domain Structure.

However, neither type of above models captures the hieyatwdt is present in the real inter-

networks. Therefore, a Transit-Stub (TS) model is preteteeproduce hierarchical graphs by
composing interconnected transit and stub domains. AssimWwigured 5.V, a random connected
graph is constructed, in which one node represents an érairgit domain and then each node in
the graph is replaced by another connected random grapbhyihally composes the backbone
topology of one transit domain. Moreover, it is required &vdr some number of additional edges
between pairs of nodes, for example, one from a transit do@ad one from a stub domain, or
one from each of two dierent stub domains. In this way, the random graphs are atlemiad into

a full graph.

The purpose of the following experiments is to further idfgnthe usefulness of our proposed
DMMP+, as well as its scalability. To configure the underlying rarkywe used 2500 routers as
the compile of such a large topology generated by GT-ITM oores up the 6 GB memory. The
average router degree was set to betwe8rad 40. We measured the router stress, link stress,
control overhead as well as the average loss rate with regawiterent group sizes.

Data Path Quality

To evaluate the data path quality, we compared the perfaremahDMMP+ and DMMP in terms
of router stress, link stress and data path length. Notehiledbllowing results are éierent from
the ones in Sectidn 5.2.2. Here, we only configurgsDP routers due to the hardware limitations.

Stress
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Figure 5.8: Comparison of Router Stress.

Figure[&.8 and_5]9 show the stress on the network routersirdesd For each metric, we present
both the mean value and the standard deviation.

When the group size is larger than 300, DMMRas much less router stress (max. 25%) that
of the basic DMMP protocol. DMMP dters from redundant packet copies through unoptimized
overlay hierarchy especially when the group size is largéelithe group size is less than 300,
DMMP can achieve 15% less router stress than DMMiecause periodic adding and deleting
links within each mesh and parent-children swapings withirsters may cause more duplicated
transmission of media packets. It eventually causes rehirabpies through the routers.

For the link stress, DMMR has better (max. 75%) performance when the group size isrlarg
than 550. The locality algorithm bound the impact of selfsiowvement within each cluster, and
therefore there are few impacts on the network routers thainof links. When the group size is
less than 550, the link stress of DMMRs higher than DMMP. It is mainly caused by that the
switching positions among users, such as generating mqigcdied data delivery. [ierently,
when the group size gets larger (e.g. more thad0@) the optimized overlay hierarchy can even-
tually provide much better service, which comprise the iotpaf performing self-improvement
mechanisms.

In a relatively stable environment, the quality of the DMMday hierarchy can be gradually
improved by the DMMR protocol. When the group size gets larger, the self-impro@ mech-
anisms help more in alleviating the redundant packet traasom among the links. That is why
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Figure 5.9: Comparison of Link Stress.

the link stress and router stress can be kept stable and lemwelren the group size is larger than
thousands.

Data Path Length

Further, we measured the average data path length of DMMBEMMP + in Figure[5.1D. Without
the self-improvement, the average data path length pesfoery unstable, especially when the
group size is smaller than Q00, because the established overlay hierarchy is not etihdue

to the member joining phase. DMM#Pperforms better than DMMP and the data path length
gradually increases. The result is predictable since tleel@y mesh and clusters become stable
and dficient in expanding more available bandwidth. The more hiagacity nodes are promoted
to the higher level of the overlay hierarchy, the shorterdherlay multicast tree becomes (as it
has been demonstrated in Secfion4.1.2). Accordingly, dtee path length can be shortened.

Unfortunately, when the group size increases the data patjth of DMMP+ grows fast due to
two reasons. First, we used the same number of super nodeeftarge-size group. Itis hard to
find optimal (e.g., less e2e latency) super nodes to join thikigast session with small number
of available nodes. Second, in the current work we have matlsied the super node dynamic
joining procedure in order to avoid the complexity of the ¢ management. Otherwise, the
data path length can be easily optimized. We can still argaethe above result is acceptable as
optimization of the data path length is not our main target.
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Figure 5.10: Comparison of Data Path Length.

Control Overhead and Loss Rate

With the requirements of additional position switching$/EIP+ is expected to have higher con-
trol overhead and higher loss rate than DMMP. Surprisingsyshown in FigurE511 the over-
head of DMMPR* is quite comparable to that of DMMP. We believe that the libgalwareness
switching helps reducing the overhead of maintaining th&esnverlay hierarchy in a stable sur-
rounding. Although additional message exchanges arerszhfar switching positions, the cluster
is kept more stable andticient for delivering data to downstream nodes than the H2aBIMP
framework without self-improvement considerations. $anty, the mesh core becomes more ef-
ficient and stable of delivering data to the non-super nodlasrefore, the loss rate is insensitive
to the changes of the group size.

Additionally, we evaluated the packet loss in this scenafibe packet loss rate is hot measured
in NICE due to the same reason explained in Sedfionl4.5.2e Mt the packet loss is only
caused by the duplicated packets or tree partitions. Shege is no frequent changes of the group
members, and the loss rate is kept very stable for both DMMIRd DMMP. Moreover, the loss
rate caused by DMMPis less than that caused by DMMP. It is quite reasonable sireceverlay
hierarchy becomes more reliable due to the self-optimiaiggrithms conducted in both the mesh
core and the clusters.

Another important fact observed from Figlire 3.12 is thatmtie group size is larger than@o0
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Figure 5.11: Comparison of Control Overhead.

the packet loss rate performs not worse than the case witt groap size (e.g. when the group
size is 500). As the packet loss is only resulted from dutdid@ackets or tree partitions, it implies
that there are less duplicated packets traversed throegbveerlay network. Therefore, the link
efficiency is accordingly improved because of the self-impmoet mechanisms. Such a result
also conforms the analysis in Figurels.9 that the link stkesps very stable and even drops a
little bit when the group size becomes larger tha®dD.

5.3 Summary

To improve the quality of service delivery hierarchy, datiroved DMMP protocol (DMMR)
was proposed to periodically optimize the established DM#Rire overlay mesh and clusters.
For instance, we define wility threshold in the the mesh self-improvement to evaluate hvenet
the adding link between super nodes is desirable. Thistiblé€an dramatically reduce the cost
of unnecessary link changes.

Under the two-phase experimental scenario, DMMRs been validated to further enhance the
performance of DMMP in terms of scalability, reliability dmfficiency. The simulation results
have testified that self-improvement mechanisms can latggp optimizing the DMMP clusters
in reducing the packet loss and control overhead.
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The performance of DMMP is even better than that of NICE with much less router stress a
much less control overhead. For link stress, DMM§an achieve very competitive performance

Overall, we ascertain that DMMPcan assist the DMMP framework to be scalable, stable fird e
cient in supporting large-scale media distribution sexsid\evertheless, DMMPcannot largely
optimize the data path length when the group size is largee frssible solution is to imple-
ment the dynamic super node joining mechanism, howeveraijt make the peer management
more complicated. Another possibility is to combine the e2ency into the super node selection
algorithm, which may increase the control overhead andehgce latency.



Chapter 6

Interest-shared Group Management
(IGMT) Protocol for DMMP

6.1 Introduction

As demonstrated in ChaptEl 4, DMMP can potentially suppangd-scale media distribution
services, however, it may raise the issue of resilience duée instinct nature of application-
level multicast approaches. Peer-to-peer technologies pivided the opportunity of address-
ing resilience issues owing to its unstructured overlaystroction and dynamic maintenance.
For instance, several mesh-pull P2P architectures have siseessfully deployed for P2P me-
dia streaming systems (e.g. IPTV)]54]. While existing s&gdnostly focus on peer-to-peer or
overlay protocol design based on simulation under variopslbgical constraints, experimental
studies on a real-life P2P media distribution system wiMpte valuable information. Thence, we
perform a comprehensive analytical and performance stadypost, which is one of the first com-
mercial peer-to-peer (P2P) Video-on-Demand (VoD) systdistsibuting various forms of video
over the Internet. Motivated by the above investigatiors rguirements for P2P management in
media distribution systems, we propose Interest-sharedii=Management (IGMT) protocol for
DMMP. The IGMT protocol is applied to DMM#P, which has extended the DMMPprotocol in
the framework to be more scalable, stable affidient in supporting large-scale media distribution
services.

The rest of the chapter is organized as follows. Sediloh 6e2qmts an investigation on peer-
to-peer management mechanisms used in Joost. The expt&iraaalysis includes peer man-
agement schemes in terms of time pattern, bandwidth corteanmgnd locality considerations.
In Section &B we propose an Interest-shared Group Managegi@MP) protocol. It is applied
to DMMP-aware clusters to reduce the e2e service latencyt@irdprove the resilience of the
DMMP framework when end hosts within the same interesteshgroup are available.

117
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6.2 Investigations on P2P Management in Joost

We choose Joost as the target for the study of Peer-to-pderseovices due to the following
reasons. Firstly, as one of the earliest and best-known @oiah peer-to-peer VoD products,
Joost has the potential to become popular following a sséaestory of Skype. It §ers high-
quality and comprehensive VoD services, for instance, theeat version (Beta 1.0) supports an
instant on-demand video without any need for additionatgebox. Furthermore, it is provided
as a freeware without releasing source code, althoughtitde/k to be built on top of several open
software such as Mozillaulrunner [1Z1]. These facts may provide us some means terstaohd
some particular behaviors of Joost clients, however, exoephe limited knowledge of the used
open software, the underlying P2P architecture and ddtaikchanism$echniques used in Joost,
like when Skype was new, are still unrevealed.

Getting deep insights into various aspects of Joost has diedlenging because the Joost archi-
tecture and many technologies it uses are proprietary. fticpkar, in order to understand its
performance, we had to collect a large amount of data ang/anahedia streaming behaviors
and peer management behaviors. Through numerous expésimanstudy of Joost brings lights
to the Peer-to-Peer performance and design issues of mistlilution services to the public
Internet. The detailed information of the experimentallgsia of Joost system is provided in
Appendix(B.

As the performance aspect plays an important role in P2P \&#D adoption, we envision three
typical usage scenarios and use them to study more closelpdahaviors and performance of
locality awareness, bandwidth capacity and peer managemen

6.2.1 Experiment Setup

There are three main Joost server sites: the USA, Europe aiadE2]. Since all mechanisms
and technologies are assumed to be used in the same way,pauinesnts explore European site
also due to the authors’ location in Germany (GMIL:00).

All experiments were performed between September 2007 eloidi&ry 2008 at various geograph-
ical locations. We used six Windows XP SP2 machines forrgetlip an experimental testbed.
They were equipped with the same processing power and caahiec100 Mbps full-duplex uni-
versity LAN. Note that we also used Windows Vista and MAC OS Hamines for the testing,
however, their results haven’t shown significarftetience from the following results. Since De-
cember 2007, Joost has been open to public although it wiasadlied Beta version (Beta v1.0)
during the time of our experiments.

For data collection, we used Wireshafk [lL23] and OmnipE&H].1 Tools like WherelsIP[]125]
were used to perform reverse country, city and ISP lookupsffiolP address when Omnipeek
failed to return a DNS PTR record.
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6.2.2 Experimental Methodology

Some typical scenarios are designed to examine the peergeraeat aspect as it is the most
important aspect. To facilitate our measurements, we aaalye major factors in which the peer
management may involve.

e Time pattern:The diferent user distribution during a day or a week may have gneaacts
on the performance (e.g. contributions from peers highpede on the number of peers).

e Upload and download CapacityThe peer management can be benefit from fifieient
bandwidth usage if peer is given some incentives to con&ilmore to the network.

e Popularity impacts:The number of users may be largely determined by the populafrthe
programs.

e Locality considerations:One of the main challenges in P2P VoD system is tiieient
allocation of the available resources. Thus, it is gengrddéisirable that data exchange
be made preferably between nodes that are placed 'closentiyiei underlying network
to reduce the redundant usage of long-haul network linkstarghve local resources for
network providers.

Designed Scenarios

As the performance aspect plays an important role in P2P \&dD adoption, we envision three
typical usage scenarios and choose data-driven analysiserpattern, bandwidth consumption
and locality considerations to reveal the P2P mechanisred imsJoost. The results may pro-
vide more valuable information to ISPs, network administi®tand content owners for a better
understanding of the requirements for building and margagiR2P VoD system.

Before getting a deep analysis, this section provides aleigt description of the Joost analysis
model we adopt in this investigation. As shown in Figlitd @&ye are two planes in the Joost
client model: control plane and service plane. For conttah@, only user authentication and
channel management is performed using a classical cleaesmodel, and all further signaling

is performed on the P2P overlay. Thus, Joost users’ infoomge.g. contact list, status) are
entirely distributed and decentralized among peers, walidhw scalability on the one hand and
cost-dfectiveness on the other hand. Moreover, distributed peaageas (super nodes named in
[L22]) need to maintain the P2P overlay and help managingpgneembers.

Joost provides high-quality VoD services as well as someevatlded services, such as instant
messaging. The communication between clients is establisising traditional end-to-end IP
paradigm, but Joost relies on other public nodes to easerdlersal of symmetric NATs and
firewalls. It can be identified through the following expeeints.
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Figure 6.1: Synopsis of The Joost Client Model.

We used six Windows XP machines as described in Selciion 6l Bree of them were configured
with public IP addresses and the other three were locateshdehNAT/Firewall (N/F-behind
nodes). All of them were connected to 100 Mbps full-dupleiversity LAN.

e Scenario 1:To get a broader view of the time pattern, we monitored puldides and NAT
nodes over a period of three weeks (7-28 January, 2008) gtdred over 78 GB data.
Those test nodes were equipped with the same processing podéandwidth support.
We repeatedly ran the same channel at both nodes. Once thieetheas finished playing,
we emptied the local cache and re-started playing.

e Scenario 2: We randomly chose programs ranking in the “most popular narng” and
unpopular programs with the same length. In this experiaiestenario, a public node and
a N/F-behind node continuously ran popular and unpopular progrover two-week period
(14-28 January, 2008). We captured 24 GB data.

e Scenario 3:Two test nodes were located behind a Network Address TriangI4AT) and
configured with non-routable, private IP addresses. Onleeshtstarted to randomly choose
one channel. After a short period (e.g. 5 minutes), the athde selected the same channel.
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As media data is encapsulated in UDP (cf. SediionB.2.3), niye @aptured UDP packets under
the first scenario. Based on the knowledge that the pacleb§inedia data is 1104 bytes and the
traffic coming from peer managers are used for controlling, wénéurisolated media data from
other control tréic. Nevertheless, Joost encrypts all UDP payloads, theredorr analysis on the
collected data is restricted to IP and UDP header fields dietuthe source and destination 1P
address and port, and packet lengths.

6.2.3 Experimental Results

Some initial experiments_[126] indicate that Joost relinsagplenty of dedicated infrastructure
nodes (e.g. content servers) to distribute video. Howeitece December 2007 during our exper-
iments, the contributions of peers largely increased amni@daccording to the timlife pattern.
The following experiments illustrate our recent findings.

Time Patterns — NAT/FW-behind Node

Figure[G2 and Figure8.3 illustrates typical segments sf §icenario results of /N-behind node.
They plot the average percentage of media contributioms flmost servers (cf. Sectibn BR.1) and
peers. We separate weekday trace from weekends tracelsaydeave dierent distributions. The
deviations identify that both traces follow the similartgath except for two time slots in the week-
days (16:00 and 22:00, 11 January, Friday) when there weread gumber of peers contributed
to the test nodes. In fact, it is understandable since bytithatthe weekends had already started
in some European countries. Note that our experimentatitotavas in Germany. To verify our
conjecture, we further traced these contributed peers. igntice total peer contributions (%6

in average), 38% of the media data was contributed by Europeers and 28% was transmitted
from the US.

The second main observation from above two figures is thattkmyvers delivered a majority
portion of media data to Joost clients during the entire weklkwever, we observed an interesting
phenomenon in the weekday trace. There were two user pesl,afd 12:00, that a lot of
contributions (50- 60%) were from other peers instead of content servers. Aloapto what has
been observed in[1I27] that the number of users drops gigdiuaing the early morning (0:00-
7:00) and climbs up to a peak when users are in noon breakQ-12:®0), the number of Joost
users is expected to be the least in both time slots. In otbedsyif the contributors were located
in Europe, it would be against the daily life pattern since finst time slot (4:00-6:00) will be
sleeping time and 10:00-12:00 is working time. In contraghte weekday trace, during 0:00-2:00
in the weekends there was a user peek, which is possible thsitafithe contributions came from
European countries.

To discover the reasons and identify our conjecture, wénéurtinalyzed these user peeks. As
shown in Figurd_6]4, from 4:00-6:00 most of the data was dmurted from the U.S. and 10:00-
12:00 European peers contributed the most (60-65%) but @& still contributed over 20%. It



6.2. Investigations on P2P

Management in Joost

122

114

—&— From Content Servers
- O- From Peers .

\\/ﬂ

11 January, Friday

Average Percentage of Contributions

I'I'I'I'I'I'I'I'I"I'I'I'II
0:00 2:00 4:00 6:00 8:00 10:0012:0014:0016:0018:0020:0022:0024:00

Time (7-11 January, 2008, GMT+01:00)

Figure
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indicates that inter-continental links (between the Urgl Burope) are often used regardless of
the number of local peers. For the third slot 0:00-2:00, pé&em the U.S., Europe and others

6.3: Weekend Trace of NAFW-behind Node.
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Figure 6.4: Timeslot Trace of NAFW-behind Node.

shared the similar portion of the contributions.

As network operators struggle to control the overall usddpmndwidth, it would be advisable that
P2P service provider could constrain the media data traassom within a locality without frequent
use of inter-continental links. Otherwise, the inter-ao@mtal bandwidth usage will become a
non-marginal issue for the network providers. To verify wige locality-awareness has been
considered in Joost peer management, we studied its penficeradditionally in Sectidn 6.2.3.

Time Pattern — Public Node

Since public nodes and/R-behind nodes ran the same channel, the available caitnsuvere
assumed to be similar. Surprisingly, public IP address gandd nodes relied great heavily on
the Joost content servers. As depicted in Fiduré 6.5[afddn@o8t of the time content servers
contributed over 60% of the media data. Comparing with @2 and [G13, we conjecture
that Joost uses a peer management algorithm similar to thesed in Skype that easily reachable
nodes (e.g. public nodes) with high capacity are used ty tedfiic for other peers, so-called super
nodes in Skype. Actually, the fiierence of upload throughput between public nodes afid N
behind nodes is significant (see Sec{ion ®.2.3). Beside&elieve that the available bandwidth,
performance (e.g. CPU, memory size) are considered in thiegadection phase, which has been
identified in [126].

If we consider the deviation of the weekly trace in Figiird &8l [6.6, except for the time during
4:00-6:00, the rest hourly trace followed the similar patteTo reveal the cause offtirence,
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Figure 6.6: Weekend Trace of Public Node.

we tracked this particular time duration. It was noticed tha average 28% (total 493%) of
contributions came from the US (local time: 20:00 - 1:00).5%7 from Europe and rest of peers
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(e.g. Australia (GMH#10)) contributed %3%. Again, it conforms to the above observation that
most contribution were transmitted through inter-conttiaélinks.

Furthermore, the weekend trace performed quitieintly from weekday trace. Particularly, the
time slots of 2:00 and 17:00 respectively reached the pestribation peeks (over 50% of the
contributions). Among these contributions, European p&ansmitted on average.32% of the
media data, US peers forwarded% and others contributed48%. Nevertheless, Joost servers
still contributed 478% which is much higher than any of the above contributions.

Lastly, the number of contributing peers is expected to lEndvigher at weekend nights but
for both public and {F-behind nodes most of the contributions came from conterviess. As
observed in[[126], the possible explanation is that thelldcast users in Germany were limited
likely due to the current programs are mostly only in Enghgthout German subtitles. If the
Joost client can select preferred language in the secomdalip tracks, it will attract more clients
during their relaxing time. The other explanation could &t tmost Internet TV fans are night
owls since for both public node andibehind node between 0:00 and 2:00 on weekends the peer
contributions reached the highest peak.

Bandwidth Consumption

Having isolated the UDP packets, we examined the averagaghput of public node and/R-
behind node for each period of 1000 minutes through four weelgurd 6]’ shows that the public
node’s upload throughput is on average 67% higher than thiaé &N/F-behind node although they
have the same capacity regarding its bandwidth support erwkgsing power. Such an observa-
tion suggests that public node is likely chosen as relayiden for other peers. Moreover, the
average download throughput of the public node is 15% hitjtean that of the N--behind node
since most of the data was directly transmitted from corgenters. The reason why the through-
put of the public node was not stable is that the content sermaay not be able to contribute with
the same amount of media data when simultaneously servieng@ &mount of peers.

We observed that the/R-behind node downloaded and uploaded media data in a Girlgtant
speed compared with the public node. The download througbpthe NF-behind node was
438 kbps, that is, 200 MB per hour, and 22 MB per hour for uglogd For public nodes, the
average download throughput was 493 kbps, namely, 225 MBrferhour, and 68 MB per hour
for uploading. Through the experiments, we found that theraye percentage of control fiia
among the total tffic was 15%. Thus, public nodes only need to support 580 kbpslddw
capacity and 84 kbps for uplink although they were connettdd0 Mbps full-duplex university
LAN. Thus, we suggest that Joost can be a little aggresspecely to high-capacity node when
they are available.

Unfortunately, as explored in[IR6] low capacity nodes dooé hardly supported in the Joost
system since current Joost system only provides the santigydaaany video. We would suggest
using layered or adaptive mechanisms for mdfeient video distribution. For example, servers
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Figure 6.7: Throughput of Public and NAW-behind Node.

or some high-capacity nodes are responsible for transgittie basic layer of the encoded video
and other available peers could be used to transmit the eatidayers in order to improve the
video quality. Although it might introduce some complexdiinto the peer management, the Joost
system could support more users including some low-capacities without wasting network
resources.

Popularity Impacts

We assume that the pubic nodes actively participate inirelayedia data for other peers. Hence,
we only traced two public nodes runningfdrent types of programs as defined in Scenario 2.

As with many P2P media streaming applications, the numbesefs is largely determined by the
popularity of the program. For popular channels, the upkbadughput should be much higher
than that of unpopular channels. What is observed in Figifes6consistent with the specula-
tion that popular channel node’s upload throughput was niigher (over 150%) than that of
unpopular channel node.

For popular channels, at the initial phase the throughpcteased dramatically to reach the
throughput peek 85 kbps. Then, it decreased till 35 kbps aacased again till 60 kbps and
kept relatively low. The near constant throughput during ldite stage suggests that Joost P2P
system scales well since more contributors are able to forweedia data after they receive the
data.
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Figure 6.8: Upload Throughput of Popular Channels vs. UnfaspgChannels.

During our experiments, the throughput of unpopular chenigealways low (in average.24
kbps) and the unpopular channel node comes into the stabtephuch earlier than the popular
channel node. We conjecture that there are much less requetste system for the unpopular
programs.

Locality Considerations

After three-day repeated experiments of Scenario 3, we/zaedlthe collected data from both test
nodes. Although the two test nodes were watching the sammnehand geographically locating
near each other, the second test node only received in &v&Bfg of the data from the first node
(96.2 MB out of approximately A4 GB). Therefore, we ascertain that the locality-awareresst
well designed in the Joost system, for instance, the tojedbtpcality may have not considered
in the peer management. It would waste a large amount of resdumedia data is transmitted
from remote peers instead of from available nearby peers.

To further evaluate the locality-awareness in Joost pe@agement, we parsed the IP address of
contributed peers from which our test nodes received datsurhmary, we identified 1210 distinct
peers which provided inneglectable contents to our testsiotihese peers were located in over 54
countries. Of all the data collected from the test nodes, &#%%) came from European countries,
24% (293) came from United States2® (99) came from Asian countries,9% from South
America, 36% from other countries. Besides, 45 IP addresses wereausable and therefore
we marked them as “unknown”.
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Figure[6.® shows that the major sources of peers are Eurapdgrited States. Moreover, sources
of JCs from Germany were 130 (19% of Europe). Since our hostleeated in Germany, we
suspect that the geographical distance (e.g. from spedifitnent) may have been considered
in Joost. For example, the prefix awareness may have beeidemt during the peer selection.
Note that a high-level (geographical locality) is not enodigr peer management since resource
can be still wasted for being transferred to a remote usdrarsame geographical location.
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Figure 6.9: Geographic Location Distribution.

As with many P2P media streaming applications, the numbesefs is largely determined by the
popularity of the program. For popular channels, the upkbadughput should be much higher
than that of unpopular channels. What is observed in FigurdeifBconsistent with the specula-
tion that popular channel node’s upload throughput was niigher (over 150%) than that of
unpopular channel node.

For popular channels, at the initial phase the throughpateased dramatically to reach the
throughput peek 85 kbps. Then, it decreased till 35kbps nockased again till 60 kbps and
kept relatively low. The near constant throughput during ldite stage suggests that Joost P2P
system scales well since more contributors are able to forweedia data after they receive the
data.

During our experiments, the throughput of unpopular chenigealways low (in average.24
kbps) and the unpopular channel node comes into the stabtephuch earlier than the popular
channel node. We conjecture that there are much less requetste system for the unpopular
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programs.

In order to further investigate the locality awareness iosfowe measured the RTT from the
receiving peers to the transmitting peer by OmniPIng[128k conducted this experiment in
parallel with the ping experiment by using WherelsIP_|125]determine the number of hops
between our Joost client and the transmitted peers.

Table 6.1: Locality Experiments with RTT, Hops and Data

Host Hops | RTT (ms) | Data (%)
Host 1 11 19.20 0.01
Host 2 12 113.63 0.02
Host 3 14 110.13 0.07
Host 4 13 97.397 0.48
Host 5 21 134.14 0.66
Host 6 16 128.22 0.95
Host 7 19 128.97 6.36
Host 8 16 147.14 7.22
Host 9 22 186.27 8.64
Host 10 11 416.68 8.25
Host 11 18 182.47 10.15
Host 12 21 56.19 18.07
Mean 16.17 143.36 5
Median 17.5 131.18 3.655
Standard Deviation 3.848 | 93.873 5.458
Correlation to Datg 0.5228| 0.2173

Table[6.1 summarized the results of the experiments thatdgseer connected with University
LAN over 1 Hour 30 minutes. We firstly selected 19 peers whdrdmrted most data to our test
node. Meanwhile, there were 7 Joost content servers (7 ol@)fThen, we traced the rest 12
peers with their RTT and hop counts. As depicted in the Tatblke,hop counts varies ranging
from 11 to 22, and the largest contributor has large hop souAtl above hosts show a weak
positive correlation between RTT and the amount of transfedata. Thus, we conclude that
Joost selecting peers is unlikely based on topologicallitgc@therwise, the result should show
strong negative (over.D) correlation between them.

6.2.4 Lessons from Experiments

So far, we have studied peer management in terms of timerpatiendwidth consumption and

locality considerations with some envisioned typical sc&s. Our studies demonstrate that with
some dedicated infrastructure server the current Intesneapable of meeting performance re-
qguirements of high-quality VoD services. Although largais P2P VoD systems are potentially
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deployed in today’s Internet, the performance could be awgd, for example, based on the fol-
lowing observations:

e The current Joost system relies on an overlay network degloyith a set of centralized
content servers as identified in Sectibns ®.2.3and16.2.8hwhay still raise the scalability
issue in the near future. Nevertheless, it is very usefutfiasate media distribution from
controlling peer-to-peer hierarchy, which makes the JooBt system relatively stable and
scalable. Therefore, in our DMMP implementation we coulglog a set of dedicated
servers which are responsible only for managing the mugltigapoup. However, in this
thesis we only rely on some RPs to help managing the multigasip.

e As indicated in Sectionls £.2.3 arld_612.3, we believe thatipulodes with high capacity
may be selected as main relaying nodes for other peers. Howewur experiments their
uplink capacity usage is still quite low (on average 84 kbds$jus, the Joost system could
be aggressive to these nodes, together with certain ineemichanisms to encourage them
contribute more to the network, which may help the systenramrae the scalability is-
sue. It proves the usefulness of our considerations ondggreous capacity during the
construction of DMMP-aware hierarchy.

e Section[6.ZB identified that the geographical distance h@se been considered in the
peer management of Joost. However, the lower-level Igealitareness (e.g. topological
locality) may still be missing in the peer management. Besidhe inter-continental links
are often used to transmit media data regardless of the nuohlbecal users, which may
overload the network provider’s costs. If the P2P serviedatbe AS/network level locality
awareness, it would be beneficial for both customers andcsegpvoviders. Again, through
a real world measurement the idea of applying he localitgrawess into the DMMP-aware
clusters has been validated.

e Our observations on popularity impacts in Seclion ®.2.8ate that each client has a certain
interest of watching IPTV, for instance, a specific intei@sselecting channefgrograms.
These observations motivate the following studies on fegeshared group management
for DMMP”.

e Joost currently provides each client with the same qualityideo. This may result in
an indficient resource utilization if some clients are unable topsupthe desired video
quality. Hence, layered video or adaptive mechanisms cbelthtroduced into Joost. In
this work, the layered video scheme has not been scheduteadén to avoid complexity of
peer management in the system.

Based on what has been explored in the above investigatiag)tend to contribute ourfkorts

on optimizing the locality-awareness in the peer managémkthe DMMP framework. Sup-
pose some clients have similar interests in watching IPT&/pnopose an interests-shared peer-
to-peer management (IGMP) protocol for DMMP with considgrshared interests and locality-
awareness in Sectign®.3.
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6.3 Interest-shared Grouping Management (IGMT) Protocol

In this section, we propose the IGMT protocol to further i@ the performance of DMMP,
especially for the DMMP-aware cluster formation. Actuatlye similar idea has been applied to
file sharing system$ [129]. They contributed tHkors to quickly resolve content queries in P2P
systems. However, fierent from their work we focus on quickening the joining aefbining
procedure through two algorithms, namefyterest-shared group discoveandshortcuts estab-
lishment

6.3.1 Shared Interests

Our design philosophy fiers from existing P2P media distribution work that we seed light-
weight, dficient and decentralized grouping algorithm to improve teeggmance of DMMP
membership management. Through above experiments, afopbp@ncipal can be identified, if a
peer has watched a particular channel of one category, @rislikely that the peer will select the
other channels in the same category. These peers folimtexast-shared groupWe propose an
interest-shared group management protocol, namely IGBt&béshing interest-based shortcuts,
that dficiently exploits interest-shared groups for membershimagament. It is assumed that
peers who have some common interests can create shorteedshoother. Without waiting for
the long-delay response from the RP or dedicated super ntiepeer can use these shortcuts
to quickly join the group and receive media data. If the shdrfails to piggyback the required
media, peers resort to using the basic joining mechanisgribes in Sectiofi:3.513. The shortcuts
between peers can be considered asgen structureon top of the DMMP framework.

To clarify the above interest-shared grouping conceptfel@.I0D gives an example. Suppose the
peer in the middle is looking for channels C2, C3 and C4. NodB Aand D have one matching
channel C2. Node C and E have two matching channels C2 andl&8eas node E has all three
channels. Therefore, the node E and the requesting peertbiessame interests, where the interest
represents the group of matching chann€i®,C3, C4. Our following studies focus on identify
these peers, and establish shortcuts among thentfifoieat media distribution. Remark that the
shortcuts will be established only when the two peers areogedor example, they are located in
the same cluster in DMMP.

In fact, such an mechanism is protocol-independent, thatssnot limited to be used in DMM#P,
but any other application level multicast or P2P media ihistion system. However, in this Chap-
ter we take DMMR- as an example to validate the idea of using interest-shaceghgnanagement.

6.3.2 Interest-shared Group

We aim at providing interest-shared grouping with consitiens of simplicity and scalability. Re-
lying on the local learning strategy, peers are able to de@tential parent nodes. The discovery
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Figure 6.10: Example of Interest Shared Group.

algorithm should be light-weight, and additionally it hase adaptive to dynamic changes.

Thus, we present two algorithms to achieve the above goahdjed interest group discovery;
2) shortcuts establishment. Through these two algoritransppen structure is built on top of
DMMP framework, which can improve the performance of DMMRhariegards to ficiency and
resilience.

Group Discovery

We use the following heuristic to detect the shared intayesip: peers are belonging to the same
group if they have shared interest of selecting channelshlwiie are looking for. When a new
peer joins the media session, it first queries its Candidaterf® Cache (CPC), which may contain
some addresses of peers who replied its requests in thetpakttain potential parent nodes. If
the cache is empty or those cached peers are not active dthpoobing), the new peer can ask
the RP (landmark) for a list of candidate parent nodes, wtigterformed in the same way as
described in Sectidn3.3.3 ¢r_3b.6.

Here, we suppose that there are some candidate parent mode&d local cache are available.
The new peer can try to connect them by directly sending timéng query to them. There are
three possible responses:

e Accepted If the candidate parent still has vacant out-degrees amddbacity (e.g. avail-
able out-degree) of the requester is acceptable, a respotisacceptance will be sent to
the newcomer. Here, the candidate parent node checks theitep of the requester in
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order to determine which one can be accepted if there are timaneone request at the same
moment.

¢ Rejection with a candidate list Either the requested candidate parent has no spare out-
degree or the capacity of the re questor does not meet thizestnt (e.g. the re questor is
a leaf-node), the request will be rejected. However, thelicates can forward the request
to their active children which still have spare out-degre€be iteration continues till the
request is either dropped due to timeout or accepted byicerars.

e Rejection only: Either the candidate parent has no active children or altden have
occupied, there is no implication of possible candidateste requester. The only way the
newcomer can join the group is to request directly from the RP

Take an example to illustrate the interest-shared membengpprocedure in Figule&1L1.

Join Req

N Local
\
~ Cache
\

== Request for Interest-

I\ X p shared group members

Join Req

Figure 6.11: Shared Interest-based Joining Procedure.

Suppose node& wants to join the multicast session, no@dfirstly checks its CPC for interest-
shared group members. If there are some records in the daclwestance, nod€ is stored in the
cache. Node< sends a request to no@ein order to join the group. . There are three possibilities
after nodeC receives such a request:
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¢ If nodeC has available degree, it can take the request from madease there is only one
join request (within the waiting timer) to nodg

o If there are multiple join requests received by n@jenodex can be accepted as one of its
children as long as nodehas relatively higher capacity than other requesters add Go
has vacant capacities.

¢ If node x has less capacities than other requesters or 6dus limited capacity left, it will
receive a rejection response and possibly with the addfessde F if node F still have
available degrees.

e Upon receiving a rejection from the interest-shared groemiverC, nodex stores the can-
didateF into its Candidate Parent Cachfer the use of next joining procedure. The interest-
shared grouping algorithm ends in order to avoid the pasgibbding attacks. The node
will join the group following the general procedure and thix no shortcuts established for
it.

However, such a procedure may take a long time. Thereforsuggest that the each peer sends
requests to its potential candidate parents as well as tRfhat the same time. In addition, we
bound the maximum number of candidate parent nodes who haveommon interest with the
newcomer in order to avoid message flooding over the entiedaywnetwork.

There are some alternatives to discover interest-shacgbgnembers. For example, more interest-
shared members can be discovered through exchanging kagegl@among neighboring peers after

the peer joins the multicast session. Once the peer joingrthg and starts to exchange informa-

tion with its relatives (e.g. parent, siblings), the aduitil information about the interests of these
peers is also exchanged within the same cluster. By this tivayaddresses of nearby peers who
have the similar interests are stored in the Candidate P@aahe (CPC). Once there is a failure,

the peer can quickly rejoin the session by requesting tieeast shared group members.

Shortcuts Establishment

Given that there are multiple responses from shared grouphb®es, with whom the requester
should establish the shortcut? Without a doubt, there camudéple shortcuts accepted by the
requester, however, it also raises the cost of the group geament. In the current design, we
consider one shortcut by the following algorithm: 1) ramkihe possible shortcuts based on the
perceived capacity; 2) selecting the most useful shortitata the top of the list till it joins the
group. The shortcuts can be ranked based on many metrids,asusimilarity of interests, e2e
latency or available capacity. We use a combination of alséel bandwidth and the similarity of
shared interests to perform the selection.

Recall the equatiofn3.1 in Sectibn313.3, we combine thelaiityi of shared interests instead of
uptime into it if the node newly joins the group:
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o = SNX bi
Zis b

wheres refers to the similarity of interest, in form of percentaddsing the same example in
Figurel&.ID, the similarity of each node is listed as follows

(6.1)

e node A, node B, and node %: ~ 33%

e node C and node % ~ 66%

3
deE==1
e node 3
Further, we suppose the available bandwidth for each ofeahodes are as follows.

e node A:b, = 56 kbps
e node B, Eby = b, = 28 kbps
e node C, D, Fby = be = by = 18 kbps

Therefore, according to the equatfonl6.1 we can calculateapacitiesc, = 0.1124,c, = 0.0562,

c. = 0.0723,cq = 0.036,¢c. = 0.1688, anccs = 0.0723. Then, the above perceived capacities are
accordingly ranked in the node x’s local cache. If x receivestiple acceptance from node A, C,
E, for example, it might join as E’s child since node E hastiedty high capacity regarding the
shared interest and available bandwidth.

In Figure[6.IP, we show the Pseudo code to deterriigéven the candidate parents in the local
cache. The algorithm is used to determine the best shofftmuédl possible active shortcuts and
selects five of them with the highest capacities.

As mentioned in Section’ 3.1, DMMP periodically self-optmmithe mesh and clusters by pro-
moting high capacity node to the core of the overlay hienar@esides, Section 3.2 proves that
self-improvement canficiently improve the performance. Therefore, such a meshars desir-
able to be extended to support interest-shared groupingcl€arance, we present pseudo code
for the shortcuts establishment algorithm in Fidurel.12.

Through periodic refresh exchanges among the relativelglTiGiember is able to detect more
available interest-shared group members. As mentione@dticd®[3.3.B, our proposed capacity
algorithm can be easily extended for considering additiceguirements. Thus, the capacities of
interest-shared group members can be updated as follows:
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Shortcuts establishment Algorithm

1 Enumerate all possible shortcuts ranked in
the local cache: S', S?, ... S".

S™= null, E=0

for each S, 1<ign do

set S™ =g if §' >8m

endfor

for 0<j<6

if EJ, <S™ then

EJ = Smax
endfor
10 return E

© 00 N O 0o~ WN

Figure 6.12: Pseudo Code for Selecting the Best Shortcuts.

CiZSNLbI+C-ti. (6.2)
2is1 b

wheret; refers to the uptime of end hosf(cf. Section[3.313). Above algorithm provides an

extra consideration on the time duration of a group membée quatiol 6]2 can be extended

to combine other metrics, e.g. delivery delay. For brewig use the combination of available

bandwidth, shared-interests and uptime to select parewidates for the partitioned nodes.

In order to avoid message flooding, we set a threshold for #sdmum group member (i.e. five)
in the cache. Therefore, when a member attempts to rejoigrthe due to some failure occurred
in the multicast tree, it can directly request these five mensibAs indicated in Sectidn 6.8.2, the
request might not be accepted. Nevertheless, to estabésk shortcuts does not harm the joining
procedure even if the requests are rejected.

6.3.3 Extended Messages

We need to extend the messages defined in Sdciibn 3.4 to stppanterest-shared group man-
agement described above. Tdhld 6.2 lists the extended DMb#Ramges.

Actually, theRefresh Requesind Refresh Responseessages are extended from the ones in Ta-
ble[371. These two extended messages are used to exchahkgewiedge of interests in addition

to user’s capacity as defined in Sectlonl 3.4. Besides, inrdodperiodically update the user’s
cache we define epCacheRefreshTimeo trigger the refresh information among interest-shared
group members.
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Table 6.2: Extended DMMP Messages for Interest-shared iavtechanisms
| Messages | From | To | Operation |

Grandparent Request|| Cluster Member Cluster Member Probing Relatives

Grandparent ResponseCluster Member | Cluster Member

Relatives Request Cluster Member Cluster Member Interest-shared

Group

Relatives Response || Cluster Member Cluster Member

Refresh Request Interest-shared Interest-shared Refresh Informa-|
Group Member Group Member tion

Refresh Response Interest-shared Interest-shared
Group Member Group Member

Moreover, to support IGMT operations tihdemberMapand Memberinfoneed to be extended
from Section[Z4.413. During shared group discovery, BERdMP+ Memberkeeps track of the
following additional data.

e The relatives in the local cluster (number, IP address).etc.
e The interest-shared group members (number, IP address, etc

e The candidate grandparents.

Note that all above information is exchanged only within fibeal clusters. Theelativesare the
potential interest-shared group members for a certain peased on the probability of shared
interests, sommterest-shared group membexdl be maintained in each member’s local cache.

6.3.4 Rejoining Procedure

In this section, we only take the rejoining procedure as amgpile to evaluate the benefits of the
interest-shared group management mechanisms. The irskiged group mechanism can be also
used for the newly joining members. However, we believe sustechanism will be more useful
when some members are partitioned from the tree due to ddtthares of their upstream nodes or
failed promotions during the self-improvement procedure.

Recall the rejoining procedure proposed in Seclion B.hiéret are several possibilities that the
partitioned member cannoffieiently rejoin the group. One typical example is that theatieged
backup “parent” node leaves the session without notifioatio such a case, the node requires to
rejoin the group starting from requesting the availableesuwdes. However, the interest-shared
group management can facilitate the rejoining procedure:
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e The member checks the local cache for interest-shared gnempbers. Note in most cases
as described in Sectidn-3.b.6, when a member rejoins thepgitoneeds to check its local
cache for the candidate parents or available super nodes.

e The member needs to compute the capacity of the interestesheoup members and selects
some high capacity nodes.

e The member needs to exchange the knowledge of shared istaft it rejoins the mul-
ticast session. Although the periodic refresh message Hsasvsome self-improvement
mechanisms require message exchanges, the additionahatfon about shared interests
causes extra overhead but maybe marginal.

Therefore, we expect the following message exchanges whegngber wants to rejoin the mul-
ticast session. Figufe€]13 shows the expected messagefdiothe rejoin procedure. Here,is
the partitioned member which wants to rejoin the multicasisgn;cPcrepresents the potential
parents in its candidate parent cackkrepresents the interest-shared group member.

interest-shared
member

cPc ﬁMj

Join Req. .
oin Teq > Join Req. >
‘ Join Resp. (acceptance)
< Join ioct oo
. . ELSE
Rejoin [ ]7
session
Join Rsp. ACK
—>
Refresh (out-degree, interest) >
‘ Refresh(out-c‘iegree, interest)

Figure 6.13: Message Flow for Interest-shared Rejoin.

In order to quickly recover from failures, IGMT allows paidined users sendbin Requesto the
potential parents (stored in the cpcCache) and interesedhgroup members at the same time.
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Certainly, the optimal cases are some of the interest-dhgn@up members are online. The re-
guester can directly rejoin the session through the availaterest-shared member. Nevertheless,
if it fails to join the session, it can still get a chance obigjng the tree via the candidate parents as
mentioned in Section-3.3.6. The advantage of relying onésteshared group members to rejoin
the group is straight-forward: the high interest similagtbetween the requesters and the group
members, high available bandwidth, and relatively long#ine time assure the high availability
and good quality of service.

After rejoining the group, it is optional for the end host &sting the e2e delay throudgRTT
estimation Under our assumption, the interest-shared group memimeexpected to be reachable
within the locality. For triggering the rejoining proce@urnwe simply assume that “early arrive
early serve” concept is applicable in our algorithm. Thathe requester waits for a certain timer
to determine from which peer the acceptance. If the Inteshated group members move far from
the original locations, the e2e delay is supposed to be lodgcan be detected by receiving the
Join Resp.Note that we haven't considered the nomadic or mobilityedhat the same user may
access to the system from a remote or a veffigdint location. However, with the above algorithm
we can easily handle these particular situations.

6.4 Performance Evaluation

Beside above description, in the following section we usesimulation to evaluate the benefits of
interest-shared group management. For simplicity, we onplemented the interest-shared idea
into the rejoining procedure. The complete implementaisdeft for the future study.

6.4.1 Simulation Setup

As described above, interest-shared group managememdsialy useful for handling dynamic
membership changes. Therefore, we intend to test the paafare of IGMT in a highly dynamic

scenario, namely ParetoChurn scenario (cf. SeEfionl4.8/& configure the following parameters
for the simulation set up:

e Super Node Max Num: For flerent group size, the maximum size of super node is accord-
ingly changed. The configuration is very similar to the on8éctio 5211
e Target Overlay Terminal Num: the value varies between 1282448.

e Graceful leaving: 50% of leaving is ungraceful leaving Wit seconds of graceful leaving
delay.

o Refresh Timer: 3 seconds.

e cpCacheRefreshTimer.8seconds.
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o lifetimeMean: 10000 seconds.
e deadtimeMean: 500 seconds.
Besides, we still us@aretoChurnmodel to configure the dynamic changes. It consists of two

subsequent phases as described in Selcfiod 4.5.1. Accaodimg definition of Pareto distribution,
the availability of each node is:

lifetimeMean 08
lifetimeMean+ deadtimeMean

(6.3)

Actually, above scenario is highly dynamic. Suppose thezel®00 end hosts within each Churn
turn over 200 end hosts jgirave the session.

Besides, the configured underlying network was composedQifGirouters. Meanwhile, we used
2,500 backbone routers ands5D0 access routers.

6.4.2 Simulation Results

We use the ariginal DMMP protocol (DMMP), self-improved DMM\protocol (DMMRPR) as two
benchmarks for the following comparisons. The followin@lgsis includes the measurement of
control overheagddata path lengthand packet loss rate As we target at being resilient during
dynamic changes, above three metrics are reasonable stioidbe performance evaluation.

Note the results in the following measurement aréedént from which have been identified in
SectionZ5P. In the following scenario, nodes frequejuiy or leave the group following the
Pareto distribution. Therefore, the requirement of beewsilient is much strict for the protocols.

Control Overhead

Firstly, we compared the average control overhead causéuréy protocols. Figule G4 depicts
the mean value and deviation of the average control ovenmeggured for DMMP, DMMR and
IGMT. Among them, DMMP has stable performance because trerenly a fewkeep alivemes-
sages required. DMMPperformed not well due to two reasons: 1) DMMReeds to periodically
optimize the overlay hierarchy, the control overhead iases dramatically when the number of
end hosts gets larger; 2) in most cases, partitioned mermbBidMP+ rejoin the group through a
top-down probing procedure, which increases the contretiead especially in a highly dynamic
scenario.

Compared with DMMR, IGMT achieves quite reasonable performance. The respitictable
since IGMT members can quickly rejoin the group throughriggeshared group members main-
tained in their cache. Therefore, the message exchangesdiethe candidate parents and the
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Figure 6.14: Comparisons of Control Overhead.

partitioned members can be largely reduced. When the griaepgsts larger than, 000, more
benefits of using interest-shared group mechanism can hedai

However, the control overhead introduced by IGMT is highantDMMP due to periodic message
exchanges for the self-optimizing mechanisms. When thédoeuwf group members is larger than
550, the performance of IGMT becomes much better than thBiMI"IP+ though it still causes
higher control overhead than DMMP. Again, it proves that@ivMP framework can benefit from
interest-shared group management in a highly dynamic@mvient for large-scale group users.

Data Path Length

Secondly, we measured the average data path length forghvaseols in Figuré 6.15. Surpris-
ingly, the original DMMP performed the best out of three poatls. Through a close investigation,
we found the reason that DMMP framework considered e2e delteen constructing the clusters,
and afterwards no optimization was performed. Thus, the path length is optimized during the
initialization phase according to the e2e delay measuremBifferently, the self-improvement
mechanisms promote high capacity nodes the overlay coraler to improve the resilience and
reliability of DMMP framework. As a matter of fact, these proted nodes may not located near
the underlying network core and therefore the service deprath has been sacrificed. In addition,
IGMT created similar data path length as DMMPSuch a result further backs up our hypothesis



6.4. Performance Evaluation 142

20 /- DMMP
<=~ DMMP+
e IGMT
36
PRES —"’®
m T
32 ] %»‘-—"
8- I A
Lz O
£ 28] — AT
= .
)
—
= 24-
©
o
8 204
o
[a)
16 |
T T T T T T T T
0 500 1000 1500 2000

Number of End Hosts

Figure 6.15: Comparisons of Data Path Length.

that interest-shared shortcuts do not harm the performahb&MP+ and additionally quicken
the rejoining procedure.

Hence, we believe that the self-improvement cannot helpniging the data path length in a
highly dynamic scenario. However, the result is still acable as optimization of the service path
length was not our main target (which has been already nreadion Sectiofi 2.512).

Packet Loss Rate

Figure[6.I6 shows the comparisons of average packet lassteaduced by the above three pro-
tocols. As expected, the average packet loss of DMMP was tmigtier than DMMR- and IGMT
since the established overlay hierarchy might not be opthduring membership changes. One
cause is resulted from that several redundant packets @mutdansmitted through the unopti-
mized overlay core. Moreover, the frequent membership gésicaused more instability of data
transmission in DMMP.

Compared with DMMR-, IGMT achieved very competitive performance or even lesdGMT,
partitioned members could rejoin the group in a fast dfidient way through the available short-
cuts. If partitioned member can rejoin the multicast sessia short time, the packet loss can be
alleviated.



6.5. Summary 143

30
7] |4 DMMP
--0O-- DMMP+ A
e IGMT :

24 -

21
18
15 H

12 S

Packet Loss Rate (E-3, kbps)

. . . . . . .
0 500 1000 1500 2000
Number of End Hosts

Figure 6.16: Comparisons of Packet Loss Rate.

Overall, IGMT can achieve quite good performance by greallgviating the control overhead
during rejoining phase and reduce the packet loss rate. grhthe data path length caused by
IGMT is slightly longer (25%) than that of DMMP, we can argumatt our main target was not
optimizing the service path length. Otherwise, we can glewess path length by estimating e2e
delay before joining or rejoining the multicast session.vétheless, it can cause much longer
joining/rejoining delay and more packet loss.

6.5 Summary

In this chapter, we firstly extensively investigated thergegpeer management mechanisms in
one of the first P2P VoD systems, so-called Joost. Based oexiierimental results, we sum-

marized the important issues in designing P2P media disioib systems. Also, we observed

one important fact that each client has a certain interestatéhing IPTV, for instance, a specific

interest of selecting channgisograms.

Motivated by the above observation, we proposed Intetestesl Group Management (IGMT)
protocol based on the assumption that a large number of hagessimilar interests of watching
videos. The proposed IGMT protocol is light-weightfi@ent and decentralized, independent
from media distribution systems.
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We deployed IGMT into the DMMP-aware clusters, which cagéddy help the partitioned mem-
bers to quickly join the group. Through two algorithms, n&mshared interest group discovery
and shortcuts establishment, an open structure is builbpifthe DMMP framework. Besides,
we extended the capacity formula to assist partitionedsgeaguickly rejoin the multicast session.

The advantage of relying on interest-shared group membeegain the group is straight-forward:
the high interest similarities between the requester aadjthup members, high available band-
width, and relatively longer online time assure the highilatdity and good quality of service.
Importantly, the locality-awareness has been considenedglthe shortcuts establishment. In this
way, these shortcuts do not degrade the quality of estalaliskierlay hierarchy.

Through the simulation analysis, three important aspesis been observed:

e The IGMT protocol has achieved better performance than DM¥® DMMP+, regarding
the control overhead and the packet loss rate. However,adie thighly dynamic changes
IGMT may not fully optimize the data path length.

e When considering the data path length only, DMMP can perfoetter than DMMR- and
IGMT. It is mainly because the established overlay has tdlkere2e delay into considera-
tion. Nevertheless, DMMP causes the highest packet losbestause no further optimiza-
tion is performed in the highly dynamic scenario.

e The control overhead of DMMPis much higher than that of DMMP but the packet loss
rate is much less. It again proves our statement (in Seci@rtat there is always a trad&o
between having a high quality of data delivery and much morgrol overhead .



Chapter 7

Conclusion and Future Work

To conclude the work, this chapter summarizes the thesisnerates the major contributions with
detailed information, and briefly outlines the future work.

7.1 Thesis Summary

Chaptefdl formulated the existing issues in the traditionedlia streaming system when support-
ing a large-scale multimedia service over the Internet. nTlige aim of designing a “scalable”,
“efficient” and “reliable” media distribution framework was highted. Finally, it outlined the
major contributions and listed the structure of the entiesis.

Chaptel[R firstly identified the requirements of today’s widkstribution systems. Secondly, we
carefully provided the architectural considerations ow tmconfigure such systems. Meanwhile,
we overviewed the relevant prior works on four major medistriiution systems: 1) content
delivery network; 2) network layer multicasting; 3) applion level multicasting; and 4) peer-
to-peer media distribution. With respect to each of them,deatified the existing challenges,
explored some typical solutions, as well as summarized #uviantages and potential weaknesses.
Lastly, an overlay multicast-based two-tier media disftitn architecture was proposed to meet
aforementioned requirements.

ChapteiB proposed and developed a dynamic mesh-basedyorailticast protocol framework,
so-called DMMP. The DMMP framework allows a few end hostestd and self-organized into
an overlay mesh during the multicast initialization phasé also when group member changes,
and dynamically maintain such a mesh. The DMMP protocol Wastiated in details, including
its properties, messages, and other related features.oMardwo self-improvement mechanisms
were described to further optimize the DMMP-aware overleyarchy, especially for handling
dynamic membership changes (e.g. member jojfeaging).

Overall, there are four merits achieved in DMMP:

145
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e DMMP is a dynamic two-tier framework constructed by a meste @nd clusters, which is
comprised all by end hosts. Here, “dynamic” means that DM&wR+e mesh is resilient to
dynamic changes (e.g. member joiniegving).

e The proposed overlay hierarchy does not need any infrasteiapgrade, and therefore can
be deployed into the current Internet. DMMP relies on IP asido deliver the packets
through decentralized users.

e We combine the available bandwidth and uptime to representcapacity of each node.
In fact, the idea is motivated from economic philosophy fbat-staying capable clients
who are willing to contribute more to the network, likely dmttter quality of service than
others. Moreover, the heterogeneity of the end hosts has fy@eifically considered in
constructing the DMMP overlay hierarchy.

e To form the cluster, “locality-awareness” is taken into siolerations. That is, nearby end
hosts are converged into the same cluster. Such a concegshiwo major benefits: a)
reduction of the serving delay from the server to each recel) reduction of the control
overhead and the complexity of the overlay maintenance.

Chapte¥ evaluated the DMMP protocol through both themabtind simulation-based analysis.
The simulation of DMMP protocol was presented as “a proohefd¢oncept” of the proposal. The
performance evaluation is two-fold: 1) dynamic scenandsere group members join or leave the
group at will. It identified thak (k-interleaved tree), the number of super nodes, and the numbe
of the end hosts have great impacts on the performance. )arsan with ALM approaches in
terms ofstress control overheaddata path lengthandpacket loss rateDMMP performed much
better than Narada and competitively good as that of NICI witich less underlying network
support. Particularly, DMMP was more adaptive tdfelient group sizes than both NICE and
Narada. Theféiciency of the data delivery regardimguter stressandlink stresswere maintained
relatively stable when the group size grows.

Chaptefb proposed a self-improved DMMP protocol (DMMNRith two self-improvement mech-
anisms. DMMR- was designed to gradually optimize the established ovenlagh and clusters.
We used the GT-TIM topology generator to configure the uydeyinetwork, which can produce
a representative abstraction of the real Internet. Thepeence analysis aata path qualityand
control overhead and packet loascertained that self-improvement assisted DMMP framlewor
to be scalable, stable anffieient in supporting large-scale media distribution sersic

Chapte b presented an experimental investigation on orikeofirst commercial Peer-to-Peer
(P2P) VoD systems, Joost. Our interests fell into the peerag@ment which was essential for
optimizing the DMMP-aware overlay in highly dynamic circstances. Through a close inves-
tigation on the Joost tfhc, we inferred peer management in termgiofe pattern bandwidth
consumptionpopularity impactsandlocality considerationsThe experimental observations pro-
vided insights toward how to build and maintain a P2P oveitagin dficient way. Motivated
by above observations, we proposed an interest-shareg gnanagement (IGMT) protocol for
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DMMP, which optimized the joining and rejoining procedut®s establishing shortcuts among
interest-shared group members. The simulation results fumther demonstrated that IGMT can
alleviate the control overhead and packet loss rate duniegdjoining procedure.

7.2 Contributions

To summarize the main contributions of this work, we enuneethe dforts which have been
contributed through the entire thesis:

¢ Identifying the video distribution requirements for todalnternet facilities a better under-
standing of how to build anficient, scalable and reliable media distribution system. An
overlay multicast-based architecture is proposed, whieateimost of the identified require-
ments as well as the deployment needs. This architectunelyrralies on a self-organized
overlay network built on top of the IP network to distribuketmedia service.

e The state-of-the-art of content delivery network, netwiarker multicast, application level
multicast and peer-to-peer media distribution systemsiigeyed. It includes the identi-
fication of existing challenges in each classified systemlogation of selected solutions,
and as well as a brief summary of their advantages and patevidaknesses. The compre-
hensive analysis on the related works provides a desigis bagards a reasonable media
distribution system.

e The Dynamic Mesh-based overlay Multicast Protocol (DMMR)riework is proposed, as
one of the first systematic proposals in this research fiehiclwaddresses the scalability,
efficiency and reliability issues in the existing approachesteilsive theoretical and im-
plemental analysis has proved that DMMP protocol has therpial to support large-scale
media application. In particular, the DMMP framework is piilge to group sizes as the
performance is kept relatively stable even when the grozgp géts larger. Compared with
NICE and Narada, DMMP can providdfieient media delivery with less control overhead
and less packet loss ratio.

e The self-improved DMMP protocol so-called DMM#Rwith two self-improvement mech-
anisms has been proposed and extensively evaluated. Thigon analysis has demon-
strated its usefulness in optimizing the performance oXWBMP framework with respect
to the scalability, stability andficiency of the data delivery hierarchy.

e The analytical and experimental study on Joost peer-to4qpe@agement mechanisms pro-
vides insights on the how to construct and maintain a mffieient overlay hierarchy in P2P
VoD systems. Since these systems can manage peers in adyglalsnic circumstance, the
lessons learned from above investigations illuminategptesible ways of optimizing the
DMMP protocols, particularly, to be more resilient duringndmic membership changes.
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e Motivated by the above investigations on Joost, the intergisared group management
(IGMT) protocol is developed. It is a light-weightfieient, and protocol independent
scheme. It has been identified to that IGMT can alleviate tharol overhead and im-
prove the resilience of the DMMP framework (integrated vidtliMP +) since peers having
similar interests can create shortcuts to one another. Ighdyhdynamic scenario, such a
protocol can quicken the joinifggjoining procedure through these shortcuts.

7.3 Future Work

The major issues on: (a) scalability, (b) QoS guaranteere&)ience and (d) security, form the
important building blocks for overlay multicast approashmn this thesis, we mainly concentrated
on addressing the scalability, QoS (refers to availablel&ith and e2e serving delay), and the
resilience issues. While security aspect has not been iakeiserious considerations, our pro-
posed framework can rely on existing security mechanisnmsdeide basic protection as shown
in ChaptefB.

In the next step, the DMMP framework will study necessargegions, where e2e Qo0S, security
provision and application adaptability will be likely inved. In the following section, related
open areas of research are discussed that present fruigfalies for the future work:

7.3.1 QoS Provisioning

Most of the existing overlay multicast routing protocolsciswas [130], T3], [[43] have been
proposed with varying results regarding performance, @odtimplementation. However, most of
them are QoS-oblivious; they simply use the available bffstt unicast routing protocols to find
paths from the sender to the receivers without consideranly enember’s service requirements.
On the other hand, constructinffieient routes among various end hosts is still a big challéoge
the following reasons.

e Constructing better performance routes between end hsistg trees built on top of over-
lay networks can increase the stress (one performancecnetevaluate theficiency of
multicast protocols) on the underlying physical netwoilikce multiple copies of the data
may traverse a same physical link.

e End-to-end (e2e) latency of data transported along an aywexdth between pairs of end
hosts is significantly larger than that in IP-layer routir8everal approaches [132],1133],
[L34] have been focusing on carefully matching the overlayology to the underlying
physical network in order to reduce the link stress and eZayddéiowever, few of them
have actually attempted to construct QoS-constrained aomuating paths between end
hosts.
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e Algorithms (e.qg. [13D],[[134]) used for constructinfieient, large-scale multicast trees as
well as reducing link stress and latency are typically veamplex.

Besides, according to the requirements of media streangiplications [135],[[2], the following
design issues are typically important for overlay multicagutions:

e Host heterogeneity: end hosts may vary widely with respedheir capacities, such as
CPU power and available bandwidth. Media streaming appics are bandwidth-intensive
so that we need to consider the significance of heterogemeiyandwidths of multicast
members.

e Tree construction: multicast nodes may have a wide rangeaifable bandwidth, which
can result in a large number of tree shapes under varioutagwarnstruction methods.

e Resilience and reliability: it is important for media stnrgiag to detect and recover from
failures quickly so that the disruption of service is mirze to those nodesfacted down-
stream. Although media streaming has no constraint regeinés on reliability, packet error
recovery mechanisms should be performed in a bsttananner.

To provide QoS using overlay networksfective and ficient QoS overlay routing, QoS overlay
monitoring and QoS overlay restoration are desired. It leenla lot of researcHlerts conducted

in the area of QoS routing, whereas, relatively feWoes have been devoted to QoS monitoring
and QoS restoration. Besides, the research in these tleae laas progressed independently and
inconsistently, which causes further fieiencies in the utilization of resources.

7.3.2 Security Issues

Security could be an additional consideration since thareand dynamics of overlay construc-
tion in overlay multicast also involve some issues of saéguiotection. Overlay multicast ap-
proaches may also involve related issues concerning Deh&érvice (DoS) and security protec-
tion. For instance, authentication and access controlssential to ensure only legitimate nodes
can join the multicast session, as using an untrusted gvedde to deliver services will certainly
threaten service availability. In addition, the overlaywark has to protect data confidentiality
and integrity for overlay nodes and authorized users siata ae now relayed by “intelligent”
end hosts not "dumb” routers.

However, security issues in overlay multicast have beeaived little attention so far. Gothic
[138] proposes group access control architecture for sdBumulticast and IP anycast. It assumes
that the key server has the global knowledge about the tgmalblocations of each group member
in the multicast session. The access control scheme israebigr overlay multicast and can not
hold the above assumption since it is not realistic to cdnjeceach member’s location on the
underlying topology.
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Cryptographic access contrGl [137] may be a possible swlutivhich is substantially based on
asymmetric cryptography. That is, objects (e.g. messaiga) are encrypted with a private key,
and can only be decrypted by someone who holds the public Key.main advantage of doing
this is that the access control is inherently distributedth&re is no need to coordinate the state
among end hosts and media servers in the system. It alsoesdtaharchitectural requirements of
the overlay multicast system. For example, there are thifeereht functional entities in DMMP,
namely, source, super node and cluster member. Based onyfitegraphic access control, we
may define dierent types of keys (e.g. group key, multicast session kester key). If a message
is encrypted with the group key, the cluster member owningreect cluster key can decrypt such
an object. Once a cluster member leaves the multicast sessily one key - cluster key - needs to
be changed and therefore network situation changes (sutlulisast members joiniripaving)
within a local cluster will not have any impact on other cérst

To protect data transmitted between group members cryggbgr algorithms are commonly used.
In order to control such cryptographic algorithms, some k@nagement mechanisms are de-
ployed to encrypt and decrypt information between the comioating entities. A key manage-
ment scheme has been extensively studied in the contexicaofes¢éP multicast. However, the
stateful protocols (e.g. LKHII38], ELK139]) are no londi#rfor securing overlay multicast,
in which a member must correctly receive all the encryptiegskthrough all previous re-keying
operations to decipher the current group key. Howeverlayerndes may fail or leave the multi-
cast session at a significant rate, which causgédities to receive all the encryption keys for an
overlay node. Oferently, the stateless protocol (e.g. OET[140]) may beiegphto the overlay
multicast system since it only needs a legitimate user teivedhe keys in the current re-keying
operation to decode the group key. That is, it allows thefiéi for the overlay multicast ap-
plications (e.g. allows users to gdfime very frequently), but has much higher communication
overhead than stateful protocols.

7.3.3 Application Adaptability

Unlike normal data transfer, a streaming media file is huge&s tequires high channel bandwidth.
Moreover, streaming media also introduces stringent dernratie timing of packet delivery. Be-
sides QoS for data delivery, adaptability offdrent media streams may be also considered for
optimizing overall network utilization. This is because thtored video is pre-compressed at a
certain rate, which may not match the available bandwidthémetwork. For example, an attrac-
tive solution uses cumulative layering, in which a raw vidgeguence is compressed into several
non-overlapped layer51141]. There is a base layer, whiclags the most important features of
the video. Additional layers, called enhancement layeystain complementary information that
progressively refines the reconstructed video quality. ofdingly, diferent layers can serve the
receivers with heterogeneous capacities.



Appendix A

Summary of Non-Network Layer
Multicast Approaches

Table[A summarizes some selected application level cagitiprotocols and overlay multicast
protocols as presented in Section2.4.3.

The Target Applicationcolumn refers to as which type of applications the proposeidticast
solution is due to support. Thdulticast tree constructiomolumn means the mainftierences at
forming the multicast trees for each of multicast solutioRecovery mechanismainly refers to
approaches used to recovery from any failure such as memaezd ungracefully, intermediate
node dies without notification. We also compare the apptinatequirements and evaluation
criteria suchScalability MeasuresQoS considerationsAdaptionand other metrics. Then we
point out the main contributions of the certain multicastison compared to existing approaches.

Table[A] and[CAR summarize four application layer multiga®tocols regarding their charac-
teristics and main contributions. Similarly, TalleJA.3 a@d4 focus on four overlay multicast
solutions.
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Table A.1: Application Layer Multicast Protocol Summaryblex1

| Protocol || Characteristic | Comment |
ESM(Naradd) Target application Supporting small or medium-sized group

Tree construction Refinement-based mesh-first

Optimization Objective | End-to-end latency

Optimization Technique | Adding and dropping of links depending on per-
ceived gain in utility

Routing Algorithm Distance vector routing algorithm

Group Formation Peers self-organize into a mesh and each node shares
group information with neighbor nodes

Recovery Mechanism While detecting the existence of a partition, Narada
repair it by adding at least one overlay link to recan-
nect the mesh

Scalability Measures No considerations on node degree and link stress

QoS considerations Dynamic optimization to the mesh by performing
end-to-end latency measurements

Adaption Out-of-band bootstrap; random request to join the
group; leaving information is propagated to the rest
of group members along the mesh

Data Delivery Distance vector protocol on top of the mesh & a new
routing cost (transient forward)

Main contributions It firstly demonstrates multicast functionalities can
be performed at application layer

NICE Target application Low bandwidth large-scale data streaming applica-

tions

Tree construction

Cluster-based source-specific tree

Optimization Objective

groups

Low control overhead and low latency for large

Optimization Technique

Hierarchical clustering

Routing Algorithm

Hierarchical cluster-based trees

Group Formation

Assign members into ffierent layers; hosts in eag
layer are partitioned into a set of clusters

Recovery Mechanism

Each survivor of the cluster independently selg
a new leader if the leader of the cluster leaves

group

Control Overhead

Max: O(hogL\'), average: O(K)f if the number of
members in a cluster ls

Scalability Measures

No considerations on node degree

QoS considerations

Cluster attachments by identifying the closest me
ber in the super-cluster

Adaption

Cluster splitting and merging operations;

Data Delivery

Hierarchical structure implicitly defines data deli
ery paths

Main contributions

It uses hierarchical structure to support low ba
width multi-sender applications with a very larg
member populations

h

cts
the

M-
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Table A.2: Application Layer Multicast Protocol Summaryble2

Protocol || Characteristic | Comment |
HMTP Target application Low cost tree for multi-sender applications

Tree construction Refinement-based tree-first protocol

Optimization Objective | End-to-end delay (member-to-member RTT)

Optimization Technique | Parent-switching by re-running the join procedure

Routing Algorithm Bi-directional shared distribution tree is used to |n-
terconnects IP-multicast-enabled islands

Group Formation All Designated Members self-organize into a bi-
directional shared tree

Loop Problem Maintenance of root path

Triangle Problem A heuristic of triangle optimization

Scalability Measures No considerations on node capabilities

Control overhead O(K), if the maximum number of children a node can
handle isk

Recovery Mechanism Surviving members detect the failure by noticing
missing periodic refresh message, and repair the|tree
by running the repair algorithm

QoS considerations HMTP uses member-to-member round-trip time|as
the only distance metric in tree building

Main contributions It firstly interconnects IP-multicast-enabled islands
by using application layer multicast solutions

HostCast Target application Delay-sensitive applications

Tree construction Refinement-based tree-first protocol

Optimization Objective | Root latency

Optimization Technique | Switch-parents- parent-children swap

Routing Algorithm HostCast builds a single source-rooted multicast free
using measurement-based approach to optimize the
bandwidth and end-to-end delay between the source
and the various group members

Group Formation Group members self-organize into the source-based
overlay tree

Loop Problem Primary root path+ secondary root path

Triangle Problem Condition-constrained solution

Recovery Mechanism HostCast picks up secondary parents or other nodes
along the primary root path as candidate panent
nodes

Scalability Measures distance (end-to-end delay)

Control overhead O(k?), if the maximum number of children a node
can handle i«

QoS considerations Measurement-based approach to derive the overlay
path QoS conditions and provide QoS to multicast
users

Main contributions It uses a simple probe technique to obtain the un-
derlying topology; periodic refinements are used to

improve the performance
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Table A.3: Overlay Multicast Protocol Summary Table-1

| Protocol || Characteristic | Comment |
Overcast Target application Single source streaming media content distribution

Tree construction Single-source multicast tree

Optimization Objective | To maximize bandwidth to the root for all nodes

Optimization Technique | Constantly revaluation of positions in the tree

Routing Algorithm A single source-rooted multicast tree is built, using
end-to-end measurements to optimize bandwidth be-
tween the source and various group members

Group Formation Single source multicast; each node joins group at a
Overcast node

Loop Problem By acquiring the knowledge of nodes’ ancestors

Triangle Problem no

Recovery Mechanism "Up/down” protocol is used to keep track of nodes
up and down the tree

Scalability Measures Scalability of the root enables to handle a laige
amount of service requests

QoS considerations Bandwidth constraints

Adaption Maintenance of global status at the root of the distri-
bution tree

Data delivery Data are moved between parent and children using
TCP streams

Main contributions implementing a protocol to handle dynamic changes
of the distribution tree

OMNI Target application Single source media streaming applications

Tree construction

ployed in a network, acting as overlay relay agen

A set of Multicast Service Nodes(MSNs) are de-

ts

Optimization Objective

low-latency overlay paths

Optimization Technique

Local transformations+ probabilistic transforma
tions

Routing Algorithm

source-rooted spanning tree

Degree constrained average latency algorithm based

Group Formation

Joining from the root by measuring the unicast
tency between itself and the root

la-

Loop Problem

No

Triangle Problem

No

Recovery Mechanism

place its position if the maximum subtree latency
reduced most

One child of departing MSN is prompted up to re-

S

Scalability Measures

Degree bounded directed spanning tree

QoS considerations

Overlay latency

Adaption

MSNs periodically adjust their positions to adapt
network conditions

Data Delivery

From Multicast core to subtrees

Main contributions

Modeling degree bounded directed spanning tre

fit for large scale data distributions

—

(0]

e to
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Table A.4: Overlay Multicast Protocol Summary Table-2

ulti-

e

ple
ne

Protocol || Characteristic | Comment |
TOMA Target application Large-scale multicast services
Tree construction Deploying Multicast Service Overlay Networ
(MSON) as the backbone service domain
Optimization Objective | Network resource
Optimization Technique | Aggregated tree- dynamic group-tree matching al-
gorithm
Routing Algorithm Shortest IP-layer path
Group Formation Aggregated tree within MSON cluster formation
outside MSON
Loop Problem No
Triangle Problem No
Recovery Mechanism not specified
Scalability Measures Aggregated multicast trees
QoS considerations Average percentage bandwidth overhead
Adaption Handling Otype messages and maintaining a ml
cast routing table
Data Delivery Multicast distribution trees are built on top of th
MSON
Main contributions Aggregated multicast approach enables multi
groups share one delivery tree within the backbo
oStream Target application On-demand asynchronous media streaming

Tree construction

K-array tree

Optimization Objective

Required server bandwidth

Optimization Technique

Hierarchical stream merging asynchronous multi
cast

Routing Algorithm

Source-based minimal spanning tree

Group Formation

Tree construction based on request for medid-
justments to time of request

Loop Problem

No

Triangle Problem

No

Recovery Mechanism

Recovery from node leaving is performed locally

Scalability Measures

Server capacity for btering data

QoS considerations

Data budfering at relay nodes and at end host

Adaption

Join procedure based on partial knowledge of
tree

the

Data Delivery

Either from media server or from other end hosts

Main contributions

Take advantage of strong fibering capabilities of
end hosts




Appendix B

An Experimental Analysis of Joost P2P
VoD System

B.1 Introduction

In the recent few years, IPTV has gained a tremendous padfyulathe operators and users as well
as a lot of attention from the research community. For resideusers, such a service is often
provided in conjunction with Video-on-Demand (VoD) and mag bundled with other Internet
services such as Voice over IP (VolP). Traditionally, whettient user selects a program, a point-
to-point unicast connection is established between a @e¢allaset top boxand delivering media
server. Most of current VoD services mainly rely on contastribution networks (CDNs)142]
or local streaming proxies to increase system scalabitityta alleviate the delay experienced by
end users. However, their system performance and depldystibibecomes a key challenge as
the number of clients increases. Especially, if a flash crffid] occurs, servers can be easily
overloaded.

To address above issues, peer-to-peer technologies y&agnmg [144]) have been recently em-
ployed to support VoD services. However, a P2P VoD systematiger challenging to design than
any other P2P media streaming system$ [54] because, inaadtitproviding low playback de-
lays, the system allows users arriving at arbitrary time atol videos. The heterogeneous arrivals
reduce sharing opportunities and increase the complekitydeo distribution mechanisms. Be-
sides, in order to support VoD functions (e.g. backwardjesysrequires a certain local space to
store the downloaded video. Thus, another issue is how dca# such a storage and use the
storage in anféicient way to support VoD functionalities. Therefore, it &sential to understand
how to design a VoD architecture that scales smoothly to@t@plarge number of users, while
maintaining high video quality and reasonable operati@oals. It is also critical for ISPs, net-
work administrators, and content owners to consider thécerequirements for supporting P2P
VoD systems.
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Before the investigations, we first raise some questionstabhe Joost system:

e What is the Joost architecture®hat are the key components in such an architecture?
Which functions are performed by these components? How flaestions can be achieved?

e How are the characteristics of Joost networkffie? Which kind of protocols does Joost
use? What is the fraction of outgoing and incoming datieda What is the fraction of
network trdfic that a peer receives is controlftia?

e What are the characteristics of peer behaviorAPwhat rates does a peer download from
and upload to its partners? How are the partnershifisrdnt for a University LAN client
and a DSL residential client?

e How are the Peer-to-Peer technologies used in Joodt®w does the peer selection per-
formed in Joost? During the peer selection, has Joost canesldocality? Whether hetero-
geneity is considered? How about the fairness of contob@tiHas Joost considered peer
adaption during dynamic changes?

e How about the performance withfiirent network conditionsPiow about the performance
of high capacity nodes, if they carffer high network access speed? If the Joost client
sufers from low, unstable network conditions, will the perfamse dramatically degrade?

We are more interested in the peer management mechanisrtherébre we seek to answer the
last two main questions by data-driven analysis (cf. Chdite The answers to the first three
guestions are shown in this chapter.

The rest of the chapter is organized as follows. In Se¢fi@ghvi infer the Joost system, such as
the server architecture, protocols used in the system.idBdi8f3d describes the key components
of Joost software. Sectidn B.4 discusses key Joost fursctika installation, bootstrapping, re-
connection, channel switching and VoD functionalities.Skection B.b, we review related work.
Finally, we conclude this chapter and plan future work int®edB.4.

B.2 Charting the Joost System

Joost [145], created by N. Zennstrom and J. Friis, co-femmaf Skypel[146] and Kazaa160], is

one of such systems for providing high-quality and compnsive VoD services using P2P TV

technologies. The current versiofffers 20,008 TV shows through 400 channels. Based on

the experiments [126] and information in_[122], we infer thaost system architecture using a
top-down approach: 1) abstract a high-level hierarchy ftieenoverall architecture; 2) investigate
the functionalities performed by each component of theanadry.
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Figure[B1 shows five types of servers, one Joost peer mﬂnagmfvarious Joost clients. There
are other servers taking charge of value-added serviaesxémple, instant chat servicgc.joost.
com) and advertisement servduxX-cdn-lo-4.joost.ngt Because the fundamental functions are our
focus, these additional servers have been omitted fromiffcegbion.

sna-www.static-1-bond0.joost.net

lux-backend-13-bond0.joost.net

Grap!lcs Server

Content Server

Graphics

a lo-1. j Server
Lux-www-l02.joost.net Lux-backend-lo-1. joost.net

Tracker server

Backend Server

Backend Server|
Nee o
Q
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Lux-www-lo-4. joost.net &%Ien e<)Q
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; N

HTTP
S %‘!f
(l‘?o Jo_ost \)OQ
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Peer Manager

L Peer Manager Joost cIiegts

| Initialization phase 1 Media distribution

Figure B.1: Joost Architecture.

B.2.1 Joost Servers

Identifying the Joost servers facilitates our understagaif the peer management mechanisms
because their behaviors can b&elientiated from that of arbitrary peers. In this paper, wethe
term of peer and client interchangeably.

As shown in Figur&€Blllux-www-lo4.joost.neis the version server that is responsible for check-
ing the current version of the software during login. Fotanse, JCs sent HTTP 1.1 GET requests
for getting the latest software version. The second typenfes is called tracker server (i.lewx-
www-lo2.joost.ngtwhose sole responsibility is to keep track of its group merskand helps
bootstrapping new peers.

Channel management in Joosffelis largely from any other P2P VoD system (e.g. PPLIvel[147])
as it builds an API for the channel list using XULRunner thedyides Joost clients more inter-
active experience. Therefore, except for channel list mament (e.g. updates) Joost system
has to handle on-screen menus involving some animatiordagee on top of video. Because

*Although peer manager is named as super node_id [122], inxmerinents we identify that its functionality is
peer management. It is not responsible for relgfforgrarding media data to other peers. Therefore, we cakérp
manager in this paper.
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of the complexity of channel management, the channel maneageis not performed by a sin-
gle server in Joost, but a server cluster. That is, the backerver,lux-backend-lo-1.joost.net
answers for controlling channel list requests and keepiagl lbalance among cluster servers,
whereas other cluster servers perform particular tasgs @hannel graphs downloading). Some
of them can be named channel graphic servers. For instdrere, were two serverkjx-backend-
13-bond0.joost.nednd orsna-www.static-1-bond0.joost.niedbm which a Joost Client (JC) down-
loaded the channel graphics instead of directly from thékéxad server. Nevertheless, the scal-
ability might be a major concern for the future developménihé number of users dramatically
increases in a short period.

The last type of Joost server is content server. Joost didkditedly deploy a serious num-
ber of content servers over the network. During our expertsewe observed the following
server sites: (1) 4.71.1032% (snha-ltsnode-bondxx.joost.net); (2) 4.71.174/24 (IPsoft); (3)
212.187.185,@24 (lcy-ltsnodex-bondxx.joost.net). Herex varies from 0 to 10. The first and
third IP address site is owned by Level 3 Communication IN@3Jiwhich has been selected by
Joost to support on demand Internet TV. The second IP spacs drelongs to IPsoft service
provider.

B.2.2 Peer Manager

Another major diferent design from other P2P networks (e.g. Skype) or ovenlaljicast solu-
tions [149] is that all peer managers in Joost are only useddtrolling and helping new peers
find available contributing peers. Based on above undetistgnthe tréfic from peer managers
can be easily extracted from the overalffi@in Sectiof6.213.

In fact, it is quite éficient and reasonable that Joost's peer management iiddiam the me-
dia distribution. According to[]150], some universitiesvhaalready banned Skype from their
campuses, while some other universities and governmenteggerequire that their users disable
supernode functionality to avoid relaying fiia outside the stub Autonomous Systems (ASs). We
conjecture that Joost designers have taken the issue insidewation. Moreover, strategically de-
ployed peer managers not only ease the membership manatgemaiso improve the reliability

of transmission. For example, if a super node in Skype leangsacefully, all the other peers
relying on it will be unavoidably fiected. To summarize, Joost super nodes perform the folipwin
three basic functions in most cases.

e After bootstrapping JCs first contact super node, whichctirelients to available peers.
Peers are either JCs or Joost content servers.

e For on-demand video functions, super nodes periodicatthange some small UDP packets
with clients. We believe that these UDP packets are usedder jmanagement, such as
keep-alive probing.

e Additionally, channel switching requires the JC to talkiie super node. At that time, super
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node most likely helps it finding available peers to fetchriees media data.

B.2.3 Protocols

Joost is rather a complicated system, to evaluatefttedescy of video transmission it is necessary
to identify the protocols used for control fli@ and for media data tfic.

Table[B1 depicts the main protocols used in the Joost. Alkeipackets are encoded in UDP
and the size is exactly 1104 bytes. Using UDP for video trassion is not reliable, however,
it quite cost-&ective and time-@icient especially for large-scale peer-to-peer networkessidies
the media transmission, peers frequently communicate @éth other by sending UDP probes
(64 bytes). During the channel switching, peers contact pemagers by sending UDP packets.
Since April 2007, when port number 4166 was assigned by IANAha dficial UDP port used
for Joost, all media data and some control messages (e.gmaemgement) are sent from Joost
servers through 4166. Tracing these specific port numbeilgdtes our following experiments.

Table B.1: Main Protocols in Joost System.

Protocol Functionality Packet Size
UDP video distribution 1104 bytes
content probe (peer to peef) ~ 64 bytes
channel switching < 1000 bytes
VoD interactions < 150 bytes
HTTP software version
client — server ~ 64 bytes
server— client < 500 bytes
channel management
client — server ~ 64 bytes
server— client <= 1518 bytes
HTTPS | administrative management
client— server 64 bytes
server— client < 500 bytes

HTTP is used for checking the software version and updatiaghannel list during bootstrapping
and initialization phases. When the JC browses the charategary, the channel graphs are
downloaded in real time through HTTP from the graphics sstve

When the JC re-connects to the Joost system, HTTPS is us#itefadministrative management
duties which include checking software version, chanis¢élpdating, obtaining trackers.
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B.3 Key Components of Joost Software

According to our following experiments, during its opeoatia Joost client performs one or more
of the following actions: listen on particular ports for @ming trdfic; store media data into its

local cache; maintain a table of other peers called a hosegase Advanced Video Codec (AVC);
determine if it is behind a NAT or firewall; and functions régal by additional features, such as
instant messaging. This section discusses the key comgzoingalved in these actions.

B.3.1 Ports

During the installation and bootstrapping, Joost clienttaots some HTTPTTPS servers ini-
tially. 1t will be further described in Section IV.

Upon the first initialization, the Joost client (JC) randgrohooses a port number through which
the JC can subsequently communicate with other peers astl dewers. Such a port (noted as
JC_P) is usually some high port (e.g. 57929). Once the port nurisbdetermined during the first
run, subsequent media transactions will always use thisn@omatter the JC restarts or reboots.
Besides, the Joost client listens on this port for incomawests from other peers. To send media
data to other Joost clients, the JC also uses this port.

In April 2007, port number 4166 was assigned by the Internssighed Numbers Authority
(IANA) [I51] as the dficial TCP and UDP port used for Joost. Since then, all media datl
some of the control messages (e.g. peer management) arhsemgh 4166 from Joost servers
(seen Section V for detailed information). Looking into #pecific port number facilitates our
following experiments.

To summarize the above analysis, thffatient ports used in Joost networkffr@are depicted in
Table 1.

Table B.2: Ports in Joost System

Protocol | Joost Server Joost Client| Super Node
HTTP 80 HTTP port
HTTPS 443 HTTPS port
TCP 4166 JCP 4166
UDP 4166 JCP 4166

Here,super nodés not a Joost Client, but a delicately deployed entity nydiot peer management
and peer lookup purposes in Joost, as described in Section V.
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B.3.2 Video Codecs

Joost claims to use “an H.264 codec for video encodings (aka, aka MPEG-4 Part 10, aka
ISO/IEC 14496-10) called CoreAVC, created by CoreCodEc™[15®Jwever, in our experiments
we did not observe H.264 as shown in Figurel B.2. We conjethateRTP dynamic (payload type:
96-127) is the codec H.264 (payload type: 99) for Joost vatemding as the freely available ana-
lyzers we found were unable to distinguish it. Furthermitneas observed that Joost used G.711,
G.726, G.728, G.729, G.723.1 and GSM for audio codecs (EIBL@), which allow frequencies
between 8,000-90,000 Hz to pass through. These codecs bawedeveloped by ITU-TI53].
We conjecture that Joost followed the RTP specification] #&4the implementations.

Protocol Percentage Evtes
o E 2.645,615,744
RETPF Dynamic 6,282% 155.161.606
HTTPS 0,707% 20,549,951

0,491% 14,451,126
G.711 0,430% 12,662,605
IMaP 0,218% G.415.720
G.7z8 0,202% 5.939.730
. 726 0,195% 5.526.491
F.723.1 0,197% C.816.021
RTF 0,196% 5,774,642
F.728 0,l96% L.768.628
H. 263 0,195% 5. 741, 342
H. 261 0,195% L.T735. 162
F5M 0,154% 5.721.785
ARP Request 0,140% 4,134,996
S4F Bedquest 0,063% 1.545.1:28
ICHMF Dest... 0,049% 1.447. 456
TCE 0,042% l.251.630
HITF 0,041% 1.194. 632

Figure B.2: Example of Protocols in Joost System.

B.3.3 Local Video Cache

A JC for Windows XP users stores the media data in its locaheas “anthillcache” atSys-
tem_Disk(e.g. C:)\\ Documents and Settings\< XP user>\Application Data\Joost\ anthill\anthill_cache.
For Windows Vista users, local cache is storedSistem_Disk:\\uers\<Vista User>\AppData\
Roaming\Joost\anthill. Joost claims that just like a “Skylib” (Skype library) etialy voice and
chat services on the P2P layer, Joost runs on a media strgéibmiary the company has nick-
named “Anthill”. Here, Anthill [1I55] is an agent-based péepeer system to support the media
distribution services. A brief overview of Anthill is shovim Appendix.
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The cache size depends on which and how long programs hawepkseed. Each time a new
program is chosen, the size of the cache will automaticallyeiase. In our experiment, it was
more than 2 GB. Therefore, we believe that user’s systenuress will be significantly occupied

if the JC continues to watchfiiérent channels.

If we assume that the local cache did completely store thgeglaideo, the JC should watch the
old program directly from the local cache. However, when \ad Hisabled the Internet connec-
tion, the program surprisingly stopped, even if the paldicprogram has been watched 1 minute
ago. We guess that although some media data have been sioadig, lit still requires a kind of
codec from the remote server or a encryption key (e.g. AE$&eathorized by the Joost server to
access the video file. To prove these conjectures, we madi@oadtiexperiments.

We launched a new channel and at that moment, the local caabeempty. After the whole
channel was watched, the size of cache file grew up to 1.7 GBhendverage download speed
was 518 kbps. If we turnedfiothe JC and restarted it, the download speed was dramatically
dropped down to 11 kbps when the same channel was watche@oMar the size of local cache
increased only B88% during the second watching time.

B.3.4 Host Cache

Similar to what was observed in the Skype analysis|[146] A5d], host cache is a list of Joost
super nodes IP address and port pairs that JC builds andhefgeriodically. The JC for Win-
dows XP stores the host cache as an XML file “shared.xmlSystem_Disk:\\Documents and
Settings\<XP User>\Application Data\Joost\anthill. A Joost client for Windows Vista stores it in
System_Disk:\\users\<Vista User>\AppData\ Roaming\Joost\anthill.

B.3.5 NAT and Firewall

We detected that a random port was configured at the first liigie and kept in use for the
subsequent media transmission. As video packets are sentU®P (as shown in Section V), we
conjecture that Joost uses a modified STUN]157] protocokterchine the type of firewall and
NAT it may behind, similar to what was observed[in[146]. Th&Mand firewall traversal related
information is stored in thehare.xml file.

More information related with STUN is stated in Appendix.

B.4 Joost Functions

All the experiments were performed for Joost version BélaJdoost was installed on Windows XP
and Windows Vista machines. The Windows XP was Intel Penbwal-Core 1.73 GHz processor
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with 1.00 GB RAM. The Windows Vista was equipped with AMD Adiin X64 processor with 1.00
GB RAM.

B.4.1 Installation

One Joost server was involved in installation phase: [wkéad-lo-1.joost.net (89.251.4.75). The
client sent a HTTP 1.1 GET request to this Joost server anchidaded a SQLite[[158] file
(zelos2.sqlite) which is the initial channel list. See Apgix[B for complete messages.

This channel list is stored iBystem_Disk:\\Program files\Joost\defaults\profile\zelos2.sglite, cur-
rently fixed to 1.35 MB size and 33 channels). Clearly, SQisteised for the Joost channel
database management, which is a self-contained, embeddainb configuration SQL database
engine. Figur€BI9 shows a snapshot of the initial Joostratldist.

HTTP messages involved in Joost installation
This section shows the message dump of HTTP 1.1 GET requast #C sent to backend.joost.net
(89.2514.175) and the responses it received.

In case it was the first time after installation, the clienitsse HTTP 1.1 GET request containing
the URI of the resources. The requested file is zelos2-0pl@izich can be unzipped into zelos2-
0.12.sqlite as described in Sect[dn 6.

'.r' HITPF - Hyper Text Transfer Protocol

@ HTTP Command: GET

@ UBI: Sochamnels /Morld/fzelosZ-0.12. z=ip
@ HTTP Yersion: HTTP/1l.l=<CR»<LF>

@ V=er-hgent: H3IS InetLoad (Mozilla)«<CR><LI=
@ Host: instdata. joost | com<CRmC L=

@ Connection: Heep-Alive<CR=sLF>=

@ Cache-Control: no—-caches R LE = CR= L=

Figure B.3: Joost Installation: HTTP GET.

Then, there was a 200 OK response received by the clientdéaatibve GET request.

At that moment, the local cache, node identity and the lisgeport number through which the
client will communicate with other peers were not yet confagli We found that there was no
local cache file, no share.xml file in which node identity awmdtpvould be configured. In this
chapter, we use the term of peer and client interchangeably.
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‘.l" HITPF - Hyper Text Transfer Protocol

@ HTTP Verszion: HTTP/1.1

@ MNITP Status: Z00

@ HITP Beason: OE<CR=<LE=>

@ Date: Mon, 01 Oet 2007 17:5E:23 GMT<CR=><LE>
@ Server: hpache/Z.2. E-dewv<CR»<LF>

@ Last-Modified: Morn, 01 Oct 2007 17:55:08 GMT<CR=><LF:
@ ETag: "EE000086-40471-23151700" < CR>LE>

@ hccept-Banges: bytes<CR=LEF=

@ Content-Length: FE3EBlCR>LE=

@ Cache-Control: max-—age=&00-CR L=

ﬂ Expires: Morn, 01 Oct 2007 18:05:23 GMT<CR=><LF:
@ Connection: close<CR=<LF=

@ Content-Type: application/sipCRE LE=dCR=CLES

@ Binary Data: (1135 hytes)

Figure B.4: Joost Installation: HTTP OK.

B.4.2 Bootstrapping

Totally, three Joost servers and two Joost super nodes es&gensible for the bootstrapping proce-
dure, by which the listening port was configured and the cellist was updatedsystem Disk:\\
Documents and Settings\<XP User>\ Application Data\Joost\Profiles\*.default\zelos2.sqlite, 1.76
MB, 45 channels).

Firstly, the JC communicated with lux-www-lo-2.joost.risefrver (89.251.2.85) over HTTPS. We
conjecture that it is a kind of tracker server. In case thecwemer contacts the tracker, it will
receive some available super node addresses and possitdycemtent server addresses. Then, a
HTTP GET request was sent to lux-www-lo4.joost.net (89.28T7) server for getting the latest
software version. The snapshot of these HTTP messagesvis stsofollows.

HTTP messages involved in Joost initialization
During the bootstrapping procedure, JC senta HTTP 1.1 Ggilest to instdata.joost.com which

is actually the version server (89.251.2.87). The currefttvare version is 0.13.0 (Beta 1.0). The
fragmentation of the HTTP GET request is shown as follow.

HTTP Command: GET

URI: /?version=0.13.0
HTTP Version: HTTP/1.1
Host: instdata.joost.com

User-Agent: Mozilla/5.0 Windows; U; Windows NT 5.1; ...)

Figure B.5: Joost Initialization: HTTP GET.
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Then, a 200 OK response was sent from the version server ti¢ime.

HTTP Version: HTTP/1.1

HTTP Status: 200

HTTP Reason: OK

Server: Apache/2.2.5-dev
Cache-Control: max-age=600

Figure B.6: Joost Initialization: HTTP OK.

Besides, the lux-backend-lo-1.joost.net server (the ssaner involved in the installation) was
also involved in bootstrapping the client by sending paxkeer HTTPS.

Finally, JC started to contact some of Joost super nodesndtance, lid-snode-1-eth0.joost.net
(89.251.0.16), lid-snode-2-eth0.joost.net (89.25T0ahd lux-snode-1-bond0.joost. net (89.251.4.71),
possibly to obtain the list of other available clients andibdransacting video contents. Before

long, the running JC has already started communicating etitlr peers besides Joost severs.
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80004 I Version Server
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Figure B.7: Joost Server Throughput during Bootstrapping.

FigurdB.T shows the throughput of above three Joost sedueirsgy bootstrapping. At the very be-
ginning, the tracker server (lux-www-lo-2.joost.net) ged bootstrapping the new client. Clearly,
after a short period the tracker server was not involved énstibsequent communication. Then,
the backend server (lux-backend-lo-1.joost.net) appleane continuously sent a large amount of
data to the client, we guess, in order to update the charstehli some point of the bootstrapping
procedure, the version server (lux-www-lo4.joost.comgatted the version of Joost software.
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B.4.3 Reconnection

We restarted the JC and attempted to observe the peer behduiing client reconnection. The
above-mentioned initialization process occurred agaih twio exceptions. One is that the version
server might not appear if the interval was short and therakeeption is the port number that
was negotiated when first connecting to the Joost networkstaaed in the share.xml file and
reused. If the version server really appeared, checkingvacd version used HTTPS instead of
HTTP.

Furthermore, the JC attempted to communicate with peers fubich it has downloaded con-
tent previously. This was done by sending some small UDPg(68 bytes) to other clients,
which in turn would reply with another small UDP probe (64ds)t Afterwards, media data was
continuously downloaded from some connected clients.

HTTP messages involved in Joost reconnection

This section shows the message dump of HTTP 1.1 GET requast tHC sent to channel graphs
server and the responses it received.

The HTTP GET containing the URI of requesting CompressedaSieaVector Graphics File
(.svgz) is shown below. At that moment, the channel list gangent was redirected to lux-
backend-13-bond0. joost.net (89.251.4.153).

'.r'llTTP - Hyper Text Transfer Protocol

@ HTTP Command: GET [54-EE]

@ URI: fpdEey-all hiuwlAySmzDLA. svge [57-85]

@ HTTP Version: HTTP/1. l<CR»<LE> [B6-96]

@ Host: J00. st CR=<LFx [97-110]

@ User-RAgent: Mozilla/5. 0 (Windows; U; Windows NT 5.1; en-US; rwv:l.%abpre)
@ Accept: text/htnl  application/xhtnltxnl  application/mml ;q=0_9,*/* ;oq=1
@ Accept-Language: en-us, en;q=0_E<CR» L [E91-323]

@ Accept-Encoding: gzip,deflatesCR=><LE> [324-354]

§ Accept-Charset: I530-8859-1,unf-8;q=0.7,%;q=0_"7«<CR><LF> [30L-40Z]

@ Keep-Rlive: F00<CRA<LEx [403-413]

@ Comnection: kEeep-alives R LE = CR>LE> [420-4458]

Figure B.8: Joost Reconnection: HTTP GET.

Then, there was an OK response received by the client forltbesaGET request.
The snapshot of the Joost channel database in Higule B.9.
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URH D Title Dezcription Loga

urecby: bangquet theve 1040009 Banguet

urecky: alliance_atlan 450055 Aliance Atlantiz Sci-

ureckythomas_lucas | 2460001 SpaceRip: Space, 5

tag:clouseau. thever| client-popular Popular

urecby: zeloz: hodgepr hodge-podge Joost Links Joost Links are ghorl

ek mikiztry_of_zo| 0B5007 4 Miriztry of Sound T What's curent in ol https: /thumbsz, ops.thevenic
kb reuters_us.the 063000R Reuters Reuters brings you ) https: /thumbes. ops. thewvenic
urr: by banguet. theve 1040009 Banguet Banquet, The Cham| kttps: A thumbz. ops. thevenic
urr: by niarthone, they) 07300bE Fifth Gear Shaortcuts | Popular award-winni | httpz: / fthumbs. ops. thesvenic
urr: by bvp thevenice | 0240000 Joost Suggests Wwelcome to Joost! H kttps: A fthumbz. ops. thevenic
urr: b viacom_mky_i 02860002 MTY MTW needs no introd https: /fthumbz. ops thevenic
urr: by universal_bug 136005g Bugeye Music Live concert footage| https: //thumbz. ops thevenic
urr:by: alliance_atlan 0450055 Aliance Atlantis Sci-| Check out the finest hitps: /thumbs. ops. thevenic
urr: by viacom_paran 0910077 Paramount Pictures | Dizgfrutan de esta co hittps: /thumbs. opz. thevenic
L by viacam_paran 0910079 Paramount Pictures | Geniessen Sie eine hitps: /thumbs. ops. thevenic
urr: by viacam_paran 0910073 Paramount Pictures | Betrouvez une colle hittps: /thumbs. ops. thevenic
e by off thewvenicep| 0200060 (ff the Fence Docz | Docs on demand - & hittps: Adthumbz, ops. thevenic
urkckymondo_media 203007 g tondo Mini Shows | Mondo Mini Shows ¢ https:Athumbs, ops.thevenic
Lk by gong. thesenic) 07300a7 GONG GOMG iz the first ari| https: Athumbes. ops. thewvenic
ey aardrnan. thes 0440001 Aardman Animations Multl award-winning | https: Athumbes. ops. thevenic
urec by B thevenice 1660045 TWEMOMDE PLUS | TWBMOMDE iz well | http: /400, 2t /M clacwl LG e
ureckysthe_onion. the | 163000F Orion Mews Networ The Onion Mews Me https: /fthumbsz, ops.thevenic
urec by indivisual they 0530003 The Soccer Channe Relive the greatest ¢ https: /thumbes. ops. thewvenic
urec by warnermusicg | 08200ma Best of Today The Best of Today £ https: /thumbes. ops. thewvenic
urr: bvowarnermuzicg | 08200m3 Stadiurn Rockers | Stadium Rockers iz | httpz: A fthumbs. ops. thesvenic

Figure B.9: Initial Channel List.

B.4.4 Channel Switching

We observed that at the moment of channel switching the J@ciad firstly with some super
nodes. These super nodes IP addresses and ports have baieedlitom the tracker server
(lux-www-lo-2.joost.net) during the initialization. Faxample, the JC contacted lid-snode-2-
ethO.joost. net (89.251.0.17) and lux-snode-1-bondétjoet (89.251.4.71) over UDP. From these
super nodes, the JC may obtain some address lists inclueliaigd content servers and possibly
some other clients who were watching the same channel batabfehis particular client. Once
the JC received such a list, it attempted to contact them byeadiately sending UDP requests.
At the same time, other super nodes continued to send the aeliailable address lists. When the
selected channel started playing, the JC periodically &xgbd messages with these super nodes
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over UDP. We believe that the super nodes are responsibtediecting clients to content servers
or peers during channel switching. Moreover, they permitiicexchange messages with clients,
possible for peer management or acquiring keying matenasentually watch the video stream.

In the current version of Joost, the function of local videsfér is not supported. That is, when
the client pauses the video it stops downloading. There @re<laims that Joost should have
a small amount of Hier in order to avoid the stuttering and temporary freezeg][1However,
observing from the fact that most of users frequently swiichnnels, the current solution may
save resources in case of short-term switching as it doemaiottain local befers.

B.4.5 VoD Functionalities

Unlike file sharing or live media streaming, each JC is moedfish” in the sense that it only
cares about contents after its current playing positionichvis often diterent from other peers.
The peer can only download from those whose playback posittwe ahead, or from who have
already watched the program. Instead, itself can help pekish join later. However, as each
Joost client can change its playback position at any timéctwHiffers from many other P2P
streaming systems, it becomedfidult to optimize the overall VoD system. For example, the
“rarest-first” strategyl[144] in BitTorrent is not applidathere.

As a result, the VoD aspect attracted our particular intereSfter repeating several experiments,
we come up with the following conclusions.

First, in Joost system each media file was broken down intdfiixee chunks and each chunk is
encrypted. During our experiments, if the fast forwardiveie was smaller than 5 seconds the JC
may continuously play without waiting. However, if the intal is large it took 5- 10 seconds
to start playing. To illustrate our observation, we suppthed each media file is divided into
multiple 10-second play time chunks, but the exact size efctunk is unknown. As shown in
Figure[B.ID, each chunk includes an anchor which is a dedigagarker for encrypted media data
similar to I-frame in MPEGI[II1]. When a seek is triggered ifiart (i.e., control bar is moved to
a backward position), the client will always search for thesest anchor in the local video cache
if it is already downloaded. Otherwise, it firstly sets a newleor and requests new data from
other peers.

anchor anchor  Back ward anchor Requesting

", l l(—eeek— data
| | |
k]

............

—_—
Fast forward t (second)

anchor

Current
Position

Figure B.10: On-demand Video Functions.
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Second, if the JC drags the control bar into any specific ijposiit communicates with one of the
super nodes, for example, lid-snode-2-eth0.joost.ne28390.17) or lid-snode-1-eth0. joost.net
(89.251.0.16) in all our experiments.

To prove that those super nodes support VoD functionalitiestraced the first super node during
the periodic (every 20 seconds) actions of “fast forwardJ-fdinute period of video) within the
same program. As shown in Figure B.11, each time the JC ddathgecontrol bar, there was a
large amount of tific sent from the super node. Otherwise, théfitgrom the super node was
quite low compared to the “fast forward period”. By analygihe traced data, we found that UDP
was used to carry the tifec and the average received packet size was 137 bytes andettagav
size of sent packets was 141 bytes (all below 150 bytes).efdrer, we suppose that these packets
are only used for control, not for media transmission. Farmtiore, we conjecture that the updated
lists, which contains information about peers having alye&ceived the on-demand contents, are
encoded in these packets.

packets

20 30 40 50 60 70 80 a0

Time (seconds)

Figure B.11: VoD Functionality.

B.5 Related Work

Peer-to-Peer IPTV architecture requires a minimal infuastire support and cartfer the possi-
bility of rapid deployment at low cost. In terms of simultaos users, one of the most successful
IPTV deployments has employed P2P streaming architedteiet al[64] provided an overview

of P2P streaming system (e.g. PPLie[147]) and charaeti?2P IPTV behavior and fie
profiles at packet, connection and application levels. Agnmiost popular IPTV services, Video-
on-Demand (MoD) provides video, audio and data servicgérigd by users’ selection. However,
most of existing work about P2P VoD systems was concentmatetthe protocol design and the
implementation[[159]/T160][1161]. Mierent from them, we provide a real measurement analysis
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on Joost functions, peer selection and locality awareneésghermore, the Joost architecture is
guite diferent from, even more complex than, media streaming aothite described i [34]. In
Joost, each JC is more “selfish” since it only cares aboutdhéeat behind its current playback
position. The VoD functionalities give the users more flditibs, and hence make the system
more dificult to analyze.

Joost uses some similar P2P technologies as used in Skypé wfitically depends on the a
peer-to-peer network formed by super nodes. Any partitigatode initially is a standard node,
and some of them will be promoted to super nodes accordingnimnaber of factors including
spare bandwidth and public reachability. Bassal. [T486] analyzed various aspects of the Skype
protocol such as login, NAT and firewall traversal, call bBshment, media transfer, codecs and
conferencing under three network setups. In general, thergarovided a detailed analysis of
Skype user experience and peer behaviors. @tlad [156] analyzed node dynamics and churn
in Skype’s peer-to-peer overlay. Further, it identified thkype was fundamentally fiérent from
earlier P2P systems like P2P file sharing networks. Therdhae® main dierences between
Skype and Joost. First, Joost architecture requires maredhogin server. Second, Joost super
nodes are not responsible for relayingfli@to standard nodes. Third, as observed_in]146] the
voice packet size varied between 40 and 120 bytes, howeeedpbst video packet size was much
larger (1104 bytes). Joost analysis may help to understandA2P technologies for such VoD
services should be provisioned.

Hall et al. [162] provided a measurement study of Joost in May, 2007.s Phaper explained
an understanding of Joost’s application behavior, netvoetkavior, and peer behavior. However,
there are several majorftirences between their work and our work. First, their expenis were
taken based on Joost version 0.9.2 which is already outtsf-dDiferently, our experimental
studies were performed by Joost beta 1.0 which is more statnlentegrated version. Second,
through our analysis we inferred the Joost architecture&kapdomponents, however, [162] did not
provide such information. Third, we designed three typscanarios in order to further investigate
the performance of locality awareness, bandwidth capacitiypeer selection. Neverthele§s, 1162]
only examined the locality awareness through three expeartisn Lastly and more importantly, we
analyzed the Joost VoD functionalities which are the mafifiecence from other media streaming
systems. Therefore, we can argue that we provide the firspmnsive analysis of Joost P2P
VoD service.

B.6 Summary and Conclusions

Joost is one of the first commercial P2P VoD systems which oawige high quality on-demand
TV based on P2P technologies. Unlike live media streamirsgiesy, each VoD client is more
“selfish” in the sense that it only cares about contents &f&erurrent playing position, which is
often diferent from other peers. The peer can only download from thwbese playback positions
are ahead, or from who have already downloaded the prograsteadd, itself can help peers which
join later than itself. However, as each client can chargpldyback position at any time, which
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differs from many other P2P streaming systems, it becontigsudli to optimize the overall VoD
system. For example, the “rarest-first” stratelgy [144] itifBirent is not applicable here. In this
chapter we have made a first step towards discovering vaaispicts of the Joost functions and
behavior by analyzing the network fli@ and by being acquainted with some of the open software
used in Joost. Without a surprise, Joost and Skype have s@meniechanisms and supporting
techniques in common.

This Appendix provides a first trial on investigating the siqmeer behaviors and media distribution
mechanisms. Current Joost P2P code maybe neither AS-leset aor end-to-end latency aware
for the peer selection. However, the exact peer lookup aledtsan techniques that Joost used for
peer management is still not clear. Our guess is that it usesaination of swarm techniques in

BitTorrent and prefix awareness.
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