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1 Introduction
In recent decades, there have been many successful attempts to describe various phenomena
emerging in human society and animal systems deploying approaches, proven to be useful in
natural sciences, especially in physics. To name a few of them: epidemics (Anderson and
May, 1991), prey-predator ecological interactions (Holland and Hastings, 2008), traffic jams
(Helbing, 1997) and panic reactions (Helbing et al., 2000). In these approaches, individuals
are considered as abstract interacting agents endowed with properties essential to account for
the behavior of the whole system. In the past the modeling of multi-agent systems was lim-
ited by the lack of reliable real data. Recent progress in this field can be primarily attributed
to developments in communication technologies. Powerfull computer facilities and ubiqui-
tous GPS devices have made it possible the collection, processing and storage of the data on
individual behavior (González et al., 2008; Cooke et al., 2004).

The collected data reveals the complexity of phenomena emerging in multi-agent systems.
Thus, the need for guiding principles arises which facilitates the understanding of dynam-
ics, allows assessment of crucial factors and their incorporation into models. Basic, easily
tractable mathematical models may provide indispensable insights into the behavior of com-
plex systems. In this thesis we will consider two such models. The first deals with superdiffu-
sion in inhomogeneous environments. The second describes epidemics mediated by recurrent
movements of agents.

Epidemiology was the main field of application that we had in mind during preparation
of the thesis. Epidemics have been accompanying mankind throughout history, with serious
social and cultural consequences (Winkle, 2005). For example, during the Bubonic plague
epidemic in Middle Ages, 30-40 percent of the total European population was eliminated.
Since the early eighties, AIDS have caused 25 million deaths worldwide. Though mathemat-
ical epidemiology may not be the paramount factor in the battle against epidemics — which
belongs to the advances of molecular biology and genetic engineering — it may help to save
a lot of resources by helping to plan preventive and respond measures (Anderson and May,
1991).

Infectious diseases are carried by agents — either animals or humans — called hosts. There
are two aspects of the spatial spread of infectious diseases (Riley, 2007). The first one con-
cerns host contacts within a population; the other involves contacts between hosts from dif-
ferent populations. For a long time, interaction between different populations was accounted
for by the assumption of the diffusive movements of the hosts. For example, the historic epi-
demic of Bubonic plague was modeled in this way (Noble, 1974). In this type of models, the
local infection dynamics (reaction) is decoupled from the transport (diffusion) (Kolmogorov
et al., 1937; Fisher, 1937). Due to the highly developed means of transportation, people nowa-
days are able to cover much greater distances within shorter timeframe as compared to the
past (Cliff and Haggett, 2004). Contrary to ordinary diffusion (Gardiner, 1997)the human-
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1 Introduction

mediated spread exhibits superdiffusive properties (Brockmann et al., 2006) closely related to
power-law distributions (Metzler and Klafter, 2000, 2004). Some animals were also found to
perform superdiffusive random walks (Sims et al., 2008).

On large scales, humans move between different locations, e.g. cities or villages, which
differ in population size. Contact patterns among individuals and their travel behavior possess
scale-free and small-world properties (Liljeros et al., 2001; González et al., 2008) witnessing
strong social inhomogeneity. Transportation routes represent a random network rather than
a regular lattice (Gastner and Newman, 2006). Therefore, a concept of inhomogeneity or
disorder is indispensable for appropriate models of human-mediated transport.

The main question pursued in the first part of this thesis is how inhomogeneity affects
spreading phenomena, especially if long-range interactions are allowed. Incorporation of the
inhomogeneity into the theory of superdiffusive processes is a non-trivial task. Depending on
the system under consideration different approaches are deployed. In contrast to the general-
ized Langevin approach (Fogedby, 1998; Metzler and Klafter, 2000) the topological superdif-
fusion (Brockmann and Sokolov, 2002; Brockmann and Geisel, 2003a,b; Chen and Deem,
2003), reveals that weak inhomogeneity is present on all scales. Following this approach, we
generalize the topological superdiffusion concept, explicitly taking into account the relative
weight of start and target location of a single movement event. Our model is reminiscent of
the gravity model widely used in epidemiology, social sciences and economics (Xia et al.,
2004; Zipf, 1946; Wilson, 1967). The gravity model states that the flow of goods or individ-
uals between two different locations is directly proportional to the population sizes of these
locations, and inversely proportional to some power of the distance between them.

Using our model we show, that if agents perform ordinary diffusion, the spreading process
is attenuated by inhomogeneity on large scales. In contrast, if superdiffusive movements are
allowed the spread can be also accelerated on large scales, depending on the relative impact
of source and target positions (Belik and Brockmann, 2007). It is a counterintuitive result
because usually inhomogeneity attenuate diffusion. This result holds for periodic as well as
random inhomogeneities.

Power-law distributions of jump lengths are often considered as suitable candidates for an
optimal strategy in random search problems (Condamin et al., 2008). The intermediate values
of the power law exponent are supposed to enhance exploration by a random walker and thus
represent optimal search strategy (Viswanathan et al., 1999b). However, accounting for finite
size effects within our model, we show that in the presence of inhomogeneity the whole range
of power law exponents — from diffusive to superdiffusive — can be optimal. The particular
choice depends on the impact of temporary source and target locations.

To adequately describe spatial epidemic dynamics, we consider patterns of human move-
ments in detail. Humans spend the most of their time at home and in the workplace. From time
to time, they leave their homeplace to perform trips to neighboring locations, or distant places
and then return. Thus on large scales they do not perform random walks, hopping among
all possible locations; they rather perform recurrent movements or commute (González et al.,
2008). The reaction-diffusion approach that assumes unbounded agent movements can not be
applied in this case. To account for the effective coupling of the epidemic outbreaks between
different locations, a heuristic approach was proposed, in which recurrent travel mechanism is
not considered explicitly. The model states that the rate of change of the number of infectives
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in one location is proportional to the number of infectives in other locations with the factors of
proportionality called coupling strengths (Rushton and Mautner, 1955). This model referred
to as the direct coupling model is widely used in epidemiological modeling (Grenfell et al.,
2001). Surprisingly enough, little effort was devoted to explicit incorporation of the recurrent
travel behavior into a microscopic epidemiological model. The goal of the second part of our
work is to fill this gap.

The main question pursued in the second part of our work concerns the role of the recur-
rent transport mechanism in the spread of infectious diseases. Starting from the microscopic
domain we build up the general model for host movements with travel rates dependent on the
location of origin. In a special case our model describes recurrent travel pattern on overlapping
star-like topologies (Sattenspiel and Dietz, 1995). We go beyond the formulation of general
ideas and build a continuum version of the model describing epidemic due to recurrent travel
on a one-dimensional lattice of locations. We analyze it in dependence on parameters such
as travel and infection rates and get essential insight into the dynamics of epidemics due to
recurrent hosts movements. We obtain attenuation of the epidemic wave as compared to the
common reaction-diffusion model as the major consequence of the recurrent travel. We show
that with increasing travel rate, the velocity of the epidemic wave in the recurrent case satu-
rates towards its asymptotic value. It is in contrast to the ordinary diffusion-reaction approach
leading to unbounded growth of the velocity with the travel rate.

We show that model with recurrent travel can in general not be reduced to neither the di-
rectly coupled metapopulational epidemic model nor to the reaction-diffusion model. We
demonstrate that the directly coupled model recovers only in the limit of high travel rates. We
explicitly calculate the elusive coupling strengths of the direct coupled model from the host
travel rates. With respect to the last mentioned result, some of our findings were independently
anticipated by Keeling and Rohani (2005), although we proceed more systematically. Detailed
numerical investigations of our model implies similarities between the reaction-diffusion case
and the recurrent movement case for a high ratio of reaction rate versus travel rate.

Regular topologies constitute a crude approximation of real settings more reminiscent of
random networks. Epidemics on networks were extensively explored in the last decades. The
most studies were dedicated to networks with nodes representing single hosts and edges mim-
icking social ties (Newman, 2002). Different nodes of the network can also represent different
populations (locations) with links corresponding to transportation routes between them (Huf-
nagel et al., 2004; Collizza et al., 2007). We discuss this type of network models. In the
spirit of the first part of the thesis we also consider inhomogeneously populated locations and
propose several plausible models for parameters of recurrent travel, e.g. travel rates.

In this thesis we reveal the important role of inhomogeneity in systems with long-range
movements and shed light on the consequences of recurrent host movements for spatio-temporal
dynamics of epidemics. We are convinced that our work contributes to the thorough theoretical
understanding of various spreading phenomena in the modern world.

In the course of our work we have used various analytical and numerical methods. In the
first part that concern superdiffusion in inhomogeneous environments, we have used Bloch
band theory for periodic media as well as the perturbational techniques to calculate spectral
properties of the transport operator. We have also used numerical diagonalization to sup-
port our analytical results. In the second part that concerns epidemics mediated by recurrent
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movements we have used linear stability analysis, numerical integration and full stochastic
agent-based simulations.

The work is structured as follows. In Chapter 2, we introduce basic concepts necessary
for understanding the following material, including superdiffusion, gravity model, and basic
epidemiological concepts. In Chapter 3, we study superdiffusion in inhomogeneous periodic
and random correlated environments. We define the model, then investigate it on intermediate
and large scales. In Chapter 4, we consider epidemic spread due to origin-dependent travel
rates and formulate a general model. After that we derive a continuum model for a one-
dimensional support. Then we relate the general model as well as its continuum version to the
direct coupled model and investigate it numerically in a wide range of parameters. We also
provide comparison with the reaction-diffusion framework. Eventually, we discuss modeling
approaches to epidemics on networks. In Chapter 5, we discuss the main results and draw
conclusions. Details concerning Bloch theory and the derivation of perturbational results can
be found in the Appendix.
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2 Fundamentals
In the current chapter we will present concepts indispensable for the understanding of the re-
sults presented in the following chapters. We start with the notion of superdiffusive processes,
proceed with the concept of disorder, mention different ways to incorporate it, in particular an
approach inspired by gravity models, recall common epidemiological models and eventually
introduce the reaction-diffusion framework.

2.1 Superdiffusion
Before we proceed to superdiffusion, we need to recall the basics of ordinary diffusion and the
underlying concept of random walk. Experimental observation of diffusion is due to Robert
Brown (Brown, 1866), who in 1927 investigated pollen suspension in water and observed their
perpetual movements. Such movements bear his name. They are called Brownian motion and
represent an example of diffusion. Note, that he had a predecessor — a Dutch physician
Jan Ingenhousz observed a similar phenomenon around 1785. The pollen move because of
collisions with molecules of the water which always perform thermal movements. Adolf Fick
(Fick, 1855) has derived the diffusion equation for concentration of some fluid substance using
purely phenomenological approach without considerations on microscopic level. For a long
time the honor of explanation and theoretical description of the Brownian motion, and thus
diffusion, was ascribed to Albert Einstein (Einstein, 1905). However ordinary diffusion was
theoretically considered already in 1900 by Louis Bachelier in his for a long time erroneously
forgotten study (Bachelier, 1900) in the context of fluctuations of stock market prices. He
considered prices as a random walk, i.e. jumps occurring in different directions according to
some probability. Bachelier also derived the diffusion equation and solved it successfully. But
even before that earlier Lord John Reighley derived the diffusion equation from essentially
the random walk ansatz. Among the early contributors to the subject one can also mention
Thorwald Nicolai Thiele and Marian Smoluchowski. One can find more details on the early
history of the study of diffusion phenomena in (Montroll and Shlesinger, 1984; Ebeling et al.,
2008).

A particle performing ordinary diffusion is typically characterized by spatio-temporal scal-
ing relation |X(t)| ∼ t1/2, where |X(t)| denotes a displacement from the starting point. A
large number of physical and biological systems are in conflict with this relation and exhibit
anomalous diffusion. Whenever |X(t)| ∼ t1/µ with an exponent 0 < µ < 2 a system is said to
exhibit superdiffusive behavior. In Figure 2.1, random walk underlying ordinary diffusion is
compared to superdiffusive movements or Lévy flights named after the French mathematician
Paul Lévy. He elaborated the mathematical foundations of the theory of Lévy flights (Lévy,
1954). Superdiffusion was discovered in a wide range of systems, for instance, chaotic dy-
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Figure 2.1: Panel (a): ordinary random walk (blue) characterized by localized movements and su-
perdiffusive Lévy flights lacking a characteristic scale (red). In superdiffusive case long jumps are
interspersed with clusters of local movements. Panel (b): scaling properties of ordinary random walk
and superdiffusive Lévy flights. The dependence of displacement |X| on time t is presented for ordi-
nary diffusion and superdiffusion (µ = 1). Dashed lines represent scaling asymptotics.

namical systems (Geisel, 1985), particles in turbulent flows (Porta et al., 2001), saccadic eye
movements (Brockmann and Geisel, 2000), and very recently in the geographic dispersal of
bank notes (Brockmann et al., 2006).

After these historical remarks we proceed now to a theoretical description of diffusion. Let
us consider a Markov stochastic process, i.e. a set of states of a system at different times
with random increments x(t0), x(t1), ..., x(t) which can be interpreted as a position in state or
real space obeying the Chapman-Kolmogorov equation (Gardiner, 1997; van Kampen, 2007;
Ebeling and Sokolov, 2006; Honerkamp, 1990)

p(x, t|x0, t0) =

∫
dyp(x, t|y, t′)p(y, t′|x0, t0). (2.1)

Here p(x, t|x0, t0) denotes the probability to be at some particular position x at time t having
started at time t0 at x0 depends only on the position y at the previous time t′ and the transition
probability from that position into the current location. Let us choose a Markov process with
transition probabilities for small time intervals τ given by

p(x, t + τ |y, t) = [1− a(y; t)τ ]δ(y − x) + τw(x|y; t) +O(τ 2) (2.2)

with
a(y, t) =

∫
dxw(x|y; t). (2.3)
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This condition means that the process will keep its current location x with a probability
1 − a(y, t)τ or will jump to a new location y with the probability w(x|y; t)τ . The quan-
tity w(x|y; t) is called the transition or transfer rate. We will not consider its time dependence:
w(x|y; t) = w(x|y). From (2.1)-(2.3), under consideration of p(x, t) =

∫
dyp(x, t|y, t), and

performing the limit τ → 0 we obtain the Master equation

∂tp(x, t) =

∫
dy [p(y, t)w(x|y)− p(x, t)w(y|x)] . (2.4)

If we consider an ensemble of random walkers we can describe their distribution in space at
any time by the probability density function p(x, t) fulfilling the Master equation, which is
essentially the balance equation. This means that the rate of change of the probability density
at point x consists of the contributions due to walkers coming to x from all possible y minus
the contribution due to walkers going away from x to any possible y.

The Master equation can be further simplified. If we assume the transition rates being
sharply peaked as a function of the jump size, the equation known as the Fokker-Planck equa-
tion among physicists and as the Kolmogorov forward equation among mathematicians, is
recovered. It can be written as

∂

∂t
p(x, t) = − ∂

∂x
[a(x)p(x, t)] +

∂2

∂x2
[b(x)p(x, t)] (2.5)

with
a(x) =

∫
dr rw(x; r) and b(x) =

∫
dr r2w(x; r) (2.6)

being the conditional moments. Here and in the following, if is stated explicitely, we integrate
over the whole infinite domain. The transition probability is considered here to be a function
of the starting point y and the jump length1 r = x − y. The first term is called the drift term
and the second term is called the dispersive or diffusive term. Note that the Master equation
is of a more general nature than the Fokker-Planck equation. The latter can be obtained from
the Master equation under some restrictions on transition rates.

Note, that in the case when transition rates are symmetric, the drift term vanishes. For
instance, if we assume that w(x|y) = δ(x− y − a) + δ(x− y + a)/(2τ) for |x− y| < a with

1Indeed if we define w(x|y) = w(y; r) then from (2.4)

∂tp(x, t) =
∫

drw(x− r; r)p(x− r; t)− p(x, t)
∫

drw(x;−r)

and assuming slow variation of p(x, t) as a function of x using the Taylor expansion up to the second order
(the full Taylor expansion in this case is called Kramer’s-Moyal expansion) we obtain

∂tp(x, t) =
∫

drw(x; r)p(x; t)−
∫

drr

[
∂

∂x
w(x; r)p(x, t)

]

+
1
2

∫
drr2

[
∂

∂x
w(x; r)p(x, t)

]
− p(x, t)

∫
drw(x;−r).

From the last equation follows the Fokker-Planck equation (2.5). There are also other methods to derive the
Master equation, for example the system size expansion by van Kampen (van Kampen, 2007).
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characteristic jump length a > 0 and time scale given by τ , then we obtain from the ordinary
diffusion equation (2.5)

∂tp(x, t) = D∆p(x, t), (2.7)

where the constant D = a2/τ is called the diffusion coefficient. Note that for Equation (2.5)
to be correct we need to consider our process on scales larger than a to obtain a continuous
description. The characteristic time increment τ also needs to be small enough but such that
D is kept constant. The solution of the equation (2.7) is given by

p(x, t) =
1√

2πDt
exp

[
− x2

(2Dt)2

]
,

i.e. it is a Gaussian. From this, one obtains the scaling of the absolute value of the coordi-
nate |x(t)| ∼ t1/2 depicted in Figure 2.1(b). Thus (2.7) describes statistical properties of the
random walk with continuous time.

If we allow for long range jumps by introducing the transition rate

w(x|y) =
aµµ

2τ

{
0 |x− y| < a

|x− y|−1−µ |x− y| > a
(2.8)

with 0 < µ < 2, we cannot write down the usual Fokker-Planck equation because the second
moment of the transfer rate is diverging. Instead, from the Master equation (2.4) we obtain

∂tp(x, t) =
aµµ

2τ

∫

|x−y|>a

dy
p(y, t)− p(x, t)

|x− y|1+µ
,

which can be rewritten in the limit a → 0 and τ → 0 as

∂tp(x, t) = Dµ∆µ/2p(x, t), (2.9)

where we have kept the superdiffusion coefficient Dµ = (aµ/τ)πµ/[Γ(1 + µ) sin(πµ/2)]

constant and introduced the fractional Laplacian ∆µ/2f(x) = Cµ × p.v.
∫

dy f(y)−f(x)
|x−y|1+µ with

Cµ = Γ(1 + µ) sin(πµ/2)/π. In Fourier space, it is equivalent to multiplication with −|k|µ
(Hilfer, 2000). Solving (2.9) in the Fourier space we obtain

p(x, t) =
1

2π

∫
dke−kx−D|k|µt. (2.10)

Hence, we find the scaling |xµ(t)| ∼ t1/µ, which is also depicted in Figure ??. Random walks
obeying condition (2.8) are called Lévy flights. Such processes possess self-similar fractal
properties (See Figure 2.1).

Another way to describe stochastic processes is to use stochastic differential equations. One
can show (Gardiner, 1997) that the Fokker-Planck equation (2.5) is equivalent to the stochastic
differential equation for the increment of the stochastic process X(t)

dX = a(X, t) +
√

b(X, t)dW,

11
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Figure 2.2: Empirical evidence for the
gravity model (Zipf, 1946). Depen-
dence of the aggregate fares paid by the
highway bus passengers on the quan-
tity P1P2/r × 10−7. Here P1 and P2

denote sizes of a pair of locations and r
denotes distance between them. Solid
line has the slope of−1, supporting the
gravity model hypothesis.

where dX and dW are limits of the differences ∆X = X(t + ∆t) − X(t) and ∆W =
W (t + ∆t) − W (t) for ∆t → 0. ∆W represents a difference of a Wiener process and
is a Gaussian random variable with zero mean and variance of ∆t. For the definition of
the stochastic differential dW , one can take either the Îto or the Stratonovich interpretation
(Gardiner, 1997; Stratonovich, 1963). One can also rewrite the stochastic differential equation
as the Langevin equation

dx

dt
= a(x, t) +

√
b(x, t)ξ(t), (2.11)

where ξ(t) is a stochastic force with properties 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t − t′). It
is called white noise. Note, that the Langevin equation possesses some cumbersome mathe-
matical properties. ξ(t) with infinite variance corresponds to no real process. This requires
consideration of ξ(t) as a limiting case of a properly defined process which turns to be very
complicated (Gardiner, 1997). If we discard fluctuations in Equation (2.11), we deduce the
equation describing macroscopic, mean-field dynamics

dx

dt
= a(x, t). (2.12)

Let us recall that the conditional moment a(x, t) could be derived from the corresponding
transition probability w(x|y; t) by using definition (2.6).

2.2 Disorder and gravity model
A superdiffusive process governed by Equation (2.9) is spatially homogeneous and isotropic,
as the probability rate w(y|x) of a displacement from x to y depends only on the distance,
e.g. for the d-dimensional case w(x|y) ∝ |x − y|−(d+µ). Numerous random processes,
however, occur on spatially disordered substrates or evolve in the presence of quenched or
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frozen spatial inhomogeneities. There exist a variety of phenomena requiring disorder which
are completely absence without it. Geometrical type of disorder leads to percolation phase
transitions (Hughes, 1995b). This type of disorder arises in problems of diffusion on frac-
tal structures (ben Avraham and Havlin, 2000) or random networks (Kozma et al., 2005) We
discuss such kinds of disorder in Chapter 4 in Section 4.6. Our main concern will be inho-
mogeneities which can be modeled by position dependent transition rates of a random walk
(Bouchaud and Georges, 1990; Haus and Kehr, 1987). For example the charge transport in the
presence of impurities in solid state physics leading to localization (Anderson, 1958), could
be described in such a framework.

Using the Fokker-Planck equation, disorder can be incorporated into the model of ordinary
diffusion in a straightforward way. Let us restrict ourselves to systems with time-independent
parameters. One can show that the first conditional moment a(x) from Equation (2.5) equals
the external force F (x) with a minus sign. The second conditional moment b(x) may be in-
terpreted as a position-dependent diffusion coefficient D(x). Both the external force and the
position-dependent diffusion coefficient can account for disordered environment (van Kam-
pen, 2007)2

∂p(x, t)

∂t
= −∂F (x)p(x, t)

∂x
+

∂2D(x)p(x, t)

∂x2
. (2.13)

In the case of superdiffusive movements, the situation is more involved. Depending on the
underlying physical or biological system, one obtains various generalizations of (2.13) which
incorporates the spatial inhomogeneities. In the generalized Langevin approach (Fogedby,
1998; Metzler and Klafter, 2000, 2004), an additional force term −∇F on the right hand
side of Equation (2.9) accounts for an external position dependent force field F (x). In topo-
logically superdiffusive systems, such as intersegment transfer of gene regulatory enzymes
on DNA strands (Brockmann and Geisel, 2003b; Sokolov et al., 2005; Lomholt et al., 2005;
Chen and Deem, 2003), the transition rate is modified by a Boltzmann factor, i.e. w(y|x) ∝
|x − y|−(d+µ) × exp{−β[V (y) − V (x)]/2}, where V (x) is a position-dependent potential
and β denotes inverse temperature. In subordinated superdiffusive processes, an ordinary
diffusion process subject to an external force is sampled at highly variable operational time
intervals (Sokolov, 2000). All three systems exhibit very different response properties to the
imposed spatial structure (Brockmann and Sokolov, 2002), but converge to the same Fokker-
Planck equation in the limit of ordinary diffusion.

Inhomogeneities, in particular in the population structure can also be encountered very fre-
quently also in ecological and epidemiological problems. For a long time the flows between
inhomogeneously populated locations were approximated by the so-called gravity models.
The early history of the gravity model concept dating into XIX-th century is described by
Garrothers (Garrothers, 1956). Empirical evidence was provided in the forties of the XX-th
century (Zipf, 1946). For recent studies see e.g. (Jung et al., 2008; Viboud et al., 2006; Xia
et al., 2004).

The gravity model assumes that flows of individuals or goods between two locations n and
m are proportional to the population sizes of both of them Fnm = Fmn ∼ PnPm. Further

2Dependent on the system under consideration, the proper Fokker-Planck equation for inhomogeneous envi-
ronment reads ∂tp = −∂x [F (x)p + D(x)∂xp] (van Kampen, 2007; Bouchaud and Georges, 1990).
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one can introduce another refinement of the model concerning the dependence on the distance
between locations. In Figure 2.2 the dependence of aggregate fares paid by bus highway pas-
sengers reflecting the flow of individuals on the quantity P1P2/r × 10−7 is presented. One
can observe a good agreement a proposed gravity ‘. Originally the interlocation flow was sup-
posed to be inversely proportional to the distance, but it can be modified to be Fnm ∼ r−2−µ

nm

with 0 < µ < 2 mimicking the superdiffusive nature of human mediated spread (Brockmann
et al., 2006). One can show that the gravity model comes out as a solution of the entropy opti-
mization problem (Wilson, 1967; Erlander, 1980). Thus we can set up a model incorporating
the gravity model approach and superdiffusion. For the transition rate in the continuum case
we can write

w(x|y) ∼ P (x)cP (y)c−1

|x− y|d+µ

with P (x) giving us the population density on point x. Population sizes in this formula are
often additionally raised to power c, what is a common practise (Xia et al., 2004). Inserting this
transition rate into the Master equation (2.4) the following fractional Fokker-Planck equation
can be derived

∂tp = D sc∆µ/2s(c−1)p−D p sc−1∆µ/2sc, (2.14)

where instead of the population densities the salience field s(x) accounting for attractiveness
is introduced. High salience corresponds to the higher attractiveness of a location3. It may be
assumed to be proportional to the population density s(x) ∼ P (x). Chapter 3 is devoted to
the investigation of the equation (2.14) in different inhomogeneous environments, represented
by different models for the inhomogeneous salience field.

2.3 Basic epidemiological models
In order to understand the spatio-temporal models of the spread of infectious diseases consid-
ered in Chapter 4, we have to recall the basic mathematical framework used in epidemiology.
For the description of local infectious dynamics in an isolated population, the compartmental
models have proven their usefulness (Anderson and May, 1991). In such kinds of models the
population is divided into classes or species according to their disease status, e.g. suscepti-
ble or healthy individuals, infected and latent individuals. Different species can interact with
each other producing new species and generally can have its own birth and death dynamics.
Furthermore, one usually a well-mixed population, i.e. everybody can contact everybody and
the frequency of contacts is proportional to the densities of species. Thus such a system can
be described by the standard chemical kinetics rules (van Kampen, 2007). Individuals are de-
scribed as particles experiencing collisions in volume Ω at constant temperature. If we have
chemical reactions among different M species described by the equation

s1X1 + s2X2 + ...
k+→ r1X1 + r2X2 + ... (2.15)

3The term salience means something most noticeable or important and comes from the neuroscience of visual
field processing, see e.g. (Brockmann and Geisel, 2000).
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then the rate of transition from the state {nj} describing the number of species j into the state
{nj + rj − sj} due to reaction (2.15) reads

w(nj + rj − sj; nj) = Ωk+(ri − si)
M∏

j=1

(nj

Ω

)sj

.

Such a description is called the frequency dependent model. Without a loss of generality, we
can set the density ρ = N/Ω to unity. Using (2.6) and (2.12) one can write down mean-field
equations for the average number of species, e.g.

dnj

dt
= Nk+(ri − si)

J∏

j=1

(nj

N

)sj

Now we discuss three frequently used epidemiological models based on the approach of chem-
ical kinetics.

2.3.1 SI model
The most simple reaction scheme includes susceptibles and infectives, which can infect sus-
ceptibles. Infectives keep their infective status forever. This model is appropriate for descrip-
tion of chronic infectious diseases with no immunity. Birth and death dynamics are neglected
in this model which correspond to consideration of the epidemic on time scales smaller than a
life period of the host. The reaction scheme reads

S + I
α→ 2I (2.16)

with corresponding mean-field equation

dI

dt
=

α

N
(N − I)I,

where we have used conservation of the individuals N = S +I . In terms of the concentrations
j = I/N

dj

dt
= α(1− j)j. (2.17)

For a given initial condition j(0) = j0 the solution reads

j(t) =
j0

(1− j0)e−αt + j0
.

The evolution of the number of infectives and susceptibles as well as their stochastic counter-
parts are presented in Figure 2.3(a). Zero number of infectives is an unstable fixed point and
j" = 1 is a stable one. A non-zero stable fixed point is called the endemic steady state.
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Figure 2.3: Time evolution of SI (a) and SIR (b) epidemics. Blue lines denote solutions of the mean
field equations (2.17) and (2.18). Grey lines correspond to results of stochastic simulations of 30
different realisations. Population size N=100, infection rate α = 1, recovery rate β = 0.1 and I(0) =
10.

2.3.2 SIR model
This SIR model was initially proposed by Kermack and McKendrick and it distinguishes be-
tween three classes of individuals: susceptibles, infectives and recovered (immune) or re-
moved (Kermack and McKendrick, 1927). Along with infection of susceptibles, the infectives
can recover or die. This model could be appropriate for either very dangerous diseases with
high mortality or diseases leading to strong immunity against them. The reaction scheme reads

I + S
α→ 2I

I
β→ R

The mean field equations look like

dj

dt
= αsj − βj

ds

dt
= −αsj, (2.18)

where the equation for recovered individuals is omitted because of conservation of the overall
population N = S + I + R. Even in such a simple model no analytical solution can be
given and one needs to rely on numerical solutions. Linear stability analysis near the zero fix
point j" = 0, s = 1 shows that the epidemic takes place only if R0 = α/β > 1. Here we
have encountered the R0, “! of epidemiology” which gives the average number of secondary
cases in completely susceptible population. Frequently, this number is uncritically used as
a basic characteristic of the epidemic. However, the knowledge of R0 without structure of
the intrinsic heterogeneity of the populations (Pastor-Satorras and Vespignani, 2000; May and
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Lloyd, 2001) is not enough to predict the outbreak of epidemics. It must be mentioned that the
spatial structure of the population affects R0 as well, cf. (Arino and van den Driessche, 2003)
and the discussion in Section 4.6. The threshold behavior characteristic for SIR is a common
feature of different epidemiological models. To prevent an epidemic one needs to put the
parameter under the outbreak threshold. The time course of the SIR epidemic is presented in
Figure 2.3(b).

2.3.3 SIS model
SIS model or susceptible-infected-susceptible is a good model for non-severe diseases which
do not cause immunity, such like some parasite or bacterial infections. Alongside with the
reaction (2.16), recovery of infectives can occur which are not removed from the population
contrary to the SIR case

I
β→ S.

SIS is essentially an extention of the SI model permitting a non-unity epidemic state j" =
1− β/α for α > β (otherwise there is no outbreak) and occasional extinction of the epidemic
in the stochastic case. The solution of the mean-field equations reads

j(t) =
j0(1− β/α)

(1− β/α− j0)e−(α−β)t + j0
.

For further details on different epidemiological models incorporating vital dynamics and
social heterogeneity one can consult other books (Anderson and May, 1991; Murray, 1993;
Keeling and Rohani, 2007; Daley and Gani, 1999; Diekmann and Heesterbeek, 2000). The
three epidemiological models introduced above will be used in Chapter 4 to illustrate the
spatial spread of infectious diseases due to recurrent host movements.

2.4 Spatial spread of epidemics
The epidemiological models as presented above describe epidemics in a single well-mixed
population. This is only a very crude approximation if we want to describe the spatial spread of
infectious diseases. Let us consider a set of populated locations or patches, i.e. the metapopu-
lation (Hanski, 1998), and look precisely how the infectious disease spreads from one location
to another. Directly transmitted infections are spread due to contacts between infected and sus-
ceptible individuals and thus the interlocation transfer of disease is mediated by movements
of infected individuals between different locations. For a long time it was assumed that such
movements have the character of random walk or diffusion (Rvachev and Longini, 1985; Huf-
nagel et al., 2004; Collizza et al., 2007). The individuals were considered as indistinguishable
particles. The local dynamics could be described in such a case as e.g. for SI model

dIn

dt
=

α

N
SnIn +

∑

m

(wnmIm − wmnIn), (2.19)
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(a) (b) (c)

Figure 2.4: Schematic representation of three spatial epidemic models. (a) Reaction-diffusion model
with infection spread due to random walk travel pattern of indistinguishable individuals. (b) Direct
coupling model. Epidemics in different locations are heuristically coupled without explicit incorpo-
ration of the travel pattern. Dashed curves symbolize coupling. (c) Our model with epidemic spread
mediated by the recurrent host movements between their abode and other locations with explicitly
incorporated movement pattern. Colored arrows with symbolize movements of agents belonging to
different locations.

where a term for the diffusive transport is added to the usual local infectious dynamics term.
wnm are transition probabilities to move from location m to location n, which can be directly
assessed by measuring the flows between different locations. Thus this approach is called the
reaction-diffusion approach. It is illustrated in Figure 2.4(a). The most genuine example of
such situation are chemical systems (Ebeling and Sokolov, 2006). As a biological example one
can mention foraging of animals (Edwards et al., 2008) which represents a prey-predator sys-
tem with a spatial component. One can argue that historic nomadic populations have searched
for food and new resources in a random walk manner. There were also individuals who spent
a lot of time just wandering about, like pilgrims in the Middle Ages visiting religious sanc-
tuaries or wandering Junggesellen in Germany. At the beginning of XX-th century in the US
seasonal workers — hobos practiced a wandering way of life.

Often the transition to a continuum medium instead of discrete multi-patches description re-
veals essential insights into dynamics. In the continuum limit the reaction-diffusion approach
leads to the Fisher-Kolmogorov-Petrovsky-Piscounov (FKPP) equation (Kolmogorov et al.,
1937; Fisher, 1937) for the density of infectives u = u(x, t)

∂tu = D∆u + f(u) (2.20)

where f(u) denotes a particular kind of infectious dynamics, e.g. for SI model f(u) = αu(1−
u). D is the diffusion coefficient. The advantage of the mean-field equation (2.19) and its
continuum counterpart (2.20) is their derivation from first principles. The analysis of this
model reveals the travelling wave pattern of the epidemic spread. An important analytically
assessable quantity is the velocity of the wave front. This particular model was successfully
applied to the spread of bubonic plague in the Medieval Europe (Noble, 1974). Let us note
that if individuals are allowed to perform long-range movements, important consequences for
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the spread of epidemics arise (Brockmann and Hufnagel, 2007). The role of disorder in such
systems remains an important open question. We will consider it in Chapter 3.

In contrast to models assuming random walk movement pattern, hosts rather often possess
some particular range of action, their abode or home range, i.e. the region where they spent
most of the time leaving it only occasionally and return. Humans constitute the most pro-
nounced example. Recently due to the availability of highly resolved data empirical evidence
of recurrent and bounded or confined nature of human movements is established(González
et al., 2008). In Figure 2.5(a) the probability P (L) to be at the L-th preferred location is pre-
sented. One can observe that literally “40% of the time individuals are found at their first two
preferred locations”. Thus humans spend their time mostly among the few locations belonging
to their activity or home range. They often just commute between home and workplace and
therefore can be hardly considered as indistinguishable particles performing random walk. If
the home ranges of different individuals overlap, they can contact and infect each other and
by returning to their home range contribute to the spatial spread of epidemics (Figure 2.5(b)).
For some animals, the recurrent movement model constitutes also the appropriate description.
Consider for example bees or ants.

Because the reaction-diffusion approach obviously does not work for humans and some an-
imals, a heuristic model was proposed as early as in (Rushton and Mautner, 1955) which we
call directly coupled model. In this model the incidence, i.e. the rate of change of the number
of infectives in one location with time is proportional to the prevalence, i.e. the number of
infectives in other locations. Proportionality factors or coupling strengths are supposed to be
assessed a posteriori from past epidemics, without derivation from first principles. Individuals
are distinguishable according to their home place. Host movements are not considered explic-
itly. In fact individuals do not move effectively at all and are considered as always present on
all available locations. This model is illustrated in Figure 2.4(b). Until recently no connec-
tion of the coupling strengths to the movement properties were established. The mean-field
equations for the directly coupled SI model read

dIn

dt
= αSn ×

(
∑

m

εnmIm

)
,

where εnm denotes coupling strengths between location m and location n. Such kinds of
models were also successfully applied to the description of spatial spread of epidemics (Ferrari
et al., 2008; Grenfell et al., 2001; Riley, 2007; Camitz and Liljeros, 2006). Coupling strengths
were set to be proportional to travel rates wnm without justification in (Camitz and Liljeros,
2006).

A continuum formulation of the direct coupling approach was also investigated, e.g. in
(Postnikov and Sokolov, 2007; Naether et al., 2008) A more general direct coupling model
was proposed in (Lopez et al., 1999). The continuum equation in the SI case is

∂tu = α(1− u)D∆u + αu(1− u)

with the coefficient D = ωd2/2 comprising the movement rate ω over inter-location distance
d. Without establishing the connection with the recurrent movements it was found for exam-
ple that the SIR wave front shape looks much more asymmetrical than it is predicted by the
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Figure 2.5: On panel (a) the probability P to be on the L-th preferred location (first, second and
so forth) is presented (González et al., 2008). Thus humans spend most of their time between a few
locations within their range of activity. This presents empirical evidence for the recurrent nature of
human movements. Panel (b) presents illustration of the overlap of individual activity ranges. The
model for recurrent host movements will be analyzed in Chapter 4.

reaction-diffusion model. Similar front shapes were indeed found empirically and are called
Kendall waves. Compare also discussions in Section 4.4.6.

Our ultimate goal is to explicitly incorporate the recurrent movements into the model for
the spatial spread of infectious disease. Chapter 4 is devoted to this topic and shows that the
directly coupled model can be deduced from the model which we propose for description of
epidemics with recurrent host movements only in the case of a high movement rate. Only in
this case connection between coupling strengths and travel rate can be established (4.2). Other-
wise to account for recurrent host movements one needs to consider a much more complicated
model, the main idea of which is to subdivide individuals sojourning at some particular loca-
tions into subclasses according to their location of origin and then consider dynamics of these
classes separately. This approach is illustrated in Figure 2.4(c). In the continuum limit in
the case of the SI model with immobile susceptibles equations for epidemics due to recurrent
movements read (Section 4.4.1)

∂tu = α(1− u− v)(u + v + D∆v) + ω1v − ω2u

∂tv = ω2u− ω1v, (2.21)

where u = u(x, t) and v = v(x, t) denote the number of infectives belonging to location x
being at home and elsewhere respectively. ω1 and ω2 denote forward (from home) and back-
ward (to home) movement rates. D is a constant incorporating interlocation distance. As one
can observe, the equations describing the random walk model (2.20) and the recurrent move-
ment (2.21) model are structurally different. It makes a difference if agents commute between
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determined location (their abode) or if they are allowed to travel among many different lo-
cations.We will show that one of the important consequences of the recurrent movement is
a reduction of the velocity of the wave front as compared to random walk movement pattern
(Section 4.4.2). Let us note that there were other attempts to go beyond ordinary random
walks to properly account for movements of humans or animals, e.g. through the introduction
of a finite jump velocity for random walks (Méndez et al., 2004), by considering a directed
random walk (Horsthemke, 1999), by explicitly modeling overlapping home ranges (Reluga
et al., 2006) or extensively simulating modern urban environments (Eubank et al., 2004).

Note, that for the models considered above we had in mind the epidemiological applications
in the first place. Application in other fields of theoretical biology, such as prey-predator
systems or evolutionary population dynamics, are obvious candidates for further research.
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3 Balancing between start and
destination: superdiffusion and
gravity model

As previously mentioned in Chapter 2, given two ingredients — the gravity model ansatz and
the superdiffusive assumption for the movement rates of individuals — we recover the gen-
eralized topological superdiffusion model. In the present chapter, we define this model in a
precise way. Performing theoretical and numerical model analysis, we will use powerful spec-
tral tools such as the Bloch theory and perturbative method. We will demonstrate a striking
difference in the qualitative behavior between ordinary diffusion and Lévy flights in inhomo-
geneous environment that reveals rather counterintuitive aspects of the generalized topological
superdiffusion.

3.1 The model
Our general aim is to investigate the dynamic impact of heterogeneous environments on dif-
fusive processes. We devote particular attention to the relative impact of source and target
locations on the transition rates w(x|y) for spatial displacements of the random walk (see
Figure 3.1). We define the spatial inhomogeneity of the environment in terms of the attrac-
tiveness or salience s(x) > 0 of a location x. For large and small values of s(x), the location
x is attractive and unattractive, respectively. We assume that in equilibrium, a walker’s sta-
tionary probability p"(x) of being at a location x is proportional to the salience at x, i.e.
p"(x) ∝ s(x). In this respect, the salience field can be defined operationally as the attractive-
ness of a site x. Furthermore, we assume that a transition from y to x is more likely to occur
when the salience is large at the target location x, and less likely to occur when the salience is
large at the source location y. This leads to a transition rate

w(x|y) =
1

τ
sc(x)f(|x− y|)sc−1(y), (3.1)

where τ is a time constant and the sandwiched term f(|x−y|) ∝ |x−y|−(d+µ) with 0 < µ ≤ 2
accounts for Lévy flight jump lengths. d denotes a spatial dimension and we need to care of
normalization. Inserting (3.1) into the master equation

∂tp(x, t) =

∫
dy w(x|y)p(y, t)− w(y|x)p(x, t) (3.2)

one can see that the detailed balance is fulfilled such that the stationary solution, if it exists, is
proportional to the salience.
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Figure 3.1: Random walk processes in inhomogeneous salience fields s(x) in two (a) and one (b)
dimension. Source and target locations of a single jump are denoted by y and x, respectively.

The central parameter in our analysis is the weight parameter 0 ≤ c ≤ 1, which quantifies
the relative impact of source and target salience on the dynamics. When c = 1, a transition
y → x only depends on the salience at the target site and is independent of the salience at
the source. When c = 0, the salience of the target site has no influence on the transition, and
the rate is decreased with increasing salience at the source. The intermediate case c = 1/2, is
equivalent to the topological superdiffusion approach (Brockmann and Sokolov, 2002) with a
salience given by a Boltzmann factor s(x) = e−βv(x) in a potential v(x) .

In combination with the transition rate (3.1), the master equation (3.2) is equivalent to the
fractional Fokker-Planck equation (FFPE)

∂tp = D sc∆µ/2s(c−1)p−D p sc−1∆µ/2sc, (3.3)

where p = p(x, t), s = s(x) and D is a generalized diffusion coefficient. The fractional
Laplacian is defined by

∆µ/2f(x) = Cµ

∫
dy

f(y)− f(x)

|x− y|d+µ

with Cµ = 2µπ−d/2Γ((µ + d)/2)/Γ(−µ/2). In Fourier space, ∆µ/2 corresponds to multi-
plication by −|k|µ: F{∆µ/2f}(k) = −|k|µF{f}(k). In what follows, we will restrict our
analysis only to a one-dimensional case, although generalizations to further dimensions are
straightforward. Note that in the case of ordinary diffusion Equation (3.3), reduces to the
usual Fokker-Planck equation

∂tp =

[
−∇F +

1

2
∆D

]
p,

where F (x) = −cβ dv
dxD(x) and D(x) = 2 exp[−β(2c− 1)v(x)].

The fractional Fokker-Planck equation (3.3) reduces to a number of known stochastic pro-
cesses for specific choices of the parameters c and µ. For instance, when s(x) = const (3.3)
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is equivalent to free superdiffusion, i.e. (2.9). When c = 1/2 and µ = 2, (3.3) reads ∂tp =
−∇F p+∆p, with an effective force F (x) = −v′(x) and the corresponding effective potential
v(x) = −β−1 log s(x), i.e. diffusion in an external force field. When c = 0, (3.3) reads ∂tp =
D∆µ/2p/s, which is equivalent to generalized multiplicative Langevin dynamics (Fogedby,
1998) for the process X(t), i.e. dX = D(X)dLµ with D(X) =

√
2 exp[βV (X)/2]/D, and

Lµ(t) is a homogeneous Lévy stable process (Feller, 1971). Note that c = 0 corresponds to a
well-known case of diffusion among random wells or traps (Haus and Kehr, 1987; Bouchaud
and Georges, 1990; ben Avraham and Havlin, 2000).

As it is known, under certain conditions, the ordinary Fokker-Planck equation is equiva-
lent to the Schrödinger equation used in quantum physics with an imaginary time i!t instead
of t (Risken, 1996). In the following, we will use a formulation of the problem in terms of
the generalized fractional Schrödinger equation (FSE), which is an advantage because of the
symmetry of the resulting operator. Indeed, the FFPE (3.3) is not symmetric because in gen-
eral, the transition rate w(x|y) is not equal to the rate of transition in the opposite direction
w(y|x). However, if the detailed balance condition is fulfilled and there exists a stationary
solution of Equation (3.3), one can recast the original problem into symmetric form using a
transformation

p(x, t) → ψ(x, t) = s1/2(x)p(x, t).

Thus we arrive at the generalized fractional Schrödinger equation

∂tψ(x, t) = Hψ,

where without a loss of generality we set D = 1. The last equation reads explicitly

∂tψ = sc−1/2∆µ/2sc−1/2ψ − ψsc−1∆µ/2sc. (3.4)

It has the same spectral properties as the original equation (3.3). This fact will be used in
the folowing investigation of the generalized topological superdiffusion in disordered envi-
ronments.

3.1.1 Disordered environment
Having formulated the problem of superdiffusion in inhomogeneous media, let us turn to the
actual models of the media. Instead of the operational definition of the salience from the
previous section, it can now be defined as the Boltzmann probability with a parameter ε > 0
corresponding to inverse temperature and quantifying the strength of the inhomogeneity

s(x) = e−εv(x), (3.5)

for a given potential v(x), which we need to select now. Investigating different diffusive
and superdiffusive phenomena in an external force field, the most elementary potentials are
frequently considered, e.g the harmonic one — the simplest potential leading to a non-constant
force. If we are interested in the transport properties of the diffusive processes like in the
Kramer’s escape problem, a double-well potential is a good choice. If we have in mind the
motivation, i.e. the gravity model for movements of individuals, it does not seem to be of
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3 Balancing between start and destination: superdiffusion and gravity model

particular interest to consider the case of just one or two attractive locations modelled by one-
or two-well potential. Considering e.g. animal foraging or human travel habits in population
dynamic or epidemiological context, we are faced with inhomogeneous environments (be it a
spatial distribution of resources, preys, or sizes of the habitats) in extended and complex form.

As it was shown (Brockmann, 2003), inhomogeneities with a finite variance do not scale out
for the topological superdiffusion in contrast to the generalized Langevin approach (Fogedby,
1998). This holds for the generalized topological superdiffusion model as well. Indeed, per-
forming a transformation of the spatial variable x → z = x/γ the fractional Schrödinger
equation (3.4) reads1

∂tψ(γz, t) =
1

γµ

[
sc−1/2(γz)∆µ/2sc−1/2(γz)ψ(γz, t)− ψ(γz, t)sc−1(γz)∆µ/2s(γz)

]
.

From the last equation, it is obvious that we can restore an invariant form of the fractional
Schrödinger equation if we transform the time coordinate as t → τ = t/γµ. The salience
is defined as the Boltzmann probability (3.5) and the potential with finite variance does not
vanish even on large scales.

For all values of the parameter c += 1/2, the transition rate defined as (3.1) depends on a
potential offset. This implies that if we substitute the potential v(x) by another one differing
only by the constant v0 > 0 from the old one, the effective time constant from the otherwise
same transition rate will change as

τ → τ

exp[εv0(2c− 1)]
.

Thus, for c < 1/2 (large influence of the source location) an increase of the potential leads to
lower transition rates, while for c > 1/2 this leads to higher transition rates as compared with
the transition rate for the original potential.

For further investigations, we chose seven inhomogeneous model potentials — four periodic
and three random ones — which may serve as a good approximation of real systems.

3.1.1.1 Periodic potentials

We chose periodic potentials as a first approximation of an inhomogeneous environment. We
will see later that the main dynamical features and properties of the superdiffusive processes
with dis-balanced role of the source and target locations, will be preserved also in the case
of more complicated models of the environment, such as random potentials. Furthermore,
periodic potentials are self-sappealing because of a powerful and beautiful method of Bloch
bands which can be successfully applied in our case as well. Computational demands are
also relatively easy to satisfy as compared with random potentials. More complex inhomo-
geneities may be considered as a superposition of periodic inhomogeneities with different
periods (Economou, 2006).

As representative potentials, we chose the following four sample potentials (figure 3.2 and
table 3.1). A — the most simple case with the only one harmonic in the Fourier representation

1We have used here the scaling property of the fractional Laplacian ∆µ/2
γz = 1

γµ ∆µ/2
z .
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v(x) S(k)

A
√

2 cos(x/λ) E 2ξθ(|k − π/(2ξ)|)

B

{
1 2n−1

4 < x/λ < 2n+1
4

−1 otherwise
F 2ξ exp

(
−k2ξ2

π

)

D, C ±a[cos(x/2λ)]2γ + b G 2ξ exp
(
−2ξ|k|

π

)

Table 3.1: Analytical expressions for periodic potentials (A-D) and spectra of the random phase poten-
tials (E-G) used to model an inhomogeneous environment. Parameters a and b were chosen in a way
to fulfill normalization requirements (3.6). Parameter γ was set to 32. See also Figure 3.2.

is of course a cosine potential. As a coarse approximation of cosine, a piecewise potential B
can be chosen. For sparsely distributed inhomogeneities, seldom peaks C and seldom wells
D are good model potentials with opposite bias. All types of potentials are normalized so that
they possess zero mean and unit variance

1

2πλ

∫

2πλ

dx v(x) = 0 and
1

2πλ

∫

2πλ

dx v2(x) = 1. (3.6)

3.1.1.2 Random potentials

If we bear real applications in mind, periodic inhomogeneities are of course an exaggeration
and just a first approximation to real environments. If we aim to harness the understanding
of realistic phenomena, there is no way around considering random environments. To model
random environments, we have chosen four different random correlated potentials defined by
the formula

v(x) =
1

2π

∫
dkφ(k)eiθ(k)−ikx, (3.7)

where integration is performed over the whole infinite domain. Here the random phase θ(k)
is uniformly distributed over the interval (0, 2π] and the amplitude is given by the correlation
spectrum S(k), satisfying the relation

φ(k)φ(k′) = 2πS(k)δ(k − k′),

where the bar denotes complex conjugation. We chose three different spectra with the cor-
relation length ξ, which are listed in Table 3.1. Potentials are depicted in Figure 3.2: E is a
potential with a Heaviside power spectrum, F is a potential with a Gaussian spectrum and G
possesses an exponential power spectrum. We also require, as in the case of periodic poten-
tials, zero mean and unit variance

〈v(x)〉v = 0 and 〈v2(x)〉v = 1.
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Figure 3.2: Potentials used to model inhomogeneities possessing internal length scale with zero mean
and unit variance. Periodic potentials: A — cosine potential, B — piecewise constant potential, C
and D — potentials with seldom inhomogeneities and opposites bias (peaks and wells respectively).
Random potentials: E — potential with a Heaviside power spectrum, F — potential with a Gaussian
power spectrum, G — potential with an exponential power spectrum. Insets show power spectrum S(k)
and correlation function C(x) =

∫
dke−ikxS(k) of corresponding random potentials. See also Table

3.1.

We will develop an analytical perturbation theory for weak inhomogeneities in Section 3.2.
Utilizing these analytical results, we will turn our attention to the dynamics of diffusive and
superdiffusive processes on intermediate (Section 3.3) and large (Section 3.4) scales. We
will compare our analytical results with the numerics in the case of strong inhomogeneities.
Considering the dynamics on intermediate scales in periodic inhomogeneities, we will use a
powerfull method of Bloch bands (Appendix A). Finally, we investigate the finite-size effects
(Section 3.6), discuss the consequences of the salience normalization, resembling the evolu-

27



3 Balancing between start and destination: superdiffusion and gravity model

tionary game theory (Section 3.7) and briefly mention how reaction can be incorporated in our
model (Section 3.8).

3.2 Perturbative analysis
As mentioned in the previous section, the fractional Fokker-Planck equation (3.3) can be recast
into the generalized fractional Schrödinger equation (3.4). To analyze this equation in the
case of weak inhomogeneities we can use a powerfull tool — perturbation theory (Landau
and Lifshitz, 2002). The main idea of it is as follows: given the salience in the form (3.5) we
expand it in terms of the effective potential strength ε , 1 up to the second order, we obtain
the Hamiltonian

H ≈ H0 + V(ε),

with an unperturbed free Hamiltonian H0 = ∆µ/2 and the perturbation part given by (consult
Appendix B)

Vψ = −ε
[
(c− 1/2)∆µ/2vψ + (c− 1/2)v∆µ/2ψ − cψ∆µ/2

]

+ ε2

[
(c− 1/2)2

2
∆µ/2v2ψ − (c− 1/2)2v∆µ/2vψ

+
(c− 1/2)2

2
v2∆µ/2ψ − c2

2
ψ∆µ/2v2 − c(c− 1)vψ∆µ/2v

]
.

According to the stationary perturbation theory, the discrete part of the spectrum ofH is given
by

En = E0
n + Vnn +

∑

m

′ |Vmn|2

E0
n − E0

m

with E0
n — eigenvalues of the unperturbed operator H0. The matrix elements Vnm reads

Vnm = 〈ϕn|V|ϕm〉,

where ϕn are orthogonal eigenfunctions of the unperturbed operator and we used the Dirac
notation. e consider periodic and random potentials separately.

3.2.1 Periodic potentials
According to the Bloch theory (Appendix A) for periodic potentials, for which holds: v(x +
2πλ) = v(x), the spectrum of the Hamiltonian operator take the form

E = En(q), with n ∈ Z, q ∈ [0, 1].

Due to continuity of the parameter q, called the Bloch phase we have a set of spectral bands
numerated by the integer index n.
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3.2.1.1 Non-degenerate energy levels

If q += 1/2, the difference between energies of two levels n += m of the free Hamiltonian is
large (E0

n(q) − E0
m(q) ∼ O(1)). It follows that the energies of the perturbed system can be

expressed as

En(q) = E0
n(q) + Vnn +

∑

m

′ |Vnm(q)|2

E0
n(q)− E0

m(q)
, (3.8)

where matrix elements Vnm(q) are given through Vnm(q) = 〈φ0
n(q)|Hpert(ε)|φ0

m(q)〉. The plane
waves φ0

n(q) = e−i(n−q)x/λ are eigenfunctions of the non-perturbed operator with periodic
boundary conditions. Or equivalently

Vnm(q) =
1

2πλ

∫

2πλ

dxe−i(n−q)x/λV(ε)e−i(m−q)x/λ.

In Section 3.4 we are interested in the dynamics on large scales. For that purpose, we will
need to consider the first Bloch band E0(q). After some algebra we obtain from (3.8) (see
Appendix B for analogous calculation in the case of random potentials)

λµE0(q) = −|q|µ − ε2
∑

m

[
(c− 1/2)2|q|µ|v̂m|2 + (c− 1/2)2|m + q|µ|v̂m|2

− c(c− 1)|m|µ|v̂m|2 −
[(c− 1/2)|q|µ + (c− 1/2)(|m− q|µ − c|m|µ)]

|m− q|µ − |q|µ

]
.

We restrict summation only to positive values and obtain

λµE0(q) = −|q|µ
(

1− 2ε2
∑

m>0

gµ,c(q/m)|v̂m|2
)

, (3.9)

where gµ,c(z) is given by

gµ,c(z) = −2(c− 1/2)2 +
1

zµ

{
2c(c− 1)− (c− 1/2)2(|1− z|µ + |1 + z|µ)

+ [(c− 1/2)(zµ + |1 + z|µ)− c]2/(|1 + z|µ − zµ)

+ [(c− 1/2)(zµ + |1− z|µ)− c]2/(|1− z|µ − zµ)
}

. (3.10)

Thus, eigenvalues deviate from the free case by a factor proportional to ε2, which also depends
on the superdiffusive exponent µ as well as on the source-target impact c and on the Fourier
coefficients |v̂m|2 of the potential.

We can introduce the generalized diffusion coefficient Dµ,c(q; ε) ≈ −E0(q)/(qλ)µ to de-
scribe the influence of the inhomogeneity. In the limit of vanishing potential, the generalized
diffusion coefficient is identical to the diffusion coefficient D of the free system. Thus, from
(3.9) we obtain

Dµ,c(q; ε)/D = 1− ε2Gµ,c(q), (3.11)
where

Gµ,c(q) = 2
∑

m>0

gµ,c(q/m)|v̂m|2. (3.12)
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3.2.1.2 Energy levels near the Bragg plain

If the Bloch phase takes values q = 0, 1/2 or 1, the energies of the levels (n1, n2): (n,−n),(1−
n, n) and (n, 2 − n) become degenerate and equation (3.8) diverges. We denoted as n1 and
n2, levels with higher and lower energy (if approaching the Bragg plane from the left) of
two degenerate in non-perturbed case levels. In this case, the correct equation reads (Nolting,
2000)

E±
n (q) ≈ E0

n(q) +
1

2
(Vn1n1 + Vn2n2)±

1

2

√
(Vn1n1 − Vn2n2)2 + 4|Vn1n2|2,

where, because of the condition |Vn1n1 − Vn2n2| = O(ε2) , O(ε) = |Vn1n2|, we can neglect
a first term under the radical. Thus we obtain2

E±n (q) = E0
n(q)− ε2

2λµ

∑

m

{
(c− 1/2)2[2(|n1 − q|µ + |n2 − q|µ) + |n1 −m− q|µ

+ |n2 −m− q|µ]− 2c(c− 1)|m|µ
}

|v̂m|2 +
ε2

λµ

∑

m

[
(c− 1/2)2

2
(|n1 − q|µ

+ |n2 − q|µ + 2|m|µ) +
c2

2
|n1 − n2|µ + c(c− 1)|n2 −m|µ

]
v̂n1−mv̂m−n2

+
ε

λµ

[
(c− 1/2)(|n1 − q|µ + |n2 − q|µ)− c|n1 − n2|µ

]
v̂n1−n2 .

3.2.2 Random potentials
In the case of random phase potentials we start with the finite support of the length 2πL. Then
the eigenfunction of the unperturbed operator ∆µ/2 are plain waves φn = e−inx/L and thus the
matrix elements are given by the expression

Vnm = 〈ϕn|V|ϕm〉 =
1

2πL

∫

2πL

dxe−i n
L xVei n

L x.

Proceeding in the same way as described in Appendix B, after the limit transition to the infinite
support, we obtain the spectrum of our Hamiltonian in the form

E(k) ≈ −Dµ,c(k; ε)|k|µ,

where again the generalized diffusion coefficient Dµ,c(k; ε), now for the case of random po-
tentials, is introduced. The generalized diffusion coefficient describes the relaxation properties
on the corresponding length scale Λ = k−1. Again in the limit of vanishing potential the gen-
eralized diffusion coefficient is identical to the diffusion coefficient D of the free system. Up
to the second order in ε we obtain

Dµ,c(k; ε)/D = 1− ε2Gµ,c(k), (3.13)
2With this equation one can explain the linear splitting of only lowest bands in cosine potential for q = 1/2 (see

Section 3.3). In this case n1−n2 = 2n− 1, and because all Fourier coefficients vanish except 2n− 1 = ±1,
we have the linear splitting only in the lowest bands. For all other potentials, higher harmonics are present
and we have linear splitting also in upper bands. Note that the splitting occurs in the higher bands for c
changing its values, apart of c = 1/2, mostly due to terms proportional to (c − 1/2)2 (See Figures 3.3 and
3.7), a deviation from the linear splitting being also more pronounced.
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where
Gµ,c(k) =

1

2π

∫
dqS(q)gµ,c(k/q) (3.14)

with gµ,c(z) given by (3.10) and integration performed over the whole infinite domain.

3.3 Dynamics on intermediate scales
In this section, we consider dynamics of the generalized topological superdiffusion on inter-
mediate scales. We will pay particular attention to the influence of the source-target impact
factor c. To this end, we will consider in detail the Bloch band structure for the periodic po-
tentials and the dynamical factor Gµ,c(k) from (3.14) in the case of random potentials for dif-
ferent source-target impact values c. We will especially examine the differences of dynamical
properties from the already-known balanced case c = 1/2 (Brockmann and Geisel, 2003a,b).
Generally, with varying c, differences between diffusive and superdiffusive case are more pro-
nounced than differences among different superdiffusive processes. In what follows, we con-
sider ordinary diffusive processes and superdiffusive processes separately. We will limit our
analysis to the following choices of source and target impact factor c = 0, 1/4, 1/2, 3/4, 1.
We will compare ordinary diffusion (µ = 2) with an exemplary superdiffusive case (µ = 1).
It will be shown that some intermediate-scale features are absent on large scales.

3.3.1 Periodic potentials
After numerical treatment of Equation (3.4), or more precisely (A.7), with potentials depicted
in Figure 3.2, we note the following main features of the results. The structure of Bloch bands
become richer and more involved as compared to the case of the balanced source-destination
impact Brockmann and Geisel (2003a,b). Presented results can be immediately generalized to
processes in random environments.

Because values of the energy are different quantities for different values of the power law
exponent µ, it is more convenient, instead of eigenvalues of the fractional Hamiltonianto, to
consider the generalized crystal momentum, defined through

κn(q) = λ [−En(q)]1/µ . (3.15)

In the case of free motion it has the same value for all superdiffusive processes, namely

κn(q) = |n− q| ∀µ : 0 < µ < 2.

With the changing Bloch phase q from zero to one-half, the crystal momentum changes con-
tinuously from minimum κn(0) to maximum κn(1/2) in each band. Thus, if we consider a
dependence of the Bloch band structure on the potential strength ε, κn(0) and κn(1/2) are the
only values we need, because all other eigenvalues are within these range. In the following we
skip denoting the Bloch phase in the generalized crystal momentum as consider it a function
of only the inhomogeneity strength, i.e. κn(ε) bearing in mind that the Bolch phase q takes all
values from 0 to 1.
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The most common features of a band structure are shrinkage, upward or downward shifts
and appearance (disappearance) of gaps with varying ε. In what follows, qualitative interpre-
tations of the band behavior will depend on one property of the exponential. An inequality∫ b

a e−λtdλ <
∫ b

a dλe−(a+b)t/2 holds (concavity of exponential) for modes with eigenvalues λ in
the range [a, b] in the spectral decomposition of the solution of the Schrödinger equation (the
separation ansatz). Hence, the shrinkage of bands (without shift) leads to the slowdown of
the corresponding process. Here, we have compared decomposition sums with modes in the
whole range [a, b] and those with the only eigenvalue 〈λ〉 = (a + b)/2, given a uniform den-
sity of eigenvalues. The shift can be interpreted more easily. Downward shift means lower λ
values and thus slowdown of a process. Upward shift means higher λ values and thus acceler-
ation. Gaps can be reduced to shrinking and shift. An interplay between the above-mentioned
factors determines dynamical properties of the system on corresponding scales.

3.3.1.1 Ordinary diffusion

Processes with Lévy index µ = 2 correspond to the ordinary diffusion case. As compared with
the plain picture in the balanced case c = 1/2, the band structure becomes more complicated.
For example, gaps absent for c = 1/2, appear. In general, all bands get thinner with growing c.
Downward shift of the upper bands for extreme processes c → 0 and c → 1 implies attenuation
on intermediate scales. The first band still decreases with ε, but for smaller c it is broader,
than for the intermediate c values. It is thinner for larger c, implying stronger attenuation of
processes with greater c values (strong target impact) on large scales. Hence, dynamics on
large and intermediate scales exhibits pronounced differences to the balanced case. While the
behavior of the ordinary diffusion was not very much affected by the particular potential shape
in the balanced case, we now see well-pronounced differences.

3.3.1.1.1 Cosine potential

The Bloch band structure obtained by the numerical diagonalization of the discrete version
of the Hamiltonian for the ordinary diffusion process in the cosine potential (A) is presented
in Figure 3.3. One can observe that, as compared to the case c = 1/2, gaps appear in the
upper bands and at the smaller inhomogeneity strength. Going away from values of c around
one half, the bands become thinner and shift downwards, and more upper bands become in-
volved. However, for large extreme values of c → 1, the effect is more pronounced, than for
the small extreme values c → 0. As it will be seen later, this effect is universal and appears in
all potential types. This can be interpreted as follows: the downwards shift of the upper bands
and simultaneous shrinkage for the extreme processes (c → 0, c → 1) implies attenuation on
intermediate scales (corresponding eigenvalues λn become smaller) with increasing ε. This
effect becomes even stronger in the superdiffusive case (cf. Section 3.3.1.2) and is also appar-
ent in the case of random potentials (see Section (3.3.2)). Besides, more gaps and shrinkage
of bands means the corresponding modes becomes almost q-independent.

Insights into dynamics on large scales discussed in detail in Section 3.4 can be found in
the first band, which still decreases with ε, as it was also the case for c = 1/2. However, for
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Figure 3.3: Ordinary diffusion in the cosine potential. The generalized crystal momentum κn(ε)
defined by Equation (3.15) is presented as function of effective potential strength ε. Panels depict band
structures for different source-target impact c = 0, 1/4, 1/2, 3/4 and 1. Blue and red lines correspond
to upper and lower band boundaries.

smaller c, the band is broader, than for intermediate c values, and is thinner for large values of
c. That means less pronounced attenuation on larger scales for processes with strong source
impact (c < 1/2) and more pronounced attenuation for processes with strong target impact
(c > 1/2). Apart from this, one can conclude that, for very small and very large c, the overall
band structures look pretty similar.

Note, that in the case of cosine potential the Fourier coefficients from (A.7) can also be
obtained analytically in terms of the modified Bessel functions Jn(ε

√
2) with matrix elements

of the Hamiltonian given by

〈n|H̃(q)|m〉 = λ−µ
∑

l

[Jm−l(ε)|m− l|µJl−n(ε)− Jm−l(ε)|l − q|µJl−n(ε(c))]. (3.16)

3.3.1.1.2 Piecewise potential

In contrast to smooth and plain behavior of the bands in cosine potential with varying poten-
tial strength ε, the band structure of the piecewise potential (B) looks much more complicated
(Figure 3.4). A complicated interplay of many modes in the Fourier expansion, due to non-
smoothness of the potential shape, leads to this picture. Bands meet and repel each other. This
kind of behavior in the balanced case was characteristic exclusively of superdiffusion. Thus,
ordinary diffusion is now also very much affected by the piecewise potential for c += 1/2.

Dynamics on intermediate scales has some symmetry with regard to the value c = 1/2 as
was also the case for the cosine potential. Initially, starting at c = 0, a complicated structure
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Figure 3.4: Ordinary diffusion in the piecewise constant potential. The generalized crystal momentum
κn(ε) as a function of effective potential strength ε for different source-target impact c. For detailed
description see caption of Figure 3.3. Note complex gaps for c += 1/2.

with many gaps becomes simpler. For c = 1/2, one observes a smooth shrinkage of bands with
growing ε without gaps. With c continuing to grow, gaps appear again and the picture becomes
complicated, resembling the case c = 0. The only remaining difference is the shrinkage of
bands with c. Thus, ordinary diffusive processes on intermediate scales are least affected by
the piecewise potential if c = 1/2, i.e. equal source and target impact.

The first band looks rather similar to that for the cosine potential. This is also confirmed by
the large scale asymptotic analysis (see Section 3.4). It becomes thinner with growing target
impact, implying the most attenuation in the case c = 1.

Note also, the similarity between the band structure of the piecewise and peaks potential for
mostly target dependent processes as well as band structure in the wells potential for mostly
source dependent processes. This implies the pronounced role of peaks and wells for mostly
target and source dependent processes correspondingly.

3.3.1.1.3 Peaks and wells potentials

In more sophisticated potentials with seldom inhomogeneities (C and D — peaks or wells,
which differ only in their bias), an interesting effect appears. Namely, an a priory local ordi-
nary diffusive process with c += 1/2 can “feel” the bias of the potential, i.e. can distinguish
between peaks and wells potentials, although bands look identical in the balanced case c = 1/2
(Figure 3.5 and 3.6). The further away the value c = 1/2, the greater the difference. Thus,
even in the ordinary diffusive limit, the potential bias has important implications for the band
structure.

For the strongly target-dependent processes (c → 1) in the peaks potential, the band struc-
ture exhibits complex gaps, which vanish and appear again with growing ε (See Figure 3.5),
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Figure 3.5: Ordinary diffusion in the potential with seldom peaks. The generalized crystal momentum
κn(ε) as a function of effective potential strength ε for different source-target impact c. For detailed
description see caption of Figure.3.3. Note the difference from Figure 3.6 in disbalanced case: c += 1/2.

witnessing a strong influence of inhomogeneity. A similar picture, though with broader bands
that indicate less attenuation with a similar downward shift, emerges also in the wells poten-
tial in the case of strongly source-dependent process (c → 0 Figure 3.6). Target-dependent
processes in the peak potential get stuck in the attractive valleys like source-dependent pro-
cesses in the wells potential get stuck in the wells. We could conclude that on intermediate
scales, a process with c → 0 in the wells potential relaxes faster than in the peaks potential for
c → 1, although both processes have similar properties. The same is also true on large scales,
for which only the first band is significant. A further analysis will show that it is a general
property of ordinary diffusive processes independent of the potential shape.

The only source dependent process (c = 0 Figure 3.5) does not feel peaks potential very
much, as well as only target-dependent process in the wells potential (c = 1 Figure 3.6), be-
cause bands change smoothly with growing ε. In the peaks potential for c = 0, only the source
position determines the transfer rate. Almost all the locations are attractive and the probability
to leave a location is relatively small. In the peaks potential, the source-dependent process
seems to even be facilitated by unattractive peaks, leaving them with a higher probability. In
the wells potential, and for c = 1, almost all locations are non-attractive. There is also a
large probability to leave even an attractive seldom well due to solely target dependence of the
transfer probability. The bandwidth of upper bands, but not the shift, remains approximately
the same for c > 1/2 in the wells potential, implying that the process remains slightly affected
by varying c above one half. With growing target dependence, the probability to leave to an
unattractive plateau of the well potential becomes higher, but not high enough to reduce at-
tenuation. In both cases, bands have a slight downward shift and shrinkage of bands with ε
implying that the processes are more attenuated on intermediate scales, as compared to the
balanced case. However, the source-dependent process in seldom peaks is less attenuated than
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Figure 3.6: Ordinary diffusion in the potential with seldom wells. The generalized crystal momentum
κn(ε) as a function of effective potential strength ε for different source-target impact c. For detailed
description see caption of Figure 3.3. Note the difference from Figure 3.5 in disbalanced case: c += 1/2.

a target-dependent one in the wells potential. This is also indicated by broader bands in the
only source dependent case in the peaks potential, than in the only target dependent case in
the wells potential.

The first band does not change significantly with c in the wells potential though it clearly
becomes thinner in the peaks potential with growing c. Thus, in the last case, the process
is even more slowed down on large scales in accordance with numerical results of the next
section.

Let us conclude that even in the ordinary diffusion limit µ = 2, the potential shape has im-
portant implications for the band structure. Thus, essentially local ordinary diffusive processes
can feel a bias of inhomogeneities, i.e. distinguish between wells and peaks potentials. The
difference appears for c-values, moving apart from c = 1/2, i.e. disbalancing equal source and
target impact. In the ordinary diffusive case, the processes are still mostly slowed down with
ε, especially on large scales. Attenuation of the processes becomes even stronger with a more
definite target impact or, equivalently, growing c. This is no more the case for superdiffusion
(cf. Section 3.3.1.2). On intermediate scales, the balanced diffusive process seems to be less
slowed down in comparison to other source target impacts. These conclusions are supported
by theoretical analysis in the case of ordinary diffusion in random potentials (Section 3.3.2).

3.3.1.2 Superdiffusion

Let us now consider Bloch bands for Lévy flights processes. All complicated band features
such as gaps and shifts, present in the ordinary diffusive case, also remain present in the
superdiffusive one. Furthermore, new features appear. The differences in the bands structure,
as compared with the balanced case c = 1/2, become even more amazing.

The most significant difference occurs in the first band. For all kinds of potential, the
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Figure 3.7: Superdiffusion with Lévy exponent µ = 1 in the cosine potential. The generalized crystal
momentum κn(ε) is presented in dependence on effective potential strength ε. Panels depict band
structures for different source-target impact c = 0, 1/4, 1/2, 3/4 and 1. Blue and red lines correspond
to upper and lower band boundaries.

first band initially shrinka with ε, but broadens for larger c. This implies enhancement of
processes on scales much larger than a wavelength of the potential. This is counter-intuitive
to the common expectation that inhomogeneity attenuates diffusive processes. The effect is
most pronounced in the wells potential. We investigate asymptotic dynamics on large scales
in detail later in Section 3.4. Another interesting new aspect is an upward shift of the upper
bands for higher c values. This takes place in each potential type only in the superdiffusive
case, implying enhancement on intermediate scales as well. Contrary to ordinary diffusion
in all potentials, upper bands, initially shifted downwards for small c values, experience an
upward shift above some source-target impact c > 1/2. However, the upward shift replaces
an initially downward shift and begins only after some high enough value of the potential
strength ε. For small c, and thus strong source impact, the downward shift, together with band
shrinkage, leads to stronger attenuation.

3.3.1.2.1 Cosine potential

Again similar to ordinary diffusion, in the cosine potential bands of superdiffusive processes
look plain without complex gaps for all c values (Figure 3.7). Contrary to the ordinary diffu-
sion case (Figure 3.3), instead of the smooth shift of upper bands first downwards for small c,
then upwards for intermediate c and finally again downwards for large c, we observe a contin-
uous shift, first downwards, then upwards with varying/ c. However, for small ε a downward
shift is still present. The upward shift evidences the attenuation of the process on correspond-
ing scales. As already mentioned, this feature is characteristic for superdiffusive process in all
potentials, but is most pronounced in the cosine potential.
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Figure 3.8: Superdiffusion with Lévy exponent µ = 1 in the piecewise potential. The generalized
crystal momentum κn(ε) in dependence on effective potential strength ε. For detailed description
consult Figure 3.7.

One can observe a collapse of upper bands for small c values which was not present in
the ordinary diffusive case. Thus, the strongly source-dependent superdiffusive processes are
substantially affected by the cosine potential. A less pronounced dense-band region appears
for large c as well. This was not the case for ordinary diffusion in the cosine potential. The
collapse is even more noticeable in more complex potentials (Section 3.3.1.2.3).

3.3.1.2.2 Piecewise constant potential

One can observe that for all c values, complex gaps are present in the band structure (Fig-
ure 3.8). Besides complex gaps, the overall picture is very similar to the cosine potential. We
observe a collapse of upper bands for small c values, and their upward shift for c → 1 after an
initial downward shift for small values of ε. The first band broadens in a way very similar to
the cosine case, implying that dynamics on large scales are almost indistinguishable in both
potentials. If we compare bands of the piecewise potential with the band structure of peaks
and wells potentials (Figure 3.11 and Figure 3.12), there seems to be more similarity with the
band structure of the wells potential for large c, than with the picture for peaks potential and
small values of c. This implies that regions of high attractiveness (wells) become very impor-
tant in the superdiffusive case with peaks playing almost no role. In the ordinary diffusion
case (Figure 3.4), influence of peaks and wells in the upper bands was more balanced.

Some symmetry in the band structure in respect to c = 1/2 present in the ordinary diffusion
case, is not present anymore. Slight deviations from the balanced source-target impact c = 1/2
on both sides lead to different band structures. A stronger target impact (c > 1/2) leads to
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a rather plain picture and a stronger source impact (c < 1/2) leads to complex bands. Thus,
corresponding processes can be more or less affected by the piecewise potential.

For the special case of piecewise constant potential, along with the numerical diagonaliza-
tion of the discretized Hamiltonian in the Fourier space (A.7), we can calculate Bloch bands
structure by means of the much simpler Kronig-Penney (KP) method (de L Kronig and Pen-
ney, 1931; Ashcroft and Mermin, 1976). It is based on standard quantum mechanical consid-
eration of tunneling through a potential barrier. Unfortunately, this method fails in the case
c > 0 for superdiffusive processes, may be due to non-local properties of superdiffusion. Note
that this method is applicable to the usual Schrödinger equation, and the case c = 0 leads to
the common Schrödinger equation, describing diffusion in wells (Haus and Kehr, 1987; ben
Avraham and Havlin, 2000). However, it is enough, as long as we need the KP method to
confirm the anomalous collapse of higher bands in case c = 0. We will observe that band
collapse is still present and constitutes an intrinsic dynamical feature.

3.3.1.2.2.1 Kronig-Penney method The Schrödinger equation (3.4) for two regions of
constant potential (Figure 3.9(a)) can be solved independently and the solutions should be
sewed smoothly at the boundary. To this end we consider (A.1) for c = 0

{
∂tψ = s−1

η ∆µ/2ψ 0 < x < 2πη

∂tψ = s−1
λ ∆µ/2ψ 2πη < x < 2πλ

with sη = e−εvη and sλ = e−εvλ . Making an ansatz (incident and reflected plane waves)
{

ψ = Beiβx + B′e−iβx 0 < x < 2πη

ψ = Aeiαx + A′e−iαx 2πη < x < 2πλ,

using the Bloch theorem ψ(x) = e−iqx/λθ(x), requiring periodicity and continuity of the wave
function and its derivative on the boundary, the generalized crystal momentum ought to fulfill

cos(2πq) = F (κ), (3.17)

where

F (κ) = cos(2πβη) cos[2πα(λ− η)]− α2 + β2

2αβ
sin(2πβη) sin[2πα(λ− η)] (3.18)

and α = κeεVλ/(2µ)/(2πλ) and β2 = κeεVη/(2µ)/(2πλ). The dependence κ(ε) can be found
numerically from the last equation, and for this purpose there is an illustration in Figure 3.9.
Since cosine cannot be larger than unity by the absolute value, there are forbidden zones each
time |F (κ)| > 1. Bands obtained by solving the equation (3.17) numerically are presented
in Figure 3.10(b). To access the usefulness of the Kronig-Penney model, we present here the
results for ordinary diffusion. The similarity is striking (cf. Figure 3.4 and Figure 3.10 c = 0).
Peaks and wells potential discussed in the next section can be considered as extreme cases
of the piecewise potential with η/λ , 1 and λ/η , 1 respectively. Corresponding bands
are also depicted in Figure 3.10. As expected, they are very similar to bands obtained by the
diagonalization of the Hamiltonian (Figure 3.11 and Figure 3.12 c = 0).
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Figure 3.9: (a): Piecewise potential with parameters for the Kronig-Penney model. Allowed values
of generalized crystal momentum κn(ε) lie within regions determined by a condition on the function
|F (κ)| ≤ 1 defined by Equation.(3.18). (b): F (κ) for different effective potential strength ε and Lévy
exponent µ = 1 is presented. η/λ = 0.5.

3.3.1.2.3 Wells and Peaks potentials If seldom inhomogeneities are present, again, as
in the ordinary diffusive case, complex gaps appear for strongly source-dependent processes
in the wells potential and for strongly target-dependent processes in the peaks potential (Fig-
ure 3.11 and 3.12). On the other hand for strongly source dependent processes in the peaks
potential (c = 0; 1/4 Figure 3.11) dependence on ε is also smooth as well as for strongly
target-dependent processes in the wells potential (Figure 3.12 c = 3/4; 1). However, in the
latter case, upper bands are shifted upwards. In the former case they are shifted downwards.
Thus, a difference to the ordinary diffusion consists in the upwards shift for strongly target-
dependent processes, implying acceleration on corresponding scales.

In the peaks potential and strongly source dependent case, the downward shift of upper
bands for superdiffusive processes is more pronounced as compared to the ordinary diffu-
sion (Figure 3.11 and Figure 3.5). Thus, in the peaks potential source-dependent processes
are strongly attenuated on intermediate scales in the superdiffusive case. In the only target-
dependent case of the peaks potential (c = 1, Figure 3.11), a smooth behavior of the lower
bands with changing ε, and a complicated structure of the upper ones, indicates that superdif-
fusion on large scales is not affected by inhomogeneity to such an extent as on intermediate
scales. The complex band structure is present on intermediate scales as opposed to all scales of
analogous ordinary diffusion case (Figure 3.5). The sharp downward shift can also be found in
upper bands with the same implication on corresponding scales. Compared with the ordinary
diffusive case, this dense gap structure (Figure 3.11 and Figure 3.5) persists for larger c values.
A similar picture, though with broader bands on all scales and a collapse of upper bands for
large ε values, appears also in the wells potential in the case of the mostly source-dependent
process (c = 0 Figure 3.6), indicating attenuation on corresponding scales. Compared with
the ordinary diffusion, the attenuation arises for larger c values (cf. c = 0 Figure 3.12 and
Figure 3.6). Broader bands (without additional shift) generally imply less attenuation as com-
pared with thinner bands (see discussion on page 31). For processes with small c and ε values,
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Figure 3.10: Band structures obtained by the Kronig-Penney method in the only source-dependent
case c = 0. Two right panels correspond to ordinary diffusive and superdiffusive µ = 1 processes
in symmetric piecewise potential η = λ (see fig.3.9). Two left panels correspond to superdiffusion
(µ = 1) in asymmetrical piecewise potential with opposite bias. Note the amazing similarity to the
band structures of peaks (η/λ = 0.1) and wells (η/λ = 0.9) potentials (c = 0 Figure 3.11 and Figure
3.12). Only upper and bottom boundaries for each band are plotted.

gaps emerge in lower bands, indicating a slow-down on large scales. In an intermediate range
of ε values, a fast downward shift of upper bands and band collapse can be observed. Thus, on
corresponding scales, the attenuation is enhanced by a downward shift and band shrinkage (for
c = 0). What concerns the dynamics of strongly target dependent processes on large scales, if
we take the present upward shift into account, we conclude that the most acceleration occurs
in the wells potential as compared to the cosine and piecewise potentials. The peaks potential
accelerates superdiffusive processes to the least extent. These findings are also confirmed in
Section 3.4.

Let us summarize our qualitative analysis of the band structure. In contrast to ordinary diffu-
sion, the first band becomes broader with source-target impact strength c in the superdiffusive
case. This implies a counterintuitive acceleration of such processes on large scales. Accelera-
tion happens after some critical value of the target impact c > 1/2. Thus, for a superdiffusive
process to be enhanced, it is not sufficient to have only some prevalence of the target over the
source impact. The prevalence should be strong enough. This observation is fully confirmed
by perturbation analysis in the next section. On intermediate scales, we also have more pro-
nounced acceleration for large c values as compared with ordinary diffusion. Generally, one
frequently observes the collapse of upper bands for very small and very large c values. This
indicates hindering of diffusion on corresponding scales. Not only superdiffusive processes
but also ordinary diffusive ones, can distinguish between potential with opposite bias if source
and target impacts are disbalanced. In general, sensitivity of the processes to a potential shape
depends on the source-target impact. Presented qualitative insights into the dynamics on large
scales will be compared with the analytical perturbation results and numerical diagonalization
of the generalized Schrödinger equation (A.2) in the case of weak potential strengths (ε → 0)
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Figure 3.11: Superdiffusion with Lévy exponent µ = 1 in the potential with seldom peaks. The
generalized crystal momentum κn(ε) is presented in dependence on effective potential strength ε. For
detailed description consult Figure 3.7.

in Section 3.4.

3.3.2 Random potentials
In the previous section we considered behaviour of the generalized superdiffusive processes in
periodic potentials on intermediate scales. In the present section, we will draw our attention to
the dynamics on intermediate and small scales in random potentials. According to the results
of perturbative analysis (Section 3.2), the generalized diffusion coefficient is given by

Dµ,c(k; ε)/D = 1− ε2Gµ,c(k).

The function Gµ,c(k) = 2
∫∞

0 dqS(q)gµ,c(k/q) gives us insight into the dynamics on the corre-
sponding spatial scale x ∼ 1/k. We will restrict oneselves to the case of Gaussian correlation
spectrum (F). Behavior in potentials with other correlation spectra reveals essentially the same
features. The dependence of Gµ,c(k) on k, measured in the inverse units of the correlation
length of the potential ξ for different c values and different Lévy exponents µ, is presented in
Figure 3.13 for ordinary diffusion and superdiffusion3. Three regimes can be distinguished:
a small scale regime, an intermediate regime on scales approximately equal to the correlation
length, and a large scale regime, which will be the topic of Section 3.4. We discuss ordinary
diffusive and superdiffusive cases separately.

3Note that due to the scaling argument from Section 3.1 we can always rescale our coordinates so that ξ = 1
without altering the properties of the system.
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Figure 3.12: Superdiffusion with Lévy exponent µ = 1 in the potential with seldom wells. The
generalized crystal momentum κn(ε) is presented in dependence on effective potential strength ε. For
detailed description consult Figure 3.7.

3.3.2.1 Ordinary diffusion

With a varying source-target impact in the ordinary diffusive case, a general course of the
dependence G2,c(k) changes only quantitatively; no new global or local maxima appear. Large
scale (k → 0) and small scale (k → ∞) limits are attained from below. The overall variation
of the factor G2,c(k) is maximal for c = 1 and minimal for c = 0.

The small scale asymptotics does not monotonously depend on c. For the extreme c values
(strongly source- and target-dependent processes), G2,c(k) witnesses a stronger attenuation
because it is larger, than in the balanced case c = 1/2, in which G2,c(k) ∼ 0. The small scale
asymptotics is the largest and the same for c = 0 and c = 1, implying that the processes have
the same relaxation properties on corresponding scales. Note, that the small scale asymptotics
does not vanish as was in the case for the balanced transfer rate c = 1/2, in which the support
on small scales becomes homogeneous. In the case c += 1/2 the fractional Fokker-Planck L
operator (3.3) depends on the potential offset for c += 1/2: L[v(x) + vo] = e(2c−1)εvoL[v(c)].
The small scale limit of Gµ,c(k) can be calculated as a product of 1

2π

∫
dqS(q) = 1 and

limz→∞ gµ,c(z):

lim
k→∞

Gµ,c(k) =
1

2µ
(2c− 1)2. (3.19)

The dependence of Gµ,c(k →∞) on µ and c is illustrated in Figure 3.14(a). Hence, the smaller
µ values lead to greater attenuation on small scales. On the other hand, the more balanced the
source-target impact is, the more µ-independent the small scale asymptotics becomes. For
c = 1/2, it is completely µ-independent and equals zero.

In the intermediate regime 1/k ∼ ξ, G2,c(k) is positive for small c values; with growing c it
becomes smaller. After some threshold value c" < 1/2, G2,c(k) becomes negative and attains
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Figure 3.13: Dependence of the
factor Gµ,c(k) determining the im-
pact of the random phase potential
with a Gaussian correlation spec-
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different Lévy exponents µ =
0.5; 1; 1.5 and 2.

its local minimum which becomes most pronounced for c = 1. Negative values of G2,c(k)
correspond to the enhancement of the process even in the diffusive case, but only for some
range of c values.This stands in contrast to the balanced case where negative values of Gµ,c(k),
i.e. acceleration, occurs only for superdiffusion (Brockmann, 2003). We can approximately
calculate the dependence c"(µ) from the condition gµ,c(1) ≈ 0 using the definition of gµ,c

(3.10). Hence, we obtain
c"(µ) = 1−

√
1− 2−µ. (3.20)

This dependence is presented in Figure 3.14(b). The smaller the Lévy exponent µ, the larger
the source-target impact is needed to obtain acceleration on the scales comparable with the
characteristic scales of the inhomogeneity. The value of c = 1/2 (balanced case) correspond-
ing to the already obtained Lévy exponent µth ≈ 0.415 (Brockmann, 2003) is depicted by the
red circle.

3.3.2.2 Superdiffusion

The dependence of Gµ,c(k) (0 < µ < 2) in the superdiffusive case, characterizing the tran-
sient dynamics, looks very different, as compared with ordinary diffusion. Depending on the
c values, the curves look very distinct, most changes occurring for c > 1/2 (compare Fig-
ure 3.13 for µ = 0.5 with c = 1/2 and c = 1). For c < 1/2, starting from small values
of the argument, the curves go above their positive large scale asymptotic limit, reach the
global maximum, then go down, reach the global minimum and then attain their small scale
asymptotics from below. With increasing c after certain threshold value ccrit the form of the
curves changes qualitatively4. It starts now from its negative large scale asymptotic limit, goes
up, reaches its local maximum (except the strongly superdiffusive case, µ = 0.5), then goes
down for a while, reaches its local minimum and then goes up again, reaching their positive

4As we will see in Section 3.4, the threshold value of source-target impact is ccrit = 1/
√

2 ≈ 0.7071.
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Figure 3.14: (a): Small scale asymptote of the factor Gµ,c(k) according to (3.20) as a function of µ for
different source-target impact values c. (b): threshold value of the source-target impact c"(µ) according
to (3.20), above which enhancement on scales k−1 ∼ ξ appears, as a function of Lévy exponent µ.

small scales asymptotics from below. One of the messages from the picture is that we cannot
obtain enhancement on all scales simultaneously. We can see, that for small c (strong source
impact), the function Gµ,c(k) is always positive, and the process is most attenuated (the global
maximum) on the scales slightly above the correlation length. On scales approximately equal
to the correlation length, the process attenuation is least pronounced (global minimum). Note
that in the case c = 0, for an intermediate Lévy exponent (µ = 1), the long and small scales
asymptotics coincide, suggesting the special role of this exponent for superdiffusion among
traps: the only source dependent processes with µ = 1 exhibit the same dynamics except on
the scales of the correlation length. For larger c values, the global maximum becomes less
pronounced. The whole long-scale range acquires similar relaxation properties and is attenu-
ated. As previously mentioned, on the scales of the correlation length, the process becomes
enhanced after c"(µ) (3.20). On smaller scales, enhancement disappears and Gµ,c attains its
non-negative small scales asymptotics. For even larger values c > ccrit, the process is en-
hanced on large scales, the enhancement slows with decreasing spatial scales. Next in the case
µ = 1.5 the enhancement gives place even to attenuation, then the enhancement increases
again and after k−1 ∼ ξ diminishes towards zero. Afterwards the process becomes attenuated,
reaching its most attenuation in the small scale limit. Note, that for the extreme c values (c = 0
and c = 1), while small scale limits are the same, as was also the case in the diffusive limit,
the only source-dependent process exhibits a faster rate of convergence to the asymptotic limit
and thus more pronounced attenuation.

Thus, we can conclude that the strong acceleration regime at the scales of the correlation
length may be attained also in the ordinary diffusive limit. Acceleration is mostly pronounced
in the superdiffusive case of high target impact and cannot be realized at all scales. A large-
scale limit may be of particular interest, because the processes exhibits more universal prop-
erties in this case. In the next section, we discuss large scale asymptotics in detail, utilizing
the results of Section 3.2.
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3.4 Behavior on large scales
In many physical situations, one is concerned with the asymptotic dynamics on large scales. If
the inhomogeneity of the environment has an impact on large scales, it is certainly of impor-
tance and cannot be neglected. Moreover, it provides the theory with a scent of universality.
As was already explained by the scaling reasoning (Section 3.1), this is exactly the case for
the generalized topological superdiffusion. In what follows, we make use of the analytical
perturbative results from the Section 3.2 for weak periodic and random inhomogeneities. In
order to access their range of validity we also compare them to the numerical results.

3.4.1 Periodic potentials
The lowest band E0(q) with the small Bloch phase q , 1, and the corresponding wave number
k = q/λ , 1, determines the asymptotic behavior on large scales. We characterize the
dynamics on corresponding scales by the generalized diffusion coefficient. To this end we nee
to calculate the limit

Dµ,c = lim
q→0

E0(q)

−(q/λ)µ
.

According to (3.11), the generalized diffusion coefficient for weak potentials can be expressed
as

Dµ,c(q; ε)/D = 1− ε2Gµ,c(q),

with Gµ,c(q) given by (3.12). We can calculate the small-q asymptotic by approximating the
sum 2

∑
m>0 gµ,c(q/m)|v̂m|2 by the product of gµ,c(q → 0) and 2

∑
m>0 |v̂|2 = 1. The last

sum equals unity due to our choice of potential with unit variance and because
∫

2πλ v2(x)dx =∑
m |v̂m|2 holds (Parseval or Plancherel theorem). The asymptotic limit of the function gµ,c(z)

given by (3.10) for small argument values z → 0, corresponding to small Bloch phase values
q → 0 reads

gµ,c(z) = 1− 2c2 − µ(1 + µ)c2z2−µ + o(z2−µ)

and thus
lim
z→0

gµ,c(z) =

{
1/2− c2, 0 < µ < 2,

1/2 + 2c2, µ = 2.
(3.21)

Hence follows
lim
q→0

Gµ,c(q) =

{
1/2− c2, 0 < µ < 2,

1/2 + 2c2, µ = 2.
(3.22)

3.4.2 Random potentials
Recalling the results from Section 3.2 for random potentials and calculating the small-k asymp-
totic of Gµ,c(k) = 1

2π

∫
dqS(q)gµ,c(k/q) given through (3.14) by factorizing it into 1

2π

∫
dqS(q) =

1 and gµ,c(z → 0) given by (3.21) we obtain

lim
k→0

Gµ,c(k) =

{
1/2− c2, 0 < µ < 2,

1/2 + 2c2, µ = 2,
(3.23)
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Figure 3.15: The impact of source and target location on the asymptotic of random walk processes.
The generalized diffusion coefficient depends quadratically on the magnitude ε of the inhomogeneity:
Dµ,c/D = 1 − ε2Gµ,c(0). The factor Gµ,c(0) quantifies the impact of the spatial inhomogeneity,
i.e. when Gµ,c(0) > 0, the process is slowed down, when Gµ,c(0) < 0, the process is accelerated.
Two lines depict Gµ,c(0) as a function of the weight parameter c for ordinary diffusion (µ = 2, upper
line) and the Lévy flights (0 < µ < 2, lower line). As c is increased (increasing weight of the target
location), ordinary diffusion is slowed down more strongly. This stays in contrast to the Lévy flights for
which attenuation decreases until a critical value of ccrit = 1/

√
2 is reached (denoted by a small circle).

Above this source-target impact, the Lévy flights are accelerated by the external inhomogeneity.

which coincide with the expression (3.22) for periodic potentials. This evidences the universal
behaviour of source- and target-dependent processes in weak inhomogeneities.

The factor Gµ,c(z) as a function of µ, does not converge uniformly on the interval µ ∈ (0, 2].
Ordinary diffusion limit (µ = 2) presents an exceptional case, though we have a universal be-
havior for all superdiffusive exponents µ ∈ (0, 2). The counter-intuitive independence of the
generalized diffusion coefficient as a function of µ < 2 from its argument, is attained only in
an infinite system. In Section 3.6, we will see that there is no such an abrupt transition from su-
perdiffusive to ordinary diffusive exponents in the case of finite systems. For a discussion, see
also (Brockmann, 2003; Brockmann and Geisel, 2003b). The discontinuity in the response to
an external potential field is present only in the large scale asymptotic and for weak potentials.

The dependence of the asymptotics factor Gµ,c(0) on the source-target impact factor c for
ordinary diffusive as well as superdiffusive processes is presented in Figure 3.15. Typically,
a random spatial inhomogeneity slows down a random process, and one generally expects
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Dµ,c(0; ε) to be smaller than Dµ,c(0; ε = 0). As one can see from Figure 3.15, with increas-
ing influence of the target salience (increasing values of c), superdiffusive processes (µ < 2)
exhibit the opposite behavior as ordinary diffusion processes (µ = 2). Only when c = 0, and
target salience has no impact on the transition rate, all processes are slowed down by the same
amount, i.e. Gµ,0(0) = 1/2. As c is increased, Gµ,c(0) increases as well for ordinary diffu-
sion indicating that these processes are slowed down more strongly. This stands in contrast
to superdiffusive processes, for which a more pronounced target influence decreases Gµ,c(0).
This implies that attenuation of superdiffusive processes becomes weaker as the target weight
in the transfer rate is increased. Moreover, if the impact of the target location (c exponent) is
high enough, we obtain enhancement of the superdiffusion5. Equation (3.21) implies that the
critical impact is ccrit = 1/

√
2 ≈ 0.7071. It is also a non-trivial result which claims that the

impact of the target is more important than the impact of the source location. For acceleration
to appear the impact of the target does not only need to becomes larger than the source impact,
it needs to increase beyond the critical value. This is an interesting and novel result(Belik
and Brockmann, 2007). Consequently, the common notion that random processes are typi-
cally slowed down by spatial inhomogeneities is not valid when superdiffusive processes are
involved.

3.5 Numerical results
For small and intermediate values of the inhomogeneity strength ε, we computed the gener-
alized diffusion coefficient Dµ,c(ε), characterizing the dynamics on large scales numerically
for four periodic (A-D) and three random phase potentials (E-G) introduced in Section 3.1.
Figures 3.16 and 3.17 present the dependence of the generalized diffusion coefficient on the
potential strength ε.

The most amazing feature is a qualitative difference between ordinary diffusion and Lévy
flights for large values of the source-target impact predicted by the theory. In this regime,
ordinary diffusion processes are still slowed down by the spatial inhomogeneity as opposed to
the Lévy flights, which exhibit an increase in the diffusion coefficient with increasing potential
strength and are thus accelerated. Indeed, for c = 3/4 and c = 1 we have a profound increase
of the diffusion coefficient with the potential strength ε. The value of the coefficient is above
unity, implying enhancement of the process as compared with the homogeneous case. For
c = 0 (i.e. full weight of a source location), processes in a given environment behave similarly
independent of the exponent µ. Ordinary diffusion and all superdiffusive processes exhibit the
same quadratic decrease of Dµ,c with ε in a fixed potential. For c = 1/2, the impact of the
potential shape on the ordinary diffusion is the least and is increasing on both sides of c = 1/2,
though it is most pronounced for the solely source-dependent processes. This fact contradicts
the statement that ordinary diffusion is not affected by the inhomogeneity shapein the balanced
case (Brockmann, 2003). Note that superdiffusive processes show the least variability for the
source-target impact in the vicinity of ccrit. The curves collapse on one single function. At this

5Because Gµ,c(0) for superdiffusive processes becomes negative implying that these processes are accelerated
by the spatial inhomogeneity since a negative value for Gµ,c(0) implies the diffusion coefficient larger than
in the case of free superdiffusion.
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Figure 3.16: Generalized diffusion coefficient Dµ,c as a function of the magnitude ε of the salience
field s(x) = exp[−εv(x)]. Diffusion coefficient of the homogeneous system is set to unity. The
function Dµ,c is shown here for four types of periodic potentials: a cosine potential (A, black color),
piecewise potential (B, red color) and potentials with localized maxima and minima, (C and D, green
and blue colors, respectively). Potentials are displayed in Figure 3.2. Results for five values of the
weight parameter c, are presented: c = 0; 0.25; 0.5; 0.75 and 1. Symbols and solid lines denote
the numerical results. The dashed line and the dash-dotted lines are analytical results for µ = 2 and
0 < µ < 2 obtained by perturbation theory (3.22). Each type of symbol corresponds to one Lévy
exponent: ◦- µ = 0.5, 2 - µ = 1.0, 3 - µ = 1.5, ! - µ = 2.0. For c = 1 in contrast to diffusive
processes, which are attenuated, the superdiffusive ones are enhanced by inhomogeneity. In Figure
3.17 results for random potentials are presented.

point, inhomogeneities with opposite bias swap their position. If for c = 0, processes in the
wells potential were the most attenuated, for c = 1, they are the most accelerated. If for
c = 0, processes in the peaks potential were the least attenuated, for c = 1, they are the
least accelerated. This again emphasizes the strongest influence of deep attractive wells on
superdiffusive processes.

Based on the concept of salience, we can provide an intuitive explanation of the acceleration
of the superdiffusive walker for c > 1/

√
2. If the salience of the target site grows, than

due to the non-locality of the Lévy flights, the random walker moves effectively only among
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regions of attraction with highest salience. This leads to the enhanced exploration and thus
to acceleration of the process. On the contrary, diffusive walkers are only aware of their
immediate surrounding and are trapped in confined regions.
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Figure 3.17: Generalized diffusion coefficient Dµ,c(ε) in dependence on the inhomogeneity strength ε
for different source-target impacts c for three random potentials with Heaviside (E, red color), Gaussian
(F, green color) and exponential power spectrum (G, blue color). Diffusion coefficient in the homoge-
neous system is set to unity. For other details see Figure 3.16, where results for periodic potentials are
presented.

Results for random potentials presented in Figure 3.17 agree very well with results for
periodic potentials. One can observe that variability in respect to different Lévy exponents in-
creases with a roughness of the random potentials, which in turn increases with the correlation
length. Random potentials were chosen in a way that the correlation length increases from E
to G (Figure 3.2).

We have considered the consequences of the relative weight of source and target locations
in one-dimensional random walk processes, evolving in an inhomogeneous environment. Our
analysis revealed essential differences between superdiffusive Lévy flights and ordinary ran-
dom walks when they occur in regular and random spatial inhomogeneities. Both superdif-
fusive and ordinary diffusive processes can distinguish among inhomogeneities of different

50



3 Balancing between start and destination: superdiffusion and gravity model

shapes. For small values of ε, the numerics agree well with our results obtained by the pertur-
bation theory. Unlike ordinary random walks, Lévy flights can be accelerated on large scales
when the influence of the target salience is sufficiently large.

3.6 Finite systems
The considerations presented in previous sections were restricted solely to the infinite sys-
tems. A key question raised now is how these processes behave in finite systems, and to what
extent finite size effects play a role. We can easily access finite size effect in periodic inhomo-
geneities. Therefore, we investigate the relaxation properties in finite systems of length 2πL,
modulated by the periodic potential of the wavelength 2πλ. Let us consider the quantity

δτ = τ/τfree − 1, (3.24)

where τ is the relaxation time of the process and τfree is the relaxation time of the same pro-
cess without spatial inhomogeneity. In a finite system, the corresponding Hamiltonian has a
discrete spectrum. The continuous Bloch bands (for the infinite system) split into M = L/λ
discrete eigenvalues En(qm), n = 0..∞, m = 1..M , where qm = mλ/L is a Bloch phase.
The smallest Bloch phase is given by q1 = λ/L. The relaxation time is related to the small-
est eigenvalue of the spectrum by τ = 1/E0(λ/L). Considering (3.24) and recalling that
τfree = Lµ, we obtain from (3.12)

δτ ≈ ε2Gµ,c(λ/L) = ε22
∑

m>0

gµ,c(mλ/L)|v̂m|2,

which reads most simply: δτ ∼ ε2gµ,c(λ/L) for the cosine potential because all its Fourier
coefficients vanish except the first one. In Figure 3.18, the dependence of the factor Gµ,c(λ/L)
on the Lévy exponent µ is depicted for five values of c = 0, 1/4, 1/2, 3/4 and 1 and different
λ/L ratios. Small values of δτ correspond to a small effect of the inhomogeneity. For c = 0,
the ordinary diffusion process exhibits the smallest value of δτ , which implies that in situa-
tions in which the source salience is important, diffusion exhibits the fastest relaxation. On
the contrary, for c = 1, strongly superdiffusive processes (i.e. µ → 0) exhibit the smallest δτ .
Only when both source and target possess an equal impact on the jump rates (c = 1/2), δτ
exhibits a minimum for intermediate values of the Lévy exponent µ (Brockmann and Geisel,
2003a). See also the discussion in the next paragraph on the optimal Lévy exponent. Interme-
diate c values c = 1/4 and 3/4 shows transitions between the above-mentioned regimes. In
finite systems, there is a continuous transition from attenuation to acceleration with varying
exponent µ. In Figure 3.18 c = 1 one can see, that only the Lévy flights with small exponents
can be accelerated.

In small systems, one can see some dependence on the kind of potential. However, dif-
ferences disappear in larger systems. One observes that the convergence of Gµ,c(λ/L) to its
asymptotic value depends strongly on the parameter c. One can also note a similarity in the
convergence in potentials with seldom peaks and seldom wells. Processes in the cosine and
piecewise constant potential share strong similarities too. If one changes the parameter c from
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Figure 3.18: The impact of the inhomogeneity on the relaxation time of the processes δt ∼ Gµ,c(λ/L)
in dependence on the size of the system 2πL for the different periodic potentials (denoted by color code
on the inset) with period 2πλ. Different power-law exponents µ and different values of the weight pa-
rameter c were considered. Blue lines denote the large scale limit, according to (3.22). With increasing
L/λ ratio for c = 1, acceleration corresponding to negative values of Gµ,c occurs for increasing range
of large µ exponents.

zero to unity, from only source-dependent processes to only target-dependent processes, one
observes different speed of convergence towards infinite system behavior for different Lévy
indexes µ. For only source-dependent processes (c = 0), the fastest convergence occurs in the
ordinary diffusive case µ = 2. For intermediate c values, processes with µ ≈ 1 outperform
ordinary diffusion and strongly superdiffusive processes. This feature for c = 1/2 was used as
a supporting argument for the explanation of the fact that foraging albatrosses perform Lévy
flights with µ ≈ 1 (Viswanathan et al., 1999a,b), cf. also debate in Reference (Edwards et al.,
2008). In the case c = 1/2, this exponent leads to fast relaxation in inhomogeneous environ-
ment. However, as it can be seen from Figure 3.18, it is not the only option if we allow unequal
source and target contribution. The optimal foraging coefficient is thus determined by the c
value. For large c, strongly superdiffusive processes relax in the fastest way. With changing c,
optimal µ goes from ordinary diffusive value µ = 2 to strongly superdiffusive values µ → 0.
The alleged optimality of the Lévy exponent µ = 1 (Viswanathan et al., 1999b) occurs only in
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the case when source and target are contribute equally to the transition probability. Thus, the
optimal foraging index µ is not restricted to approximately unity. To determine it, we should
also take into account the impact on the process of temporary source and target.

3.7 Global coupling
We now want to discuss a modification of our model, based on the gravity law assumption.
Reminiscent of the dynamical game theory (Nowak, 2006) we consider a normalized salience
implying the global coupling , i.e. instead of s(x) = e−εv(x), we consider s(x)/〈s〉, where
averaging is performed over the whole available support. We can then carry out perturbation
analysis in ε similar to the case of non-normalized salience (see Appendix). We obtain in the
large-scale limit for the factor Gµ,c (cf. (3.23) ):

lim
k→0

Gµ,c(k) =

{
−c(c− 1) 0 < µ < 2,

c + 2c2 µ = 2.

The dependence of Gµ,c(0) on the source-target impact c is presented in Figure 3.19. As
one can observe, contrary to the case of non-normalized salience in the superdiffusive case,
acceleration is absent. Source and target influence superdiffusive processes in a symmetric
way. Only source-dependent processes in both ordinary diffusive and Lévy flight case do
not feel weak inhomogeneity. With increasing c, both ordinary diffusive and superdiffusive
processes are attenuated, but to different extents. Superdiffusion is less slowed down by the
inhomogeneity. After reaching the balanced case (c = 1/2), paths of ordinary diffusion and
Lévy flights split. While attenuation of the ordinary diffusion still increases with c, Lévy
flights become less attenuated. At c = 1, i.e. in the target-dependent case the superdiffusion,
again as for c = 0, does not feel inhomogeneity at all. In the case of ordinary diffusion,
attenuation is maximal at c = 1. For a comparison, the dependence of Gµ,c(0) on c with a
non-normalized salience is also presented in Figure 3.19.

These results indicates that as far as the global information becomes available and poles of
attraction become relative, the most Lévy flights can gain is a vanishing of the inhomogeneity.
For this purpose one needs to choose source- or target-dependent travel rates. There is no way
for acceleration in such a system.

3.8 Perspectives
So far, we considered consequences of the gravity model assumption for exclusively diffusive
or superdiffusive transport of individuals in inhomogeneous environments. Bearing in mind
human or animal populations (with usually many different species) we need to account for
interactions between individuals. We can choose among many different possible interaction
dynamics.

For example, we can consider an autocatalytic reaction mechanism I + S → 2I describing
a susceptible-infected epidemics (cf. Chapter 2). For such kinds of reaction-diffusion systems
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Figure 3.19: Dependence of
the factor Gµ,c(0) on the
source-target impact c for nor-
malized (solid color lines) and
non-normalized (dashed lines)
salience. There is no accel-
eration of superdiffusive pro-
cesses in the case of normal-
ized salience.

powerful field-theoretical tools exist (Doi, 1976b,a; Kree et al., 1989; Lee, 1994). We do not
proceed in this direction, but note that one attempt to investigate the role of the inhomogeneity
in the balance case of topological superdiffusion (c = 1/2), and for annihilation reaction of
the type A + A → 0 was already undertaken in (Chen and Deem, 2003). A starting point of
their investigations was an equation for the Green’s function G(x, t), describing superdiffusion
which can be derived by linearization in weak inhomogeneities. We derived a similar equation
in the general case c ∈ [0, 1], which reads

∂tĜ(k, t) = −rµ
0kµĜ(k) + εr0

∫
dk′V̂ (k − k′)Ĝ(k′) {ckµ + (c− 1) [(k′)µ − |k − k′|µ]} ,

where r0 is the minimal possible space distance or cutoff and V is the potential defining the
salience. One can try to follow a similar way of reasoning to reveal an impact of disbalanced
source and target influence on the reaction dynamics of agents performing Lévy flights in
inhomogeneous environments.

Another possible reaction mechanism pertinent to spatially extended Lotka-Volterra (Mur-
ray, 1993) systems manifests itself in the most simple form as the search for resources. Search
processes play an important role in many fields from animal foraging (Viswanathan et al.,
1999a; Bénichou et al., 2005; Edwards et al., 2008) and to routing protocols in the Internet
(Toroczkai et al., 2008). They are also closely connected to the first passage problems (Feller,
1971; Condamin et al., 2008). Recalling findings of Section 3.6, we may state that better relax-
ation and therefore better exploration, occurs not only for µ = 1 (Raposo et al., 2003), but for
different Lévy exponents dependent on the source-target impact. If the target impact prevails
then the most optimal strategy would be the superdiffusive strategy. If the source influence
is strong ordinary diffusion would be the best choice. Moreover, different modifications are
imaginable such as a source-target impact depending on the internal, e.g sated or hungry state
of a forager.
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Another often neglected issue is an exaggeration of random walk models concerns immedi-
ate jump after some waiting times with infinite velocities. In this case the spatial and temporal
increments are decoupled from each other. As some recent studies suggest (Zaburdaev et al.,
2008), if spatial and time increments are taken into account, essential differences in the evo-
lution of the propagator of such a process appear. One can imagine that similar effects may
appear also in the context of diffusion in disordered environments. Moreover, one can think of
dependence of velocity increments on source and destination locations. Such kinds of prob-
lems are of importance for optimal random search strategies.

One of the exotic questions initially posed by Feynman (Feynman et al., 1966) can be raised
with respect to the topological superdiffusion as well. It is an investigation of motion in pe-
riodic potentials lacking symmetry. In such a system for ordinary diffusion one can obtains
rectification, i.e. persistent current in one direction, the so-called ratchet (Astumian and Bier,
1994). In Dybiec et al. (2008), an attempt to consider a ratchet with Lévy flights was under-
taken, in which the usual generalized Langevin approach to superdiffusion was used. It may
be interesting to consider the effects of source-target impact in such a system.

3.9 Summary and discussions
In the present chapter, motivated by the possible application in the population dynamics and
epidemiology we have introduced a model for a random walk in an inhomogeneous environ-
ment. In the model, the transition rate of the random walk depends on both temporary source
(or start) and on temporary target (or destination) locations. This dependence resembles the
gravity law assumption having a long merited history of application in social and economical
sciences (Zipf, 1946; Xia et al., 2004). The gravity assumption states that a flow of goods
or individuals between a pair of locations is proportional to the population of both of them
raised to a c-th power and is weighted by some negative power of the distance between them.
The exponent of the distance determines whether we have ordinary diffusion or Lévy flights.
Despite the fact that this model is only an approximation of reality, it is long-standing and
has proven to be a good null hypothesis accounting for human movements. Besides, one can
view the proposed model as a generalization of the topological superdiffusion (Brockmann
and Sokolov, 2002; Chen and Deem, 2003) which can be recovered from our model in the
case of balanced source-target impact corresponding to c = 1/2. In the course of our analysis,
different kinds of inhomogeneities — periodic and random ones — were considered. We have
used perturbative methods to establish the theory of the generalized topological superdiffusion
in weak inhomogeneities (Section 3.2), paying particular attention to dynamics on large scales
(Section 3.4). In order to investigate the dynamics on intermediate scales, we have used the
Bloch theory for periodic inhomogeneities and analyzed the spectral properties obtained by
the perturbation theory in the case of random inhomogeneities (Section 3.3). We compared
our theoretical predictions with numerical results in Section 3.4 as well as explored finite size
effects in Section 3.6.

Our results revealed a striking difference in behaviour of ordinary diffusion and superdif-
fusion in inhomogeneous environments with a varying source-target impact. We have shown
that superdiffusive motion can lead to enhancement of dispersion with a growing disorder
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strength. This is a rather counterintuitive result, because disorder usually attenuates disper-
sion. While with increasing target impact we obtain an increasing attenuation of the dispersion
in the case of ordinary diffusion, we observe a diminished attenuation and even enhancement
of the process above the critical source-target impact in the case of superdiffusion. For a su-
perdiffusive process to be accelerated, it is not sufficient for the target just to prevail over the
source influence but the impact of the target ought to be strong enough. To be specific, the
source-target influence measured by the parameter c has to be greater then ccrit = 1/

√
2. Our

results state that, as far as random walkers move superdiffusively between inhomogeneously
populated locations and aim to attain the fastest dispersion, an optimal source-target impact
parameter should be equal to unity, what is also near an empirically found value for humans
(Xia et al., 2004). Based on the concept of salience or attractiveness of a location, we can
provide a heuristic explanation as to the acceleration of a superdiffusive walker. If the salience
of the target site grows, then due to the non-locality of the Lévy flights, the random walker
moves effectively only among regions of attraction with highest salience, which leads to en-
hanced exploration and thus to acceleration of the process. On the contrary, diffusive walkers
are only aware of their immediate surrounding and are trapped in confined regions.

However, the analysis of the dynamics on intermediate scales showed that the enhancement
cannot be obtained simultaneously on all scales. While dispersion on large scales experiences
acceleration, dynamics on intermediate and small scales exhibits attenuation. What concerns
the influence of the inhomogeneity on intermediate and small scales is that there are some
differences in sensitivity between ordinary diffusive and superdiffusive processes. Although
for ordinary diffusion, the sensitivity with growing c becomes smaller (but still substantial),
the above mentioned difference almost disappears for Lévy flights at c ≈ ccrit and for greater
values of c becomes pronounced again. On small scales, the case of balanced source-target
impact exhibits the least attenuation. The most pronounced difference among distinct inho-
mogeneities occurs for the strongly source dependent processes for both ordinary diffusive
and superdiffusive processes. Compared with all examined inhomogeneities, an environment
with seldom regions of high attraction affects superdiffusive processes to the greatest extent.
Contrary to the statement that ordinary diffusion is not affected by a particular shape of an
inhomogeneity (Brockmann, 2003), in the disbalanced case c += 1/2, even ordinary diffusion
can very well distinguish between inhomogeneities with an opposite bias (Section 3.3). The
effect of acceleration on the scales of correlation length for even ordinary diffusion is most
pronounced for processes with a high target impact.

In the large scale limit, a responce to inhomogeneity in infinite systems exhibits a discon-
tinuity at µ = 2. This disappears in the case of finite systems. Thus, acceleration in such
systems can only be achieved for a sufficiently small Lévy exponent. Convergence to the large
scale limit results is different for different Lévy exponents. This leads to generally different
optimal Lévy exponents given a fixed c. Hence a believed optimality of intermediate µ ≈ 1
exponents (Viswanathan et al., 1999a) is not universal. For small c values, the most optimal
exponent corresponds to ordinary diffusion and for large c values it is a strong superdiffusive
limit µ → 0. The exponent µ ≈ 1 becomes optimal only if the source and target influence is
balanced.

If global information on salience is available everywhere, we cannot achieve acceleration
anymore even in the superdiffusive case (Section 3.7). While ordinary diffusion keeps its
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qualitative behavior from the non-normalized case, Lévy flights, instead of decreasing with c,
experience a symmetric influence of the source and target locations and exhibit the maximal
attenuation at the balanced case. These results indicate that, as far as the global information
become accessible and poles of attraction become relative, the most what Lévy flights can gain
is an effective vanishing of the inhomogeneity. For this purpose, one needs to choose source-
or target-dependent travel rate. There is no way for acceleration in that system.

We briefly mentioned directions of further research in Section 3.8. In addition, we have
discussed how to incorporate reaction in our model, what is of particular importance for epi-
demiological and ecological applications. In this respect, the use of field-theoretical tools
can be helpful. Moreover, our results are of interest in the field of optimal random search
algorithms in inhomogeneous landscapes (Condamin et al., 2008) and for a such exotic field
as superdiffusive ratchets Dybiec et al. (2008). We believe that our findings may shed new
light on many dispersal phenomena in population dynamical systems, various physical and
biological contexts.
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4 Epidemic spread due to recurrent
host movements

In Chapter 3, we have examined the role of disorder in a system, where agents perform su-
perdiffusive random movements in inhomogeneous environment with transition rates depen-
dent on the start and the destination location of a single movement event. We were mostly
motivated by epidemiological applications, because human-mediated transport on large scales
displays similar patterns (Brockmann et al., 2006). Infectious diseases can spread among
different spatially distributed populations by the contacts between hosts from different lo-
cations. This happens due to host movements. As it was already mentioned in Chapter 2
(Fundamentals), there are two main frameworks aiming to incorporate movements of hosts
into the description of an epidemic spread. The reaction-diffusion approach assumes that in-
distinguishable hosts can perform random walk among different habitats, i.e. diffuse. The
second framework is referred to as the direct coupling approach. It suggests that local in-
fectious dynamics are heuristically coupled to dynamics in other populations. Motivated by
recent empirical studies (Brockmann et al., 2006; González et al., 2008) revealing recurrent
and confined nature of human movements, in the present chapter we derive and analyse a novel
general model for the epidemic spread explicitly incorporating recurrent host movements pat-
terns. Both the reaction-diffusion and the direct coupling models represent special cases of our
model. We show that dynamics of epidemics induced by recurrent host movements contrasts
dramatically with the reaction-diffusion framework in many aspects, in particular, concerning
the dependence of the velocity of spread on the individual travel rate.

The present chapter is structured as follows. In Section 4.1 we introduce our model and
compare it with the directly coupled model in Section 4.2. In Section 4.3 we investigate an
exemplary case of two locations. We proceed further by deriving the continuum version of
our model in Section 4.4, analysing it analytically and numerically (Section 4.5) and compare
it with the reaction-diffusion case and the continuum counterpart of the direct coupling model
(Section 4.4.7). In Section 4.5 we analyze the results of the extensive agent-based stochastic
computer simulations of our model, and analytically explain the deviations from the mean-
field behavior. We sketch the models of epidemics due to recurrent movements on inhomoge-
neously populated random networks in Section 4.6. Eventually, we outline the directions of
further research in Section 4.7.

4.1 General model
We consider a metapopulation (Hanski, 1998) inhabited by individuals distinguishable ac-
cording to their locations of origin and moving with the origin-dependent transition rates.
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Figure 4.1: Schematic representation
of the metapopulation model with trav-
elling hosts. Within one location there
can be species from other locations,
which are denoted by circles. Differ-
ent colors corresponds to species from
different locations. The grey one-ways
arrows symbolize movements among
different locations. Two-way arrows
symbolize interactions (infectious con-
tacts) among different species. Nn

m de-
notes a number of infected people from
the m-th location sojourning in the n-
th city. ωn

nk denotes the travel rate of
individuals with the n-th location as
home (upper index) from the k-th lo-
cation into the n-th location.

Furthermore, we impose that individuals do not remember where they were before and thus
an underlying process is a Markov one (Gardiner, 1997). That humans forget their previous
trips is an exaggeration, but it is more reasonable than the assumption of unbounded diffusion
for their movement pattern. In the present section, we build an epidemic model with hosts
moving with the origin-dependent transition rates.

Imagine a metapopulation distributed over M locations, connected in some way to each
other. Each individual is supposed to live permanently in one particular location. At every
instant, an individual belonging to the n-th location can sojourn in some other location m.
Thus, generally in every location and at every instant, individuals from other locations may
be found (see Figure 4.1). We denote by Nm

n the number of individuals belonging to the
n-th location (indicated by the bottom index) sojourning in m-th location (indicated by the
upper index). Individuals originating from the location n may leave their current location
k and travel to some other location m with the forward rate ωn

mk and also return with the
backward rate ωn

km. By definition, movements from the location n to the location n are not
considered and thus ωn

kk = 0 for every n and k. We assume that transition rates depend on
the origin, which we denote by the upper index in the transition rates. In general, travel rates
are given by the tensor quantities ωk

mn where all indices can be independent from each other.
This situation is equivalent to permitting the random walk with home-dependent transition
rates. Such movement patterns can be formally represented by the following reaction scheme
∀n, m, k:

Nk
n

ωn
mk"

ωn
km

Nm
n .

If we discard fluctuations, we can write down the following multiparticle (chemical) master
equations (van Kampen, 2007) for the overall probability density P

(
..., Nm

n , Nk
n , ...

)
to find
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Figure 4.2: Schematic representation of recurrent
host movements between their abode and other lo-
cations on overlapping star-like topologies. Color
code symbolizes movements due to hosts from dif-
ferent nodes.

Nk
m individuals of species n in the location k for all n and k

dP
(
..., Nm

n , Nk
n , ...

)

dt

=
∑

n,m,k

[
ωn

kmNm
n P

(
..., Nk

n − 1, Nm
n + 1, ...

)
− ωn

mkN
k
nP

(
..., Nk

n + 1, Nm
n − 1, ...

)]
.

For the average number of agents 〈Nm
n 〉 ≡ Nm

n =
∫

Nm
n dNm

n P(..., Nm
n , ...) belonging to the

location n holds
dNk

n(t)

dt
=

∑

k,m

[
ωn

kmNm
n (t)− ωn

mkN
k
n(t)

]
.

This equation represents a generalized description of the individual movements with the origin-
dependent transition rates. Here, we neglected the possibility for individuals to change their
home location, which can be easily incorporated in our model by introducing the reaction for
the change of the corresponding bottom index

Nk
n

Ωmn
k"

Ωnm
k

Nk
m, (4.1)

where by Ωmn
k denotes the rate of change of the home location from the old location n to the

new location m, being in the location k. If we discard the recurrent movements and consider
only the reaction (4.1) we recover the usual random walk movement pattern of indistinguish-
able individuals.

Thus, we built the general model for the travel with transition rates, dependend on the loca-
tion of species origin. We apply our formalism to the special case of the recurrent movements
on star-like topologies and investigate its properties (Section 4.1.1). In Section 4.1.2 we will
introduce interaction between different species on the example of infectious dynamics.

4.1.1 Recurrent movements on star-like topologies
We focus on the case of individuals moving only between their home location and neighbor-
ing ones, with the assumption that, before individuals move to some non-home location they
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always return home. Individuals commute between their home and other locations, i.e. ev-
ery individual performs a generalized random telegraph process (Gardiner, 1997). Effectively,
individuals move on the overlapping star-like topologies with a home location representing
the proximal node and links to neighbouring, distal locations representing the edges (Figure
4.2(c)) In contrast to the diffusive models, in which the probability to return to the origin loca-
tion may be even less than unity (a transient process) (Feller, 1971), our processes are always
recurrent. We will refer to such a situation as the coupling due to recurrent movements or
the bidirectional coupling, as opposed to the direct coupling and the random walk (diffusive)
mediation of the epidemic spread (Chapter 2).

To describe the above mentioned situation we need to impose restrictions on the travel rates
of such kind

ωn
km = ωn

nmδkn + ωn
knδmn.

δmn denotes the Kroneker delta: δnm = 0 if m += n and δnm = 1 if m = n. This implies
that one of the bottom indices of travel rates has to coincide with the upper denoting the home
location. The traveling is explicitly described by the following reaction scheme

Nn
n

ωn
mn"

ωn
nm

Nm
n (4.2)

with the corresponding mean-field equations

d

dt
Nm

n = δmn

∑

k∈∆n

(
ωn

nkN
k
n − ωn

knN
n
n

)
+ (1− δmn)(ωn

mnN
n
n − ωn

nmNm
n ), (4.3)

with Nm
n = Nm

n (t) and where ∆n lists all neighbours of the n-th location.

4.1.1.1 Stationary properties

From the above equations, it follows that a number of individuals in the n-th location is not
necessarily conserved. If initially, all individuals were in their home locations Nn(t = 0) =
Nn, ∀n in the course of time, generally Nn(t) += Nn, where Nn denotes the total number
of individuals being in the n-th location (actual size) and Nn denotes the total number of
individuals having the n-th location as a home (nominal size). Equation (4.3) also implies that
generally Nn

m += Nm
n , i.e. the number of species n sojourning in the location m may not equal

exactly to the number of species m sojourning in location n. Let us calculate the stationary
actual population sizes. At equilibrium, the detailed balance (Gardiner, 1997) for the reaction
(4.2) is fulfilled:

ωn
mnN

n"
n = ωn

mnN
m"
n ,

where an asterisk denotes equilibrium quantities. Hence, one can write down the equilibrium
number of individuals from population n sojourning in location m in terms of individuals
remaining at home

Nm"
n =

ωn
mn

ωn
nm

Nn"
n . (4.4)
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Thus, the ratio of ωn
nm and ωn

mn is given by the fraction of the number of individuals staying
in their home location to the number of individuals having left it to go to another location
m. Hence, the tensor of transition rates ωn

nm can be defined operationally using the stationary
properties of the model. Without a loss of generality, we can assume, that there are no birth-
death dynamics in the population. Therefore Nn — the total population of the species n —
remains constant for all n. From the conservation condition

∑
m Nm

n = Nn, it follows that

Nn = Nn"
n

(
1 +

∑

m&=n

ωn
mn

ωn
nm

)
and thereby Nn"

n = Nn

(
1 +

∑

m&=n

ωn
mn

ωn
nm

)−1

.

Hence, the expression of the equilibrium actual population size of the location n reads

Nn" =
∑

m&=n

[
δnm + (1− δmn)ωm

nm
ωn

mn

]
Nm

1 +
∑

k &=m
ωm

km
ωm

mk

.

We can also define the occupation probability for an individual, belonging to the n-th location
to be in some location m

pm
n =

Nm"
n

Nn

=

[
δnm + (1− δmn)ωn

mn
ωn

nm

]

1 +
∑

k
ωn

kn
ωn

nk

(4.5)

We observe that it depends, in a complicated way, on initial population sizes of neighboring
locations, and on the backward and the forward transition rates. In this way, topology of the
metapopulation comes into play. For example, assuming equal transition rates ωn

mn = ωn
nm,

we obtain
Nn" =

∑

m∈{n,∆n}

Nm

1 + km
, (4.6)

where kn is a number of neighboring locations for the location n, i.e. its node degree, in the
metapopulation network (See also discussions in Section 4.6 on network topologies).

Our assumption of the constant travel rates leads to the uniform distribution of species
over the their home locations and neighbor nodes, e.g. for the n-th species: Nm"

n = Nn"
n .

Individuals also spend an equal amount of time in their home and neighbour locations. It
is reasonable to assume Nm"

n /Nn"
n , 1 in many situations, which implies that individuals

belonging to the n-th location remain mostly there. Instead of the assumption of constant
transition rates we consider the fixed ratio of the forward ωn

mn = ω1 to the backward ωn
nm = ω2

rates
ε =

ω1

ω2
. (4.7)

From (4.4), it follows that equation (4.7) gives us the ratio of the number Nm"
n of individuals

of the species n sojourning in the m-th location to the number Nn"
n of the individuals staying

at home (ε = Nm"
n /Nn"

n ). In the following, we will call ε the commuter ratio. We will
discuss other possibilities for the choice of travel rates in Section 4.6.1, where we assume
proportionality of the forward transfer rates to the size or capacity of the target location. Note,
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that depending on travel rates, different approximations, e.g. such as the direct coupling one
(see section 4.2), can be made. However, before we start a comparison of presented formalism
to other models, we need to incorporate species interaction.

4.1.2 Interacting species
After having introduced the recurrent travel mechanism for spatial dynamics, we can combine
it with different local kinetics. In what follows, without a loss of generality, we will use the
SIS epidemiological model (see Chapter 2) assuming locally a well mixed population. Note,
that nothing hinders us from considering other, more comprehensive models (Anderson and
May, 1991). In the SIS model we need to consider two classes of individuals: infectives
and susceptibles. We denote by Im

n and by Sm
n the number of infectives and susceptibles

respectively, which belong to the location n (bottom index) and are currently sojourning in the
location m (upper index). Thus, infectives from every location may meet susceptibles from
generally every location. Now we introduce the aforementioned recurrent travel mechanism.
Individuals may leave their home location n and travel to some other location m with the rate
ωn

mn, and also return with the rate ωn
nm. This leads to the following set of reactions ∀n, m, k:

In
m + Sn

k
α→ In

m + In
k

Im
n

β→ Sm
n

In
n

ωn
mn"

ωn
nm

Im
n (4.8)

Sn
n

ωn
mn"

ωm
nm

Sm
n .

The model is illustrated in Figure 4.1. Different colors correspond to individuals belonging to
different locations. The mean-field equations corresponding to the system (4.8) read

d

dt
In
n =

α

Nn
Sn

n

∑

m

In
m − βIn

n +
∑

m

(ωn
nmIm

n − ωn
mnI

n
n )

d

dt
Sn

n = − α

Nn
Sn

n

∑

m

In
m + βIn

n +
∑

m

(ωn
nmSm

n − ωn
mnS

n
n)

d

dt
Im
n =

α

Nm
Sm

n

∑

k

Im
k − βIm

n + ωn
mnI

n
n − ωn

nmIm
n ∀n += m

d

dt
Sm

n = − α

Nm
Sm

n

∑

k

Im
k + βIm

n + ωn
mnS

n
n − ωn

nmSm
n ∀n += m, (4.9)

where index m may take every value m = 1, ...,M and Nn is the actual size of the location n.
Note that similar equations were proposed in parallel to us in (Sattenspiel and Dietz, 1995). In
the worst case of all-to-all coupling, the number of Equations (4.9) is 2×M2. One can reduce
this number to 2×M2 −M taking into account conservation of the populations belonging to
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the location n:
∑

m (Im
n + Sm

n ) = const. However, there are still too many equations to solve
as compared with reaction-diffusion or directly coupled SIS models, where just 2 × M dy-
namical quantaties need to be considered. Thus, to incorporate the fact that individuals always
return back, we need to expand dynamical dimension of our system dramatically. However,
locations need not be all-to-all coupled and the number of equations can sometimes be reduced
significantly. In the simple case of one-dimensional topology, we can derive a continuum limit
of the corresponding equations and obtain some important analytical results concerning e.g.
the speed of the epidemic wave (Section 4.4).

One can also reformulate Equations (4.9) from the point of view of each location, i.e. con-
sider the total numbers of infectives and susceptibles in one particular location: In =

∑
k In

k

and Sn =
∑

k Sn
k . We obtain e.g. for infectives

d

dt
In =

α

Nn
SnIn − βIn +

∑

k &=n

(ωk
nkI

k
k + ωn

nkI
k
n − ωk

knI
n
k − ωn

knI
n
n ).

The dynamics of the total number of infectives in the location n can be separated into the fully
mixed reaction part and transport part1. However, the last part cannot be reduced to neither
the reaction-diffusion nor to the directly coupled model without further assumptions (Section
4.2).

The aforementioned recurrent transport mechanism can also play a role in other, not only
epidemiological, spreading phenomena (see Section4.7). The epidemic dynamics of species
interaction was considered just as an important example of processes which involve the recur-
rent movements.

4.2 Direct versus bidirectional coupling
Epidemiologists have long understood that the effective diffusion-mediated coupling is not
a good ansatz to model modern human epidemics. If humans travel, i.e. move on large
scale among different cities, they do not perform a random walk but rather go back and forth
between some permanent location and some temporary ones. This leads to their effective
presence on several locations at the same time. Therefore, it is rather straightforward to phe-
nomenologically assume that the infectious incidence2 in one location is proportional to the
prevalence3 in other locations. Adopting the local SIS dynamics, one can write down the
following equations dating back to (Rushton and Mautner, 1955)

d

dt
In =

α

Nn
Sn

∑

m

εnmIm − βIn, (4.10)

1The same holds for the general model with origin-dependent transition rates and the dynamics of the actual
number of infectives in location n given by the equation

dIn

dt
=

α

Nn
SnIn − βIn +

∑

k,m

(
ωm

nkIk
m − ωm

knIn
m

)
.

2the rate of change of the number of infectives
3number of infectives in one location
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where In, Sn are infectives and susceptibles from the location n and εnm are coupling strengths.
We call this approach the direct coupling model (see also Chapter 2, Section 2.4).

Let us show that equation (4.10) follows from our approach described by the system (4.9),
under the assumption of large travel rates as compared to the intrinsic epidemic time scale, i.e.

ωn
mn ∼ ωn

nm 5
α

β
. (4.11)

The last inequality implies that the time scales of the reaction and the transport are clearly
separated. In this case, the equilibration with respect to transport occurs almost immediately
and one can neglect the last terms in (4.9) responsible for the transport in equations (4.9). Note,
that in parallel to us some of our findings concerning the scale separation were anticipated in
(Keeling and Rohani, 2007). We consider only infectives. One can proceed analogously for
susceptibles . Using the assumption (4.11), we obtain

ωn
nmIm

n = ωn
mnI

n
n ,

hence, follows

Im
n =

[
δnm + (1− δnm)ωn

mn
ωn

nm

]
In

1 +
∑

k
ωm

km
ωm

mk

= pm
n In, (4.12)

where pm
n is an occupation probability to find an individual of species n in the location m

already defined by Equation (4.5)

pm
n =

[
δnm + (1− δmn)ωn

mn
ωn

nm

]

1 +
∑

k
ωn

kn
ωn

nk

. (4.13)

In Equation (4.9), we sum over index m denoting the current location and obtain

d

dt

∑

m

Im
n =

∑

m

α

Nm
Sm

n

∑

k

Im
k − β

∑

m

Im
n .

Utilizing Equation (4.12), we can write

d

dt
In = αSn

∑

k

(
∑

m

pm
n pm

k

Nm

)
Ik − βIn.

Comparing the last equation with Equation (4.10) we see that

εnm =
pm

n pm
k

Nm
. (4.14)

Note that the coupling strength is not just directly proportional to corresponding travel rates
as it was assumed in (Camitz and Liljeros, 2006), but rather depends on them in a complicated
manner (cf. Equations (4.14) and (4.13)). In addition, for the genuine direct coupling model
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Figure 4.3: Panel (a): Dependence of λ4(ε) and λ5(ε) eigenvalues (blue and red colour respectively)
of the linearized near the unstable fix-point system (4.16) on the ratio of the travel rates ε = ω1/ω2.
One observes the minimum of the non-negative eigenvalue λ4 at ε = 1 leading to the most pronounced
coupling of two locations. Panel (b): Projection of the phase space of the system (4.16) on the (I1, I2)-
plane. Blue lines correspond to the case ω1 = ω2 = ω and thus ε = 1 which is equivalent to the system
(4.15). One observes greater coupling with increasing travel rate ω. Red lines depict trajectories for
ω = 1 and ω1,2 calculated from (4.17) for two values of ε = 0.01 and ε = 100. One observes the
greatest coupling for ε = 1. Parameters of the SIS model: α = 1 and β = 0.1.

to be valid, together with the low travel rates one should implicitly assume that only a small
fraction of individuals is travelling, so that the actual population of the location n could be
approximated by the nominal one Nn ≈ Nn. Compare also discussion in Section 4.1.1. A
small fraction of travelling individuals implies ωn

nm , ωn
mn.

Thus, the widely-used approach of direct coupling is a particular case of our general model
valid in the case of high travel rates. The coupling strength is then given by Equation (4.14),
where probabilities of being at some particular locations are given by Equation (4.5). There-
fore, we established the relation between the directly coupling approach and the underlying
travel pattern from first principles as well as assessed a validity range of the direct coupling
model.

4.3 Exemplary case of two populations
Let us consider recurrent host movements in the simplest possible case of just two locations.
Individuals belonging to one of them can move to another, but always return to their home
location, where they spend a fraction of time which is usually larger than in the non-home
location. That stands in contrast to random walk movements, in which individuals do not
prefer one particular location and spend equal amounts of time in both locations.

The equations governing the dynamics of SIS epidemics in the case when we distinguish

66



4 Epidemic spread due to recurrent host movements

individuals according to where they currently are (the random walk based model) read

d

dt
I1 =

α

N1
S1I1 − βI1 + ω (I2 − I1)

d

dt
S1 = − α

N2
S1I1 + β1I1 + ω(S2 − S1) (4.15)

and analogous equations hold for the second location. ω denotes the travel rate. Note that
because of conservation of the total number of individuals in both locations we can get rid of
one variable. In the following, however, we consider the full system of 4 equations.

If we distinguish between individuals not just according to their current location, but whether
they originate from population 1 or 2 (model based on recurrent movements) equations read

d

dt
I1
1 =

α

N1
S1

1(I
1
1 + I1

2 )− βI1
1 + ω2I

2
1 − ω1I

1
1

d

dt
I2
1 =

α

N2
S2

1(I
2
1 + I2

2 )− βI2
1 + ω1I

1
1 − ω2I

2
1

d

dt
S1

1 = − α

N1
S1

1(I
1
1 + I1

2 ) + βI1
1 + ω2S

2
1 − ω1S

1
1

d

dt
S2

1 = − α

N2
S2

1(I
2
1 + I2

2 ) + βI2
1 + ω1S

1
1 − ω2S

2
1 . (4.16)

and analogous equations can be written for the second population. We have 8 equations in
total. We assume here that populations are equilibrated in respect to travel dynamics and thus
N1 and N2 can be assessed. We consider the case of equal population sizes N1 = N2 = N .
One can show that systems (4.15) and (4.16) are equivalent in the case ω = ω1 = ω2. This is
intuitively clear: if agents are equally distributed between two (or even three) locations, it does
not matter if we distinguish between them according to their origin or not. That is not true
anymore if we consider the non-equal distribution of agents, which can only occur if forward
and backward rates are non-equal: ω1 += ω2. The commuter ratio ε = ω1/ω2 introduced in
Section 4.1.1 yields the ratio of the time spent by agents from one location in another one τ2

to the time spent in their home location τ1: ε = τ2/τ1. If ε = 1, we recover the case of equal
distribution.

The consequences of ε += 1 can be understood by means of a linear stability analysis.
Namely, if one expands the system (4.16) according to the Taylor formula near the unstable fix
point, the system (4.16) takes the form dtX = AδX , where X = {I1

1 , I
2
1 , S

1
1 , S

2
1 , I

2
2 , I

1
2 , S

2
2 , S

1
2}.

If we assume an exponential as the solution of the linear system δX ∼ eλt, the eigenvalues of
the matrix A determine the dynamics near the fixed point X = {0, 0, N

1+ε ,
εN
1+ε , 0, 0,

N
1+ε ,

εN
1+ε}.

The eigenvalues read: λ1 = 0 (threefold degenerated), λ2 = α, λ3 = −ω1 − ω2 (threefold
degenerated) with λ4 and λ5 skipped because of the complicated expressions for them in a
general case.

Note that in the case of the equal rates we recover the eigenvalues of the system (4.15)
Λ = {0, α,−2ω, α − 2ω}. To compare behavior of the system (4.16) with (4.15) for ε += 1,
we calibrate both systems so that the flow of agents between both location remains the same.
That implies

ω1 =
1 + ε

2
ω and ω2 =

1 + ε

2ε
ω. (4.17)
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In the case α = 1 and ω = 1, the dependence λ4,5(ε)4 is depicted in Figure 4.3(a). Generally
we have a many-dimensional saddle point, but how fast the instability wins is determined by
the positive eigenvalues. λ4(ε) is always positive, except for ε = 1, where it takes the minimal
value — zero. Maximal values are achieved for very small and very large values of ε. λ5(ε)
is always negative. For ε < 1, it is large by absolute value and achieves maximum for ε → 1
from below. For ε > 1, it rapidly grows by the absolute value with ε. λ5(1) = α − 2ω
and equals one of the eigenvalues of the system (4.15). This implies, that at ε ≈ 1, the
trajectory in the phase space projection on (I1, I2)-plane at the least deviate from the diagonal
leading to the most pronounced synchronisation or coupling of both locations (Figure 4.3(b)).
ε = 1 corresponds to the case when individuals spend their time equally on both locations, cf.
(Keeling and Rohani, 2005). With changing ε, we could obtain retardation of the epidemic in
both locations: for ε < 1 in the second (there are too few travellers to transfer the disease into
the second location) and for ε > 1 in the first (there are too many travellers and the disease
is first transferred into the second location before it develops in the first one). Thus, if the
backward and forward travel rates are equal, the linear stability analysis reveals no difference
between dynamics mediated by random walk and recurrent movements. The case of different
backward and forward rates is illustrated in Figure 4.3(b) as well.

4.4 Epidemics on continuum support
Under particular conditions a set of partial differential equations can be derived from a set of
ordinary differential equations (ODEs) for the spreading process on a support with a regular
topology like lattice or chain (Figure 4.4). Obtained equations are called continuum approxi-
mation of the original ODEs. They can usually be easier analysed than the original ODEs due
to the uncoupling of the dynamical quantities corresponding to different locations. In many
reaction-diffusion systems the continuum limit have revealed a lot of important properties of
the epidemic spread, e.g. velocity of the epidemic front or front shape. As already mention
in Chapter2, the FKKP reaction-diffusion model (Kolmogorov et al., 1937; Fisher, 1937) was
initially introduced in order to describe the advance of the diffusing gene in space; however, it
describes the spread of the SI epidemic as well:

∂tu = D∆u + α(1− u)u. (4.18)

Continuum equations for the epidemic spread in the case of recurrent and confined host
movements were a challenge until recently. In what follows, we will propose an approach
allowing us to easily formulate corresponding continuum limit equations which are still ana-
lytically treatable.

4.4.1 Epidemics due to recurrent transport
Let us consider an homogeneous lattice with locations as its nodes depicted in Figure 4.4. We
study the SI model with recurrent movements (without recovering: β = 0, see also Chapter 2)

4λ4,5(ε) = − 1+ε+ε2+ε3±
√

(1+ε)(1+8ε−14ε2+8ε3+ε4)

4ε(1+ε)

68



4 Epidemic spread due to recurrent host movements

y

︸ ︷︷ ︸
d x

(b)

(a) x

︷ ︸︸ ︷
L

Figure 4.4: A scheme of lattice (a) or
chain (b) model. Every circle repre-
sents a location with its own popula-
tion. Individuals are allowed to travel
among different locations either by the
random walk pattern or recurrently (cf.
Figure 4.2).

on the lattice with the next-neighbour coupling. For simplicity, we assume that only infectives
can travel. We call this model the SI0 model. Although this seems artificial, it is the only way
to reduce the dimensionality of the dynamical system. As we will see later, this assumption
does not significantly change our results. We cannot allow susceptibles in place of infectives to
travel . This is because, if they become infectives not in their home location we should assume
either that they stay at their current location or that the infectives travel as well. Without loss of
generality, we consider the epidemic on a one-dimensional lattice. Let us denote the number
of invectives staying at home in location n, by In

n . The number of infectives being elsewhere
at the moment is denoted by I−n and I+

n commuting respectively to (n − 1)th and (n + 1)th
location. Hence, analogously to Equations (4.9), we can write down the following reactions

In
n + Sn

α→ 2In
n

I±n∓1 + Sn
α→ I±n∓1 + In

n (4.19)

In
n

ω1

#
ω2

I±n ,

where Sn denotes the number of susceptibles in the n-th location. The system of reactions
(4.19) leads to the following mean field equations

d

dt
In
n =

α

N
(N − In

n − I+
n + I−n )(In

n + I+
n−1 + I−n+1) + ω2(I

+
n + I−n )− 2ω1I

n
n

d

dt
I±n = ω1I

n
n − ω2I

±
n , (4.20)

where we have assumed that the size of one location remains constant during epidemic and
equals N , which is true for a homogeneous lattice. If the dynamics in the neighbor locations
is similar enough, i.e. In−1−In

In
, 1, we can make use of the Taylor expansion I±(x) ≈

I±(x) ± d∇I± + d2

2 ∆I±, where we can introduce a continuous space variable x. Hence,
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follows

∂tI(x, t) =
α

N
{(N − I − I+ − I−)[I + I+ + I− + C∇(I− − I+) + D∆(I+ + I−)]}

+ω2(I
+ + I−)− 2ω1I

∂tI
±(x, t) = ω1I − ω2I

±,

where C = d, D = d2/2 and d is the distance between locations. If we consider new variables
u = I/N and v = (I+ + I−)/N , we obtain

∂tu = α(1− u− v)(u + v + C∇w + D∆v) + ω2v − 2ω1u

∂tv = 2ω1u− ω2v (4.21)
∂tw = −ω2w.

Equations (4.21) are structurally different from the FKPP one (4.18). Reaction and diffusion
are not uncoupled anymore. From the third equation, for w, we obtain w(x, t) = w(x, 0)e−ω2t.
This implies that w depends only on the initial conditions and disappears quickly especially
for large ω2. Thus, we can discard the gradient term in (4.21), which, as it can be shown, does
not influence our results for the front velocity and we can consider instead of the system (4.21)
only two equations:

∂tu = α(1− u− v)(u + v + D∆v) + ω2v − 2ω1u

∂tv = 2ω1u− ω2v. (4.22)

The steady states are (u", v") = (0, 0) and (u", v") =
(
ω2/(2ω1 + ω2), 2ω1/(2ω1 + ω2)

)
.

Thus, in the second endemic steady state, the density of infectives in one city is u + v = 1,
i.e. remains the same as in an isolated population. In fact, the density of infectives equals
u(x, t) plus infectives belonging to neighbour locations being now on site x. However, in the
homogeneous situation, it equals u(x, t)+ v(x, t). Thus the recurrent transport does not affect
the fix point in homogeneous case of regular lattices.

In the case of high and comparable forward and backward travel rates from equations (4.22)
it follows that v = 2ω1u/ω2 and thus, we have only one equation describing the epidemic

∂tu = α(1− u)D∆u + α(1− u)u,

where we substituted uκ → u, ακ → α and 2Dω1/(ω2κ) → D with κ = 1 + 2ω1/ω2. From
the detailed balance condition, it is clear the new u(x, t) gives us the total concentration of
infectives belonging to the particular location x. For a homogeneous chain, it gives, at the
same time, the actual concentration of infectives. Thus, we can recover the equation (4.39),
which is derived as the continuum limit of the directly coupled model valid in the case of high
travel rates (see Section 4.2).

We can further investigate Equation (4.22) to find whether this system of equations allows
a travelling wave solution and determine the front velocity by the linear stability analysis of
the zero steady state.
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4.4.2 Front velocity
According to the general scheme of analysis of reaction-diffusion equations (Murray, 1993),
we look for traveling wave solution of the system (4.22): u(x, t) = U(x − ct) and v(x, t) =
V (x− ct). We obtain

[
α(1− U − V )D

2ω1

c
− c

]
U ′ = α(1− U − V )

[
U + V +

Dω2

c2
(ω2V − ω1U)

]

+ω2V − 2ω1U

V ′ =
1

c
(ω2V − 2ω1U) .

Note that because the left hand side of the system is singular, it is of a differential-algebraic
type (Stoer and Bulirsch, 2002; Hairer et al., 2000, 2002) and is not trivial to solve, even nu-
merically. However since we are interested in the stability analysis of the disease-free steady
state, this does not matter. To get rid of the prefactor before U ′, which would lead to singular-
ity, we perform the change of variable z = x−ct → ζ , such that d

dζ =
[
αD 2ω1

c (1− U − V )− c
]

d
dz

and hence

U ′ = α(1− U − V )

[
U + V +

Dω2

c2
(ω2V − 2ω1U)

]
+ ω2V − 2ω1U

V ′ = (ω2V − 2ω1U)

[
αD

2ω1

c
(1− U − V )− c

]
.

The Jacobian of the linearized equations at zero steady state (u", v") = (0, 0) reads

A =





α
(
1−D 2ω1ω2

c2

)
− 2ω1 α

(
1 + Dω2

2
c2

)
+ ω2

− 2ω1

(
αD 2ω1

c2 − 1
)

ω2

(
αD 2ω1

c2 − 1
)




.

Solutions of the corresponding secular equations are

λ± =
1

2

[
(α− ω1 − 2ω1)

2 ±

√

(α− ω2 − 2ω1)2 − 4α(ω2 + 2ω1)

(
αD

2ω1

c2
− 1

)]
.

For the steady state to be stable we should impose non-negativeness of the expression under
the radical. This requirement leads to the condition on the front speed:

c ≥
2αω1

√
2D

(
2 + ω2

ω1

)

α + ω2 + 2ω1
. (4.23)

As in the usual FKPP case, the selection of the front velocity takes place (Murray, 1993;
Kessler et al., 1998) and thus the right part of the inequality (4.23) gives us the only possible
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velocity in the finite size systems. Note that we can measure velocity as a number of affected
cities pro time.

If we consider equal forward and backward rates (ω1 = ω2) from (4.23) we have for the
velocity

c =
2αω

√
6D

α + 3ω
. (4.24)

This is the case in which individuals spend half of their time in both “permanent” and “tem-
porary” locations. They effectively belong to both their home and neighbor locations. In the
case of high travel rates ω 5 1, the velocity attains the asymptotic value linearly proportional
to the infection rate α:

lim
ω→∞

c =
2
√

6D

3
α.

The epidemic front in the case of random walk model described by the FKKP equation (cf.
Fundamentals) possess the velocity (Murray, 1993)

c = 2
√

Dωα. (4.25)

We observe that it grows unboundedly with the travel rate. Thus, in the ordinary case with the
random walk movement pattern, we have an ever-growing velocity with a growing travel rate.
Contrary to this, in the case of bidirectional movements, the velocity reaches its asymptotic
value, i.e. the velocity is bounded from above. This is one of the main consequences of
the recurrent transport mechanism for the epidemic spread. We will discuss this in detail in
Section 4.5. In the case of high reaction rates (or low travel rates), we obtain from Equation
(4.24)

lim
α→∞

c = 2ω
√

6D,

i.e. linear dependence on the travel rate. In Section 4.4.5, we will see that this limit is an
artifact of the continuous description of the species concentration.

Backward and forward travel rates may not be the appropriate quantaties one needs to con-
sider. The more intuitively assessable quantity is the ratio of the population traveling to a
particular location relative to the population staying at home

εm
n =

Nm
n

Nn
n

, (4.26)

which we call the commuter ratio (cf. Section 4.1.1 and 4.3). In homogeneous case: ε =
ω1/ω2.We can assume the detailed balance in the stationary case, i.e. that the flow of travellers
belonging to location n and leaving n is equal to the flow of travellers belonging to location n
and arriving at n:

ω1N
n"
n = ω2N

m"
n . (4.27)

Then, for the total flow between two neighbour locations holds

Fnm = ω1N
n
n + ω2N

n
m

with m = n± 1. In equilibrium, the detailed balance for the total flows is also fulfilled

F "
nm = F "

mn = ωN, (4.28)
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Figure 4.5: Dependence c(ω) of the front velocity on the travel rate. Curves represent analytical results
given by Equation (4.30) (with D = 1/2). Symbols repsresent results of the numerical solution of the
system of ODEs (4.20). Panel (a): fixed commuter ratio ε. Panel (b): fixed infection rate α. In the
inset, the same dependence as in the main plot is depicted on the log-log scale.

where we equaled the total flow to the flow of the equivalent random walk system, to be able
to vary the commuter ratio and the flow between the locations independently. The travel rate ω
is just a parameter measuring the flow, and it is convenient for comparison of our bidirectional
recurrent model with the diffusive one. From Equations (4.26),(4.27) and (4.28) it follows

ω1 =
1 + 2ε

2
ω and ω2 =

1 + 2ε

2ε
ω. (4.29)

Note that in the case of equal forward and backward rates (ε = 1), ω from Equation (4.29) is
not equal to ω from Equation (4.24): ω1 = ω2 = 3ω/2.

The expression for the velocity can be rewritten as

c =
2αε

√
2D

(
2 + 1

ε

)

1 + 2ε + 2αε(1 + 2ε)−1ω−1
. (4.30)

The formula (4.30) represents the velocity of the SI epidemic mediated by the recurrent host
movements. It depends on three important parameters: α — infection rate, ω — travel rate
and ε — ratio of commuters or travellers. In the next sections we will analyse the veloc-
ity dependence, paying special attention to limiting cases of “large” and “small” values of
parameters in respect to the reference parameter value. We will also verify our analytical pre-
dictions against numerical solutions of corresponding ordinary differential equations. Detailed
comparison of the results with numerical stochastic simulations and predictions for the FKPP
reaction-diffusion model is postponed to Section 4.5.

4.4.3 Dependence of the front velocity on the travel rate
Let us consider the front velocity dependence on the travel rate. In Figure 4.5(a), the depen-
dence c(ω) for different values of infection rate α = 0.5, 1, 2 and commuter ratio ε = 1 is

73



4 Epidemic spread due to recurrent host movements

10−2 100 102
0

5

10

15

20

25

30

ω=1

α=20

α=10

α=1

(a)

ε

c(
ε)

10−2 100 102
10−4

10−2

100

102

10−2 100 102
0

0.5

1

1.5

α=1

ω=0.01

ω=0.1

ω=10

(b)

c(
ε)

ε

10−2 100 102
10−4

10−2

100

102

Figure 4.6: Dependence c(ε) of the front velocity on the commuter ratio. Curves represent analytical
results given by Equation (4.30) (with D = 1/2). Symbols repsresent results of the numerical solution
of the system of ODEs (4.20). Panel (a): fixed travel rate ω. Panel (b): fixed infection rate α. In the
inset, the same dependence as in the main plot is depicted on the log-log scale.

presented. If there is no travel, i.e. ω = 0 then there is no epidemic wave propagation. From
zero level, the velocity grows monotonously with increasing travel rate. Initially, it increases
rather sharply. After ω ∼ 1 it saturates rapidly toward its maximal value, which is also the
infection rate dependent and is given by

lim
ω→∞

c = 2α

√
2Dε

1 + 2ε
. (4.31)

Comparing our analytical curves with the the results of numerical solution of the system
(4.20), we observe the deviation. It is nothing strange per se, because the analytical solu-
tion is the result of linearization of the continuum limit approximation of the discrete system
(4.20). Actually, it is rather suprising that the velocity obtained this way is still feasible. The
deviation is especially strong for large values of the infection rates and small values of the
travel rate. We explain these phenomena in Section 4.4.5 and 4.5.2.

If we fix the infection rate (α = 1) and consider the dependence c(ω) for different values
of the commuter ratio ε = 10−2, 10−1, 10 (Figure 4.5(b)), the velocity starting from zero
monotonously increases again with subsequential saturation towards the ε-dependent high
travel rate limit (4.31). At small values of the travel rates (ω ∼ 10−2) we can observe a
non-monotonous dependence on the commuter ratio, which is more apparent from Figure
4.6(b). This prediction is however, not supported by numerical integration, as can be observed
in Figure 4.5(b). For small commuter ratio values, we observe the pronounced discrepancy
between numerics and analytics This will be explained in Section 4.5.

4.4.4 Dependence on the commuter ratio
In Figure 4.6(a), we depicted the front velocity as a function of the commuter ratio ε for
different infection rates α = 1, 10, 20 with the fixed travel rate (ω = 1). If there are no
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Figure 4.7: Dependence c(α) of the front velocity on the infection rate. Curves represent analytical
results given by Equation (4.30) (with D = 1/2). Symbols repsresent results of the numerical solution
of the system of ODEs (4.20). Panel (a): fixed travel rate ω. Panel (b): fixed commuter ratio ε. In the
inset, the same dependence as in the main plot is depicted on the log-log scale.

commuters (ε = 0) there is also no wave propagation. For small infection rates (α = 1),
we observe the slight sigmoidal dependence on ε. With increasing infection rate (α = 10) in
the vicinity of ε ∼ 1, a plateau emerges, which develops the pronounced local minimum for
high infective rates. However, this analytically predicted effect is not supported by numerical
solutions. The high ε analytical limit depends on the infection rate as

lim
ε→∞

c = 2α
√

D. (4.32)

It seems rather peculiar that we have no dependence on the travel rate ω in the limit of large
fraction of individuals leaving their locations to neighbouring ones (ε → ∞). Thus, the
frequency with which individuals leave their home and stay in the new locations for a long
time (effectively swapping their homes), does not matter at all. On the other hand, in the
scenario of high travel rates (ω → ∞) (4.31) the commuter ratio ε almost does not influence
the front velocity as far as the fraction of travellers exceeds unity. Similar to the previous
section, we have the strongest deviations from the analytical prediction for small ε and high
α.

Let us note that the case of high travel rates (ω →∞) and large ratio of travellers (ε →∞)
leads to the result which can be obtained assuming the direct coupling of the locations to their
neighbours (Section 4.4.7). This implies however, the implausible assumption that travellers
stay at their neighbour location most of the time. Note that the velocity dependence (4.32) was
obtained also in (Postnikov and Sokolov, 2007), where the direct coupling among locations
without self-coupling was heuristically assumed, and no microscopic mechanism for the latter
was proposed. For the detailed discussion, consult Section 4.4.7.

As can be observed for a given moderate travel rate (ω = 1), the ratio of commuters ε
significantly influences the front velocity and thus the ε-dependence cannot be neglected. The
zone of strong increase is weakly dependent on α and is situated between ε ∼ 1 and ε ∼ 102
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(4.6(a)). As one can see from Figure 4.6, the deviation from the theoretical prediction is the
least for moderate values of the infection rate α.

For the fixed infectiousness (α = 1), the dependence on the commuter ratio for different
travel rates ω = 10−3, 10−1 and 10 is depicted in Figure4.6(b). The usual sigmoidal curve can
be observed only for high travel rates (ω = 10). For intermediate travel rates (ω = 10−1),
we observe the plateau at ε ∼ 10−1 and for smaller travel rates (ω = 10−2), we observe
the pronounced local minimum at ε ∼ 10−1. However, these analytical predictions are not
confirmed by numerical results. The zone of sharp increase of the sigmoidal curve is not
universal for all ω values.

4.4.5 Dependence on the infection rate
Finally, let us consider the dependence of the front velocity on the infection rate α. It is
usually tightly connected to the pathogens properties and cannot be modified as easy as all
other parameters. However, the infectiousness of diseases can span a range from5 R0 = 3− 4
for influenza, to R0 = 16− 18 for whooping cough (Keeling and Rohani, 2007). Besides, we
should not forget that all rate quantities are relative in respect to the reference one. Thus the
high infectiousness can mean the very low host mobility.

As it is seen in Figure 4.7(a),(b), the familiar from the previous sections sigmoidal analytical
curve starting from zero (for zero infectiousness there is no epidemic) is reproduced for both
cases of fixed travel rate (ω = 10−1, 1, 2) and fixed commuter ratio (ε = 10−2, 1, 2). The
analytical high infection rate limit depends on both the commuter ratio and the travel rate as

lim
α→∞

c =

√

2D

(
2 +

1

ε

)
(1 + 2ε)ω.

However, this is a delusion. Numerical results witness the surprising, ever-growing α-dependence
of the velocity. The increasing dependence of the velocity on the reaction rate may be an ar-
tifact of the continuum approximation, i.e. a continuous density of individuals implying an
infinitive number of agents. The flow of agents is proportional to the number of them times
the travel rate. Thus, in the system with an infinite number of agents, there is no restriction
on the velocity from the movements of single agents. The reaction rate is the only restric-
tion. This does not hold any more for a discrete system with a finite number of agents where
the upper bound on the velocity, namely, c ∼ Nω clearly has to exist. In the case of fixed
travel rates (4.7(b)) a non-monotonous theoretical dependence of the velocity on the com-
muter ratio for high infection rates, already seen in the figure 4.6(a), is depicted. However,
the non-monotonous behavior is not recovered in the numerics. The zone of strong increase is
ε- and ω-independent. Numerical solutions of the mean-field model can be described by the
analytical prediction in the range of small to intermediate infection rates.

Note that the unbounded velocity dependence on the infection rate obtained by numerical
integration can be observed in the ordinary FKPP case as well. In Figure 4.8, analytical

5The basic reproduction number in the case of the SIS or the SIR epidemics reads R0 = α/β. Refer also to
Chapter 2.
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Figure 4.8: Dependence c(α) of
the front velocity on the reaction
rate for the random walk travel
(blue line) and bidirectional recur-
rent travel (red line) obtained as the
result of numerical solution of the
system of ODEs. While the high re-
action rate limits coincide for both
models and deviate from the analyt-
ical predictions (dashed lines) given
by (4.25) and (4.30), the small re-
action rate asymptotics is well de-
scribed by analytical predictions for
both models.

velocity predictions for epidemics, mediated by recurrent host movements and by random
walk, are compared. The analytics yields a perfect agreement with numerical integration in
the range of small to intermediate infection rates in the FKPP case as well.

Various limit cases as well as asymptotic Taylor expansions of the formula (4.23) in large
or small parameter ranges are summarized in Tables 4.1 and 4.4.5. Misleading results not
confirmed by numerical integration are marked in red. Besides the above-discussed features
the following can be noticed. For small values of the travel rate, the asymptotic predicts a
linear dependence on the travel rate. Rather surprisingly, this is also true for a system with a
finite agents number but is not true in the mean-field case (cf. Section 4.5) as revealed by the
numerical integration. For high travel rates, it is only the additional term proportional to ω−1

to the limit velocity value in which the travel rate comes into play. For high commuter ratio,
we also have the proportionality to ε−1 only in the correction to the high commuter ratio limit.
Thus, both the travel rate and the commuter ratio in this sense behave very similarly in the
regime of large parameter values.

4.4.6 Front shape
The shape of the epidemic front and the front velocity in the FKPP model stay in immediate
relation to each other (Murray, 1993). We can assume that in the co-moving frame, the leading
front of the wave is also given by the decaying exponential u(z) = u0e−sz. After linearization
of (4.18), we obtain the relation between the decay coefficient of the exponential s and the
front velocity

c = Ds +
α

s
.

Having in mind the minimal velocity (4.25), we obtain the decay coefficient

s =

√
α

D . (4.33)
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Table 4.1: Asymptotic expansions of Equation (4.30) for the extreme values of the travel rate ω and
the commuter ratio ε. The infection rate α was taken as the reference parameter. Results not confirmed
by numerical integration are marked in red.
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Table 4.2: Asymptotic expansions of the general formula (4.30) for extreme values of the infection rate
α. Expressions in red are not confirmed by numerical solution of the original system of ODEs (4.20).

We can proceed analogously in the case of bidirectional movements. However, this approach
reveals a surprise. Namely, calculations similar to those performed above for the FKKP model
predict the non-monotonous dependence of the decay coefficient on the travel rates

s = −

√
2

D

(
1 +

ω2

ω1

)
α + ω2 + 2ω1

α− ω2 − 2ω1
. (4.34)

However, from Figures 4.9 and 4.10, in which front shapes for the SIR epidemics are depicted,
we observe, that the decay exponent s decreases monotonously with the travel rate. This may
indicate that the asymptotic is not exponential on long scales, because this ansatz fails to
reproduce the real dependence of the front, or this ansatz is not valid because u and v, taken
alone, does not fulfill it.
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Figure 4.9: Front shape of the SIR
epidemics for the random walk (blue
stars) and the recurrent (red diamonds)
movement pattern of the hosts for three
values of travel rates ω = 0.1, 1 and 10.
Other parameters: α = 1, β = 0.1.
We considered 200 locations with pop-
ulation size N = 100. Insets shows the
sames curves in linear scale.

Note that in the limit of high travel rates we obtain from Equation (4.34)

lim
ε→∞

s =
1

d

√
1 + 2ε

ε
, (4.35)

which coincides with the result (4.46)6found in Section 4.4.7.
In Figure 4.9, the wave front for the case of the SIR epidemic is compared with the wave

front for the FKPP model. While the fronts seems similar for small travel rates, the difference
becomes more apparent with an increasing travel rate. Here again, as in Section 4.4.2, we
have introduced the effective travel rate and the commuting ratio for the bidirectional model
in order to compare both models. In Figure 4.10, front shape of the model with recurrent
movements for different values of the commuter ratio (ε = 0.1, 1, 10) is compared with the
direct coupling model and the incomplete SI0 direct coupling model.

4.4.7 Epidemics with direct coupling
Now we consider the direct coupling model (see Chapter 2). As it was shown in Section
4.2, for a general graph topology, the directly coupled model arises from the model with
recurrent host movements in the limit of large travel rates. In the present section, we start
from the heuristic direct coupled model, obtain the corresponding continuum limit equations,
and analyse its characteristics, such as the wave front velocity and the slope of the wave front
using our knowledge of the relation between coupling strengths and actual travel rates of
individuals obtained in Section 4.2.

We start with the following scheme of the chemical reactions describing the SI epidemic in
one particular location n

6To be specific, (4.46) gives the slope for the full SI model. As will be discussed in Section 4.4.7, the slope of
the SI0 wave (4.35), which we are discussing now differs by a square root of two from (4.46).
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Figure 4.10: Front shape for
SIR epidemics for different
values of commuter ratio ε =
0.1, 1 and 10 calculated nu-
merically by solving the set
of corresponding ODEs. Red
symbols denote results for the
recurrent model for ω = 0.1
($), ω = 1 (♦) and ω =
10 (&). Blue symbols de-
notes results for the direct cou-
pled model with neglected sec-
ond neighbour coupling (4.45)
(!) and the full direct cou-
pled model (4.37)(◦). Infec-
tive rate α = 1, recovery rate
β = 0.1, 200 locations with
population size N = 100. In-
sets shows the sames curves in
usual scale.

In + Sn
α→ 2In

Im + Sn
αεnm→ Im + In

In
β→ Sn

where we have phenomenologically introduced the coupling strength εnm, characterizing the
effective ever-presence of individuals due to their frequent travel. Thus, we can extend the
usual SIS kinetic equation for one particular location n to

∂tIn =
α

N
(N − In)×

(
∑

m

εnmIm

)
− βIn.

As previously mentioned in Chapter 2, such a description is rather straightforward and is fre-
quently used in epidemiological models (Rushton and Mautner, 1955; Daley and Gani, 1999;
Camitz and Liljeros, 2006; Viboud et al., 2006). Phenomenologically introduced coupling
strengths εnm are unknown although they may be in principle derived a posteriori from epi-
demiological data using some heuristic assumptions and by fitting model parameters to the
actual course of a past epidemic. However, as we showed previously, the coupling strengths
can be derived immediately from the assessable quantities such as travel rates, given they are
sufficiently high, using Equations (4.14) and (4.13). If we consider the homogeneous chain
of locations once again, i.e. all locations are of the same size (see Figure 4.4) labelled by the
index n = 1, . . . , N and use the ratio of commuters ε = ω1/ω2 (cf. Section 4.4.2), then we

80



4 Epidemic spread due to recurrent host movements

obtain for the coupling strengths:

εnm =
δnm + (1− δnm) ε

(1 + 2ε)2
. (4.36)

We assume equal coupling strengths between the next-neighbors εnm = εδn±1,m and self-
coupling εnn = ε0. Then we can write

d

dt
In =

α

N
Sn[pn−1

n−2p
n−1
n In−2 + (pn−1

n−1p
n−1
n + pn

n−1p
n
n)In−1

+(pn−1
n pn−1

n + pn
np

n
n + pn+1

n pn+1
n )In

+pn+1
n+2p

n+1
n In+2 + (pn+1

n+1p
n+1
n + pn

n+1p
n
n)In+1]− βIn, (4.37)

where from (4.36) and (4.14) we obtain

d

dt
In =

α

N(1 + 2ε)2
Sn

[
ε2(In−2 + In+2) + 2ε(In−1 + In+1) + (1 + 2ε2)In

]
− βIn. (4.38)

If dynamics in the neighbor locations is similar enough, i.e. In−1−In

In
, 1, we can make use of

the Taylor expansion

In±1 = I(x± d) ≈ I(x)± d∇I +
d2

2
∆I

and similarly for In±2. Inserting the Taylor approximation into Equation (4.38), we obtain

∂tI =
α

N(1 + 2ε)2
(N − I)

[
(4ε2 + 4ε + 1)I + (4ε2 + 2ε)d2∆I

]
− βI.

Thus, for the density of infectives u = I/N in one location we have

∂tu = α(1− u)D̃∆u + α(u" − u)u, (4.39)

where u" = 1− β/α and

D̃ =
2εd2

1 + 2ε
. (4.40)

We should note here that the similar continuum limit equations were obtained phenomenolog-
ically in more general form in (Lopez et al., 1999) and recently in (Postnikov and Sokolov,
2007). However, no connection of coupling strengths in the continuum limit to microscopical
travel mechanism have been considered so far. This leads to the effective coupling only to the
next neighbors (cf. Section 4.4.7.1) although Equation (4.37) witness coupling to the second
next neighbors as well.

Equation (4.39) cannot be solved analytically. If however, we consider the SIR infectious
dynamics, then one can show that the first integral of the ordinary differential equations ob-
tained by using the travelling-wave ansatz exists. For example, in (Postnikov and Sokolov,
2007), such continuum version of SIR epidemics with phenomenologically direct coupling
was considered, given by equations

∂tu = α(1− u− w)(u + D̃∆I)− βu (4.41)
∂tw = βu, (4.42)
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where u is now the density of infectives, v is the density of susceptibles and w is the density
of recovered individuals from one particular location. In the comoving frame the invariant for
the continuum version of the directly coupled SIR epidemic reads (Naether et al., 2008)

ln v +
αc

β
w +

αD̃c

β
w′′ = 0

leading to the solutions of the equations 4.41,4.42 in a closed form

v(z) =
1

2

[
1 + tanh

(
c

8αD̃
(z − z0)

)]

u(z) = 1− v(z) +
β

α
ln v(z)

with the density of recovered individuals w = 1− u− v.

4.4.7.1 Front velocity

Inserting the travelling wave ansatz u(x, t) = U(x − ct) into Equation (4.39), we obtain the
ordinary differential equation

−cU ′ = α(1− U)D̃U ′′ + α(U" − U)U.

We can reduce this second order differential equation to the system of first order ones:
{

U ′ = V

α(1− U)D̃V ′ = −α(U" − U)U − cV.

After the change of variable z → ζ , such that dV
dζ = −α(1− U)D̃ dV

dz , to get rid of singularity,
the system of equations reads

{
U ′ = α(1− U)D̃V

V ′ = −α(U" − U)U − cV
.

As expected, fixed points of the system are (U, V ) = (0, 0) and (1, 0). To fulfill boundary
conditions: u → 0 if z → ∞ and u → 1 if z → −∞, a trajectory (heteroclinic orbit) should
start in the unstable fixed point (1, 0) and go without oscillation (u ≥ 0) straightly to the stable
one (0, 0). To determine the conditions under which this is possible, we can perform the linear
stability analysis for the zero-fixpoint (0, 0). For this, we have to solve the eigenvalue problem
(A− Iλ)X = 0, with the determinant

det(A− Iλ) =

∣∣∣∣
−λ αD̃
−αU" −c− λ

∣∣∣∣ .

Solutions of the secular equation are

λ± = − c

2
± 1

2

√
c2 − 4α2D̃U".
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Thus, for the zero fixed point to be stable7 we should require

c ≥ 2α
√

D̃U". (4.43)

For steep enough initial conditions, the last inequality becomes a strict equation (Murray,
1993). The corresponding velocity is called the minimal velocity and it is selected from all
other possible ones (Kessler et al., 1998). Note that from Equation (4.40) follows for the
velocity

c = 2αd

√
2ε

1 + 2ε
U". (4.44)

If we compare the last result with the high effective travel rate limit of our full bidirectionally
coupled model (4.31), i.e. cbd = 2αd

√
ε/(1 + 2ε), we observe that it differs from (4.44) by

a factor of
√

2. That is an artifact of the SI0-model, where only infectives were assumed to
travel. Indeed, for the SI0-model

d

dt
In =

α

N
Sn(pn

n−1In−1 + pn
nIn + pn

n+1In+1)− βIn (4.45)

because the probability for a susceptible to be at home is unity and further

d

dt
In =

α

N(1 + 2ε)
[In + ε(In−1 + In+1)]− βIn.

Thus, finally
∂tu = α(1− u)D̃SI0∆I + α(u" − u)

with D̃SI0 = εd2

1+2ε leading as expected to the velocity (4.31). Thus, even in the high commuter
ratio limit, the prediction from (Postnikov and Sokolov, 2007) is valid only for infectives
travelling and immobile susceptibles, leading to the nearest neighbor coupling instead of the
considered above the second nearest neighbor coupling.

4.4.7.2 Front shape

If we consider the front shape U(z) on long distances (z → ∞), we see from (4.39) that
it is determed mostly by the exponential growth term. Thus we can approximate it by the
exponential U(z) ∼ e−sz (Murray, 1993). Inserting this ansatz into (4.39) and allowing terms
only of the first order in U , we have

αD̃s2 − cs + αU" = 0.

Thus, for the wave front slope we obtain

s =
c

2αD̃



1±

√

1− 4α2D̃U"

c2



 .

7Note, that c > 0.
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One can show that, if the initial conditions are steep enough, the front moves with the minimal
velocity c = 2α

√
D̃U" (4.43), and hence, it follows for the slope exponent

s =

√
U"

D̃

or in terms of the commuter ratio ε using (4.40)

s =

√
(1 + 2ε)U"

2εd2
. (4.46)

This dependence of the wave front slope on the commuter ratio is illustrated in Figure 4.11. If
there are a few commuters (ε , 1), we obtain very large values for the slope s (almost vertical
slope) which correspond to an almost very slow epidemic spread equivalent to a hopping of
the epidemic among locations. If there are many commuters (ε 5 1), the slope of the wave
front is bounded from below by limε→∞ s =

√
U"/d. This is also illustrated in Figure 4.10,

in the case of SIR epidemics8. Another noticeable property of the expression (4.46) is the
independence of the slope on the infection rate in the SI-case (β = 0) or slight dependence in
the SIS-case contrary to the analogous result for the ordinary FKPP model (4.33)

sFKPP =

√
αU"

ωD
.

Thus, for the front shape of the directl coupling model, the reaction rate plays almost no role.
However, in the limit of high travel rates, the FKPP wave front slope is almost zero (s → 0)
contrary to the bidirectionally coupled model which has a slope bounded from below. Front
shape stays in immediate relation to the velocity. In Section 4.5, we will discuss effects of
finite number of agents on the front-speed and the ansatz due to Brunet and Derrida (Brunet
and Derrida, 1997) . Their prominent result states that the deviation from the analytical ex-
pression for the minimal velocity scales as δc ∼ 1/(ln N)2 with the number of agents pro
site N . This effect can also be found in our case. The velocity arising in different coupling
schemes may vary by a prefactor in this relation. Furthermore, in the light of the artifact of
continuous description discussed in Section 4.4.5 leading to the unbounded velocity depen-
dence on the infection rate, it is worth to numerically check the dependence of the front shape
on the infection rate.

Note that in the case of SIR epidemics, the result (4.46) for the leading front of the density
of infectives still holds. In the SIR epidemics, we have the rear front as well. One can assume
u(z) ∼ erz for a region far away from the bulk of infectives, where the number of infectives is
very small and the number of recovered is approximately unity (w ≈ 1). Then the linearized
version of equations (4.41) reads

∂tu ≈ −βu.

Thus, for the coefficient in the exponential for the rear front we have

r =
β

2αd
√

1− β/α

√
1 + 2ε

2ε
, (4.47)

8The leading front in the SIR model is essentially the same as in the SIS epidemics considered so far.
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Figure 4.11: Dependence of the slope
decay exponent s(ε) of the wave front
on the ratio of commuters ε in the di-
rect coupling case , Equation (4.46).
The SI epidemic was considered (β =
0).

leading to the flattening of the rear front with the increasing commuter ratio, as can be ob-
served in Figure 4.10 where numerically calculated fronts for different models and different
commuter ratios ε and infection rates α are compared. Note that for both rear and leading
fronts, the dependence on the commuter ratio is similar (cf. (4.46) and (4.47)). The result
(4.47) is in accord with (Postnikov and Sokolov, 2007), in the case of high commuter ratio
and no self-coupling if we recall the discussion from Section 4.4.7.1. Note also that in (Post-
nikov and Sokolov, 2007), an attempt was undertaken to explain the Kendall wave shape with
a long rear front, which can not be accounted for by the common reaction-diffusion approach.
We see that our approach can deliver even more variability in the front shapes, depending on
the parameters in particular on the commuter ratio and travel rate.

We can conclude that the model of infectious spread with recurrent movements can be
reduced to the direct coupling model only in the limit of high travel rates. Phenomenologically
introduced coupling strengths can be related to individual travel rates. The continuum limit
equations are structurally different from the FKPP case. The epidemic wave front shape looks
very different from its counterpart in the reaction-diffusion framework.

4.5 Numerics and stochastic
The epidemic model due to recurrent host movements on a one-dimensional lattice, formulated
in Section 4.4.1, can be stochastically simulated 9on a computer. In the present section the
results of extensive numerical simulations are presented and new insights beyond the mean
filed picture are analysed and discussed.

9The essential part of the software for numerical simulations was provided by Benjamin Schwenker whom I
express my gratitude at this place. Details of the applied numerical algorithms can be found in his diploma
thesis (Schwenker, 2008)
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4.5.1 Brunet-Derrida scaling
In Figure 4.12, the dependence c(ω) of the front velocity obtained from numerical simulations
on the travel rate for different epidemiological models (SI0, SI and SIS) is presented. Without
loss of generality, we took equal forward and backward travel rates ω1 = ω2 = ω. For
comparison, the dependence of the front velocity on the travel rate for the ordinary FKPP case
is depicted as well. We observe a good agreement with our theoretical prediction. Note also
that standard deviations of the velocity for different realisations denoted by error bars are very
small and similar in the FKPP and recurrent case. However, the velocity obtained from the
stochastic simulation for SI0 model is slightly lower, than the mean field prediction. This is
no surprise, because, in the ordinary FKKP case with a random walk travel pattern, the effect
of discreteness already leads to the attenuation of the wave. One can incorporate fluctuations
using field theoretical methods and obtain the stochastic differential equation for the FKPP
case (Pechenik and Levine, 1999)

du = αu(1− u)dt + D∆udt +
σ√
N

√
u(1− u)dW (t).

The analysis of this equation shows the deviation of the front velocity from the continuum
limit prediction scales with the average number of agents per site N as

δc ∼ 1

(ln N)2
. (4.48)

The more insightful explanation of this phenomena is due to Brunet and Derida (Brunet and
Derrida, 1997), and even earlier due to Bramson (Bramson, 1983). Still adhering to the mean-
field model, they assumed, that the reaction cannot take place if th concentration of species is
below some cut-off value ε ∼ N−1. Diffusion was however, allowed. They showed that the
difference between the mean-field velocity prediction and that of the model with the cutoff is
given by (4.48). This result was obtained by many different methods, although the prefactor
recovering the equality in (4.48) is not unique (Panja, 2004). In Figure 4.13, the dependence
of the front velocity on the number of agents per site for an SI epidemic is presented in the
case of recurrent host movements. A very good agreement with the scaling expression (4.48)
is observed. One can hope to apply the same cutoff approach to our model with bidirectional
travel, what is a non-trivial task in our case. One could try e.g. with the following ansatz (for
the SI0 model)

∂tu = α[1− uϑε(u)− vϑε(ε)][uϑε(ε) + vϑε(ε) + D∆v) + ω2v − 2ω1u

∂tv = 2ω1u− ω2v. (4.49)

Since we want the effective diffusion or supply with infectives to be sustained, we cannot
introduce a cutoff before the Laplacian. Thus, we take in account fluctuations in the reactions
within the population but not in the reactions where contacts with neighbours take place.

One can further investigate the temporal relaxation properties of the velocity towards its
analytical mean-field prediction and the role of initial conditions à la (Kessler et al., 1998).
Their results are based on consideration of the FKPP model as a limit case of the real Ginsburg-
Landau equation.
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Figure 4.12: Dependence c(ω) of the epidemic front velocity on the travel rate. Symbols represent
results of the agent-based stochastic simulations of the FKPP SI model (blue ones) and to the SI0 model
with recurrent travel (red ones). Solid and dashed lines denote analytical predictions for the FKKP SI
(4.25) and the bidirectional SI0 (4.24) models respectively. The dash-dotted line denotes the high
commuter ratio limit of the velocity of the directly coupled SI model given by (4.44), or equivalently,
the high travel rate limit of the recurrent SI model. The number of agents pro site, N = 104 and
recovery rate for the SIS model, β = 0.1.

4.5.2 Behavior of the front velocity for small travel rates
Figure 4.14 presents a surprising result in the behavior of the front velocity for very low travel
rates. We observe the noticeable deviation of the stochastic results denoted by symbols from
both the analytical prediction (4.24) (solid black line) and the results of the numerical solution
of the system of ODEs (4.20)(solid blue line). In the regime of low travel rates, we not only
expected, but also really observed similar behavior for the FKPP model. The analytical result
(4.25) for the FKPP model (dashed line) does not reproduce numerics as well. Note that
in the case of small local concentrations, we have a linear dependence on the travel rate, or
equivalently, on the diffusion coefficient (Mai et al., 2000).

The deviation of the numerical solution from the Monte Carlo simulations occurs for small
ω, which are due to the finite number of agents we are considering. In the figure, the crossover
from the linear scaling with ω to the numerically obtained one is also noticeable. It can be

87



4 Epidemic spread due to recurrent host movements

102 103 1040.8

0.85

0.9

0.95

1

1.05

Fr
on

t v
el

oc
ity

 c

Population size N
 

 

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

δc

 

  
y = − 0.0025*x + 0.32

1/(ln N)2
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interpreted as follows: if we consider very small travel rates — thus the infection rate is very
large (α 5 ω) — an outbreak takes place almost instantaneously and the epidemic essentially
hops from an affected location to non-affected one. It also explains why the results for small
travel rates for the recurrent system, and for the reaction-diffusion, are the same. The rate of
such hopping is proportional to Nω, i.e. to the flow of individuals between locations, where N
is a number (or average number in the FKPP case) of individuals pro site. This is illustrated in
Figure 4.15. The crossover from discrete to continuous behavior takes place when α ∼ ωN ,
i.e. ωcrossover ∼ αN−1.

Note that the slow convergence of the velocity towards zero with decreasing travel rate
can be understood from the following considerations. Let us consider just two locations with
agents which can hop between them. Without loss of generality we consider the SI epidemic.
At the beginning of the epidemic the number of infectives in the second location is small and
we can linearize the standard SI kinetic equation (2.17)

dj2

dt
= αj2 + ωj1,

where we have neglected the backward flux of the individuals from the second location. By
j1 and j2, we have denoted concentrations of infectives in first and second locations. This
equation can be integrated by means of the integrating factor

j2(t) = eαt

∫ t

0

dτj1(τ). (4.50)

The solution of the SI model for the first location (as if it was isolated) reads

j1(t) =
1

1 + ae−αt
, (4.51)

where a = 1−j1(0)
j1(0) . Inserting (4.51) into (4.50) and performing integration, we obtain

j2(t) = eαtω

(
ln

1 + ae−αt

1 + a
+ ln eαt

)
.
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Figure 4.14: Front velocity dependence c(ω) on low travel rates. One observes deviations of the front
velocity for low travel rates from the analytical predictions (4.24). The thick blue line denotes the
velocity obtained by the numerical solution of the mean-field equations (4.20). Symbols denote results
of the numerical simulations for different number of individuals per location N . The dashed curve is
the analytical result (4.52). The dependence c(ω) in the FKPP case is denoted by the dashed-dotted
line.

For large times ln(1 + ae−αt) ≈ 0, the exponential growth overcomes the logarithmic one and
thus

j2(t) ∼ ωeαt.

If we are interested in the lag time between outbreaks of the epidemics, i.e. ∆τ(q) = τ2(q)−
τ1(q), where τ1 and τ2 are times moments at which the concentrations of infectives attains
some particular value q in the first and second location, then we have

∆τ(q) ∼ ln
q

αω
− ln

q

1− q
− ln a,

where we have used an expression for the t(j1) dependence for a SI model which can be easily
derived from (4.51). Choosing q = 1/2, we obtain for the velocity c = ∆τ−1

c ∼
(
− ln

αω

2
− ln a

)−1

. (4.52)
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Figure 4.15: Dependence c(N) of the
front velocity on the number of agents
pro site for small travel rates (ω =
10−6) as obtained by stochastic numer-
ical simulations. The solid line is the fit
lg c = 1.06 lg N − 6.51 or c ∼ N1.06.

This expression gives the slow convergence towards zero, which is in agreement with the
results obtained by numerical solution of the system of ODEs. From (4.52), for ω → 0, the
velocity falls to zero as expected.

One can conclude that, the numerical solution of the ordinary differential equations (4.20)
on a lattice describing the epidemic due to the recurrent transport as well as the simulation
of the full stochastic model defined by the system of reactions (4.19) support the theoretical
results obtained by analysis of the continuum equations (4.22) very well. A finite number of
agents result in deviation of the front velocity towards smaller values. The deviation scales
according to the Brunet-Derrida model in the case of moderate and high travel rates. In the
case of low travel rates, the velocity depends linearly on the number of agents pro site. In low
travel rates regime with increasing number of agents, we obtain a crossover from the linear
dependence on the travel rate to a very slow inverse logarithmic convergence of the velocity
towards zero with decreasing travel rate. We explained this dependence by considering the
inverse of the delay time between epidemic outbreaks of just a pair of locations.

4.6 Epidemics on networks
In the previous sections, we have considered epidemic spread due to recurrent host movements
on a chain and obtained corresponding continuum equations. However, the one-dimensional
support constitutes the simplest possible setting. All real situations exhibit much more com-
plex, network-like topologies for interconnectivity structure of different locations. In (Gastner
and Newman, 2006), some real transportation networks were considered, e.g. highway net-
work in the USA is reminiscent of a random Erdős-Rényi (ER) network, while air transporta-
tion network is reminiscent of a small-world, scale-free network (Watts and Strogatz, 1998;
Albert and Barabási, 2002).

In the context of epidemiology, there were numerous attempts to incorporate transportation
networks, e.g. such as aviation or road networks. However, either dispersive, e.g. (Hufnagel
et al., 2004) or direct coupling approaches, e.g. (Camitz and Liljeros, 2006) were consid-
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ered. Note that the success of the random walk approach in the SARS case (Hufnagel et al.,
2004) can be explained by the small world feature of the global aviation network and small
incubation period of the disease. In Section 4.3, we have seen that the eigenvalues of both epi-
demics due to random walk and recurrent travel coupling coincide if individuals are equally
distributed over locations. In Section 4.5.2 we have found that very slow travel rates lead to
the same front velocity in both recurrent and random walk models. The success of the direct
coupling model is due to the frequent commuting over short distances, because, as we have
seen in Section 4.2 the model with recurrent movements is equivalent to the direct coupled
one in this case.

Thus, a question arises if, and how, our results from previous sections can be extended to
the case of complex network topologies. In the present section, we discuss a general case
of networks, with nodes representing locations, and edges representing connections between
them. Generally expect that the effect of attenuation of the speed of the epidemic wave as com-
pared with the random walk travel pattern becomes less pronounced if we consider network
topology. In general, much more links and thus ”escape” routes for epidemic are available
and recurrent movements play less important roles. This is confirmed in Figure 4.16, where
for both random walk and recurrent travel, the dependence of the fraction of infectives in
the SI epidemic is presented for one dimensional chains with coupling to different number
of the next neighbors k = 1, 2 and 10. However, the detailed exploration of the parameter
space and extensive stochastic simulations may reveal new unexpected effects. One of the
important questions which need to be answered is about the dependence of the effective basic
reproduction ratio on particular network properties (Arino and van den Driessche, 2003).

Another interesting aspect we will dwell on, is disorder, which can be very important for
various spreading phenomena. In Chapter 3, we have already seen that disorder can lead to
acceleration of the superdiffusive processes (Belik and Brockmann, 2007). The recent study of
the SARS-epidemic on the aviation network (Hufnagel et al., 2004) indicates that the disorder
in travel rates can increase the predictability of the epidemic dynamics. Which role disorder
or inhomogeneity plays in the dynamics of the spreading phenomena in the metapopulation
network with bidirectional movements of individuals, remains an open question. As opposed
to the regular lattices, random metapopulations networks permit two kinds of disorder. The
first one is immanent in the random topology due to different degrees of nodes. The second
one is inherent in different population sizes or capacities of single nodes. Certainly, the two
types of disorder cannot be separated. They are actually always interwoven. We will propose
several ways to incorporate disorder into our model and relate it to the empirical data.

4.6.1 Modelling travel rates
In Section 3.1, in which we have defined the model for bidirectional travel on star-like topolo-
gies, we have introduced forward and backward rates ωn

mn and ωn
nm for species belonging to

the node n. For a homogeneous lattice with travel only to the next neighbor locations, it was
a rather straightforward assumption to consider just two different values for the forward and
backward rates, ω1 and ω2 (cf. Section 4.4). In the case of travel to further locations and
inhomogeneous lattices, it is not obvious how to incorporate the dependence of the travel rates
on e.g. distance from the home location or on population sizes of home and remote locations.
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Figure 4.16: The dependence of the
time-course of the SI epidemic on the
number of nearest neighbours k, al-
lowed for agent movements. The ran-
dom walk travel model (red lines) and
the bidirectionally coupled model (blue
lines) are compared. Infection rate,
α = 1 and travel rate, ω = 1.

Information usually available are just flows of individuals, e.g. humans, among different loca-
tions without specification to which location they belong to. Assessment of fluxes of humans
is possible by indirect methods alongside with a direct census, as done e.g. by survey authori-
ties10. For example, one can use some entities as movement trackers: money bills (Brockmann
et al., 2006) or trackable items moving between geocaches (Brockmann and Theiss, 2008b).11

The data on flows were frequently used to get transition probabilities under the assumption of
random walk travel (Hufnagel et al., 2004) or not precisely (cf. Section 4.2) to get coupling
strengths (Viboud et al., 2006; Camitz and Liljeros, 2006) in epidemiological models. Even
if the flows are available, one cannot uniquely determine the travel rates. It is not enough
to know the flows of individuals among different locations to determine the parameters ωn

mn.
Generally for every location n, we have 3× kn unknown parameters, where kn is the number
of neighbor locations. These include forward and backward return rates ωn

kn, ωn
nk and station-

ary distribution of the individuals over different locations Nk
n . The flows between locations

can be imaginably split into two flows of individuals belonging to different cities. Indeed, the
flow between two locations m and n consists of two terms:

Fnm = ωn
nmNn

m + ωm
nmNm

m .

The first term describes individuals which belonging to location n, have visited location m and
are returning to their home location n. The second one describes individuals who, belonging
to the location m, leave it for location n. Swapping the indices m and n gives the flow
in the opposite direction Fmn. Assumption of the detailed balance leads to Fnm = Fmn.
Additionally, the detailed balance has to be fulfilled separately for individuals from a particular
location:

ωn
nmNn

m = ωn
mnN

n
n .

10www.bts.gov, www.destatis.de
11Geocaches are usually some collections of small objects (travel bugs) which are hidden at some picturesque

places and supposed to be found with a GPS navigation divice. Their coordinates are published on the
internet. Geocashing is a modern version of fox hunting with radio devices. It offers a lot of fun for its
devotees. See also www.geocaching.com
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Moreover, the conservation of the population sizes implies
∑

m&=n

Nm
n = Nn. (4.53)

Hence, we have 2× kn + 1 conditions on 3× kn parameters and thus cannot determine them
uniquely. As more data of high resolution on human or animal movements become available
from e.g. mobile phone tracking (González et al., 2008) or animal telemetry12 (Cooke et al.,
2004), the direct assessment of travel rates may even become possible. But until then, we are
predestined to make some assumptions on the values of the travel rates or use only available
information. We can propose a zoo of different models incorporating ingredients such as
geographical distance and local population sizes.

4.6.1.1 Topological disorder

First, let us consider the situation when the travel rate of all individuals is equal to ω and
initial population sizes on every node are the same Nn(t = 0) = N0. Commuters are equally
distributed among all neighbor locations. As we have already mentioned in Section 3.1, if we
observe our population system with only travelling dynamics for a sufficiently long time, the
steady state will be attained with the following real population sizes (4.6)

Nn" = N0

[
1

1 + kn
+

kn∑

m=1

1

1 + km

]
(4.54)

as compared to Nn" ∼ N0 for the random walk travel with an equal travel rate (David and
Brockmann, 2009) and N"

n ∼ N0kn in the case ωnm ∼ k−1
m (Collizza et al., 2007). The

(in)dependence of ω on the nodes degree is not a trivial question even in the case of ordinary
random walk travel. Thus, given the degree distribution p(k) and possible correlations among
neighbors, the distribution of real population sizes p(N) can be assessed in principle. Note
that (4.54) witnesses greater variability in the population sizes than initially given ones. This
may lead to greater variability in the overall time course of the epidemics. In Figure 4.17, the
equilibrium cumulative distribution of the population sizes F (N/N0) for random Erdős-Rényi
networks with the average degree 〈k〉 = 10 and with 100 nodes is presented. From (4.54), one
can approximate

N/N0 ≈ k/〈k〉. (4.55)
Hence, for a Erdős-Rényi network with the nodes degree distribution given by the Poisson law
p(k) = e−〈k〉〈k〉k/k! (Albert and Barabási, 2002), we can calculate the cumulative distribution
of the stationary population sizes

F

(
N

N0

)
≈ 〈k〉

e

k≤N/N0∑

n

1

n!
.

From (4.55), is clear that the variance of the equilibrium population sizes decreases with in-
creasing average node degree 〈k〉. Thus, large connectivity leads to smoothing of the real
population sizes. Real populations become more homogeneous.
12www.movebank.org

93

file://localhost/tmp/lyx_tmpdir4902VocvqW/lyx_tmpbuf0/www.movebank.org


4 Epidemic spread due to recurrent host movements

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N/N(0)

F(
N
)

<k>=100 <k>=10

,

Figure 4.17: The dependence of the
equilibrium population size distribu-
tion F (N/N0) (red line) on the av-
erage node degree 〈k〉 of the ran-
dom Erdős-Rényi network with 1000
nodes. Blue lines represents the distri-
bution F (k/〈k〉). According to (4.55)
F (N/N0) ≈ F (k/〈k〉).

Having considered the consequences of network topology in a homogeneously populated
network, we will propose models for populational or capacity disorder. One important as-
sumption concerns the backward travel rate ωn

nm (n += m) which can be set to a constant
ωn

nm = ω−. This implies that all individuals spend almost the same amount of time at their
non-home places. This assumption was also used in (Keeling and Rohani, 2007).

4.6.1.2 Equal commuter ratios independent of the location

One can argue that if individuals, in particular humans, decide to move to some location, they
take the population size (alternatively, one could take the capacity) of the destination into
account. If there are many of individuals in a remote place, there are also more appealing con-
ditions. Also, in order to choose one location from many alternatives, an individual needs to
consider the relative size of the destination. If we assume that the forward rate is proportional
to the relative size of the distal node, we can write down

ωk
nk = ω+ Nn

n Ank∑
m Nm

m Amk
(4.56)
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with the adjacency matrixA13. This leads to condition
∑

n&=k ωk
nk = ω+ and thus we guarantee

equal total commuter ratio
εk =

∑

n&=k

Nn
k /Nk

k = ω+/ω−

for all locations. Because Nk
k = Nk(1 + εk) and εk = ε0 is equal for all nodes, we obtain

ωk
nk = ω+ NnAnkP

m NmAmk
. Thus, there is no difference which population size, actual Nk or nominal

Nk, we consider in (4.56). In the spirit of the previous sections where epidemics due to random
walk and to recurrent travel were compared, we can calibrate these two models so that the total
flows between locations remain the same. To calculate the total flow, we first need to know
the partial flow of the k-species from k to n: F k

nk = ω+ AmkP
m"=k Amk

NnNk
1+ε0

. Thus, the total flow
from k to n is given by

Fnk = ω+ NnNk

1 + ε0
(K−1

k + K−1
n ).

Note the condition Nk
n = Nn

k is not fulfilled in this case. The last expression resembles the
common condition for diffusion on graphs with w ∝ K−1. In the case of a regular lattice, Fnk

reduces to
Fnk = ω+ NnNk

1 + ε0
2K−1

0 ,

where K0 is a number of neighbors of one lattice site.
However, the normalization over the size of the neighborhood may not be always important.

Sometimes there is no information available and e.g. only the distance plays a role.

4.6.1.3 Non-equal commuter ratios without normalization

Another model for the forward travel rate can be proposed, where no averaging over neigh-
borhood is performed

ωk
nk = γω+NnAnk.

For the travellers ratio, we have

εk = γ
ω+

ω−〈N〉k,

13Random networks or graphs are defined as a set of nodes with edges or links between them. Information
whether two particular nodes are connected is given by the adjacency matrix A

aij =

{
1 if i and j are connected
0 if i and j are not connected or i = j

It is obvious that if we postulate symmetric links, i.e. if i is connected to j then j is connected to i as well, the
adjacency matrix A is symmetric. One can consider different types of networks corresponding to different
adjacency matrices. To generate a particular network means to generate a particular kind of the adjacency
matrix.
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where 〈N〉k =
∑

n NnAnk is the size of the neighborhood of k and thus εk is generally
different for different k. Then the partial flow reads F k

nk = ωk
nkN

k
k = γ ω+NnNk

1+γ w+

w− 〈N〉k
and hence

Fnk = γω+NnNk

(
1

1 + γ ω+

ω−〈N〉n
+

1

1 + γ ω+

ω−〈N〉k

)
.

For γ, one can assume e.g. the global averaging γ ∝ 1
〈N〉 , where 〈N〉 = 1

M

∑
n Nn or introduce

the distance dependence γkn ∝ r−d−µ
kn , where r is the distance between k and n, d is the space

dimension and µ is the exponent responsible for either short or long-range movements. This
model can be applied to spatially embedded networks.

4.6.1.4 Rates dependent on the actual population sizes

In the previous models, we have used travel rates proportional to the nominal population sizes.
One can also try to use the actual size of population that remains at home

ωk
nk = γ × ω+Nn

n Ank, (4.57)

where e.g. γ = 1
Kk〈Nh〉

and Kk =
∑

n&=k Ank is the degree of the node k and 〈Nh〉 =
1
M

∑M
n=1 Nn

n is the average number of people staying at home in the entire population. With
these assumptions we obtain for the εk that determine the equilibrium

εk =
ω+

ω−
× 〈Nh〉k
〈Nh〉

where 〈Nh〉k = 1
Kk

∑
n&=k Nn

n Ank is the average number of people staying at home in the
locations accessible from k. Note that in the expression for εk the second fraction is of the
order of one, whereas the first fraction in small. Note however, that, if we assume (4.57), we
need to know

Nn
n = Nn/

(
1 +

∑

m

ωm
mn/ω

−

)
(4.58)

which is in turn is determined by some other wn′

n′n
. In principle, one can try to resolve these

dependencies self-consistently, starting with some initial distribution of the real home popula-
tions Nn

n , obtaining ωk
kn from (4.57), then gain Nn

n from (4.58) and so forth. Thus real home
population sizes lead to inconsistencies which need to be resolved.

4.6.1.5 Available flows

If the flows between locations are already known, one possibility to assess the travel rates is
to fix the fraction of individuals who are away at the moment, over individuals who stay at
home, i.e. to fix the already introduced commuter ratio (cf. Section 4.4):

εm
k =

Nm
k

Nk
k

. (4.59)
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E.g. one can set εm
n = ε0/kn, where kn is the number of neighbouring locations of the location

n (the nodes degree). Next, given the partial fluxes ωn
nmNm

n = ωn
mnN

n
n = γnmFnm, we obtain

for the backward rate which is now not fixed

ωn
nm = γnm

Fnmkn

ε0Nn
n

and for the forward rate
ωn

mn = γnm
Fnm

Nn
n

,

where from (4.53) and (4.59), Nn
n = Nn

(
1 +

∑
m&=n ε0/kn

)−1

. For travel rates of individuals
belonging to the city m, we should swap the indices and change γnm to 1− γnm. The simplest
possibility is to assume equal partial flows γ = 1/2. Further assumptions can be made on how
εm

n and γnm are related to degree and size of the nodes.
The next step should be the comparison of the models with random walk and recurrent

movements using the proposed models for the travel rates. The interlocation flows should be
kept the same in both models. In the random walk case, the transition rates are given through
ωkn = Fkn/Nn. One of the important questions is whether the network topology influences
the epidemics due to recurrent travel pattern in another way than epidemics due to random
walk travel pattern under disordered conditions. Two simple extreme cases are obvious. In the
all-to-all coupling network, there is almost no difference in the dynamics for the commuter
ratio corresponding to the equal time spent in neighboring and home locations. In the case
of regular lattice, the difference is most pronounced. One can argue that all other topologies,
including random networks, leads to intermediate behavior between these two extreme cases.

4.7 Perspectives
So far, we considered the recurrent transport mechanism in metapopulational epidemic sys-
tems, related this to the directly coupled model and analysed the continuum approximation.
However, there is still more to investigate on. Generalizations to two-dimensional support
and incorporation of long-range movements is still an open question. We argue, that in the
latter case the attenuation (as compared with the random walk mechanism) of the epidemic
spread is reduced. In the continuum limit, one can take into account fluctuations using field
theoretical methods (Doi, 1976b,a; Kree et al., 1989) or moment closure methods (Parham and
Ferguson, 2006). Thus far, we considered recurrent movements which are Markov processes.
One can also introduce memory for individuals, prohibiting visits to locations visited in the
immediate past. Even periodic movements corresponding to clear home-work rhythm could
be considered. The dynamics on network topologies need to be investigated in detail using the
models for travel rates incorporating inhomogeneity and spatial properties as proposed in Sec-
tion 4.6.1. It is important to know how network properties such as community structure and
modularity (Newman, 2006; Watts et al., 2005) influence epidemiological dynamics with re-
current transport. Within our framework, we can easily allow travel not only to next-neighbor
locations and returns over remote nodes. The problem of the limited length percolation (López
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et al., 2007) is also relevant in this context. Inhomogeneity of the human population (Liljeros
et al., 2001; Pastor-Satorras and Vespignani, 2000; May and Lloyd, 2001; Sokolov and Belik,
2003) could also be addressed. More complex kinds of epidemiological dynamics (Grenfell
et al., 2001) leading to synchronisation in the course of epidemic among different locations
require also inter-patch correlations to be considered (Hagernaas et al., 2004). Note, that re-
current movements are not only human specific behavior but could be pertinent to animal
systems as well.

The recurrent movements play a role not only in the epidemiological systems. There are
also many other situations where this mechanism may be encountered. One of possible appli-
cations of the recurrent movements is the transport of some items analogous to the transport
of pathogens in epidemiology. It can be e.g. money bills (Brockmann et al., 2006) or — as
previously mentioned — trackable items from geocaches (Brockmann and Theiss, 2008b). A
large field of of biological research is devoted to seed dispersal (Nathan, 2006). Seeds cannot
move by themselves and need to be transported by wind or herbivorous animals. Let us look
at the model for items dispersal due to recurrent movements more closely and compare it to
the random walk model.

We consider a situation in which items can be left somewhere independently of the indi-
viduals who transport them (seeds) and a setting in which items cannot be separated from the
individuals (some parasites, money bills). We consider a linear chain of locations with the
next-neighbour coupling. The first reaction system with an underlying random walk pattern
of individual movements reads:

An + Gn
α→ Agn

Agn
β→ An + Gn (4.60)

An
ω" An±1

Agn
ω" Agn±1,

where we denote the individuals without items by An, the individuals with items by Agn

and the items themselves by Gn. The second model accounts for recurrent movements of
individuals:

An
n + Gn

α→ Agn
n

An
n±1 + Gn

α→ Agn
n±1

Agn
n

β→ An
n + Gn (4.61)

Agn
n±1

β→ An
n±1 + Gn

An
n

ω" An
n±1

Agn
n

ω" Agn
n±1,

where An
m and Agn

m are the numbers of individuals with and without items, belonging to the
location m and being now in the location n. In Figure 4.18, the concentrations of items initially
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situated in the first location at different times are presented. Red lines corresponds to the first
random walk model, the blue one — to the second recurrent model. One can see, that as
expected, random walk movements pattern leads to stronger dispersal due to the same reasons
as in the case of epidemics. The interchange of items or pathogens depends on the probability
of being at a particular location and it does not change significantly with increasing travel rate
in the recurrent process. To quantitatively assess the model with items dispersal, one can try to
use methods which were already successfully applied for various reaction-diffusion processes.
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Figure 4.18: Concentration
of different items transported
by agents performing random
walk (red lines) or recurrent
movements (blue lines) at dif-
ferent times due to numerical
solution of the mean-filed ki-
netic equations corresponding
to (4.60) and (4.61) on a chain
with 100 sites. Parameters are
α = β = ω = 1 and initial
conditions G(x = 0, t = 0) =
1000.

Furthermore, our model with origin-dependent transition rates may be relevant for various
dispersal phenomena (Clobert et al., 2003), i.e. spread of species or invasion into new habitats,
such as the spread of genes (Novembre et al., 2008), influenza viruses (Russell et al., 2008)
or infectious vectors (Tatem et al., 2006). Miscellaneous ecological spatially extended sys-
tems with interacting species, such as prey-predator or Lotka-Volterra systems (Volterra, 1926;
Murray, 1993) are also of interest. Our approach can be applied even to such an exotic phe-
nomena as rumour spread (Boccaletti et al., 2006). In this context, various self-organisational,
non-equilibrium critical phenomena occurred (Horsthemke and Lefever, 2006; Stollenwerk
and Jansen, 2007), which can be described in the game-theoretical framework (Nowak, 2006;
Reichenbach et al., 2007) or by field-theoretical methods (Kuzovkov and Kotomin, 1988). We
expect to find similar phenomena also in our framework.

The field research, i.e. the empirical assessment the parameters of the models, is of utmost
importance and needs to be extended in future. Alongside with the direct methods such as
census surveys or tracking of individuals (González et al., 2008; Cooke et al., 2004) indirect
methods based on tracking of auxiliary items, could provide a reasonable alternative (Brock-
mann et al., 2006; Brockmann and Theiss, 2008b).

We wanted to draw attention to presice consideration of agent movements — mediators
of spread. Our approach was an attempt to capture essential features of human-mediated
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spreading phenomena. We hope that many other adequate models will be established in future.

4.8 Summary and discussion
In the present chapter, we derived from first principles the general model for the epidemics
spread due to host movements among different locations with transfer rates dependent on the
location of origin. Our model is able to take into account the recurrent and confined nature
of human movements revealed by recent empirical studies (Brockmann et al., 2006; González
et al., 2008). We have considered in detail the special case of recurrent host movements
to next-neighbor locations on overlapping star-like topologies (Sattenspiel and Dietz, 1995).
Analysis of the stationary properties of our model reveals that actual population size does not
necessarily equal to nominal population size.

We compared our model to diffusion-reaction and direct coupling models. The dynamics of
the total number of infectives in some location can be separated into the fully mixed reaction
part and transport part. However, the transport part can be reduced to neither the reaction-
diffusion nor to the direct coupling model without further assumptions (Section 4.2). The
widely used direct coupling approach can be derived from our formalism in the case of high
travel rates, when fast equilibration in respect to movements can be assumed. The coupling
strengths can be immediately related to the travel rates and underlying topology but in non-
trivial manner. However, travel rates are sometimes taken simply proportional to coupling
strengths (Camitz and Liljeros, 2006). We established the relation between the direct coupling
approach and the underlying travel pattern from first principles. We also found the range
of validity of the direct coupling model. Note that similar considerations could be found in
(Keeling and Rohani, 2007), although our approach is more systematic. Furthermore, we show
that the diffusion mediated spread can also be described within our framework.

In Section 4.3, we investigated an exemplary situation of just two locations. Even in such
a case, we observed the difference in the dynamics of epidemic outbreaks as compared to
conventional model with indistinguishable diffusing hosts. If the backward and forward travel
rates are equal, linear stability analysis reveals no difference between random walk and dy-
namics mediated by recurrent movements. This case also corresponds to equal time spent
by hosts in both locations and implies the maximal synchrony between two populations, cf.
(Keeling and Rohani, 2005). To assess the effect of recurrent movements, we have introduced
the commuter ratio, defined as the ratio of the number of agents sojourning in the non-home
location, to the number of agents staying at home. Varying the commuter ratio, we could
obtain retardation of the epidemic in one location in respect to another location. If we start
epidemic in the first location and the commuter ratio is less than unity, we obtain retardation in
the second location because there are too few travellers to transfer the disease into the second
location. We obtain the delay in the first location for the commuter ratio greater than unity:
there are to many travellers and the disease is first transferred into the second location before
it develops in the first one).

We derived the continuum approximation of our epidemic model on one-dimensional lat-
tice in Section 4.4. Obtained equations are structurally different from the FKPP equations
(Kolmogorov et al., 1937; Fisher, 1937) , a continuum limit of the reaction-diffusion model.
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Reaction and diffusion cannot be separated in our case. In the case of high travel rates, from
our equations, one could recover the equation derived as the continuum limit of the directly
coupled model (see Section 4.2). Similar continuum limit equations in the direct coupling case
were obtained phenomenologically in more general form in (Lopez et al., 1999), and recently
in (Postnikov and Sokolov, 2007), although no connection of coupling strengths in continuum
limit to microscopical travel mechanism have been considered so far. We filled this gap and
showed that the latter model (Postnikov and Sokolov, 2007) is a special case of our approach
in the limit of infinite commuter ratio and immobile susceptibles.

We have obtained the analytical expression for the velocity of the epidemic wave in Section
4.4.1. The analysis shows while in the ordinary case with random walk travel pattern (FKPP
case), we have the front velocity growing unboundedly with the travel rate. In the case of
recurrent host movements, however, the velocity saturates towards its asymptotic value. In
other words, the velocity is bounded from above. This result is one of the main consequences
of the recurrent transport mechanism for the epidemic spread.

We have also investigated the dependence of the velocity on the commuter ratio and in-
fection rate in Sections 4.4.4 and 4.4.5. Our theory predicts saturation of the velocity with
increasing parameter values. Deviations between analytical predictions and results of numeri-
cal solutions of corresponding ordinary differential equations appear for low travel rates, small
commuter ratio and high infection rates. Analytics reproduces numerics perfectly in the range
of small infection rates. However, contrary to the analytically predicted saturation of the ve-
locity with the growing reaction rate, numerical solutions reveal the unbounded dependence
of the velocity on the reaction rate. That seems to be an artifact of the continuous approxima-
tion, i.e. a continuous density of individuals implying infinitive number of agents. The flow of
agents is proportional to the number of them times the travel rate, and thus in the system with
an infinite number of agents there is no restriction on the velocity from movements of single
agents. The only restriction is the reaction rate. This is not true any more for a discrete system
with a finite number of agents where an upper bound on the velocity given by the agents flow
has to exist. Note, that the unbounded front velocity dependence on the inflection rate comes
out in the FKPP case as well.

Alongside with the velocity of the epidemic front, another frequently considered quantity
in the context of reaction-diffusion is the shape of the wave front. The standard approach
to assess the front shape in the case of recurrent movements does not work. Calculations
predict a non-monotonous dependence of the slope decay exponent on the travel rate. This is
not confirmed by the numerical solutions of the corresponding ordinary differential equations.
The slope of the front of the SI epidemic does not depend on the infection rate (or slightly
depends in the SIS-case). This is in contrast to the analogous result for the ordinary FKPP
model. Thus, for the front shape of the directl coupling model, the reaction rate plays almost
no role. The velocity of the front and its shape stay in direct connection to each other. That is
why the slope of the FKPP wave front diminishes to zero with the increasing movement rate
contrary to the slope of the model with recurrent movements, which has a lower boundary.

We have solved numerically the ordinary differential equations on a lattice describing the
epidemic due to the recurrent movements. We also performed the simulation of the full
stochastic model. These numerical results supported very well our theoretical predictions
obtained by the analysis of the continuum equations. However, the finite number of agents
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results in smaller values of front velocity than predicted theoretically. This deviation scales
according to the Brunet-Derrida formula (Brunet and Derrida, 1997) in the case of moderate
and high travel rates. In the case of low travel rates, the velocity depends linearly on the num-
ber of agents pro site. In the range of low movement rates with increasing number of particles,
we obtained the crossover from the linear dependence of the front velocity on the travel rate to
the very slow inverse logarithmic convergence towards zero with decreasing travel rate. The
same effect can be observed in the FKPP case. We have explained this dependence by con-
sidering the inverse of the delay time between epidemic outbreaks in the case of two locations
(Section 4.5.2).

In Section 4.6, we considered epidemics due to recurrent transport on network topologies
with different nodes representing different locations. We proposed different models for tran-
sition rates of travelling species incorporating populational and topological disorder. Equal
movement rates in the initially equally populated random network lead to large variability in
the actual population sizes. This can lead to greater variability in the evolution of the epi-
demics. On the other hand, large connectivity leads to homogenization of actual population
sizes. One of the important questions which need to be asked is, whether the network topol-
ogy influences the epidemics due to recurrent travel pattern in different way than epidemics
due to random walk travel pattern. To compare both mentioned above models we suggest to
keep interlocation flows the same in both models and to use the above mentioned models for
movement rates.
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In this thesis, we have studied different issues of spatial epidemic dynamics. We were mainly
interested in the following problems. The first problem deals with superdiffusion in inhomo-
geneous environments (Chapter 3). The second problem concerns epidemics mediated by the
recurrent movements of hosts (Chapter 4).

In the first part of the thesis, motivated by the empirical evidence of the superdiffusive na-
ture of spreading processes in animal and human systems (Brockmann et al., 2006; Sims et al.,
2008), we have investigated the role of disorder for Lévy flights in inhomogeneous environ-
ments. We have accounted for inhomogeneity by transition rates asymmetrically dependent
on the start (source) and the destination (target) of a single jump event (Belik and Brockmann,
2007). Such a law of movements is reminiscent of the gravity model, used for a long time
in economics and social sciences to model flows of goods or individuals between different
inhomogeneously populated locations (Zipf, 1946; Wilson, 1967). Our model could also be
considered as a generalization of the concept of topological superdiffusion (Brockmann and
Sokolov, 2002).

Our analysis unveiled a striking difference in the behavior of ordinary diffusion and Lévy
flights on large scales in the presence of inhomogeneities (Section 3.4). In the case of ordi-
nary diffusion we can achieve only attenuation of the process. Remarkably, in the case of
superdiffusion, dependent on the relative source and target impact not only attenuation but
also acceleration of the process could be possible. This stands in contrast to common belief
that disorder can only attenuate diffusive processes. For superdiffusive processes with grow-
ing target impact the attenuation diminishes until it gives place to acceleration after the critical
target impact. Maximal acceleration is achieved when transition rate depends exclusively on
the properties of target location. Empirical calibration of the gravity model supports this find-
ing (Xia et al., 2004). Our results state that if autonomous agents aim to achieve the fastest
dispersion, they need to move with only the target-dependent transition rates. This result can
be heuristically explained using the concept of salience or attractiveness field. Ordinary dif-
fusive walkers are only aware of their immediate surrounding and for most of the time remain
trapped in confined regions. In contrast, as soon as non-local Lévy flights are allowed, random
walkers move effectively between the regions of high attractiveness. This leads to an enhanced
exploration of the environment and acceleration of the process. This result is universal and in-
dependent of the particular kind of inhomogeneity since we have analytically and numerically
demonstrated that for different periodic and random environments.

Dynamics on small and intermediate scales reveals that acceleration of the superdiffusive
processes has its price and could not be achieved on all scales (Section 3.3). While acceler-
ation appears on large scales, attenuation occurs on small and intermediate scales. Ordinary
diffusion and superdiffusion processes exhibit different levels of sensitivity to different types
of inhomogeneity. For both ordinary diffusion and superdiffusion, on large scales, the sensi-
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tivity diminishes initially with increasing target impact. However, above the critical value of
the relative source and target impact, their ways split. While the sensitivity of superdiffusion
continues to increase with target impact, the sensitivity of ordinary diffusion decreases. An
environment with seldom attractive regions disturbs superdiffusive processes to the largest ex-
tent. In contrast to the statement that ordinary diffusion is not affected by the particular shape
of inhomogeneity (Brockmann, 2003), ordinary diffusion can distinguish between inhomo-
geneities with opposite bias in the case of disbalanced source-target impact.

In infinite systems, the response of the superdiffusive processes on large scales exhibits dis-
continuity at the Lévy index corresponding to ordinary diffusion. However, in finite size sys-
tems there is a continuous transition from superdiffusion to ordinary diffusion (Section 3.6).
We demonstrate that convergence towards the infinite-size result depends on the superdiffusive
exponent and on the source-target impact. Fast convergence implies less influence of inhomo-
geneity. Thus we show that, dependent on the source-target impact, different Lévy exponents,
ranging from ordinary diffusive to superdiffusive, are optimal. We recover the alleged opti-
mality of the intermediate Lévy exponents (Viswanathan et al., 1999b) as a special case of the
balanced source and target influence.

In Section 3.7, we learn that the acceleration of superdiffusion vanishes as soon as we
introduce normalization of the salience, and regions of high attractiveness become relative to
the average level of attraction. Ordinary diffusion does not change its behavior qualitatively
— its attenuation still monotonously increases with the source-target impact. In contrast the
influence of source and target becomes non-monotonous and symmetrical for superdiffusion.
Superdiffusive processes can no longer be accelerated and the most pronounced attenuation is
attained for the balanced source-target impact. This results imply that if global information
becomes available, the largest gain we can achieve due to variation of the source-target impact
is zero attenuation. It is achieved for either exclusively source or target dependent processes.
In this case the process spreads as in homogeneous media.

To apply our results to epidemiological problems we want to extend our investigation to the
case of reaction-superdiffusion processes in the presence of quenched disorder. In Section 3.8,
we outlined the way to do this using field theoretical techniques. Furthermore, the dependence
of the optimal Lévy exponent on the source and target impact should be addressed in the con-
text of random search strategies (Condamin et al., 2008). Other fields of application include
various ecological systems, for example prey-predator interactions.

In the second part of the thesis we have looked for adequate models of human mediated
dispersion. In particular we studied the impact of recurrent host movements on the spatial
spread of infectious diseases. We were motivated by recent empirical studies (González et al.,
2008; Brockmann et al., 2006) which provide evidence for the recurrent and confined character
of human movements.

In Section 4.1, we built a general model for epidemic spread mediated by agents moving
with origin-dependent transition rates. In contrast to indistinguishable agents of the reaction-
diffusion model (FKPP), we distinguish our individuals according to their home place. The
global steady state in such a system, is generally different from the steady state of the reaction-
diffusion model. It is easy to generalize our model, allowing agents to change their home
place to recover the reaction-diffusion approach. We considered the special case of recurrent
movements to the next-neighbor locations on overlapping star like topologies (Sattenspiel
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and Dietz, 1995). Our analysis showed that the stationary actual population sizes do not
necessarily coincide with the nominal sizes. We showed that the heuristic direct coupling
approach, widely used to describe spatio-temporal epidemic dynamics constitutes a particular
case of our model in the limit of high movement rates. In this case the fast equilibration of
species in respect to transport could be assumed, and coupling strengths of the direct coupling
model could be explicitly related to the movement rates and the underlying topology. Our
results demystify the heuristically introduced direct coupling model and show its range of
validity. Coupling strengths are often assumed to be just proportional to travel rates (Camitz
and Liljeros, 2006), although our study shows that generally this is not true.

The minimal number of locations for the effect of recurrent movements already appears
is two (Section 4.3). Let us note that we have used much general and systematic approach
than in the study on the similar subject (Keeling and Rohani, 2005) performed independently
from us. In this simplest setting the strongest synchronization between populations arises in
the case of individuals equally distributed over both locations. This case is equivalent to the
usual random walk. Thus recurrent movement hinders synchronizations between locations.
To assess the effect of recurrent movements, we have introduced the commuter ratio which is
defined as a ratio of travelling agents and those staying at home. Varying the commuter ratio,
we can achieve a retardation of the epidemic in one location with respect to another one.

Furthermore we have considered an epidemic on a one dimensional lattice of locations pop-
ulated homogeneously (Section 4.4). We have derived corresponding continuum equations.
They are structurally different from both the reaction-diffusion counterpart (Fisher, 1937; Kol-
mogorov et al., 1937) and the continuum version of the direct coupling model (Lopez et al.,
1999; Postnikov and Sokolov, 2007). As in the general case (Section 4.2), the continuum
direct coupling model is a special case of our approach in the high travel limit. Instead of in-
troduced ad hoc, heuristic coupling strengths of the direct coupling model used in the previous
studies (Postnikov and Sokolov, 2007) we derived precise expressions, connecting coupling
strengths and travel rates.

In Section 4.4.2, we obtained the analytical expression of the velocity of an epidemic wave
front in dependence on travel and infection rates as well as commuter ratio. It is a non-trivial
mathematical task, easy tracktable only for the reduced SI model with immobile susceptibles.
Our theory predicts saturation of the velocity with increasing parameter values. This stands
in contrast to the unbounded square root dependence of the velocity on reaction and travel
rates in the reaction-diffusion scheme. Besides the differences mentioned above, numerical
integration revealed also similarities between the reaction-diffusion and the recurrent models.
For example, at small values of travel rates, the velocity converges extremely slowly towards
zero with decreasing travel rate in both the reaction-diffusive and the recurrent cases (Section
4.5). We have shown analytically that the velocity converges towards zero as an inverse log-
arithm of the travel rate (Section 4.5.2). The results of the agent-based stochastic numerical
simulations converge towards our analytical prediction with an increasing number of individ-
uals. Another similarity between the reaction-diffusion and the recurrent model appeared in
the range of extremely high infection rates (Section 4.4.5). In this regime contrary to analyt-
ical predictions for both models, the velocity grows unboundedly and faster than the square
root with the infection rate. This is an artifact of the continuous description of the number of
agents.
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Another question of interest closely related to epidemiological applications concerns the
shape of the epidemic front. It stands in immediate relation with the front velocity. In the
direct coupling case with proper coupling strengths, we obtain that the leading front shape is
independent of the infection rate in the SI case or slightly dependent in the SIR and the SIS
cases. This stands in contrast to the reaction-diffusion case with strong dependence of the
front shape on the infection rate (Section 4.4.6).

Real epidemics evolve on topologies reminiscent of random networks. Therefore, in Sec-
tion 4.6, we outlined approaches to epidemic spread due to recurrent movements on random
networks. These networks consist of nodes representing locations and links representing
transportation routes between them. We proposed various plausible models for travel rates,
incorporating topological and population disorder. They could serve as a basis for the future
research.

Other interesting directions for further exploration include: a generalization to two dimen-
sions, the incorporation of long range interactions, synchronization dynamics in the case of
recurrent epidemics (Grenfell et al., 2001; Hagernaas et al., 2004) and explicit assessment of
the effective epidemic thresholds . Contacts between individuals always take place in phys-
ical space. Thus, our model could account for social heterogeneity (Liljeros et al., 2001;
Pastor-Satorras and Vespignani, 2000; Sokolov and Belik, 2003) as well. Our model with
recurrent movement or more general models with origin-dependent travel rates and incorpo-
ration of migration can also find applications beyond epidemiology. This includes the spread
of genes (Novembre et al., 2008) and invasion of species into new habitats known as disper-
sal (Clobert et al., 2003). Transport of various entities, such as seeds (Nathan, 2006), money
bills (Brockmann et al., 2006) or trackable items between geocaches (Brockmann and Theiss,
2008b) should also be elaborated, taking into account the frequently recurrent character of
agent movements and rare migration events. Wireless communication is prone to malicious
attacks and represents a new threat for various compact mobile devices such as the Black-
berry or the iPhone (Kleinberg, 2007). This problem can also be addressed within our general
framework. For a successful application of our approach to reality, it is necessary to know
the parameters of the system under consideration. In this respect recent advances in empirical
assessment of human (González et al., 2008) and animal behavior (Cooke et al., 2004) fill us
with hope.

In our work, we unveiled the role of inhomogeneity for long range movements and discov-
ered the novel property of systems with power law distributions in the presence of disorder.
We also elucidated the impact of recurrent host movements on epidemic spread, revealing the
importance of the proper incorporation of dynamics of host movements into models. We are
convinced that our work contributes to a thorough theoretical understanding and appropriate
modeling of the spatial epidemic spread in the modern world.
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A Bloch theory
For dynamics in periodic potentials a very powerful method of Bloch was successfully used in
the solid state physics in particularly for calculations of electron conductivity bands in crystal
lattices. Eigenstates and eigenvalues of corresponding Hamiltonians are described by what
is called the Bloch theory or Flouqet theorem (Ashcroft and Mermin, 1976). We sketch the
Bloch theory for our case of generalized topological superdiffusion.

Let us start with the fractional Schrödinger equation (3.4)

∂tψ = sc−1/2∆µ/2sc−1/2ψ − ψsc−1∆µ/2sc = Hψ, (A.1)

Performing the separation ansatz ψ(x, t) = eEtφ(x) we obtain the time independent Schrödinger
equation

(H− E)|φ〉 = 0. (A.2)

Considering our problem in a periodic potential v(x + 2πλ) = v(x) we assume boundedness
and zero average

1

2πλ

∫

2πλ

dxv(x) = 0 and
1

2πλ

∫

2πλ

dxv2(x) = 1.

It is convenient to consider our problem in the Fourier (impulse) representation 〈k|f〉 =
Fk{f} = f̃ =

∫
dxeikxf(x):

Eφ̃(k)−
∫

dk′H̃(k, k′)φ̃(k′) = 0, (A.3)

with a Hamiltonian

H̃(k, k′) = (2π)−2

∫
dk′′[Q̃(k′′ − k′)|k − k′′|µR̃(k − k′′)− Ũ(k − k′)|k|µŨ(k′′ − k′)],

where Q̃(k) = Fk{sc−1}, R̃(k) = Fk{sc}, Ũ(k) = Fk{sc−1/2}. Using the Bloch ansatz we
look for solutions in the form

φ(x) = e−iqx/λθ(x), (A.4)

where in reduced zone representation the Bloch phase q is restricted to the first Brillouin zone
q ∈ [0, 1]. The function θ(x) is periodic with the same period as the potential

θ(x + 2πλ) = θ(x).

Because of the periodicity Equation (A.4) can be expressed in terms of the Fourier coefficients
θ̂n = (2πλ)−1

∫
2πλ dxθ(x)e−inx/λ

φ̃(k) = 2π
∑

n

δ(k + (q − n)/λ)θ̂n.
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Analogously expressing Q̃, R̃ and Ũ through their Fourier coefficients (e.g. Ũ(k) = 2π
∑

n δ(k−
kn)Ûn), after some cumbersome algebra we arrive at expression

Eθ̃n − λ−µ
∑

m,l

[R̂m−l|m− l|µQ̂l−n − Ûm−l|l − q|µÛl−n]θ̂m = 0. (A.5)

Because the last equation is parametrized by the Bloch phase, so are the eigenvalues

H(q)|θ〉 = E(q)|θ〉,

which also can be labeled by a discrete index n because they are solutions of the equation
(A.5) with periodic boundary conditions. Thus

E = En(q), with n ∈ Z, q ∈ [0, 1]. (A.6)

A continuum of eigenvalues labeled by the same index n is called a Bloch band of the
Schrödinger equation (A.2). Matrix elements of the Hamiltonian are given through

〈n|H̃(q)|m〉 = λ−µ
∑

l

[R̂m−l|m− l|µQ̂l−n − Ûm−l|l − q|µÛl−n]. (A.7)

In case of vanishing potential ε = 0 we have

〈n|H̃(q)|m〉 = λ−µ
∑

l

[δml|m− l|µδln − δml|l − q|µδln] = −λ−µ|n− q|µδnm.

And thus we recover eigenvalues and eigenfunctions of the free superdiffusive motion

E0
n(q) = −

∣∣∣∣
n− q

λ

∣∣∣∣
µ

and φ(q) = ei(n−q)x/λ. (A.8)

The band index n and the parameter q together span the whole R space, and we can denote
k = n − q and recover from (A.8) the well-known result for the spectral decomposition of
∆µ/2: E(k) = −|k|µ and φk(x) = eikx with k ∈ R.

108



B Perturbation theory for random
potentials

The generalized fractional Schrödinger equation reads (3.4)

Hψ = sc−1/2∆µ/2sc−1/2ψ − ψsc−1∆µ/2sc ≡ L1ψ − L2ψ. (B.1)

Performing the Taylor expansion of the exponential (s = e−εv)

sc−1/2 = e−εv(c−1/2) = 1− (c− 1/2)εv + (c− 1/2)2 ε2

2
v2 + ... (B.2)

sc−1 = e−εv(c−1) = 1− (c− 1)εv + (c− 1)2 ε2

2
v2 + ... (B.3)

sc = e−εvc = 1− cεv + c2 ε2

2
v2 + ... (B.4)

we obtain up to the second order in ε:

L1ψ =
(

1− (c− 1/2)εv + (c− 1/2)2 ε2

2
v2

)
∆µ/2

(
ψ − (c− 1/2)εvψ + (c− 1/2)2 ε2

2
v2ψ

)
=

∆µ/2ψ +(c− 1/2)[−ε(∆µ/2vψ + v∆µ/2ψ)+ ε2(c− 1/2)(∆µ/2v2ψ + v∆µ/2vψ +
v2

2
∆µ/2ψ)].

(B.5)

L2ψ =

ψ

(
1− (c− 1)εv + (c− 1)2 ε2

2
v2

)
∆µ/2

(
1− cεv + c2 ε2

2
v2

)
=

cψ

[
−ε∆µ/2v +

ε2

2
(c∆µ/2v2 + 2(c− 1)v∆µ/2v)

]
, (B.6)

(Note that ∆µ/2 1 = 0). Let’s collect all terms according to their order of ε together

Hψ = ∆µ/2ψ + ε
[
c {∆µ/2v}︸ ︷︷ ︸

1

−(c− 1/2)(∆µ/2v.︸ ︷︷ ︸
2

+ v∆µ/2.︸ ︷︷ ︸
3

)
]
ψ+

+
ε2

2

[
−c({∆µ/2v2}︸ ︷︷ ︸

4

+2(c−1) v{∆µ/2v}︸ ︷︷ ︸
5

)+(c− 1/2)2(2 ∆µ/2v2.︸ ︷︷ ︸
6

+2 v∆µ/2v.︸ ︷︷ ︸
7

+ v2∆µ/2.︸ ︷︷ ︸
8

)
]
ψ.

(B.7)
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So we obtain for the Hamiltonian Hp = ∆µ/2p+ V̂ . The fractional Laplacian ∆µ/2 represents
the free part and V̂ represents the perturbation.

According to the stationary perturbation theory, the eigenvalues up to the second order of ε
are given by (Landau and Lifshitz, 2002)

En = E0
n + Vnn +

∑

m

′ |Vmn|2

E0
n − E0

m

. (B.8)

In our case of finite support of length 2πL, the eigenfunctions of the free Hamiltonian are
plane waves, thus matrix elements are calculated according to the formula

Vnm = 〈ϕn|V̂ |ϕm〉 =
1

2πL

∫

2πL

e−i n
L xV̂ ei n

L xdx. (B.9)

The matrix elements corresponding to the numbered terms from Equation (B.7)

(1) 〈ϕn|{∆µ/2v}|ϕm〉 = −
∣∣∣∣
n−m

L

∣∣∣∣
µ

v̂n−m

(2) 〈ϕn|∆µ/2v.|ϕm〉 = −
∣∣∣
n

L

∣∣∣
µ

v̂n−m

(3) 〈ϕn|v∆µ/2.|ϕm〉 = −
∣∣∣
m

L

∣∣∣
µ

v̂n−m

(4) 〈ϕn|{∆µ/2v2}|ϕm〉 = −
∣∣∣∣
n−m

L

∣∣∣∣
µ

ˆ(v2)n−m

(5) 〈ϕn|v{∆µ/2v}|ϕm〉 = −
∑

l

v̂n−m−l

∣∣∣∣
l

L

∣∣∣∣
µ

v̂l

(6) 〈ϕn|∆µ/2v2.|ϕm〉 = −
∣∣∣
n

L

∣∣∣
µ

ˆ(v2)n−m

(7) 〈ϕn|v∆µ/2v.|ϕm〉 = −
∑

l

v̂n−l

∣∣∣∣
l

L

∣∣∣∣
µ

v̂l−m

(8) 〈ϕn|v2∆µ/2.|ϕm〉 = −
∣∣∣
m

L

∣∣∣
µ

ˆ(v2)n−m,

we denote by the dot the action of the fractional Laplacian also on the ket vector. Hence up to
the second order in ε follows

Vnn =
ε

Lµ
(c− 1/2)(|n|µv̂0 + |n|µv̂0) +

ε2

2Lµ

[
2c(c− 1)

∑

l

v̂−l|l|µv̂l︸ ︷︷ ︸
|l|µ|v̂l|2

−

− (c− 1/2)2
(
2|n|µ ˆ(v2)0 + 2

∑

l

v̂n−l|l|µv̂l−n︸ ︷︷ ︸
|l|µ|v̂n−l|2

+|n|µ ˆ(v2)0

)]
(B.10)
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Note that for |Vmn|2 we need only the terms of order ε

|Vnm|2 = [ε(. . . )][ε(. . . )] =
ε2

L2µ
[−c|n−m|µn−m + (c− 1/2)(|n|µ + |m|µ)]×

v̂n−mv̂m−n =

ε2

L2µ

[
− c|n−m|µn−m + (c− 1/2)(|n|µ + |m|µ)

]2

|v̂n−m|2 (B.11)

Thus following the common scheme (B.8) and denoting kn = n/λ, E0
n = −|kn|µ we obtain

En = −|kn|µ + 2ε(c− 1/2)|kn|µv̂0 +
ε2

2

{
2c(c− 1)

∑

l

|kl|µ|v̂l|2−

− (c− 1/2)2
(
3|kn|µ ˆ(v2)0 + 2

∑

l

|kl|µ|v̂n−l|2
)
+

+ 2
∑

m

′[
− c|kn − km|µ + (c− 1/2)|kn|µ + (c− 1/2)|km|µ

]2 |v̂n−m|2

|km|µ − |kn|µ

}
(B.12)

Now we introduce the random phase potentials v̂k = φke−iϑk (3.7), for which holds |v̂k|2 = φ2
k.

We rewrite our sums so that the sum only over positive index appears. Note, that
∑

l

|kl|µ|v̂n−l|2 ≡
∑

l′

|kn − kl′|µφ2
l′ . (B.13)

Hence for two underlined terms in (B.12) we obtain

4c(c− 1)
∑

l>0

|kl|φ2
l − 2(c− 1/2)2

∑

l>0

[
|kn − kl|µ + |kn + kl|µ

]
φ2

l . (B.14)

Instead of the sum over m in the last term of (B.12) we introduce the new index l = n −
m, (m = n− l). Thus for this term holds (note, that m = −n corresponds l = 2n)

∞∑

l=−∞
l"=0,2n

[
c|kl|µ + (c− 1/2)|kn|µ + (c− 1/2)|kn − kl|µ

]2 φ2
l

|kn − kl|µ − |kn|µ
=

∞∑

l>0

... +
∞∑

0<l &=2n

... =

∑

l>0

[
c|kl|µ + (c− 1/2)|kn|µ + (c− 1/2)|kn + kl|µ

]2 φ2
l

|kn + kl|µ − |kn|µ
+

+
∑

0<l &=2n

[
c|kl|µ + (c− 1/2)|kn|µ + (c− 1/2)|kn − kl|µ

]2 φ2
l

|kn − kl|µ − |kn|µ
. (B.15)
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Thus for the eigenvalues we have the following expression

En = −|kn|µ + 2ε(c− 1/2)|kn|µφ̂0 −
ε2

2
3(c− 1/2)2|kn|µ(φ̂2)0+

+
ε2

2

{
4c(c− 1)

∑

l>0

|kl|µφ2
l − 2(c− 1/2)2

∑

l>0

[
|kn − kl|µ + |kn + kl|µ

]
φ2

l +

+ 2
∑

l>0

[
c|kl|µ + (c− 1/2)|kn|µ + (c− 1/2)|kn + kl|µ

]2 φ2
l

|kn + kl|µ − |kn|µ
+

+ 2
∑

0<l &=2n

[
c|kl|µ + (c− 1/2)|kn|µ + (c− 1/2)|kn − kl|µ

]2 φ2
l

|kn − kl|µ − |kn|µ

}
(B.16)

Performing the limiting transition kn → k, kl → q, 1/L → dk from the sum over l to the
integral over q we obtain1 for the diffusion coefficient Dµ.c(ε) = limk→0−E(k)/kµ

Dµ,c(k; ε)/D = 1− ε2Gµ,c(k),

where
Gµ,c(k) =

1

2π

∫
dqS(q)gµ,c(k/q)

and

gµ,c(z) = −2(c− 1/2)2 +
1

zµ

{
2c(c− 1)− (c− 1/2)2(|1− z|µ + |1 + z|µ)

+ [(c− 1/2)(zµ + |1 + z|µ)− c]2/(|1 + z|µ − zµ)

+ [(c− 1/2)(zµ + |1− z|µ)− c]2/(|1− z|µ − zµ)
}

.

1We use here the fact that the term (φ̂2)0 is nothing else as
∫

v2(x)dx ≡
∫

v̂2(κ)dκ = 1
2πL

∫
S(κ)dκ. Also

v̂0 =
∫

v(x)dx = 0 because we consider only potentials with zero mean.
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