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Introduction

Semiconductors, materials in which the charge transport can be well controlled, are at

present invaluable ingredients in the emerging field of information technology. The el-

emental modules for information processing are field-effect transistors (FETs), which

are semiconductor switching devices where the charge is manipulated by an external

electric field. On the other hand, information storage requires the use of the electron

spin. While the concept of magnetic recording has been known for a long time, the

discovery of the GMR-Effect [1, 2] was a milestone which showed that the electron

transport can be indeed controlled through the spin state of the conducting electrons.

That was the beginning of a new research field in solid-state physics, which combines

both charge and spin of the electrons, called Spintronics. Considering the spin as

an additional degree of freedom in the already known electronic processes, attracted

many theoretical and experimental efforts in the last two decades. In particular, if

the integration of the spin functionality in semiconductor structures is performed in

a reliable and efficient way, the advantages from the
”
magnetic world“ such as pro-

grammability or non-volatility, could be added to the well established semiconductor

device technology.

Two approaches have been mainly investigated to induce spin-polarized currents in

a semiconductor. One approach is the doping of a semiconducting host material

with magnetic atoms, aiming for an intrinsic ferromagnetic coupling, while the sec-

ond approach consists in the preparation of heterostructures to inject spin-polarized

currents from a ferromagnetic layer into the semiconductor. For the latter, metal-

semiconductor hybrid structures have been investigated, putting special emphasis on

minimizing the detrimental influence of the interface on the injection efficiency. How-

ever, given the possibility to achieve ferromagnetism in a semiconductor by doping,

it would be of advantage to use a magnetic semiconductor as a spin injector. First,

the all-semiconductor epitaxial growth results in a smooth interface which favors the

spin injection efficiency, and second, the problem of the metal-semiconductor resis-

tivity mismatch is avoided. Moreover, the achievement of magnetic semiconductors

with robust magnetic properties, combined with semiconductor channels with long

spin coherence times, seems to be the perfect solution to design high-performance,

all-semiconducting spintronic devices.

However, the story is too good to be true. While there has been indeed success in

measuring exceptionally long coherence times in non-magnetic semiconductors (three

orders of magnitude longer than in non-magnetic metals) [3], the existence of a mag-

netic semiconductor with robust magnetic properties is still a controversial issue. For
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the latter, it should be mentioned that the typical concentration of the magnetic

substituents is low (1-10 at%) since the semiconducting properties of the host should

not be affected by the alloying process. (This material class is hence called dilute

magnetic semiconductors (DMS)). On the other hand, the concentration of magnetic

species should be great enough to account for a long-ranged magnetic coupling, so

that both conditions leave a rather small concentration window for the achievement

of a functional dilute magnetic semiconductor. Although many research groups have

observed room-temperature ferromagnetism in a wide range of host semiconductors

and magnetic dopants, a major challenge is still a reproducible and well-defined prepa-

ration of DMS layers and a comprehensive understanding of the magnetic coupling

mechanisms. Mn-doped GaAs, perhaps the most studied DMS, is the exception. Both

theoretical and experimental studies on this material unambiguously agree about the

existance of intrinsic ferromagnetic properties [4]. The underlying magnetic coupling

mechanism has its origin in the hybridization of the p-states of Ga (valence band)

and the d-states of Mn, the so called p-d exchange interaction. Though well under-

stood, the main drawback of the GaMnAs system is its Curie-Temperature of about

190 K, which disqualify the material system for potential applications. Following a

theoretical prediction by Dietl et al. [5] based on the p-d exchange coupling, which

suggested ZnO and GaN as the most promising host semiconductors for the realization

of room-temperature DMS, the quest for the room-temperature magnetic semicon-

ductor gained momentum. In the first half of this decade, hundreds of articles have

been published claiming the existence of room-temperature ferromagnetism in DMS

systems, featuring combinations of wide-gap/narrow-gap host semiconductors with

magnetic, and even non-magnetic dopants. Most of the studies just relied on integral

magnetometry and did not deliver a consistent picture of the underlying coupling

mechanism. Fortunately, the DMS community became critical, especially in the sec-

ond half of this decade, and it turned out that many ferromagnetic signals measured

by magnetometry were stemming either from substrate impurities or nano-sized mag-

netic clusters -not detectable by standard characterization methods-, thus not being

an intrinsic property of a magnetic semiconductor. In this sense, the key improvement

was the use of all possible characterization methods which indeed helped to judge the

authenticism of intrinsic ferromagnetism in dilute magnetic semiconductors. In par-

ticular, the electrical transport properties have indeed important implications on the

coupling mechanisms in DMS. For instance, a p-d exchange interaction in III-V semi-

conductors (e.g. in GaMnAs) gives rise to the polarization of the valence band and

the existence of free holes, and has to be consistent with p-type conductivity. A

carrier mediated ferromagnetism (e.g. RKKY) can be ruled out by the observation

of an insulating behavior. In this respect, the magnetic coupling in a ferromagnetic

insulator can be only explained by a double-exchange or super-exchange mechanism,

which do not require the presence of free carriers. It is evident that the magnetic

and electrical transport properties of dilute magnetic semiconductors are closely re-

lated to each other. The underlying physics behind is that the electronic states of
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the dopants which carry the unpaired spins accounting for the magnetic properties

(e.g. d-states of transition metals) will also dominate the electronic properties of the

host semiconductor, since the magnetic doping level is usually in the percent range,

much higher than the typical native defect concentration in the host semiconductor

(1016cm−3-1019cm−3). Consequently, the Fermi-level will be determined by the en-

ergetic location of the last filled states of the magnetic dopants, provided that the

states lie within the bandgap of the host semiconductor, rendering it n-type, p-type,

insulating or even metallic. In this respect, the incorporation site (e.g. substitutional,

interstitial or antisite) and charge state of the magnetic dopants do influence the en-

ergetic position of the last filled states, so that complementary structural and optical

characterization of the DMS is highly desirable.

In this work, the doping of Mn and Gd atoms on the wide-gap semiconductor GaN has

been investigated in epitaxial layers grown by molecular-beam epitaxy (MBE). Both

DMS systems have been already reported to exhibit room-temperature ferromagnetic

properties and have therefore been suggested as potential candidates for their inte-

gration in spintronic devices. While for GaMnN the numerous experimental reports

about the magnetic properties are widely scattered and in many cases even contradic-

tory [6, 7, 8, 9, 10, 11, 12] the experimental findings of GaGdN seem to find an agree-

ment about a ferromagnetic ordering at room-temperature [13, 14, 15, 16, 17, 18],

but its origin is still unclear. For the latter case, colossal magnetic moments per

magnetic impurity have been observed at very low Gd-concentrations [19], making

the scenario even more controversial. The present work will concentrate on the in-

vestigation of the electrical transport properties of both GaMnN and GaGdN DMS

systems, which might help to clarify which coupling mechanism is behind the ob-

served ferromagnetic behavior. As an alternative to dilute magnetic semiconductors,

the properties of MnGa metallic layers epitaxially grown on GaN will be shortly dis-

cussed, in view of the realization of spin-injection from a metallic electrode. Chapter

1 starts with the formation of native defects of un(intentionally)doped GaN, and how

the scenario is expected to change by introducing Mn- and Gd as extrinsic dopants;

and gives an insight into the theory of electronic transport in lightly doped semi-

conductors, which will serve as a guide to interpret the experimental results. The

sample preparation, as well as the basic considerations to choose a suitable substrate

for electrical transport measurements is shortly described in Chapter 2. In Chapter 3,

the experimental results concerning the structural, magnetic and electrical transport

properties of GaMnN and GaGdN diluted magnetic semiconductors and MnGa/GaN

metal-semiconductor hybrid structures are presented and discussed, before closing

with the last section devoted to summarize and comment on the prospects of the

studied material systems.
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1. Theoretical Background

Before studying the influence of extrinsic magnetic doping in the wide-gap semicon-

ductor GaN, it is imperative to understand the properties of the undoped material. In

this chapter, some general aspects concerning formation and incorporation of defects

during the GaN growth process will be presented, taking into account comprehensive

studies found in literature. Both native defects and extrinsic residual impurities will

be treated, since they will determine the electronic structure of as-grown GaN, which

is taken as the starting point to investigate the effect of the magnetic impurities

on the electronic properties of GaN-based DMS. In addition, in order to interpret

the experimental results, the most important electrical transport processes in lightly

doped semiconductors will be presented and discussed, putting special emphasis on

electronic transport within an impurity band of localized states. The type of elec-

tronic transport and the derivation of the respective characteristic quantities will give

important information about the nature and properties of the impurities which have

been used for doping.
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1.1 Gallium Nitride: Defects and doping

The semiconductor Gallium Nitride (GaN), well known for its application in blue-light

emitting diodes (LEDs), has a direct bandgap with an energy of 3.4 eV. It crystallizes

either in the wurtzite or cubic structure, being the former the stable phase for bulk

GaN, with the lattice parameters a=3.189 Å and c=5.186 Å[20]. GaN epitaxial

layers are usually grown on Al2O3, SiC or AlN substrates, with the [0001] direction

perpendicular to the growth surface. Fig. 1.1 depicts the structure of wurtzite GaN

in top- and cross-sectional view.

Side view Top view

Ga
N

[0001]

 [1100]

[1120]

Figure 1.1: GaN wurtzite structure in cross-sectional and top view. The stacking of the Ga-N planes
correspond to the Ga-polarity, which is the common stacking sequence in GaN epitaxial
layers. The elementary cell is marked in red.

The most common techniques to grow high-quality GaN epitaxial layers are molecular

beam epitaxy (MBE), metal-organic chemical vapor deposition (MOCVD) and hy-

dride vapor phase epitaxy (HVPE). The recent development of alternative techniques

at extreme pressure and temperature conditions [21, 22] opened up the possibility to

produce bulk GaN crystals of a few hundred microns thickness. Depending on the

growth conditions (in particular, pressure and temperature) given by each growth

technique, the concentration of defects and impurities which will dominate the elec-

tronic properties of GaN, can differ by a few orders of magnitude. Although the

vast majority of as-grown samples is found to be n-type, the source of n-type doping

does not have to be the same. While ultra-high vacuum conditions are expected to

suppress the concentration of extrinsic impurities such that the role of native defects

comes into play, a high concentration of extrinsic impurities like oxygen and hydro-

gen is unavoidable under high-pressure growth conditions. In this sense, based on

theoretical calculations, the formation energies of native and extrinsic impurities will

be presented in the next subsections.
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1.1.1 Native defects

Native point defects in GaN can be easily classified by taking into account all Ga- and

N configurations other than substitutional, which are the vacancy, the interstitial and

the antisite, yielding three defect types for each atom. The n-type conductivity of

GaN has been first associated to the presence of nitrogen vacancies (VN), according

to empirical [23, 24, 25] and theoretical [26, 27] findings. However, the fast develop-

ment of density functional theory enabled not only the calculation of the electronic

structure of the native defects, but also the defect formation energy, which is an im-

portant parameter for the determination of the dominant defect at given conditions.

Neugebauer and Van de Walle [28] performed a comprehensive theoretical study of

all native defects in the relevant charge states, describing their electronic structure,

defect geometry and formation energies. The study was extended taking into account

both Ga- and N-rich growth regimes [29], in order to cover most of the experimental

growth window. It should be mentioned that the formation energies were calculated

under the condition of thermodynamic equilibrium, where the defect concentration

can be inferred from the expression

c = NsitesNcf exp(E
f/kBT ) (1.1)

where Ef denotes the formation energy, Nsites the number of lattice sites per unit

volume where the defect can be incorporated, kB the Boltzmann constant, T the

temperature and Ncf the number of equivalent configurations in which a the defect

can be incorporated. For vacancies, antisites and substitutional defects Ncf is equal to

1, provided that there is no symmetry breaking [29]; otherwise, Ncf has to be taken as

the number of inequivalent configurations in which the defect can be incorporated in

the same site. The condition of thermodynamic equilibrium, which holds the validity

of (1.1), is not strictly satisfied in the experiment. The synthesis of GaN is done at

temperatures of 1000 ◦C - 1100 ◦C (MOCVD) and around 800 ◦C (MBE), so that the

mobility of the native defects should be sufficiently high to attain a equilibrium state

[30], at least for the MOCVD-grown GaN samples. The lower temperature in the

MBE growth leads to the formation of kinetic barriers which may impede that the

defects reach their equilibrium concentration, precluding a quantitative determination

of their concentration. Still, the magnitude of the formation energy will dictate which

defects will be preferably formed during growth.

Fig. 1.2 shows the calculated formation energies Ef for the various native defects

in GaN as a function of the Fermi-energy, taken from [29]. A positive slope of Ef

is characteristic for defects which act as donors, while the negative slope resembles

an acceptor behavior. An increment of the slope of Ef corresponds to a change of

the charge state of the defect, whereas the neutral state is described by a horizontal

line. The Fermi-energy is considered from the valence band edge (zero-energy) to the

conduction band edge (3.4 eV) of GaN.
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Figure 1.2: Formation energies of the most relevant native point defects in GaN under Ga-rich
conditions and at thermodynamic equilibrium, according to [29]. The antisites have a
higher formation energy (not shown).

From Fig. 1.2 it is evident that the lowest formation energies correspond to the va-

cancies (VGa,VN). The formation of the nitrogen vacancy VN is promoted at p-type

conditions (when the Fermi-energy is close to the valence band) up to a Fermi energy

of around 2.75 eV, where the formation energy of the gallium vacancy VGa becomes

lower. When the Fermi-energy is close to the conduction band, the difference in for-

mation ΔEf between VGa and VN reaches nearly 3 eV, so that a high concentration

of VN at n-type conditions seems very unlikely. These findings put into debate the

source of the n-type conductivity in as-grown GaN. However, there are a few consider-

ations which should be taken into account when interpreting the calculated formation

energies within the experimental scenario:

• The first factor, as already mentioned, is the deviation from
”
thermodynamic

equilibrium“ during the growth process. The calculations assume that the atoms

are highly mobile, thus not taking into account the presence of kinetic barri-

ers. It may occur that certain point defects with high formation energies, once

formed, cannot be released when the system tries to recover equilibrium condi-

tions, precluding a quantitative determination of the real defect concentration.

• Second, the defect formation energy of Ga- and N-related point defects strongly

depends on the atom fluxes which are supplied during growth, i.e., the Ga/N

flux ratio. In this respect, Fig. 1.2 shows the scenario for Ga-rich conditions,

which resembles the experimental conditions for high-quality GaN epitaxy.
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• Third, given the dependence of Ef on the Fermi-energy, it is important to know

the location of the Fermi energy at time t=0, that is, when the first Ga and N

atoms arrive at the surface of the substrate. This is the starting point for all the

physical thoughts to describe the defect formation during the growth process:

(i) which defects will be preferably formed in the early stage of growth, (ii) how

they affect the Fermi-energy of the system, (iii) and how the renormalization of

the Fermi-energy leads to a new scenario in the formation energy landscape. An

iteration of the steps (i)-(iii) is necessary until the system attains equilibrium,

delivering the final (bulk) defect concentrations and the corresponding Fermi-

energy.

While the first and second points do not represent a problem to marry theory and

experiment, the last issue is indeed difficult to clarify. One possibility is that the

Fermi-energy at t=0 is determined by the electronic structure of the substrate surface.

In this case, not only the substrate choice for GaN epitaxy will have an influence on

the Fermi-energy, but also the fact if there are existing surface states which might

contribute to Fermi-level pinning.

For the sake of concreteness, the defect formation process will be discussed consid-

ering following experimental scenario: GaN is homoepitaxially grown on MOCVD-

GaN template by molecular beam epitaxy (MBE) under Ga-rich conditions, and at

a substrate temperature of Ts=800 ◦C. Although the defect concentrations cannot

be accurately inferred due to possible kinetic barriers at such growth temperature,

the formation energies of the native defects -summarized in Fig. 1.2- should apply

to the scenario. In order to determine which defects will be formed at the early

stage of growth, the position of the Fermi-energy in the substrate surface should be

taken into account. In-situ x-ray-photoemission spectroscopy measurements on the

MOCVD-GaN surface [31] showed the presence of surface states, which give rise to a

Fermi-level pinning at 2.89 eV above the valence band. Taking this value as the initial

(t=0) Fermi-energy, it can be inferred from Fig. 1.2 that the gallium vacancy VGa in

the 3− charge state is the native defect with lowest formation energy. The subsequent

incorporation of VGa, which acts as an acceptor, will shift the Fermi-energy towards

the valence band, where the formation of the nitrogen vacancy VN becomes energeti-

cally favorable. In turn, nitrogen vacancies VN (single donors) are incorporated in the

growth process, having a compensating effect on the gallium vacancies. This process

will occur until charge neutrality is reached, condition which defines the equilibrium

defect concentrations of VGa and VN and the position of the Fermi-level throughout

the bulk (provided that the growth temperature remains constant until the end of the

growth process). The final Fermi-energy is expected to lie near the point where the

formation energies of VGa and VN become comparable. For the above interpretation,

it is assumed that the Fermi-level pinning at the surface of the growing GaN-layer

is similar in magnitude as at the GaN substrate surface, and does not change dur-

ing the growth process. However, it is well known that high-quality epitaxy of GaN
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by MBE, yielding a good surface morphology and crystal quality, is achieved under

Ga-rich conditions with the stabilization of a Ga-bilayer on the surface, where the

N-atoms are able to interdiffuse giving rise to the bulk growth of the material un-

derneath. The scenario of Ga excess on the surface has been confirmed as the most

favorable for GaN growth from calculations of surface energy barriers [32], sketched

in Fig. 1.3. Under these conditions, the Fermi-level at the surface of the growing

GaN layer is modified. Kocan et al. [31] measured the Fermi-energy of GaN with a

Ga-rich surface by in-situ x-ray photoemission spectroscopy (XPS) and found that

EF was lowered compared to the substrate surface, yielding a value of 1.65 eV above

the valence band. Coming back to the formation energy dependence, the shift of the

Fermi-energy towards the midgap region at the growing surface makes the formation

of VN much more favorable, since the formation energies of all other native defects are

very high. The sequence to determine the bulk electronic properties is the same: a

high concentration of VN shifts the Fermi-energy towards the conduction band, lead-

ing to the formation of VGa which have a compensating effect, until charge neutrality

defines again the equilibrium defect concentration and the Fermi-level in the bulk.

The existence of a lower Fermi-energy at the growth surface implies a higher energy

window where VN is preferably formed, leading to a higher VN concentration which

influences the resulting bulk electronic properties.

Diffusion barrier 0.1 eV

Ga Adatom

‘1x1’ Ga-Adlayer

Figure 1.3: Formation of a Ga-bilayer as the energetically most favorable scenario for GaN-growth,
taken from [33]. The diffusion barrier for Ga-atoms is nearly five times lower compared to
the N-atoms (not shown), according to [32]. The Ga-atoms at the surface are very mobile
and thus able to incorporate N-atoms to form GaN underneath, leading to a controlled
two-dimensional growth. The Fermi-energy at the surface is therefore determined by the
Ga atoms. Note that this scenario is only feasible at Ga-rich growth conditions.

Considering these arguments, it is not a straightforward issue to interpret from theory

if the nitrogen vacancies VN are the defects which determine the n-type conductivity.

Assuming equilibrium concentrations of c(V +
N )=3×1017 cm3 and c(V 3−

Ga )=1×1017 cm3

(the simplest case for charge neutrality) and ionization energies of Ed=0.1 eV and
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Ea=1.2 eV, we obtain Ec-EF=0.3 eV at growth temperature (T=1100 K) and Ec-

EF=0.11 eV at room-temperature, where Ec is the energy of the conduction band

edge. This would imply that the totality of VN donors are ionized at room-temperature,

fact which is not in agreement with electrical transport studies of as-grown GaN by

different growth methods [34]. It should be noted that the equilibrium defect concen-

trations might vary depending on the growth surface potential and existing kinetic

barriers, nevertheless, the formation energy of the nitrogen vacancy VN appears too

high to account for the observed n-type conductivity with free carrier concentrations

of the order of 1017- 1019 cm3 which are experimentally observed.

So far, we have considered the formation of native defects under ideal growth con-

ditions, where only the two atom species (Ga and N) are present in appreciable

concentrations. Even under ultra-high vacuum conditions, the presence of residual

impurities, coming either from the effusion cells or already present in the chamber

atmosphere, is unavoidable. Based on the same arguments, the formation energies of

the most typical residual impurities in GaN will be introduced in the next section.

1.1.2 Residual impurities

The pioneering work of Neugebauer et al. [28] in terms of defect formation energies

based on density-functional-theory (DFT) put into debate the long accepted notion

of the nitrogen vacancy VN as the responsible defect for the observed unintentional

n-type conductivity in as-grown GaN. The determination and control of the dominant

defects in GaN is an important requirement for material engineering and design of

GaN-based heterostructures, which stimulated further theoretical and experimental

research.

Fig. 1.4 summarizes the formation energies for several species which might be present

during the growth process. Four impurities have been considered: Oxygen (O), hy-

drogen (H), silicon (Si) and carbon(C) in the energetically most favorable occupation

configuration, respectively. Starting with the donor impurities, the silicon incorpo-

ration on Ga-sites (SiGa) has the lowest formation energy, followed by the oxygen

substitution of nitrogen (ON). All these simply charged donors (+) have lower for-

mation energies than the native vacancy VN almost over the whole bandgap range, so

that at first sight, any of these impurities could be the source for the experimentally

observed n-type conductivity. Regarding the acceptors, CN has a very low formation

energy at n-type conditions, which might strongly compensate any of the impurity

donors, shifting the Fermi energy towards the middle of the bandgap. Thus, the ex-

perimental observation of n-type conductivity in as-grown GaN rules out the presence

of carbon in appreciable concentrations. The hydrogen interstitial (Hi) is a special

case, since it behaves as an amphoteric impurity, acting as a donor at p-type and as

an acceptor at n-type conditions.

The scenario of n-type conductivity is easy to interpret assuming SiGa as the dominant
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C

Figure 1.4: Formation energies of the residual impurities which are likely to be present in a typical
GaN growth process. For comparison, the two dominating native defects (VN , VGa) are
also shown. The data is taken from the same authors which calculate the native defect
formation energies [28, 35, 29, 36] for consistency reasons. Only the formation energies
of oxygen interstitials and antisites (dashed lines) are taken from [37]. In all the cases,
the calculations are performed assuming Ga-rich conditions.

residual impurity. The low formation energy of SiGa throughout the bandgap will ren-

der the material n-type, although it might be partly compensated either by hydrogen

interstitials or by the formation of VGa or VGa-ON complexes (provided that oxygen is

also present) when the Fermi-energy lies close to the conduction band. The competi-

tion between SiGa and VGa-ON was studied by Neugebauer et al. [35], who calculated

the equilibrium defect concentrations as a function of temperature according to (1.1),

finding that between 1100 K and 1400 K (typical MBE/MOCVD growth temper-

atures) the concentration of VGa-ON was at least one order of magnitude smaller

than SiGa. For instance, this was the thermodynamically derived consistency proof of

the old empirical recipe of taking silicon to achieve n-type doping in GaN. However,

if silicon is present in negligible concentrations, oxygen takes over as the dominant

donor. The formation energy of ON is somewhat higher than SiGa, enabling stronger
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compensation effects due to the Ga-vacancies and interstitial hydrogen.

So far, general trends have been discussed. It should be noted that the availability

of residual impurities which can be incorporated during the growth process depends

strongly on the growth technique. For example, because of the carrier gas, HVPE,

MOCVD or ammonia-assisted MBE expose the growing material to large concen-

trations of hydrogen. The oxygen content, on the other hand, is very high (≈1019-

1021cm−3) for μm-thick GaN bulk layers prepared by high-pressure techniques [38, 39],

appreciable by MOCVD and HVPE (≈1018-1019cm−3) due to the atmospheric pres-

sure used during growth, and is expected to be low in MBE processes owing to the

ultra-high vacuum environment. The lowest free carrier concentrations are indeed

found at MBE-grown GaN samples, in concordance with their low oxygen content.

This is an indication that the oxygen incorporation at nitrogen sites (ON) might be

the main source for the unintentional n-type conductivity in MBE-grown samples.

However, recalling the formation energies depicted in Fig. 1.4 at n-type conditions,

the possibility of an interstitial occupation of the oxygen impurities (Oi) should not

be neglected. The low formation energy of oxygen interstitials at n-type conditions

should be kept in mind, since this defect might play an important role by forming

complexes when additional magnetic impurities (e.g. Gd) are used for doping.

Concerning the acceptors which are expected to be incorporated under n-type con-

ditions, the hydrogen interstitial is the most difficult to detect. On the other hand,

the role of the gallium vacancy VGa has been intensively investigated via positron

annihilation spectroscopy (PAS) by Saarinen and co-workers [40]. The concentra-

tion of VGa has been found to increase with increasing donor concentration (VN ,ON

or SiGa), supporting the formation energy trends depicted in Fig. 1.4. Furthermore,

the accuracy of the PAS-method has been tested by correlating the III/V molar ra-

tio supplied during growth to the resulting VGa concentration, which varied from

1016cm−3 to 1019cm−3 by progressively changing the growth conditions from Ga-rich

to N-rich [41]. Another important finding from positron annihilation experiments

was the evidence of the impurity decoration of a single VGa during growth, inferring

concentration trends of VGa-ON complexes as a function of oxygen doping in HVPE-

samples, and indications of VGa-H complexes in samples grown by MOCVD [42].

Again, the preferable formation of VGa-ON acceptor complexes is in well agreement

with formation energy arguments.

In summary, the agreement between the theoretical and experimental studies deliver a

round picture concerning defect formation trends during GaN growth. In the absence

of residual impurities, the interplay between the native VGa and VN defects will deter-

mine the electronic structure of GaN, whereas the location of the Fermi-energy during

the growth process is of great importance. Considering residual impurities, both oxy-

gen and silicon donors represent the most likely source for n-type conductivity, while

high concentrations of carbon (incorporated as CN) might seriously compensate the

material (eventually rendering it semi-insulating). The formation energies of VGa-

ON , VGa, Hi and Oi are only relevant at Fermi-energies near the conduction band, so
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that these defects might just induce a partial compensation. Since the growth con-

ditions dictate the availability of residual impurities, each growth method represents

a new case-study, which can be well predicted by the thermodynamical compendium

summarized in Figs. 1.2 and 1.4.

1.1.3 Magnetic doping

As mentioned in the introduction, the feasibility of GaN-based dilute magnetic semi-

conductors with intrinsic room-temperature ferromagnetic properties is a contro-

versial topic. The interplay between electronic transport and magnetic properties

has been found to be crucial to identify the coupling mechanisms in DMS systems

[43, 44, 45]. Therefore, it is imperative to study not only the magnetic, but also the

electronic effect of the magnetic dopants in the host semiconductor. In the previ-

ous section, the relevant native defects and residual impurities which can be formed

during growth have been presented. However, the additional doping with magnetic

impurities changes the scenario, especially if the magnetic dopant concentration is of

the same order of magnitude as the unintentional doping. In particular, the affinity

between the magnetic impurities and native defects or residual impurities has to be

taken into account, since the formation of certain complexes might be energetically

favorable during growth.1 In some cases, the growth conditions are even changed in

order to enable the preferential incorporation of the magnetic dopants, which leads

to a different scenario in terms of native defect formation and residual impurity in-

corporation. However, if the magnetic dopant concentration is sufficiently high, the

electronic properties will be entirely determined by the electronic states of the mag-

netic impurities.

Assuming that Mn and Gd are incorporated on Ga-sites, the resulting charge state

of the magnetic impurities will be 3+, yielding following electronic configurations:

Mn3+:[Ar]3d4 and Gd3+:[Xe]4f75d0. Thus, the last filled states of the magnetic im-

purities are 3d4 and 4f7, which contribute with 4μB and 7μB per impurity to the

total magnetic moment. The electronic effect of the magnetic impurities is deter-

mined by the energetic location of the last filled states relative to the bandgap of

the host GaN. Fig. 1.5 shows schematically the 3d- and 4f-spin-split states of Mn

and Gd, respectively. The remarkable difference between Mn and Gd is that while

Mn induces energy states within the bandgap of GaN (spin-up channel), the 4f-states

(spin up/down) of Gd are expected to be resonant with the valence and the conduc-

tion band, respectively (the exchange splitting of 4f-states of Gd in compounds is

found to be around 12 eV according to photoemission studies [46]). For Mn-doping

in GaN, the exchange splitting shifts the unoccupied 3d-spin-down(↓) states over the
conduction band, while the 3d-(↑)states are expected to be energetically deep within

1in view of the complex scenario, it is more instructive to discuss these cases specifically in
connection with the experimental results, presented in Chapter 3.
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the GaN bandgap. The partially occupied 3d-states have, in addition, a considerable

energy splitting due to the action of the crystal field, as depicted in Fig. 1.5. As a

consequence, while both dopants might give rise to magnetic interactions due to their

unpaired spins, it is clear that the electronic effect induced by these magnetic impuri-

ties turns out to be very different. Although the quantitative analysis is complicated

and will proceed later on in connection with the experimental results, some trends

can be still anticipated: the substitutional Mn-incorporation in GaN should compen-

sate the residual impurities (assuming cMn ≥ cimp), leading to electronic localization,

whereas the substitutional incorporation of Gd should, at first sight, not strongly

affect the electronic properties of unintentionally doped GaN, since the 4f-states are

expected to lie outside the GaN bandgap.

4f
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GaGdN  

CB

VB

1.4 eV
t2

e

spin up spin down

E
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spin up spin down
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3d  
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Figure 1.5: Schematic illustration of the density of states of Mn-3d (left) and Gd-4f (right) relative to
the band edges of GaN. The Fermi-energy EF is shifted towards midgap due to the Mn-
doping, while it should remain near the conduction band for Gd-doping. A substitutional
incorporation (charge state 3+) is assumed for either case.

So far, the effect of defect formation and impurity doping on the electronic structure of

the host semiconductor has been discussed. Apart from the concentration, the nature

and electronic properties of the impurities will have important implications on the

carrier transport in the doped semiconductor. In the next section, a general survey

about the relevant carrier transport mechanisms in lightly doped semiconductors will

be given, since it will provide a lot of important connections which should help to

interpret the experimental results obtained in this work. In particular, it serves

as a basis to understand the interplay between carrier localization and magnetic

interactions in dilute magnetic semiconductors.
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1.2 Electronic transport in lightly doped semicon-

ductors

A semiconductor is considered lightly doped, if its impurity concentration N satisfies

the inequality Na3 �1, where a is the Bohr radius of the impurity state. Localization

of electrons at the Fermi-level provides a physical criterion for distinguishing between

the ranges of light and heavy doping: in lightly doped semiconductors, electronic

states at the Fermi-level are localized and the low-temperature conduction is acti-

vated, whereas in heavily doped semiconductors, states are delocalized and conduc-

tion is of metallic nature. The transition between metallic and activated conduction

is known as the Mott-transition, and occurs typically when the criterion n
1/3
c a ≈ 0.25

is fulfilled, being nc the critical carrier concentration, or equivalently, the net concen-

tration of the majority impurities. In the following, only the conduction mechanisms

of semiconductors in the lightly doped regime (i.e. with localized electronic states)

will be considered, since it resembles the case of our experimental conditions.

In a simple picture of a semiconductor with only one type of impurity doping, the tem-

perature is the parameter which is determinant in distinguishing conduction regimes.

Fig. 1.6 represents schematically on a semi-logarithmic plot the inverse temperature

dependence of the resistivity, where a linear dependence is characteristic of activated

transport. Four different regimes can be distinguished; the temperature range A

corresponds to intrinsic conduction, while ranges B-D correspond to extrinsic con-

duction, that is, when the conduction is entirely determined by the nature and con-

centration of impurities. The intrinsic electrical conductivity arises due to thermal

activation of carriers across the energetic gap separating the valence and conduction

bands, therefore it is observed at very high temperatures and its intrinsic carrier con-

centration decreases rapidly with decreasing temperature due to the large activation

energy. In the regime B, all the impurities are still ionized (have given their elec-

trons to the conduction band) and hence the carrier concentration is independent of

temperature. Thus, the temperature dependence of the resistivity is entirely deter-

mined by that of the mobility, eventually leading to a decrease of the resistivity with

decreasing temperature, e.g. through weaker phonon scattering. In the temperature

range C, as the temperature is further decreased, the impurity electrons which are in

the conduction band are gradually recaptured by the impurity centers, phenomenon

which is often called
”
freeze-out“. Last but not least, the regime D corresponds to

electrical conduction by hopping, which occurs at very low temperatures where the

electrons are just able to surpass very low energy barriers. Unlike single-activated

transport (regime C), the existence of a sizable energetic dispersion of the impurity

levels is one of the fundamental concepts of hopping transport, since the electrons will

reach the states which are next in energy within the impurity band. For the sake of

completeness, the widely studied semiconductor germanium (Ge) with a donor con-

centration of ND ≈ 1015 is exemplified in order to get a feeling for the temperature

ranges where each conduction mechanism prevails, as depicted in Fig. 1.6.
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Figure 1.6: Schematic representation of the conduction regimes in lightly doped semiconductors.
The semiconductor Ge, with a donor concentration of ND=1015cm−3 is taken as an
example to link the universal behavior of the resistivity with real values of crossover
temperatures.

In the following sections, a quantitative explanation of the conduction mechanisms

and the derivation of parameters related to the electronic transport will be provided.

In particular, the temperature dependence of the carrier concentration and mobility

in the freeze-out regime for shallow impurities will be derived, as well as the different

conduction mechanisms and their temperature dependences in the hopping regime.

These concepts will be of key importance for the understanding of the experimental

results obtained in this work.

1.2.1 Single-activated electronic transport

The extrinsic electrical conductivity of a semiconductor can be easily derived if one

neglects the energy dispersion of the impurity levels (the impurity band width) and

assumes that all impurity centers have equal ionization energy E0, or equivalently,

that the electrons bound to the impurities posess a single activation energy ΔE. This

scenario is mostly applicable to shallow impurities. Knowing the band structure of

the semiconductor, as well as the localized states caused by the presence of shallow

impurities, the calculation of the electrical conductivity of the semiconductor requires

to find the number of mobile charges, at thermal equilibrium. For this purpose, the

calculation of the occupation probabilities of the accessible energy levels are needed.

The electrons have spin-1/2 and are fermions, therefore the system only contains

one electron per single-particle quantum state. For a given wave vector, there are

two quantum states with different spins which can be occupied simultaneously (up-

and down spin). Thus, the most appropriate statistical distribution to describe the
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occupation probability of electrons for a given energy state E will be

fe =
1

1 + exp(E−EF

kBT
)

(1.2)

known as the Fermi-Dirac distribution, where EF denotes the Fermi-energy and kB
the Boltzmann constant. Analogously, the probability of occupation by a hole is

fh = 1− fe =
1

1 + exp(EF−E
kBT

)
. (1.3)

The carrier density of states n gives the population of carriers at a particular energy.

For example, nCB will be the density of states of electrons in the conduction band,

which are able to contribute to electrical transport. According to the band structure

model, if the constant energy surfaces are spheres, and if there is only one energy

minimum at the vicinity of the band-gap, the value of nCB(E) for the two spin

orientations and unit volume is given by

nCB(E) = 4π(2m∗
e)

3/2(1/h3)(E − Ec)
1/2 (1.4)

being Ec the energy at the conduction band minimum, m∗
e the effective electron

mass and h the Planck-constant. Combining population number and occupation

probability of carriers, it is possible to calculate the electron number at a given energy

E. The number of electrons n in the conduction band is therefore

n =

∫
CB

nCB(E)f(E)dE (1.5)

As a solution of the integral, the expression obtained depends mainly on the temper-

ature of the system [47]

n(T ) = n0T
3/2 exp

[−(Ec − EF )

kBT

]
(1.6)

where Ec is the energy of the conduction band minimum and EF the Fermi-energy.

It is worth to mention, however, that the constant n0 in equation (1.6) contains the

electron effective mass m∗
e, which considers the influence of the crystal potential on

the electron, thus having different values for each semiconductor.

The calculation of the hole carrier concentration in the p-doped case is analogous,

taking into consideration the energy at the valence band minimum Ev, the acceptor

level Ea, and the hole effective mass m∗
h instead.

Another consequence of temperature, when considering n- or p-doped semiconductors,

is that the ionization of impurities will come to a saturation. Assuming the simple

case of uncompensated n-type semiconductors, which means there are no acceptors

which could be potentially ionized (n−
a = 0), electrical neutrality will lead to

n+ n−
a = p+ n+

d

n−
a =0→ n = p+ n+

d (1.7)



1.2. ELECTRONIC TRANSPORT IN DOPED SEMICONDUCTORS 19

where n+
d and n−

a represent the number of ionized donors/acceptors. After separating

ionized donors n+
d into total donorsNd minus neutral donors n0

d, and using the electron

occupation probability (1.2) for each case, following relation will remain:

(n− p)n =
Nc

2
(Nd − n+ p) exp (

−Ed − Ec

kBT
) (1.8)

where Nc is equal to the expression

n0 · T 3/2 = 2(
2πm∗

ekBT

h2
)3/2 (1.9)

in equation (1.6), sometimes called the effective or equivalent density of states of the

conduction band.

For a good interpretation of equation (1.8) in n-type semiconductors, it is suitable to

consider three different temperature ranges:

• (a) At very low temperatures the ionization of the donors is weak and the hole

concentration is negligible (the Fermi energy is very high in the bandgap), which

yields the relationNd � n� p. Neglecting n and p compared to the total donor

concentration Nd (equation (1.8)) becomes

n(T ) = (
NcNd

2
)1/2 · exp(Ed − Ec

2kBT
) (1.10)

The electron number increases, with an activation energy equal to half the

binding energy of the donor. The Fermi level still lies between the donor level

and the conduction band.

• (b) At intermediate temperatures, the exponential of Eq.(1.8) is of order 1 and

the hole number is still negligible. The relation (1.8) can be written as

(Nd − n) =
2n2

Nc · exp(Ed−Ec

kBT
)

(1.11)

The density of states of the conduction band Nc(T ) ∝ T 3/2 will be much larger

than Nd, due to its temperature dependence, so the solution n → Nd will

be a good approximation. The free carrier concentration equals the total donor

concentration, which means that all the donors have been ionized; the saturation

regime has been reached. However, the thermal energy is still too low for

activating electrons from the valence band. During the process of saturation,

the Fermi-energy will decrease and shift deeper within the band, lying lower

than the donor energy level.

• (c) At high temperatures, the intrinsic regime will be recovered, since all the

donors have already been ionized, and the thermal energy of the electrons allows

to excite carriers through the bandgap. The electron concentration n will vary
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then as exp(−Eg/2kBT ), the equation will be analogous as in case (a) but with

ΔE = Eg.

(lo w )(h ig h )

Figure 1.7: Variation of the logarithm of the carrier concentration and the Fermi-energy as a function
of the inverse temperature for an n-type semiconductor, taken from [47].

The effect of temperature on the carrier concentration nE has a substantial influence

on the electrical conductivity of a semiconductor, which is defined as

σ = σe + σh = nμee+ pμhe (1.12)

In this expression, n and p are the electron and hole concentrations, respectively; and

μe(h) is called the electron (hole) mobility. It is important to determine the majority

carriers of the studied system, since the term in the sum which includes the majority

carriers will prevail. So we will have three different cases:

• (a) for n-doping:

σ = nμee+ pμhe
n>>p→ nμee (1.13)
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• (b) for p-doping:

σ = nμee+ pμhe
p>>n→ pμee (1.14)

• (c) and in the intrinsic case, the relation (1.12) will remain unchanged, due to

the equal concentrations of electrons and holes (n=p).

For all the cases, the mobility is another parameter which influences the electrical

conductivity. A good carrier mobility, in common words, could be explained as the

capability of carriers to travel from one point to another efficiently, with less collisions

or disturbances. To have a deeper look on the role of the mobility, the different

scattering mechanisms of carriers should be considered.

• Scattering by lattice vibrations (subindex:L), also called phonons. The ampli-

tude of the vibrations increases with temperature and it is expected that the

collision probability also increases with T. As a result, the time τ between two

collisions and hence the mobility will decrease as

μL ∝ τ ∝ T−3/2 (1.15)

• Collisions with ionized impurities (subindex:I) and the effect of the Coulomb-

field. The temperature dependence of the mobility adopts the form [48]

μI ∝ T
3
2 (1.16)

Temperature 

lo
g 

( µ
 ) 

Figure 1.8: Variation of the carrier mobility with temperature.

If the temperature is increased, the motion of the atoms in the crystal becomes faster

and the distance which they move from their central positions becomes greater. In
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addition to this, the thermal velocity of the electron will increase. These two changes

will have opposite effects on τI and τL. (Note that the time τ between collisions is

proportional to the mobility.) The frequency of lattice collisions will clearly increase

since the atoms are oscillating more rapidly and sweeping out a greater volume. Due

to this fact, τL decreases with temperature. On the other hand, the value of τI
increases with temperature since the greater the thermal energy of the carrier the less

it is affected by the coulombic force of the impurity atom. At low temperatures, μtotal

is dominated by the impurity component and increases with increasing temperature,

until, as temperature rises, lattice collisions become dominant and the mobility begins

to fall again.

As we have summarized the temperature dependences of the mobility and carrier con-

centration in the freeze-out regime, it is clear that the mobility does not have a strong

variation with temperature. Hence the variation of the conductivity σ will be influ-

enced dominantly by the n(T ) behavior, which follows an exponential relation with

exp(−ΔE
2kBT

). This explains the very strong increase in conductivity with temperature

and provides a method of measuring the energy gaps in lightly doped semiconductors.

In contrast to metals, where the number of carriers is constant, the conductivity of

semiconductors increases with temperature mainly through the increased number of

carriers.

1.2.2 Coexistence of single-activated and hopping transport

The gradual freezing-out of conduction electrons with decreasing temperature eventu-

ally leads to a situation in which the main contribution to the electrical conductivity

comes from electrons hopping directly between impurities without any excursion to

the conduction band. Electrons jump from occupied impurity states to empty ones,

and therefore the presence of empty states is a necessary condition. The hopping

mechanism of conduction corresponds to a very low mobility, since the electron jumps

are associated with a weak overlap of wave-function tails from neighboring impurities.

Nevertheless, it wins in the competition with band conduction at low temperatures,

because the number of free carriers which can participate in the latter process is

exponentially small. The total resistivity can be expressed as

ρT = ρ1 exp

(
ε1
kBT

)
+ ρ3 exp

(
ε3
kBT

)
(1.17)

where the indexes 1 and 3 correspond to band- and hopping conduction, respectively.

The activation energy ε3 of hopping conduction is small compared to ε1, because

the dispersion of the energy levels in the (donor) impurity band is usually smaller

than the energy gap between the impurity states and the conduction band. As we

are dealing with lightly doped semiconductors, the impurity band width will stay

relatively narrow, thus holding the relation ε1 � ε3. The scenario is sketched in

Fig.1.9.
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Figure 1.9: Schematic picture of a lightly doped semiconductor, where the impurities states have
energetic dispersion, forming an impurity band. (a) Scenario of shallow impurities,
where the activation energies of band and hopping conduction are of the same order of
magnitude (ε1 ≈ ε3) leading to the coexistence of both transport mechanisms. Deep
impurities (b), where the conduction is entirely dominated by hopping events due to the
very large activation energy ε1.

In the hopping regime, when the impurity concentration is increased, the activation

energy is first enhanced due to the increasing random Coulomb potential of charged

impurities. However, a further increase in the concentration enhances the wave-

function overlap of neighboring centers and leads to a smaller ε3. There is a critical

concentration where the hopping activation energy ε3 vanishes, indicative of a tran-

sition from activated to metallic conductivity. The range of concentrations near the

metal-insulator transition (MIT) is difficult to interpret quantitatively, therefore, we

restrict in discussing the mechanism of hopping conduction with non-vanishing acti-

vation energy. Another characteristic feature of hopping conduction is an extremely

strong dependence of the quantity ρ3 in (1.17) on the impurity concentration Nimp.

This sharp dependence can be described as

ρ3 = ρ03e
f(Nimp) (1.18)

where both ρ03 and f (Nimp) are power-law functions of the impurity concentration.

In order to clarify the exponential dependence of the hopping conductivity on im-

purity concentration, we start at the case when separation between impurities are

much larger than the Bohr radius of the impurity state. At such distances the wave

functions fall exponentially, therefore, the overlap integrals also drop exponentially

with increasing distance between impurities, so that the hopping probability and
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hence the electrical conductivity will follow the same behavior. The exponential de-

pendence of conductivity on impurity concentration is one important fingerprint of

hopping phenomena.

In addition to the band and the hopping mechanisms of conduction, semiconductors

with low compensation display another activated transport mechanism which mani-

fests itself in a limited range of concentrations near the Mott-transition2, and works

at the intermediate temperature range between the band and the hopping conductiv-

ity regime. It arises when the impurity possesses a second electronic state with much

larger Bohr radius, so that the wave functions overlap strongly leading to the forma-

tion of a second impurity band, whose width might be great enough to merge with

the conduction or valence band edges. The so-called ε2-conduction has been experi-

mentally observed in germanium and silicon [49, 50], but its theoretical description

has not been developed yet. That is why we will just consider
”
ε3 conduction“ when

referring to hopping conduction.

As described in Fig.1.9, the coexistence of band- and hopping conduction works only

in semiconductors where the impurity states are not so far away from the conduction

or valence band edges and has been observed in a couple of material systems [51, 52].

However, if the impurities induce states which are energetically deep in the bandgap

of the semiconductor, the electronic transport will be entirely dominated by hopping

events between localized states, where the interaction with phonons and the overlap

of the localized wave functions play an important role. A quantitative description of

the conduction mechanism in the pure hopping regime will be presented in the next

section.

1.2.3 Theory of Hopping Conduction

In order to introduce the concepts which form the basis of the hopping conduction

theory, we start with the approach suggested by Miller and Abrahams [53]. The recipe

is as follows: Start with electron wave functions localized at individual impurities (e.g.

donors), then calculate the probability that an electron transition will occur between

two impurities i and j with the emission or absorption of a phonon. Next, calculate

the number of transitions i → j per unit time. In the absence of an electric field, an

equal number of electrons undergo the reverse transition. However, when an electric

field is applied, the forward and the reverse transitions will not be balanced, giving

rise to a current proportional to the field. Evaluating this current yields the resistance

Rij of a given transition, and thus the problem is reduced to calculating the electrical

conductivity of an equivalent network of random resistors, as sketched in Fig.1.10.

A very detailed calculation of the random resistor problem can be found in Ref.[53].

Nevertheless, we will summarize the most important concepts and steps to understand

what is the essence of hopping conductivity phenomena. The scenario starts with two

2when the metal-insulator-transition is reached due to electronic correlations
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Figure 1.10: Random resistor network proposed by Miller and Abrahams [53]. The vertices corre-
spond to impurity sites with energetic and spatial distribution, quantities which de-
termine the hopping probability (∝ Rij) between each pair of sites. The macroscopic
conductivity is determined by the resistance path with lower sets of resistances Rij .

impurities (for simplicity, donors) i and j which are placed at the coordinates ri and

rj and are supposed to share one electron. The ground-state wave function of an

isolated impurity is of Bloch-type ψ(r-ri)≡ ψ(r), which satisfies the single-electron

Hamiltonian in an ideal lattice with the Coulomb-potential

H =
�
2

2m
Δ+ Vlattice +

e2

κ |r − ri| (1.19)

where Δ is the Laplace-operator and κ is the dielectric constant of the medium. For

lightly doped semiconductors, the distance rij is much larger that the characteristic

wave-function size, so that the overlap of the functions ψi and ψj will be weak.

The interaction between the electron and both donors produces a splitting of the

degenerate state. Within the framework of the LCAO3 method, the split-state wave

functions represent a symmetric and an antisymmetric combination of the atomic

functions:

ψ1,2 =
ψi ± ψj√

2(1± ∫ ψ∗
i ψjdr)1/2

(1.20)

yielding the eigenenergies of states 1 and 2 according to the Hamiltonian in (1.19)

E2,1 = −E0 − e2

κrij
± Iij (1.21)

where -E0 is the energy level of an isolated impurity and Iij is the energy overlap

integral. For an hydrogenic-like function the following expression is obtained:

3Linear Combination of Atomic Orbitals
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Iij =
2

3

(
e2

κa

)
exp

(−rij
a

)
(1.22)

where a denotes the Bohr-radius of the impurity state. A more accurate calculation

of the energy splitting E2,1 which goes beyond the LCAO method by taking into

account the deformed shape of the wave function inbetween two impurity centers

-where their potential are comparable-, results in replacing the factor 2/3 by 2/e

[54]. Moreover, in a lightly doped semiconductor the above described situation is

not realized in practice, because of the strong interaction W (r) between the electron

and the charged impurities surrounding the donors i and j. When the difference in

potential energyW (r) at the sites i and j is larger than the overlap energy Iij between

the donors, the following inequality

Δj
i � Iij ; Δj

i ≡W (rj)−W (ri) (1.23)

leads to a new set of wave functions by including the potential energy W (r) in the

Hamiltonian and performing a variational calculation[53]. The two lowest states are

of the form

Ψi = Ψi +
Iij

Δj
i

Ψj (1.24)

Ψj = Ψj − Iij

Δj
i

Ψi (1.25)

An electron transition from state Ψi to Ψj implies a transfer of charge -e on the

distance rij. By calculating the eigenenergies, the energy difference between both

states yield

ΔEij = Ei − Ej = Δj
i +

(Iij)
2

Δj
i

(1.26)

and amounts to Δj
i for Δj

i � Iij . Therefore, the energy of an absorbed phonon in

the transition i→ j corresponds to Δj
i . Although the value of Δj

i is usually of a few

meV, the transition i→ j requires the participation of a long-wave acoustic phonon.

According to [53], it is assumed that electrons interact only with one acoustic branch

whose spectrum is isotropic. The transition probability is given by

γij =
2πV0
�(2π)3

∫
|Mq|2 δ(�vsq−Δj

i )dq (1.27)

where V0 is the volume of the crystal, vs the speed of sound, q is the phonon wave

vector, and |Mq| the matrix element of electron-phonon interaction. For the case of

an hydrogenic wave function and a donor separation rij much larger than the effective
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Bohr radius4 a, the transition probability of the hopping electron can be then written

in the form

γij = γ0ij exp

(−2rij
a

)
N(Δj

i ) (1.28)

where γ0ij summarizes the term which does not have any exponential dependence on

rij , Δ
j
i and a. The term N(Δj

i ), on the other hand, arises from the electron-phonon

matrix element |Mq| and is equal to

N(Δj
i ) =

[
exp

(
Δj

i

kT

)
− 1

]−1

(1.29)

So far, the probability of an electron transition between two localized impurity centers

at the sites i and j has been derived. The second step of the approach by Miller and

Abrahams is the calculation of the number of transitions i → j per unit time. For

that purpose, we introduce the quantity ni=(0,1) as the i-th donor occupation number

which fluctuates in time. The transition i→ j is only possible when the initial state is

populated and the final empty (ni=1, nj=0), so that the number of electrons making

this transition per unit time is given by

Γij = 〈γijni(1− nj)〉 (1.30)

The quantity γij also fluctuates in time, due to the fluctuating occupation numbers

for other donors which are neighbors of i and j. The surrounding potential energy

landscape W (r) thus changes over time, giving rise to fluctuations in Δj
i and hence

in γij. For simplicity, we assume that the site occupation numbers and energies do

not fluctuate in time, but remain equal to their average values, typical trick of a

self-consistent field-approximation5. Each donor is characterized by the (i) average

occupation number 〈ni〉 ≡ fi, (ii) and the time-averaged electronic level energy in

the field of all other impurities and electrons εi. The phonon energy absorbed in

the transition will be thus Δj
i=εj − εi. Under this approximation, the transition

probability i→ j per unit time is given by

Γij = γ0ij exp

(−2rij
a

)
N(εj − εi)fi(1− fj) (1.31)

For the reverse process, j → i, which happens with the emission of a phonon, one

obtains

Γji = γ0ij exp

(−2rij
a

)
[N(εj − εi) + 1] fj(1− fi) (1.32)

4also defined as
”
localization radius“, term which describe the characteristic size of the spatial

region in which the wave function is not exponentially small.

5analogous to the Hartree-approximation
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It should be mentioned that, while this approximation of time-averaging nicely holds

to describe the exponential dependence of ρ3 or the activation energy ε3 in the limits

of low and high compensation, is no longer valid for processes in which correlation

effects are of tangible importance.

Coming back to the calculation of the electrical current between i and j, which

is nothing else than the difference between forward and reverse electron transition

probabilities

Jij = −e(Γij − Γji) (1.33)

one obtains that there is a balance between the transitions i → j and j → i in the

absence of an electric field E. To elucidate that, consider the functions fi which are

given by the equilibrium expression

fi = f 0
i =

[
1

2
exp

ε0i − μ

kT
+ 1

]−1

(1.34)

where ε0i is the average energy on site i at E=0, μ is the electrochemical potential

of the system and the factor 1/2 is associated with two possible spin states for an

occupied site. Variations of the electric field E will redistribute electrons over donors,

creating corrections δfi and δεi so that the equation 1.34 converts to

fi(E) = f 0
i + δfi =

[
1 +

1

2
exp

ε0i − δμi − μ

kT

]−1

(1.35)

where ε0i = εi-δεi. If the electric field is so small that the corrections δμi and δεi are

small compared to kT , then one can expand the functions fi, fj , and N(εi − εj) in

the expressions for Γij and Γji as power series in these corrections. Using algebraic

manipulations with Eqs. 1.31,1.32,1.33,1.34 the current Jij can be written in the form

Jij =
eΓ0

ij

kT
[δμj + δεj − (δμi + δεi)] (1.36)

being Γ0
ij the frequency (probability per unit time) of transitions i→ j and j → i in

equilibrium. It is now visualized that just the corrections given by the electric field

E �=0 to the potentials and distributions at i and j lead to a non-vanishing electrical

current, which according to Ohm’s law takes the shape

Jij = R−1
ij (Ui − Uj) (1.37)

where

Rij =
kT

e2Γ0
ij

(1.38)

and
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−eUi = δμi + δεi = δμi + eE · ri + e2

κ

don∑
k �=i

δfk
|ri − rk| (1.39)

The first term in δεi describes the direct action of the external field E, and the second

describes the variation in the Coulomb potential due to a redistribution of electrons.

Coming back to the Ohm’s law description of the electrical conductivity for a given

transition i → j, the quantity −eUi can be regarded as a local value of the electro-

chemical potential on donor i, counted from the electron chemical potential μ, so that

Ui − Uj can be interpreted as a voltage drop and Rij as the resistance of the transi-

tion. Extrapolating to the macroscopic case where many donors are present, the total

current through the sample, which is the sum of all current paths crossing through

the electrodes, will be obtained provided that the quantities Ui can be calculated.

However, it is not necessary to know all the individual terms Ui; the donors which

are adjacent to the metallic electrodes take the value of the electrode potential. If

the sample has the length L the applied voltage between terminal electrodes is equal

to eEL. All other voltages are determined by the condition of equality of currents

flowing in- and out of each donor.

Although the calculation of each donor potential -eUi is really time-consuming for

macroscopic samples, it can be in principle performed. The hopping conductivity is

hence completely determined by the resistances Rij of the random network, which

according to (1.38) is governed primarily by the time-averaged transition probability

Γij . It is convenient to separate two factors in the expression (1.31) which describe

Γij , one depending exponentially on the distances rij and the donor energies εij ,

and all other containing weaker, power-law dependences on these parameters. By

substituting the equilibrium functions N0, f 0
i and f 0

j into the expression for Γij, and

considering sufficient low temperatures where kT � ∣∣ε0i − ε0j
∣∣,|ε0i − μ|,∣∣ε0j − μ

∣∣, the

quantity Γ0
ij becomes

Γ0
ij = γ0ij exp (2rij/a) exp (εij/kT ) (1.40)

where

εij = 1/2
[∣∣ε0i − ε0j

∣∣+ ∣∣ε0i − μ
∣∣+ ∣∣ε0j − μ

∣∣] (1.41)

Finally, we arrive at the expression which contains the essential dependences of hop-

ping conductivity:

Rij =
kT

e2γ0ij
exp

(
2rij
a

+
εij
kT

)
(1.42)

The resistance of a given transition i → j will be thus determined, on the one hand,

by the relation between impurity distance and wave function extension, and between

potential energy difference at the sites i and j (energy barrier) and available thermal

energy, on the other hand. It is therefore plausible that, at very large impurity
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separation rij or at very high energy barriers εij (or an addition of both effects)

the resistance Rij is exponentially high, making the given transition very rare or

inexistent. In order to determine the total resistance of the resistor network containing

Nd vertices, it is important to evaluate the dispersion of the parameters involved in

the exponential part of Rij described in Eq.(1.42). The characteristic dimension of

the wave function localized at the donor sites -in the following denoted as localization

length ξ- depends on the nature of the donor impurity and therefore its dispersion can

be primarily neglected. In contrast, it is clear that the separation between impurities

rij has a considerable dispersion in real crystals. At sufficiently low temperatures,

the energy term might also have a tangible dispersion, affecting the distribution of

resistance values Rij.

Miller and Abrahams [53] made the first approach to calculate the total resistance of

the random network by averaging local values of resistances Rij . The biggest difficulty

was to deal with a wide spectrum of distances rij, which lead to the existence of

regions of radius r larger than the mean impurity distance rmean=(Nd)
−1/3 where

chains of series resistance break. The scenario is illustrated in Fig.1.11. It is evident

that the current from one electrode to the other will depend strongly on the fact, if

there are other resistance chains with much lower series resistance which are able to

bypass the void, which describe the regions where r ≥ rmean. It is evident that the

relative number of broken and unbroken chains plays an important role for the total

conductivity: the Miller-Abrahams random resistor network is a percolation problem.

rv

(a)

(b)

Electrode 1
Electrode 2

ijr

Figure 1.11: Schematic description of a parallel circuit consisting in (a) a series resistance chain
where the all the vertices fulfill the condition rij ≤ rmean and (b) a single connection
by crossing a void of radius rv ≥ rmean. If the low-resistance chains exist in sufficient
number, the voids will be all bypassed by conducting current from one electrode to the
other.
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The percolation theory was successfully applied to solve the Miller-Abrahams random

resistor network problem [55, 56, 57] and hence describe the macroscopic hopping con-

ductivity. In particular, it was shown that the percolation method worked well for a

sufficiently large dispersion of resistances, which ideally corresponds the experimen-

tal cases. An important result of the percolation theory is the existence of a critical

value xc which is denoted as the percolation threshold. For instance, the parameter

x can be regarded as the ratio between unbroken and broken conductivity bonds of

the Miller-Abrahams random network, or equivalently, as the probability that a tran-

sition i→ j happens (connected) or not (broken bond). Such probability is governed

primarily by the exponential part of Eq.(1.40), so that the parameter

xij =
2rij
a

+
εij
kT

(1.43)

is the right one to be included in the framework of percolation theory. Thus each

resistor Rij is described as

Rij = R0
ij e

xij (1.44)

In order to evaluate the exponential part of the macroscopic hopping conductivity,

we start with the situation where only the resistances with xij ≤ x are switched on.

Then, we gradually increase x until we reach the percolation condition over conducting

resistances. This is obviously the case at x=xc, where xc is the percolation threshold

for a random site problem[58], with the bonding criterion6

xij ≤ x (1.45)

Increasing x from xc to xc + 1 results in the formation of a critical subnetwork of

resistances, which shunts all resistances whose xij ’s are substantially larger than xc +

1: the electrical conductivity of the critical subnetwork itself is determined by resis-

tances with xij close to xc. As a consequence, the macroscopic hopping conductivity

can be written as

ρ = ρ0e
xc (1.46)

since the exponential dependence of the hopping conductivity on all parameters

(rij ,εij ,a) resides of the percolation threshold parameter xij (Eq. 1.43). This should be

taken as the starting point for all investigations of macroscopic hopping conductivity.

In order to see how physical results follow from this expression, we consider first the

the case when ρ3, defined by Eq. (1.18) in the preceding section, only depends on the

impurity concentration. The network of resistances for the ρ3-problem
7 is given by

6the criterion to be fulfilled so that sites i and j are considered bonded

7where the resistivity depends only on the impurity separation
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Rij = R0
ije

(2rij/a) (1.47)

where the bonding criterion adopts the simple form

2rij
a

≤ x ⇒ rij ≤ ax

2
(1.48)

which means that the connectivity of a pair of impurities depends only on their

separation. Consequently, xc can be expressed in terms of the percolation radius rc,

as

xc =
2rc
a

(1.49)

In turn, the exponent of the macroscopic electrical conductivity (Eq. 1.46) is entirely

determined by jumps over the distance of the percolation radius rc. Calculation of

the percolation radius of spheres through a finite array of N random sites is an old

problem and has been performed generally [59, 60] and specifically to evaluate the

percolation radius of long-ranged magnetic interactions [61]. The best results found

in literature for the sphere problem yield

4π

3
Nr3c = 2.7± 0.1 ⇒ rc = (0.865± 0.015)N−1/3 (1.50)

where N is correspondingly the concentration of vertices of the Miller-Abrahams

network, or equivalently the concentration of majority impurities. The determination

of rc defines xc via Eq.(1.49) and we find for the ρ3 conductivity

ρ3 = ρ03e
xc = ρ03 exp

( c

N1/3a

)
(1.51)

where c=1.73±0.03. Comparing this expression with (1.18) we successfully obtained

the seeked dependence f (Nimp) of the hopping conductivity on the majority impurity

concentration. It should be noted that this dependence is applicable only when the

wave functions localized on the majority impurities are isotropic and hydrogenic-like

decaying at large distances according to the law Φ(r) ∝ exp (−r/a). For the case

of anisotropic wave-functions (e.g ellipsoidal), the approach of a sphere percolation

problem can be taken by considering a geometrical correction due to the change of

localization volume8, yielding the following impurity-concentration dependence

xc = f (Nimp) =
c

N1/3(a2b)1/3
(1.52)

where a and b correspond to the long and short ellipsoidal diameters, and c is the

same numerical coefficient as in the isotropic case. For instance, this determination

allows to study crystals which are under the influence of deformation potentials which

alter the shape of the localized wave functions, e.g. uniaxial strain.

8the volume of the spatial region in which the wave function is not exponentially small
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So far, the percolation theory has been applied to solve the hopping conductivity

problem where the transitions Rij only depend on the impurity separation. When

the energy term εij/kT in Rij is not negligible, it has to be included in the bonding

criterion which takes the form

2rij
a

+
εij
kT

≤ x (1.53)

The simplest case for evaluating the exponential temperature dependence of the hop-

ping conduction, which resides entirely in the term εij/kT , corresponds to semicon-

ductors with low degree of compensation. The impurity band and the density of states

is sketched in Fig. 1.12. Two important features can be extracted from the scenario of

low compensation: First, most donor levels are very close to the unperturbed level9,

which is taken to define the zero energy. Consequently, the vast majority of tran-

sitions i → j will take place between donor states near the density-of-states (DOS)

maximum. Second, since the Fermi-energy μ lies at the upper extremum of the DOS-

tail, the donor energies εi and εj are very small compared to the Fermi-energy μ. By

recalling expression (1.41), one obtains εij ≈ μ and thus the bonding criterion can be

adapted as

x0c +
μ

kT
≤ x (1.54)

where x0c = 2rc/a is the known percolation threshold for the problem where the

transition probability only depends on the impurity separation. It is important to

keep in mind that the second term in (1.54) is independent of the selection of the

sites i and j, so that it will behave as an additive constant when searching for the

percolation threshold xc of the whole problem:

xc = x0c +
μ

kT
(1.55)

so that the macroscopic hopping resistivity takes the form

ρ = ρ03 e
x0
c eμ/kT (1.56)

The existence of a constant activation energy in the low-compensation regime can

be well understood: the states near the Fermi-energy are very rare, so that the long

spatial distance between them, according to the Miller-Abrahams theory, represent

a conduction channel of
”
broken chains“ which is easily bypassed by the much more

conductive channel of donor states which are abundant thus having a strong overlap;

nevertheless, the latter transitions have to pay the price of an activation energy μ

to contribute to the conductivity. Again, we notice the important role of the shape

of the impurity band DOS and the position of the Fermi-level (see Fig. 1.12) when

9the energy level which would result if there were no energetic dispersion of the available states,
i. e. if the impurity band width would converge to zero
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making useful approximations to solve hopping conductivity problems. In a similar

fashion, the hopping conductivity can be derived in the limit of high compensation

assuming an analogous impurity band distribution.

Conduction Band

Valence Band

µ

0

³

³N (    )

Figure 1.12: Schematic representation of the impurity band and the density of states (DOS) at low
compensation. The electrons of the donors which are trapped by acceptor states are
painted in blue. The zero-energy lies at the isolated impurity level, and the Fermi
energy (μ) lies in the upper band tail, such that the electrons which contribute to the
conductivity at the DOS-maximum have to be activated by the energy μ.

The situation is different when dealing with semiconductors either in intermediate

ranges of compensation or with a very sharp density-of-states profile, where the sim-

plified picture of a constant activation energy is not necessary valid. However, by

considering the general bonding criterion (1.53) and the inequality

εij
kT

� 2rij
a

(1.57)

it was demonstrated that there is indeed a constant activation energy[62]. The au-

thors in [62] included the perturbation method in the framework of percolation theory

Without going into details, the physical implications of this inequality will be dis-

cussed in order to understand the concept of a constant activation energy in hopping

conduction. Starting again with the Miller-Abrahams random resistor network, the

selection of resistances Rij according to the bonding criterion (1.53) will be governed

by the distance rij between transitions, if the inequality is fulfilled. As a consequence,

the energy barriers εij will have less influence on the percolation threshold, and can

be treated as a first-order perturbation problem. Assuming that the energies εi and εj
are uncorrelated and homogeneously distributed, the perturbation analysis [62] yields
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εij = 〈εij〉 (1.58)

which means that the macroscopic activation energy is the average of all energy

barriers εij whose dispersion is described by a distribution function f(εij). Coming to

a more realistic situation, we have to take into account the correlation between on-site

energies εi and εj (e.g via Coulomb-interaction between impurities) which depend on

the impurity separation rij. The characteristic distance rij at which the correlation

is still appreciable is denoted as the energy correlation length rcorr. Moreover, the

probability that a pair (i,j) corresponds to a given energy εij is different for pairs

with different rij, meaning that the distribution function f(εij) will depend on rij.

The increase in the percolation threshold from x0c (=2rc/a) to xc when the bonding

criterion is changed from x0c ≤ x to x0c+Δxij ≤ x occurs due to those pairs for which

x0ij < x0c ; x0ij +Δxij > x0c . (1.59)

The first condition (equivalent to rij < rc) implies that, as long as the
”
new“ per-

colation problem is still governed by rij , only transitions between impurities whose

distances are shorter than the percolation radius (connected resistors in the Miller-

Abrahams network) can actively change the percolation threshold; while the second

condition tells us that, if the percolation threshold is changed, has to be due to the

energy term Δxij=εij/kT . Since we are analyzing the case when Δxij � x0c , both

inequalities in (1.59) are just fulfilled for the pairs with xc very close to x0c , in other

words, only the pairs with rij close to the percolation radius rc will change the perco-

lation threshold when including their energy term εij . Due to the random distribution

of impurities, the number of the relevant pairs with rij ≈ rc is rather small, and their

typical separation much larger than the average impurity distance. As a consequence,

the εij of the relevant pairs can be considered to be uncorrelated, which enables again

the use of the perturbation method to determine the activation energy [62]:

ε3 = 〈εij〉 |rij=rc (1.60)

being the only constraint that the average is taken not over all the available ener-

gies but over the relevant ones, i.e., the pairs for which rij=rc. There have been a

few studies testing the suitability of the perturbation theory considering arbitrary

energy distributions f (εij) [62, 63, 64], which successfully confirmed the existence of

a constant activation energy.

The constant activation energy in hopping conductivity is thus a general feature of

the cases when the energy term (εij/kT) is negligible compared to (2rij/a). This

behavior is observed experimentally for impurities with localized electrons (small lo-

calization radius a) and/or at high temperatures. Under these circumstances, the

energy barriers εij do not play a major role in the selection of resistances to solve

the percolation problem and are rather included as a small perturbation. Therefore,

as soon the percolation condition (tuned by rij) is fulfilled, the transitions i → j
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will be governed by nearest neighbors; that is why hopping conductivity with con-

stant activation energy is often called nearest-neighbor-hopping (NNH). However, at

temperatures which are sufficiently low or at localization radii a which are near the

metal-insulator transition, the activation energy is no longer constant. The individual

energy barrier between sites i and j is no longer negligible and influences the selection

of resistances; it may happen that an electron, looking for a convenient energy bar-

rier, hops over distances larger than the average distance between impurities. This

phenomena is called variable-range-hopping and will be discussed in the next section.

So far, we have provided the essential tools to understand the collective phenomenon

of hopping conductivity. The random resistor network of Miller and Abrahams was

presented as an illustrative model which starts by the evaluation of an individual

transition and, with the help of percolation theory, ends with a transparent description

of the macroscopic hopping conductivity.

1.2.4 Mott’s law and Variable-Range-Hopping conduction

The basic concept of variable-range-hopping is, as the name reveals, the electronic

transport by hopping over variable distances caused by the minimization of energy

when undergoing a transition between two remote sites i and j. At sufficiently low

temperatures, the macroscopic conductivity is determined by the states whose ener-

gies are close to the Fermi-level. Mott [65] was the first one to notice that at low

temperatures, the activation energy ε decreased with decreasing temperature, from

where he derived the celebrated Mott’s law

ρ(T ) = ρ0 exp [(T0/T )]
1/4 (1.61)

with

T0 =
β

kBN(μ)ξ
(1.62)

where N(μ) is the density of states at the Fermi-energy, kB the Boltzmann constant,

ξ the localization radius of the relevant states, and β a numerical coefficient. Mott’s

original derivation could not give an exact value of the coefficient β, since he gave

only a qualitative description of the emergence of variable-range-hopping transport

in an impurity band with constant density of states at the Fermi-level. Fig. 1.13

shows schematically the impurity band structure which was the starting point to

describe variable-range-hopping. Recalling the dominant exponential terms in the

expression (1.42) for the hopping resistance Rij it is natural to suppose that, at very

low temperatures, only resistances having very small values of εij will contribute to

conduction. This implies that the relevant states (i,j) have to lie energetically in

a narrow region near the Fermi-level, described by the energy interval ε0, as shown

in Fig. 1.13. At the same time, the relevant states are far away from each other,

therefore, their spatial distribution can be considered uncorrelated. Furthermore,
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because of the narrow width of the band ε0, the density of states in the region [μ± ε0]

can be regarded as constant, so that the total number of relevant states is given by

N(ε0) = 2N(μ)ε0 (1.63)

In order to derive the resistance corresponding to all the sites i for which |εi − μ| ≤
ε0, the average energy barrier and distance between hops in the narrow band can

be estimated as 〈εij〉=ε0 and 〈rij〉=[N(ε0)]
−1/3, respectively. Using these average

expressions, the macroscopic resistivity can be written as

ρ = ρ0 exp

[
1

N(ε0)1/3ξ
+

ε0
kT

]
= ρ0 exp

[
1

[2N(μ)ε0]
1/3 ξ

+
ε0
kT

]
(1.64)

For large values of ε0, the second term dominates in the exponential part of (1.64),

which implies a decreasing ρ(ε0) with decreasing ε0. As the width of the narrow

band ε0 becomes smaller, the states become very rare and their decreasing overlap

plays the dominant role, resulting in an increase of ρ(ε0). The competition between

spatial overlap and energy leads to a resistance minimum when both terms in the

exponent of (1.64) become equal. The temperature-dependent energy ε0 which yields

the minimum resistance takes then the form

ε0(T ) =
(kT )3/4

[N(μ)ξ3]1/4
(1.65)

This expression, which corresponds to the
”
optimal band width“ of the relevant states,

contains the physical essence of variable-range-hopping transport. In particular, it

describes the scenario of minimum resistivity, analogous to the obtention of the per-

colation threshold in a Miller-Abrahams random resistor network. By substituting

ε0(T ) into the resistivity expression (1.64) one arrives at Mott’s law(1.61). The T−1/4

dependence of the hopping resistivity is characteristic of variable-range-hopping with

a constant density of states at the Fermi-level, scenario which was given the name of

Mott variable-range-hopping (Mott-VRH), in spirit of Mott’s rather intuitive deriva-

tion.

The quantity ε0(T) corresponds to the average activation energy between hops of

the relevant sites, and the derivative d(lnρ)/d(kT )−1 yields the activation energy at

a given temperature. From (1.65) it is evident that the activation energy decreases

monotonically as T 3/4 with decreasing temperature. Unlike the high-temperature sce-

nario of constant activation energy, where the hopping length is temperature indepen-

dent and of the order of the mean separation between impurities (nearest-neighbor-

hopping), the average hopping length in the VRH-regime does vary with temperature.

From Eq.(1.64) we infer

R̄hop ∝ [N(μ)ε0(T )]
−1/3 ∝ ξ (T0/T )

1/4 (1.66)
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Figure 1.13: Section of an impurity band near the Fermi-level, with a constant density of states.
At low temperatures, the relevant states for hopping transport are the ones within a
energy interval ε0 around the Fermi-level μ, which corresponds to the

”
optimal“ band

in Mott’s derivation.

The average hopping length thus increases as T−1/4 as the temperature is lowered,

and may reach values much greater than the average distance between impurities.

Despite the qualitative character of Mott’s original derivation, the description of

the physics of variable-range-hopping is very consistent. Still, for a quantitative

analysis (e.g. comparison with experimental data) the knowledge of the coefficient β

in the numerator of the characteristic temperature T0 is necessary. A more rigorous

derivation of Mott’s law has been later done by Ambegaokar et al. [55] using the

percolation method, where the coefficient β could be determined. For the sake of

completeness, the solution of the macroscopic hopping conductivity by the percolation

method at the limit of low temperatures will be summarized. As usual, the starting

point for the percolation Ansatz is the bonding criterion

2rij
ξ

+
εij
kT

≤ x (1.67)

where both terms should be taken as relevant for the search of the percolation thresh-

old xc. The largest possible values of εij and rij are defined as:

εmax = kTx; rmax =
ξx

2
(1.68)

such that εij ≤ εmax, which applies for both |εi − μ| and |εj − μ|. Ambegaokar

et al. [55] formulated the percolation problem using dimensionless variables in the

form

di = ri/rmax (1.69)
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Δi = (εi − μ)/εmax (1.70)

so that the bonding criterion adopts the form

dij +Δij ≤ 1 (1.71)

where

dij = |di − dj| = rij/rmax (1.72)

and

Δij =
1

2
(|Δi|+ |Δj|+ |Δi −Δj |) (1.73)

Considering again the impurity band structure depicted in Fig. 1.13 with a constant

density of states in the region |Δi,j |< 1, the total number of states will be given by

N(x) = 2N(μ)εmaxr
3
max =

1

4
N(μ)kBTξ

3x4 (1.74)

so that determining the percolation threshold xc requires to find the critical concen-

tration Nc at which percolation first occurs, taking into account randomly located

sites distributed in the energy interval [Δi]< 1. The percolation threshold will be

equal to

xc =

[
4nc

N(μ)kBTξ3

]1/4
(1.75)

and the macroscopic hopping resistivity can be written as

ρ(T ) = ρ0e
xc = ρ0 exp

[
4nc

N(μ)kBTξ3

]1/4
(1.76)

This expression corresponds to Mott’s law, with β=4nc. It is not surprising that

Mott’s qualitative derivation and the solution offered by the percolation method are

of the same form, since both approaches consider the scenario of sufficiently low tem-

peratures and the same impurity band structure depicted in Fig. 1.13. For an accurate

determination of the coefficient β, the above dimensionless percolation problem was

numerically solved by the Monte Carlo method [66]. An extrapolation to an infinite

array gives following values

nc = 5.3± 0.3; β = 21.2± 1.2 (1.77)

The validity of Mott’s law can be extended to lower dimensions. The quantity N(μ)

can be understood as the n-dimensional density of states, and [N(ε0)]
1/3 can be re-

placed by [N(ε0)]
1/n. Repeating Mott’s qualitative derivation described above, one

obtains a law of the form ρ=ρ0 exp (T0/T )
1/p with p=(d+ 1)−1.
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On the other hand, Mott’s law loses his validity when the density of states at the

Fermi-level is no longer constant. This situation might arise when sizable correlation

effects are present, leading to the formation of an energy gap at the Fermi-level. The

influence of a vanishing density of states at EF on the hopping conductivity will be

discussed in the next section.

1.2.5 Correlation effects in Hopping conduction: The Coulomb
Gap

In a medium where electronic correlations play an important role, it is imperative

to identify the different kinds of impurities and their charge state. A lightly doped

semiconductor contains mainly three kinds of sites chaotically arranged in space: (i)

positively charged donors which have given up their electron to acceptors, (ii) neutral

donors, and (iii) acceptors which permanently host an electron and are negatively

charged. (For the sake of simplicity, we are considering an n-type semiconductor).

All impurities are assumed to be fixed in space, but electrons can hop from one to

another. Furthermore, the electron hops will be influenced by the Coulomb-potential

of the impurities, which are likewise correlated if the average impurity separation

is not too big. At zero temperature, the distribution of electrons over donors is

determined by the condition of minimum electrostatic energy, which is a function of

the occupation number of the participating impurities, described by the Hamiltonian

Hel =
e2

κ

[
1

2

don∑
k

don∑
k′ �=k

(1− nk)(1− nk′)

rkk′
−

don∑
k

acc∑
i

(1− nk)

rik
+

1

2

acc∑
i

acc∑
j �=i

1

rij

]
(1.78)

where κ is the dielectric constant of the medium. The determination of the occupa-

tion numbers and on-site energies corresponding to the ground state is a complicated

many-body problem. However, it was solved for the limiting cases of low and high

compensation [57, 67]. At intermediate compensation, when there is no small para-

meter which could lead to the simplification of the problem, the Coulomb-interaction

has to be rigorously considered for all nearest neighbors of the localized electron. In

this sense, Pollak and Knotek [68] showed that the density of states must have a

minimum around the Fermi-level. Other authors [69, 70] confirmed the existence of

an energy gap by computer experiments, being able to calculate the density of states

and model the structure of the impurity band. The region where the density of states

vanishes has been therefore named the ’Coulomb Gap’. The scenario is schematically

depicted in Fig. 1.14.

The approach which was used to find the ground-state electrostatic energy of a given

donor-acceptor configuration consists in the following. First, one minimizes the ex-

pression (1.78) with respect to one arbitrary occupation number, then with respect

to a simultaneous variation of two occupation numbers, and so on. This procedure
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Figure 1.14: Impurity band with vanishing density of states at the Fermi energy. The energy interval
where the DOS starts to decrease, is called the

”
Coulomb-gap“.

delivers a fast convergence, as confirmed by numerical calculations[69]. The deriva-

tion of the emergence of the Coulomb-gap follows taking into account two conditions

for the transition i → j under the Coulomb potential, and starting from the ground

state Hamiltonian. At a first stage, any variation of the occupation number ni of a

donor i will result in a perturbation of the ground-state Hamiltonian Hmin. A positive

increment will result provided that

ni =

⎧⎨
⎩0 εi > 0

1 εi < 0
(1.79)

where εi is the energy counted from the Fermi-level μ, which is set as the zero-energy.

In turn, this condition just stresses that states with energies below the Fermi-level are

filled and those above are empty. The numerical experiments in [69] showed that the

energy H satisfying the above condition for all donors, differs just by a few percent

from the ground-state energy Hmin. In the next stage, the energy increment Δj
i to the

ground-state Hamiltonian Hmin for the transition from a filled donor i to an empty

donor j needs to be positive

Δj
i = εj − εi − e2

κrij
> 0 (1.80)

It is not difficult to derive Δj
i from physical arguments. In order to push the electron

from site i to the continuum, one requires the energy -εi, and the energy to bring it

back to the empty site j amounts to εj . However, in the second stage, the system

is not in the ground-state any more: the electron has left a positive charged hole on
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site i, whose attraction diminishes the energy by -e2/κrij . Equivalently, it can be

regarded as the necessary energy to form an electron-hole pair, taking into account

the interaction between electron and hole. The inequality (1.80) has to be valid for

any pair of donors with εj > 0 and εi < 0, according to (1.79). Considering donors

whose energies are comprised in a narrow band of width ε0 as the relevant ones for

the electronic transport (we are still dealing with very low temperatures), the initial

and final state for any transition i → j have to lie on opposite sides of the Fermi-

level, as shown in Fig. 1.15. Furthermore, taking into account the inequality (1.80)

for the maximum energy difference between the states i and j, which is equal to

ε0/2− (−ε0/2)=ε0, one obtains

Δj
i (max) = ε0 − e2

κrij
> 0 ⇒ ε0 >

e2

κrij
(1.81)

so that the relevant donors must be spatially separated by a distance rij not less than

e2/κε0. Therefore, the donor concentration [N(ε0)]
−1/3 ∝ rij should not exceed the

value of ε30κ
3/e6. Moreover, by evaluating the density of states ND(ε0)=dn(ε0)/dε0, it

can be observed that it vanishes when ε0 → 0, at least as fast as ε20. A faster decrease

of the density of states would mean that the average donor separation is greater than

e2/κε0, which leads to a much weaker Coulombic-interaction. Such a weak interaction

could not be responsible for lowering the density states, coming to the conclusion that

the density of states has to decrease quadratically towards the Fermi-level, as

N(ε0) =
αε20κ

3

e6
(1.82)

where α is a numerical coefficient equal to 3/π [69]. Within the approximation based

on (1.81), the density of states near the Fermi-level takes the universal form [69, 71]

described in (1.82), since neither the donor concentration nor the degree of compen-

sation enters the ε2 law. The width of the Coulomb-gap ΔCG is inferred from the

energy where the density of states is equal to the unperturbed density of states N0,

as

N0 =
αΔ2

CGκ
3

e6
⇒ ΔCG =

e3N
1/2
0

κ3/2
(1.83)

The emergence of the Coulomb-gap near the Fermi-energy μ has been qualitatively

derived, in a similar fashion as Mott’s variable-range-hopping using the approxima-

tion of a narrow band ε0 of relevant states near the Fermi-energy. Both qualitative

approaches underlie the condition of sufficiently low temperatures. However, it is

worth to mention that the existence of a constant energy at the Fermi-level in Mott’s

derivation, which would mean the absence of a Coulomb-gap, is justified only when

the coulombic correlation energies are negligible compared to the average hopping

energy (which is similar to the optimal band ε0(T ) in order of magnitude) of the

transitions i→ j at a given temperature.
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Figure 1.15: (a) Impurity states in a narrow band near the Fermi-energy. The ground-state requires
that empty donors have a positive energy εj and occupied donors a negative energy εi.

The maximum Δj
i for a relevant transition is in the order of ε0. (b) Resulting density

of states after considering the relevant single-electron transitions under the effect of
Coulomb interactions.

Furthermore, the quadratic dependence of the density states near the Fermi-level has

important implications for the macroscopic conductivity. Considering a generalized

energy dependent density of states [56]

N(ε) = N0 [|ε− μ|]n (1.84)

the resulting total number of relevant states near the Fermi-energy is given by

n(ε0) = N0

μ+ε0∫
μ−ε0

N(ε)dε =
2

n+ 1
N0ε

n+1
0 (1.85)

where N0 is the density of states far outside the coulomb gap. By replacing this

expression in (1.64) and following Mott’s original derivation based on the optimal

band of minimum resistivity, one obtains

ρ(T ) = ρ0 exp [(T0/T )]
p (1.86)

where the hopping exponent p is related to the power n of the density of states

behavior as

p =
n+ 1

n+ 4
(1.87)

The consistency of this general relation can be easily tested: for n=0, which resembles

a constant density of states, one recovers p=1/4 (Mott-VRH); and for a quadratic

dependence n=2 due to single-electron Coulombic interactions, the exponent p=1/2

(Efros-Shklovskii-VRH) is retrieved. The quantity T0 in (1.86) is often called the

characteristic hopping temperature, and in the Efros-Shklovskii regime (p=1/2) it

amounts to
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T0 =
βe2

κξ
(1.88)

where β is a numerical factor, ξ denotes the localization radius and κ the static

dielectric constant. Note that for the derivation of T0, the explicit form of the density

of states (1.82) has been taken into account.

So far, we have concentrated on the effect of Coulomb-potential on single-electron

transitions. The next stage is the minimization of the electrostatic energy described

in (1.78) taking into account simultaneous transfer of many electrons. The many-

electron problem was first considered in [72, 73], and the main result of the energy

minimization was that the density of states at low energies exhibits a much sharper

decay than quadratic, as

N(ε) ∝ e−β1Δ/|ε| (1.89)

where Δ is the Coulomb-gap width and β1 a numerical coefficient. The physical

explanation of this modified density of states behavior towards the Fermi-energy,

underlies the fact that the system possesses another channel of low-energy elementary

excitations, whose energy transfer is also defined by Δj
i (Eq. 1.80). Indeed, one empty

and one filled donor can form a pair whose transfer energy Δj
i is very small, even

though the single-electron energies |εi| and |εj | for each donor lie outside the optimal

band ε0 (Fig. 1.15). The existence of these pairs requires that the donor separation

rij is sufficiently small, since according to (1.80), the term e2/κrij has to compensate

a large positive quantity εj-εi. Recall that initial and final state must lie on opposite

sides of the Fermi level, i.e., εj >0 εi <0. The value of rij for such a pair is hence of the

order of the average distance between impurities. Therefore, these low-energy pairs

(also called ’soft pairs’) represent compact formations, usually isolated from other

pairs, and do not make any important contribution in the conductivity. However,

one should be aware of their existence, since these are the pairs which, for instance,

dominate in the absorption of low-frequency radiation.

While the electron transitions within ’soft pairs’ do not play an important role for the

macroscopic conductivity (the T−1/2 law is still valid), the potential which is created

by their excitation does. The excitation of a ’soft pair’ results in an additional dipole

moment compared to the ground state. The energy required to excite several pairs

must therefore include dipole-dipole interaction energy, whose sign depend on the pair

orientation. By definition of the ground state, the total energy of any excitation must

be positive. The interaction between ’soft pairs’ and the single-particle excitations

of low energy ε can be also understood as the influence of additional surrounding

dipole-fields in the vicinity of (for the conductivity) relevant single-particle transitions.

Analogously, a relevant single-particle transition i → j which is not supposed to

occur in normal conditions, can happen through the induction of electron transfers

in surrounding soft pairs, if the induced polarization lowers the potential energy on

site j. The scenario is sketched in Fig. 1.16.
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Figure 1.16: Sketch of how a single-particle transition i → j can induce soft-pair-excitations in
the surroundings when the resulting polarization lowers the potential energy at site j.
Initial (a) and final (b) state of the many-electron transition.

This situation is similar to the polaron effect in ionic crystals. However, in the present

case the polarization does not arise due to ion displacements but because of electron

transitions within soft pairs. The concept of ’electronic polaron’ was introduced

independently by Efros [72] and Mott [74] in the late 70s.

The excitation of ’soft pairs’ has a substantial effect on the density of states N(ε).

The expression for Δj
i (1.80) which describes the energy needed for a single-electron

transition, needs to be corrected because of the polarization energy of surrounding

soft pairs. Using the same arguments which led to the derivation of the law N(ε) ∝ ε2,

but including the corrected Δj
i and considering a large number of soft pair excitations

for each i → j transition, an exponential dependence of the form (1.89) is obtained

[75, 76]. The recipe was to stabilize the ground-state against a certain amount of

many-electron,
”
polaronic“ transitions. Using Poisson statistics, the distribution of

transitions which have the smallest total excitation energy (the
”
best“ pairs) have

been calculated [76], resulting in a exponential (
”
hard“) gap of the order of ΔCG/5,

where ΔCG is the Coulomb gap width, as shown in Fig. 1.17. It is worth to recall

that the Coulomb gap width (1.83) depends on the dielectric permittivity κ which

has to be corrected due to the excitation of soft pairs, as

κ = κhost + 4πχ ; χ = e2N0ξ
2 (1.90)

where κhost is the dielectric permittivity of the host lattice and χ is the contribution

to the permittivity due to the excited electronic polarons [77]. The polaronic en-

hancement of the dielectric permittivity depends primarily on the localization length

ξ, so that κ increases with increasing overlap of the wave functions, eventually di-

verging at the metal-insulator transition. This phenomenon is known as
”
polarization

catastrophe“ and has been observed experimentally in uncompensated silicon [78, 79].

At low impurity concentrations, however, the polaronic contribution to the dielectric
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permittivity is expected to be small. Another quantity which depends on κ is the

characteristic temperature T0 in the Efros-Shklovskii T−1/2 resistivity law. In this

sense, the polaronic contribution 4πχ due to many-electron interactions should be

also considered.

N ( ε )

Δ  H Δ  CG
0 ε

Figure 1.17: Density of states in a system where many-electron interactions play an important role.
The ’hard gap’ emerges at an energy of the order of ΔCG/5, according to [76]. The
Fermi energy is set at zero.

The emergence of an exponential
”
hard gap“ within the Coulomb-gap due to elec-

tronic polaron excitations (Fig. 1.17) has a substantial influence on the macroscopic

resistivity at very low temperatures. The relevant states near the Fermi-level ’feel’

the hard gap as a finite energy difference and the temperature dependence of the

resistivity recovers a single-activated behavior:

ρ(T ) = ρ0 exp

(
Δh

T

)
(1.91)

It is generally difficult to observe the hard gap regime experimentally. Either the

hard gap activation energy is so small compared to the average hopping energy at

accessibly low temperatures, or the resistance becomes unmeasurably high at temper-

atures still corresponding to the Efros-Shklovskii (T 1/2) regime. However, there are

suitable systems, where the combination of relevant parameters (bandgap of the host

semiconductor, impurity concentration, degree of compensation, energetic position

of the impurity band) enables the observation of the T−1 activated behavior at low

temperatures, characteristic of the hard-gap regime [80, 81, 82].
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Figure 1.18: Overview of the hopping regimes as a function of temperature. The characteristic
features of each scenario are highlighted.

Résumé

As suggested in the beginning of the section, analyzing the temperature dependence

of the resistivity in a lightly doped semiconductor opens up the possibility to study

a variety of electronic transport processes. An overview of the transport regimes as

a function of temperature is presented in Fig. 1.18. The occurrence of a crossover

between the different regimes substantially changes the underlying physics of the

electronic transport, which are reflected in the characteristic quantities. In particular,
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when the dopants induce strongly localized states, i.e., the electronic transport is

dominated by hopping within an impurity band, the inferred characteristic quantities

provide a way to describe and model the impurity band without making use of ab-

initio calculations. With this knowledge, important conclusions about the nature of

the impurities present in the host semiconductor can be drawn.
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1.2.6 Band and Hopping conduction under magnetic fields:

The Hall-Effect

In the presence of a magnetic field, the free carriers which contribute to electrical

transport experience a deviation in their trajectory, due to the Lorentz-force

�F = q · �v × �B (1.92)

which is maximal when the external magnetic field �B is applied perpendicular to the

carrier direction of motion (given by the carrier velocity �v) and vanishes when �B is

applied parallel to it. The absolute value of q is the elementary charge and its sign

depends on the carrier type. If the carrier current is flowing in the x-direction, with

a magnetic field applied in z-direction, the Lorentz-force will bend the trajectories

of the carriers and thus produce an electrical field in y-direction, called also Hall-

field. This phenomena is not as simple as it seems from the first impression, since

the carriers will be exposed, during their trajectory, to different collision mechanisms,

already described in section 1.2.1. Therefore, a complete description of the kinetics

of the electrons (equation of motion) has to be considered.

Assuming that the transport mechanism in a semiconductor is governed by only one

type of carriers (e.g electrons), the system can be treated in the one-band model.

Considering the linearized Boltzmann equation as the most suitable equation of mo-

tion for the description of traveling electrons which are exposed to collisions, in the

presence of an electric field �E and a magnetic field �B, the following relation is ob-

tained:

�E = ρ0�j +
eτ

m
ρ0( �B ×�j) (1.93)

where �j represent the current density of the electrons, τ is the time between collisions

(see section 1.2.1) and ρ0 is the resistivity of the semiconductor in the absence of a

magnetic field. From Eq. (1.93) it can be clearly concluded that the electrical field
�E needed to produce the electron current has to be divided in two components. The

component parallel to the current �j is given through the relation

Eparallel = ρ0J (1.94)

which corresponds to Ohm’s law. In the parallel configuration, the resistivity is not

influenced by the magnetic field, which means that there is no magnetoresistive effect.

In the transversal component EH (Hall-field)

EH =
eτ

m
ρ0BJ (1.95)

there is indeed a change in the resistivity. Comparing Eq. (1.95) with Ohm’s law, the

hall resistivity can be obtained as the proportionality factor between EH and J
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ρxy =
EH

J
=
eτ

m
ρ0B (1.96)

Using the definition of the conductivity in absence of a magnetic field and considering

only electrons as carriers, namely σ0 = ρ−1
0 = ne2τ

m
in order to eliminate the relaxation

time, a very useful relation is obtained:

ρxy(B) =
B

ne
(1.97)

The field dependence of the hall resistivity can be measured experimentally. As it can

be seen from the equation, there will be a linear proportionality between ρxy and B.

The carrier concentration is obtained through the slope of the linear function ρxy(B)

and the type of carrier is determined through its sign. The factor (1/ne) is called

Hall-coefficient or Hall-constant. With the relation σ = neμ, the Hall-mobility can

be expressed in terms of the Hall constant:

RH =
1

ne
(1.98)

μH =
σ

ne
= σRH (1.99)

This calculations in the one-band model have indeed their limitations. As soon as

there are holes which are also contributing to the electrical transport, the model has

to be extended. The holes will be affected by the external magnetic field in a different

way than electrons. Because of the positive charge, the holes will create a Hall-field

in the opposite direction, thus compensating the field created by the electrons. It is

worth to mention that this compensation is not symmetric. Even the specific case of

an n-and p-doped semiconductor with equal number of donors and acceptors would

not decrease the Hall-field to zero, due to the different effective masses and mobilities.

In Hall-effect measurements, these compensation effects may be the first suspects, if,

for example, the measured Hall-voltage has a very low value despite a higher expected

carrier concentration. The experimental interpretation of the Hall-Effect in a doped

semiconductor is therefore not an easy issue, and it should be submitted to a careful

analysis.

In addition, considering the case where band- and hopping conduction are coexistent,

the Hall-resistivity, the Hall-coefficient RH and hence the mobility will not behave

according to equations (1.98,1.99). In order to describe the process, the electrons

participating in electrical conduction are divided into two groups: conduction band

electrons (σc,Rc) and impurity-band electrons with hopping conductivity σh and Hall

coefficient Rh. A simple phenomenological calculation [83] gives the following expres-

sion for the observable Hall coefficient:

R =
Rcσ

2
c +Rhσ

2
h

(σc + σh)2
(1.100)
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The hopping Hall-mobility μh=Rhσh is expected to be much smaller compared to

the band mobility μc=Rcσc. For σc � σh, the equations (1.98),(1.99) are recovered.

At σh ≈ σc, the conductivity mechanism changes from band to hopping. When

the hopping conductivity is dominant (σc � σh), the total Hall-coefficient can be

expressed as

R =
Rcσ

2
c

σ2
h

=
μce

σ2
h

n(T ) (1.101)

In turn, measuring the Hall-coefficient in the region where hopping conductivity domi-

nates, does not allow to separate the Hall-mobility μh and the hopping Hall-coefficient

Rh from the conductivity σh. Another possibility is to consider the regime of very

low temperatures, where the carriers cannot be any longer transported to the conduc-

tion band, i.e., when the conductivity is entirely determined by hopping transitions

between localized states. Theories of the Hall-effect in the nearest-neighbor-hopping

(NNH) [84] and variable-range-hopping (VRH) regime [85, 86] have been proposed.

The approach to solve the Hall-conductivity problem was the same as the longitudinal

conductivity: to find the critical subnetwork of (transversal) hopping transitions in a

Miller-Abrahams random resistor by means of the percolation method. The relevant

hopping transitions were calculated considering the interference mechanism devel-

oped by Holstein [87], which suggests that the observation of an ordinary Hall-effect

in hopping conductors requires at least triads of sites and a magnetic flux through

the triangles (polygons) formed by the sites. It was shown that the transition prob-

ability Γij contains an additional contribution δΓH
ij which is linear in the magnetic

field, arising from the interference between the amplitudes of a direct (i → j) and

indirect (i→ k → j) transition. The scenario is depicted in Fig. 1.19.

The magnetic field induces an Aharonov-Bohm phase for the electrons that are trans-

ported around the triangle, such that the transition probabilities Γij and Γji are not

equal, creating an imbalance of populations of sites i and j. The balance is restored

by the emergence of an additional potential difference Δμij which is manifested as a

Hall-voltage. The Hall-current flowing between i and j is thus given by

JH
ij = e(δΓH

ij − δΓH
ji) (1.102)

which is the same expression as (1.33) with the index H to denote that the current is

transversal to the applied electric field. Taking into account these concepts, the rij-

percolation problem (where the transition probability only depends on the separation-

NNH)[84] and the percolation problem with site and energy disorder (VRH)[85, 86]

have been solved. The main result was that the hopping Hall-mobility was many

orders of magnitude smaller than the longitudinal mobility μ0, and in particular,

showed a decay with temperature in the variable-range-hopping regime [86], as

μH ∝ exp (−TH
0 /T )

1/4 (1.103)
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Figure 1.19: Minimal triad configuration for the emergence of a hopping current JH transversal
to the electric field. The interference of direct i → j and indirect (over the site k)
transitions gives rise to a current contribution which is linear in magnetic field. The
magnetic flux through the triangle causes an imbalance of hopping probabilities for a
i → j and a j → i transitions.

where TH
0 is the characteristic temperature of the longitudinal resistivity appearing

in Mott’s law reduced by a factor of 50, according to [86].

Nevertheless, the experimental observation of the Hall-voltage as an exclusive effect

of hopping electrons in the regime where band- and hopping transport are coexistent,

as well as in the variable-range-hopping regime (where the Hall-resistance becomes

very high due to the low mobility) has remained a challenge in lightly doped semicon-

ductors [88, 89]. Furthermore, the sign of the Hall-coefficient is not unambiguously

determined by the sign of the charge carrier , since it depends not only on the geomet-

rical arrangement of sites but also on the nature (s,p-like) and relative orientations

of the involved orbitals where the carriers are able to hop [90].

In summary, the evaluation of the Hall-effect becomes complicated as the electronic

transport by hopping dominates against band conduction. The low Hall-mobility in

the variable-range-hopping regime hinders the experimental analysis of the linear de-

pendence of the transversal conductivity with magnetic field predicted by the theory,

whereas the non-straightforward sign determination of the Hall-coefficient does not

allow to ascribe electrons or holes as the majority carriers.



2. Experimental methods

This chapter presents a brief description of the major considerations which should

be taken into account by performing reliable electrical transport measurements. In

particular, the fabrication of ohmic contacts which hold for a broad range of sample

resistances, as well as the sample preparation prior to the measurement, are presented.

Standard characterization techniques as X-ray diffraction (XRD), energy dispersive X-

ray spectroscopy (EDX), secondary ion mass spectroscopy (SIMS) or superconducting

quantum interference device (SQUID) can be numerously found in literature and are

therefore not the main scope of this chapter. A short presentation of the sample series

which have been grown by molecular beam epitaxy (MBE) is also given, since their

characterization is the main subject of this work. The classification of the samples

-according to the substrate used for growth- is defined, which should serve as an

orientation along the last chapter.
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2.1 Substrate choice

In epitaxial growth processes, it is well known that the substrate choice for a given

material is a very important issue. One distinguish thereby between homoepitaxial

(lattice-matched) and heteroepitaxial (lattice-mismatched) growth, being the former

the optimal starting point to achieve excellent properties in terms of crystalline qual-

ity. The most common substrates for GaN epitaxial growth are Al2O3, AlN, SiC

and GaN-bulk crystals. However, depending on the techniques which might be ap-

plied to characterize the epitaxial layers, the choice of a lattice-matched substrate

is not always suitable. For instance, homoepitaxial growth of GaN is not optimal

for X-ray-diffraction characterization (XRD), since the reflections from substrate and

epitaxial layer are at the same angular positions, so that slight changes in the crys-

tal parameters of the epilayer are difficult to be extracted. On the other hand, the

measurement of small magnetic signals (e.g. in dilute magnetic semiconductors by

means of SQUID) requires that the large substrate volume contains a negligible con-

tamination of magnetic impurities, especially if the thickness of the epitaxial layer is

very short or if the magnetic doping is in the highly-diluted limit. Last but not least,

for electrical transport measurements, it is desirable that the substrate posess a very

high resistance in order to enable a broad conductivity range in which the epitaxial

layer can be characterized without parallel conduction effects.

Since it is very difficult to find a substrate which fulfills all the aforementioned con-

ditions, Mn- and Gd-doped GaN, as well as unintentionally doped GaN epitaxial

layers have been grown on five different substrate types. The suitability of the main

characterization methods performed in this work, depending on the substrate choice,

is summarized in Table 2.1.

Series Substrate type XRD SQUID el.Transport

(A) MOCVD-GaN/Al2O3 (Lumilog) - + - -
(B) 6H-SiC (Sterling) ++ + +
(B) 6H-SiC (Dow Corning) ++ + ++
(C) MOCVD-GaN:C/Al2O3 (IAF) - + ++
(C) MOCVD-GaN:Fe/Al2O3 (IAF) - - +

Table 2.1: Substrates which have been chosen for the growth and characterization of Mn- and Gd-
doped GaN. The suitability is encoded as follows: (++) optimal, (+) useful, (-) doable
(- -) unreliable

According to these considerations, the samples are classified in three groups. Series A,

grown homoepitaxially on conductive GaN-templates, Series B, grown heteroepitaxi-

ally on highly-resistive 6H-SiC(0001), and Series C, grown homoepitaxially on highly-

resistive (doped) GaN-templates. Note that the series labeling (A→C) corresponds

to the chronology on the substrate acquisition, so that the majority of the available

samples are from Series A and B. For series C, the samples grown on GaN:Fe/Al2O3
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consist of just one or two cross-check references for electrical measurements, so that

they will be completely omitted for the rest of the discussion.

All samples have been grown by plasma-assisted molecular beam epitaxy (MBE). The

GaMnN layers (Series A,B and C) have been grown in a commercial Varian Mod Gen

II facility, with a base pressure of p ≤ 7×10−11 mbar, and at a substrate temperature

of Ts=770 ◦C. In comparison, the GaGdN layers (Series A and B) have been grown in

a custom-build MBE-facility (ELSA), with a base pressure of p ≤ 1×10−10 mbar and

a substrate temperature of Ts=763 ◦C. For the samples grown on MOCVD-templates,

the substrates were outgased for 10h at a temperature of 650 ◦C to achieve a clean

surface prior to growth. On the other hand, the 6H-SiC substrates were subjected to

a more careful treatment, due to the affinity of the material to form an oxide at the

surface, which might affect the nucleation process in the early stage of growth. Before

loading the substrate in the vacuum chamber, the substrate was immersed in a HF

(50%) solution (2 minutes). In the vaccuum chamber, prior to growth, the 6H-SiC

substrates are annealed at 900 ◦C and subjected to a Ga-cleaning procedure [91], in

order to remove the last oxygen traces from the surface by the formation of volatile

GaO2. The optimization of the growth conditions will be discussed in section (3.1).

2.2 Preparation of Ohmic contacts

Given the importance of the wide-gap semiconductor GaN in optical and electronic

devices, such as light-emitting diodes (LEDs) or high-mobility electron transistors

(HEMTs), the preparation of low-resistance ohmic contacts is a state-of-the-art issue.

However, most of the ohmic contacts are prepared on highly conductive n-type (or

p-type) GaN, which are the most common epilayers in the industrial processes. It is

well known that the realization of ohmic contacts is sensitive to the position of the

Fermi-level in the semiconductor, so that a universal recipe which holds for a broad

range of conductivities is not automatically given. Ti/Al based multilayers, have

been found to be the most suitable materials to prepare ohmic contacts in n-type

GaN and are known more than a decade ago [92]. The formation of the alloy TiN

upon annealing creates a degenerate n-type GaN region, owing to the large amount of

nitrogen vacancies at the GaN/TiN interface, forming a low resistance ohmic contact.

A third barrier layer is usually deposited in order to prevent the outdiffusion of Al to

the surface, which might degrade the contact characteristics. Au deposition is used

to cap the surface.

By measuring the IV -characteristics of a set of GaN epitaxial layers (both conduc-

tive and highly-resistive samples), good ohmic contacts were obtained with the mul-

tilayer (Ti/Al/Ti/Au) in two different thickness configurations: (30/160/40/40)nm

and (22/45/30/40)nm, being the former the most reliable up to high resistances. The

Ti/Al/Ti metal stack was deposited by electron beam evaporation, and the Au cap

layer by thermal evaporation in a commercial evaporation (Univex 350 ) chamber with
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a base pressure of with a base pressure of p ≤ 10−6mbar. The contacts were annealed

in a rapid thermal annealing (RTA) facility at 850 ◦C during 30 s. Fig. 2.1 shows the

IV -characteristics of a conductive and a highly-resistive GaN layer, indicating that

the ohmic behavior holds at such high resistances.

Figure 2.1: IV-characteristics of a n-type conductive GaN (top) and a highly-resistive GaMnN
sample (bottom). Note that the linear behavior holds up to high resistances. The
GaMnN layer (G0480) is the most insulating sample investigated in the present work.

The importance of reliable ohmic contacts for performing electrical transport mea-

surements is evident: The measured resistance will not change by performing the

measurement at different voltages, so that the dependence of the resistance on exter-

nal parameters, such as the temperature or the magnetic field, can be analyzed in a

systematic way.
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2.3 Four-point resistance measurements

Resistance measurements are typically performed using four-point terminals to cancel

the effect of contact resistance. The most common geometries to measure the resis-

tivity and the Hall-voltage, are the van der Pauw and the Hall-bar geometry. While

the former has the advantage of a fast sample preparation, the latter, due to its re-

duced dimensions, allows to locally probe the electrical properties of the sample. Both

methods have been used in the present work and will be described in the following

sections.

2.3.1 The van der Pauw method

The pioneering work of L. J. van der Pauw [93] showed that it is possible to measure

the specific resistivity and the Hall effect on a sample of an arbitrary shape, which

has to fulfill following conditions:

• a constant thickness in the region of interest

• an uninterrupted surface area

For the contacts, following considerations have to be taken:

• they have to be small compared to the sample dimensions

• they have to be placed on the sample edges

I12 V34

d

1

3

4

2

-

+
+

-

Figure 2.2: Sketch of a contacted sample in the van der Pauw geometry. While the surface dimensions
are not important, the thickness d has to be constant in the region of interest. The
notation of current and voltage corresponds to the resistivity measurement configuration.
For the Hall-Effect, the voltage is measured perpendicular (2-4) to the applied current
(1-3).
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Fig. 2.2 shows a sketch of a contacted sample in the van der Pauw geometry. Using

the defined contact numeration, the resistivity is equal to

R2134 =
U34

I21
(2.1)

where the indexes denote the directions of current flow and the polarity of the mea-

suring electrodes. According to [93], the conductivity is defined as

σ =
ln2

πd

2

R2134 +R3241
[f(Q)]−1 (2.2)

where

Q =
R2134

R3241

(2.3)

f is a correction factor for the geometrical asymmetry (not for material anisotropy

or inhomogeneity), that depends on the symmetry factor Q, defined as the ratio of

the resistivities for two pairs with a common contact. For an ideal square sample, the

symmetry factor is Q = 1. Good sample preparation will routinely achieve a value

less than 1.2, although values of Q up to 1.5 will still yield reasonable measurements.

Values of Q > 1.5 are usually a result of badly defined van der Pauw patterns, non-

Ohmic contacts or anisotropic samples. A rectangular sample will naturally have

values of Q > 1 so that for these samples the symmetry factor cannot be used to

monitor sample quality. The correction factor f can be obtained using following

approximation

f ∼= 1− 0.34657 A− 0.09236 A2 (2.4)

where

A =

[
Q− 1

Q+ 1

]2
(2.5)

This approximation holds for samples which do not show a large asymmetry (Q < 10).

In order to reduce non-symmetry effects to the calculation of the resistivity, it is useful

to average the resistivity over all possible permutations of the four contacts with the

respective forward and reverse current directions. So the resistivity takes the form

ρ =
πd

ln2

1

8
[(R2134 − R1234 +R3241 − R2341)fA + (R4312 − R3412 +R1423 − R4123)fB]

(2.6)

where the correction factors fA and fB are given according to the definition in Eq. 2.4,

and the symmetry factors QA and QB account also for the reverse current direction.

An analogous treatment is applied for the Hall-Effect measurement. Thereby, the

Hall-voltage is measured perpendicular to the current, and averaged over all possible
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permutations taking into account both current and magnetic field polarities. The

Hall-coefficient can be calculated as

RH = 1
8

d
Bz
[(R3142(B+)− R1342(B+) +R1342(B−)−R3142(B−)) +

(R4213(B+)− R2413(B+) +R2413(B−)−R4213(B−))] (2.7)

2.3.2 Hall-bar geometry

Unlike the van der Pauw method, where the average over many configurations is

required, the resistivity and the Hall-Effect in a Hall-bar structure can be obtained by

measuring a single voltage (Vxx,Vxy), respectively. While the measurement analysis

is simpler than in the van der Pauw geometry, the preparation of Hall-bar structures

requires in general four different process stages:

• Optical lithography (Contact pattern)

• Contact deposition with subsequently Lift-Off

• Second optical lithography run (MESA pattern)

• Etching process (insulation)

(a) (b) (c) (d)

Figure 2.3: The four steps for a Hall-bar preparation: (a) Pattern for contact deposition via optical
lithography (b) contact deposition and lift-off (c) MESA-structure (d) Insulation through
etching process.

These four basic steps are schematically depicted in Fig. 2.3. To ensure optimal con-

ditions, the preparation is carried out in a clean-room facility. Optical lithography

is a technique which enables to pattern structures on sample surfaces, via UV-light

irradiation of a resist layer. Before exposing the sample to light irradiation, a thin

layer of photo-resistive material (Photolack AR-3510) was deposited on the film sur-

face and distributed homogeneously by means of a spin coater, to be finally heated
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at 110 ◦C (hard baking). The resist layer will chemically react to the UV-light, so

that the exposed areas will be exempt from the resist layer after developing (positive

resist). This step is performed using a mask-aligner (SUSS MJB4).

The lithography process is used to select the area either where the contacts should

be placed (Fig. 2.3(a)), or to pre-pattern the MESA-structure to account for the

insulation between the contact arms (Fig. 2.3(c)). The insulation is achieved via

reactive-ion etching (RIE). Optical micrographs of Hall-bar structures after the four

preparation steps are shown in Fig. 2.4.

(a)

200 µm

(b)I1

I2

V
xx

V
xy

Figure 2.4: (a) Overview of Hall-bar structures used in the present work. (b) Hall-bar structure
after the four preparation steps, ready to be contacted (right).

Besides the current contacts which are located at the top and the bottom of the

Hall-bar, just four contacts are needed to perform both resistivity and Hall-Effect

measurements: two for the voltage Vxx parallel to the current, and two for the voltage

Vxy perpendicular to the current. The darker regions in the picture (Fig.2.4(b))

correspond to the etched material. For a reliable measurement, there should be no

cross-talk between the contacts. Therefore, the choice of an insulating substrate

should be strongly taken into consideration.

2.3.3 Measurement Set-Up

Prior to the measurements, the samples, either prepared in the van der Pauw or

Hall-Bar geometry, have to be mounted in the sample holder and contacted to the

measurement electronics. The samples are mounted on a chip carrier and contacted

with a commercial wedge bonder, using thin aluminum wires (d = 50μm). The set-up

is sketched in Fig. 2.5.

Temperature and field- dependent measurements were performed in a custom-build

continuous flow cryostat (4K-320K), equipped with an electromagnet allowing field-

dependent measurements up to 1 T (Fig. 2.5). DC-measurements were performed
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(a) (b)

Figure 2.5: Measurement set-up (a) and sample holder with inserted chip carrier (b).

using a precision current source (Keithley 6220)1 and a multimeter (Keithley 2000), up

to high resistances (≈ 1TΩ). For conductive samples (R ≤ 1MΩ), a physical property

measurement system (PPMS) was alternatively used for high-field measurements (up

to 9 T) or to perform resistivity measurements at very low temperatures (2-4 K).

1output resistance: ≥ 1014 Ω, resolution: 0.1 pA
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3. Experimental Results and
Discussion

In this chapter, the effect of Mn- and Gd-incorporation on the structural, magnetic

and electrical transport properties will be presented and discussed. While the struc-

tural and magnetic properties of reference undoped samples will be considered directly

within the discussion of Mn- and Gd-doped GaN, a separate section is devoted to the

electrical transport properties of as-grown GaN epilayers. Thereby, the identification

of the dominating defects and the resulting transport mechanisms is on the fore-

ground. The change of electronic transport behavior owing to Mn- and Gd-doping

will have important implications on the nature and magnitude of the observed mag-

netic interactions. In addition, some preliminary characterization results of MnxGa1−x

ferromagnetic layers epitaxially grown on GaN will be presented in the last section,

in view of spin-injection from the ferromagnet into the semiconducting GaN.
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3.1 Undoped GaN

Recalling section (1.1), where the defect formation landscape in GaN was discussed

in great detail, the n-type conductivity observed in as-grown GaN was ascribed to the

incorporation of residual impurities, such as oxygen or silicon. However, it has been

argued that the growth conditions (e.g. pressure, carrier gases, III/V molar ratio) de-

termine the availability of residual impurities. In particular, the surface potential, i.e.,

the location of the Fermi-energy during growth, has to be considered for an accurate

interpretation of the thermodynamical approaches concerning the defect formation

energies. The reference GaN samples were grown by plasma-assisted molecular-beam-

epitaxy (MBE) on both MOCVD-GaN/Al2O3 and GaN:C/Al2O3 templates as well

as 6H-SiC(0001) substrates at a temperature of Ts=760 ◦C. The base pressure in

the growth chamber was p ≤ 1×10−10mbar. The III/V flux ratio was adjusted in

the range where the best structural and morphological properties are found, which

corresponds to the Ga-rich regime near the stoichiometrical point, denoted as the in-

termediate regime in Fig. 3.1. Furthermore, the optimal surface morphology is found

when exactly two monolayers of Ga are present at the surface during growth, condi-

tion which is often described as the
”
bilayer point“. A further Ga-enrichment leads

to a Ga-metal accumulation in form of droplets. These conditions have been already

studied within our group and more details can be found in Refs. [33, 94, 95]; however,

they are briefly recalled to complete the description of the growth scenario for an

optimal connection to the thermodynamic predictions introduced in section (1.1).
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Figure 3.1: Transmission electron micrographs (TEM) of GaN epilayers grown at different condi-
tions, showing a remarkable decrease in dislocation density when going from the N-rich
to the intermediate, slightly Ga-rich regime. The III/V flux ratio is controlled by the
Ga-beam equivalent pressure (BEP) at constant N-plasma conditions, taken from [33].
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Figure 3.2: Atomic force micrographs (AFM) indicating an improvement in the resulting surface
morphology when the Ga- surface coverage during growth amounts to two monolayers
(2ML), taken from [33].

Only samples grown directly either on semi-insulating 6H-SiC(0001) or GaN:C/Al2O3

have been considered for electrical transport characterization, so that multi-layer and

interface contributions to the conductivity [96] can be avoided. Two 6H-SiC substrate

batches have been used in the present work, acquired from the company Sterling (SiC-

ST) and Dow Corning (SiC-DowC). Their resistivities differ by a few orders of mag-

nitude, being the batch from Dow Corning the most insulating. The GaN:C/Al2O3

substrates were provided by the Fraunhofer Institute (IAF), and showed unmeasur-

able resistances below 300 K. Recall that for avoiding parallel channel conductivity,

not the resistivity, but the resistance R of the substrate has to be much higher than

the one from the epilayer. Fig. 3.3 shows the resistances of all the substrates used in

this work, compared to a GaN epilayer grown on SiC, which clearly shows that the

measured resistance in a typical GaN/SiC sample has to come from the epilayer.

The temperature dependence of the resistivity and the Hall-Effect of unintention-

ally doped GaN layers have been measured between 5 K and 300 K. In order to

have an insight of the carrier transport mechanisms which may occur, it is often

instructive to plot the resistivity against the inverse temperature (1/T). In the intro-

ductory part (see Fig. 1.6), the semiconductor germanium with a donor concentration

of ≈1015cm−3 was exemplified, since it exhibits the main four conduction ranges at

experimentally accessible temperatures. In the case of unintentionally doped GaN,

depicted in Fig. 3.4, the crossover from hopping to single-activated transport is ob-

served. A hopping activation energy of 0.51 meV could be fitted between 4.5 and 10 K.

It should be remembered that hopping conductivity with a constant activation energy

resembles the case of nearest-neighbor-hopping (NNH). At low temperatures, it can
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Figure 3.3: Temperature dependence of the resistance of GaN grown on 6H-SiC(0001), which is
around three orders of magnitude lower than the 6H-SiC(ST) substrate. The 6H-SiC
(DowC) and GaN:C/Al2O3 (IAF) substrate batches were not measurable below 300 K.

be thus concluded that the electronic transport in GaN occurs by hopping between

neighboring (donor) defect states. The occurrence of hopping conduction within a

donor impurity band has been also observed by Look et al. , both in unintentionally

doped MOCVD-GaN [34] and in N-rich grown MBE-GaN samples [97].

At higher temperatures, it can be observed that the resistivity shows another lin-

ear dependence, characteristic of the thermal activation of electrons from the donor

states to the conduction band, as shown in Fig. 3.4. In fact, the activation energy

can be better quantified by measuring the temperature dependence of the carrier

concentration n(T) by means of the Hall-Effect. Fig. 3.5 shows the results of the

ln(|n|) vs T−1 fit, yielding an activation energy of ΔE=Ec-Ed=(20.3±0.6) meV. For

better accuracy, the data has been fitted in the temperature range which lies outside

the crossover-regime, so that the hopping contribution to the conductivity can be

neglected. Note that, for clarity, the y-scale in Figs. 3.4 and 3.5 is shown as log(ρ)

and log(|n|), respectively. The sign of |n| is negative, confirming electrons as majority

carriers.

The activation energy was fitted according to the charge neutrality equation (1.8),

assuming a negligible concentration of compensating acceptors. In order to evaluate

the validity of this assumption, we recall the defect formation scenario depicted in

Figs. 1.2 and 1.4. First, the existence of the
”
freeze-out“ range at 300 K implies

that not all the donors have been ionized, i.e., that the Fermi energy lies between

the donor state and the conduction band. Second, the free carrier concentration

at 300 K amounts to n = 5.8×1017cm−3, suggesting a donor concentration ND ≥
n, since the saturation range has not been reached yet. Both arguments rule out

the native vacancy VN as the dominant donor, because the position of the Fermi-

energy near the conduction band reduces the probability that VN defects appear in
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Figure 3.4: Logarithm of the resistivity against the inverse temperature T−1, giving an overview
of the present carrier transport mechanisms in as-grown GaN on 6H-SiC (left). At low
temperatures, nearest-neighbor-hopping between donors is observed, and as the temper-
ature is increased, the conduction changes from hopping to thermal activation to the
conduction band, inferred from the linear relationship at high temperatures (right).

appreciable concentrations. Concerning the formation energies of residual impurities,

the incorporation of either ON or SiGa would be consistent with the observed shallow

activation energy. Taking the acceptors into account, the formation energies of VGa

and VGa-ON defects are the lowest at n-type conditions, so that they are expected to

be the main compensation centers (the concentration of CN impurities is expected to

be negligible). The presence of single vacancies (VGa) and vacancy complexes (VGa-

ON) in n-type samples grown by MBE, MOCVD and HVPE have been confirmed

by positron annihilation spectroscopy (PAS) studies [40, 41, 42, 98]. Oila et al. [98]

investigated the effect of Si- and O-doping on the formation of VGa, and found that the

incorporation of SiGa suppressed the formation of gallium vacancies ([VGa] ≤1016cm−3)

within a doping level range of [Si]=1017- 5×1018cm−3, whereas for unintentionally

doped as well as for oxygen-doped samples the vacancy concentration was detectable

and ranged between 1017cm−3-1018cm−3. In collaboration with the Aalto University

in Finland (the same research group who has extensively studied vacancy defects in

GaN cited in the references above), positron annhiliation spectroscopy measurements

have been performed in our unintentionally doped samples 1, yielding a vacancy

concentration in the mid 1016cm−3 range. The detectable concentration of vacancies

suggests that not SiGa, but rather substitutional oxygen impurities (ON) are the

dominant donors in our as-grown samples. Furthermore, since the MBE growth

technique does not make use of carrier gases or metal-organic compounds, a possible

Si contamination of the sample might rather occur if the Ga-source is not very pure.

1in fact, the purpose of the study was to investigate the correlation between VGa formation and
Gd-doping in GaGdN, for which reference GaN samples had to be measured.
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Figure 3.5: Temperature dependence of the carrier concentration n (Arrhenius-Plot). The slope
yields an activation energy of ΔE=(20.3±0.6) meV, assuming the existence of a single
dominant donor and a negligible acceptor concentration. The data from the crossover
regime has been not considered.

According to the specified purity (6N) of the Ga-ingots which are evaporated from

the MBE-effusion cells, the concentration of residual impurities is estimated to be

less than 4×1016cm−3, so that SiGa impurities are unlikely to be responsible for the

n-type conductivity in our samples. Regarding possible compensation effects of the

charged acceptors, VGa defects should trap three electrons from each donor, whereas

VGa-ON complexes just two. The concentration of Ga-vacancies measured by PAS

(≈1016cm−3) is rather low for a donor concentration of Nd ≥ 6×1017cm−3, since

the n-type conditions should promote the Ga-vacancy formation. A quantitative

analysis of the PAS-measurements [99] showed that instead of single VGa point defects,

rather vacancy clusters containing 3-4 VGa and a comparable number of nitrogen

vacancies (VN) were present in unintentionally doped GaN layers grown both on

6H-SiC and MOCVD-GaN. These open-volume defects (VGa-VN) are supposed to be

electrically inactive, hence having a negligible compensation effect. However, they

might represent an additional source of electron scattering and would explain the

rather low mobilities (≈100 cm2 V−1s−1) which are observed in these samples.

Following these considerations, it can be concluded that (i) ON is the dominant

donor in our MBE-grown GaN samples, with a concentration of ND ≥ 5.8×1017cm−3

estimated from the room-temperature free carrier concentration n measured by Hall-

Effect, (ii) the concentration of a second potential donor, Si, is estimated to be less

than 4×1016cm−3, and (iii) the main compensating acceptors are supposed to be the

Ga-vacancies or VGa-ON complexes, whose concentration are in the mid 1016cm−3,

but it has been inferred from PAS-measurements that these VGa defects exist in form

of clusters (with comparable concentration of VN), being electrically inactive. As

a consequence, the fitting of the carrier concentration in a single-donor model with
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negligible compensation is a good approximation. The activation energy which cor-

responds to ON yields (20.3±0.6) meV. However, it is known that the energy difference

between two bands may differ, depending if it is inferred from thermal activation or

optical probing [100]. For thermally activated transport, screening effects lead to the

obtention of a lower donor activation energy than the actual donor binding energy

ED0. The donor concentration plays thereby an important role and is considered in

the following relation [34]:

ED = ED0 − βN
1/3
D (3.1)

where β = 2.1×10−5 meV cm [101]. Setting tentative values of ND=6×1017 cm−3

(≈ n) and ND=2×1018cm−3, we obtain donor binding energies ED0 of 38 meV and

47 meV, respectively. These screening considerations suggest that the concentration

of ON should be in the order of the free carrier concentration, since the second value

deviates from the donor energy ascribed to ON (33-40 meV) [37, 100, 102].

Although the total donor concentration cannot be quantitatively determined, the es-

timated concentration range serves as a reference to interpret the effect of extrinsic

doping on the electronic properties of GaN. Furthermore, the identification of oxygen

as a dominant donor, as well as the detection of (VGa-VN) clusters, should be con-

sidered as a ground defect landscape when considering the realization of GaN-based

magnetic semiconductors. In particular, if the magnetic doping is in the highly-diluted

regime (1016 cm−3-1018 cm−3), as in the case of GaGdN, defects and/or Gd-defect

complexes have been predicted to play a role in mediating ferromagnetic interactions

[103, 104, 105, 106, 107]. The inferred defect parameters in undoped GaN should

therefore help to judge the feasibility of the aforementioned theories, which will be

discussed in Sec.(3.3.4) in great detail.
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3.2 Mn-doped GaN

In the last decade, since Dietl et al. predicted high temperature ferromagnetism in Mn-

doped GaN [5], there have been plenty of experimental reports claiming the existence

of room-temperature ferromagnetic coupling in diluted GaMnN. Most of them relied

simply on the observation of a ferromagnetic-like hysteresis loop when measuring the

integral magnetic properties by superconducting quantum interference magnetometry

(SQUID). The interesting point was that ferromagnetism was found using diverse

growth methods and at different growth conditions, and the samples were not sharing

the same properties (e.g. in terms of conductivity, some of them were n-type, others

p-type and others even semi-insulating). These experimental observations made it

very difficult to understand the underlying physics. In many cases, it turned out that

the ferromagnetic signal was either due to magnetic impurities in the substrate or

due to the formation of nanoclusters or magnetic precipitates in the sample [108].

Moreover, there are still some ongoing discussions which support the role of point

defects in mediating ferromagnetic interactions in Mn-doped GaN [109, 110].

An approach to solve this empirical puzzle relies on the question, which coupling

mechanism should be considered for a given diluted magnetic semiconductor. This

depends strongly on the separation of the magnetic ions (∝ coupling strength) and

the electronic properties of the doped semiconductor; more precisely, on the energetic

position of the electronic states of the magnetic dopant with respect to the band edges

of the semiconductor. For a substitutional incorporation of Mn in the GaN-matrix

(Mn3+), it is expected that Mn induces deep energy states in the GaN-bandgap. If

the Mn-concentration exceeds the unintentional doping concentration of GaN, the

Fermi-energy will lie within the Mn-impurity band, where a strong localization of

the carriers is expected. According to this scenario, a p-d exchange coupling or a

carrier-mediated coupling mechanism (e.g. RKKY) can be ruled out. In turn, the

most suitable mechanism to explain ferromagnetic coupling in Mn-doped GaN, is the

so-called double-exchange interaction, which is strong but short-ranged [111, 112].

In this sense, two important aspects need to be investigated: (i) how the electronic

localization of Mn-states develops with increasing Mn-concentration, and (ii) in how

far the solubility limit can be extended to achieve a shorter Mn-Mn average distance

without the formation of precipitates or secondary phases. To answer these questions,

the structural, magnetic, optical and electrical transport properties of Mn-doped GaN

will be presented and discussed in the following sections considering a wide range of

Mn-concentrations. While a high Mn content is desirable to study a possible onset

of ferromagnetic coupling between Mn-atoms, a rather low impurity concentration is

required to characterize the electronic properties of a single Mn-impurity via optical

and electrical transport measurements.
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3.2.1 Growth conditions and structural properties

The optimal growth conditions for undoped GaN, already discussed in section 3.1,

have been taken as a reference for the GaMnN growth, in order to maintain the

crystal quality of the layers. However, it turned out to be very difficult to incorpo-

rate Mn at such conditions. Even at the GaN-stoichiometry, the Mn-incorporation is

not so efficient due to the lower diffusion barrier of the Ga-atoms, which are prefer-

ably incorporated. Therefore, the growth conditions have to be shifted towards the

nitrogen-rich regime to reach a higher Mn incorporation. On the other hand, in the

nitrogen-rich regime, the crystal quality of the layers decreases; a higher dislocation

density and a rough surface is expected [113]. In order to achieve a relatively efficient

Mn-incorporation without losing the crystal quality, three growth regimes have been

investigated, as summarized in Fig. 3.6. Series A and B have been grown with high

Mn-supply with the aim of achieving ferromagnetic ordering at short Mn-Mn dis-

tances; Series C with low Mn-supply in order to understand the properties of single,

non-interacting Mn-atoms incorporated in the GaN-matrix.
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Figure 3.6: Growth regimes of the Mn-doped GaN samples studied in the present work, taken from
[95].

Starting with high Mn-concentrations, an important issue is the determination of the

solubility limit, in other words, the critical concentration at which precipitates or

secondary phases start to form. The Mn-concentration has been measured by energy-

dispersive X-ray spectroscopy (EDX) and the identification of crystalline phases has

been performed by X-ray diffraction (XRD). θ-2θ scans performed on samples grown

on semi-insulating 6H-SiC (series B), show the onset of Mn-Ga precipitates already

at 5%2 Mn. The secondary phases observed in this series correspond to the Mn3GaN

2in the following, in terms of Mn-concentration, the notation
”
%“ should be understood as

”
at%“,

which is the atomic percent of Mn with respect to Ga
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phase (BaTiO3 perovskite structure) with the [111] direction parallel to the c-axis of

GaN, as shown in Fig. 3.7. It is worth to mention that nearly the same critical concen-

tration was found for samples grown homoepitaxially on GaN-templates (5%), which

means that the substrate choice does not have a strong influence on the formation of

precipitates. Assuming that the Mn3GaN phase takes the form of spherical clusters,

the cluster size can be estimated from the full width at half maximum (FWHM) of

the θ-2θ reflection according to the Scherrer-formula [114]

d =
0.9λ

FWHM cosθ
(3.2)

where d denotes the cluster diameter, λ the incident wavelength (Cu Kα= 1.5405Å),

and θ the reflection angle, respectively. The FWHM is extracted from a Gaussian fit,

as shown in Fig. 3.7, and has to be converted to radians to be consistent with the

units in Eq. (3.2). This analysis has been done with the highest doped samples of

series B (8% Mn), yielding a cluster diameter of 26-27 nm. Note that if the cluster

dimensions are not isotropic, the Scherrer-formula delivers the dimension d which

is perpendicular to the diffraction planes, in our case along the direction [0001]GaN

([111]Mn3GaN).

Figure 3.7: θ-2θ scans of GaMnN epitaxial layers grown on 6H-SiC(0001) substrates, showing the
presence of the Mn3GaN phase for [Mn] ≥ 5% (left). A Gaussian fit is used to extract
the FWHM of the Mn3GaN (111) reflection and estimate the cluster diameter (right).

The X-ray diffraction technique is also very sensitive to determine the lattice parame-

ters and to quantify strain. Thus the influence of Mn-doping on the lattice parameters

and the crystalline quality of the layers can be well investigated, especially at Mn-

concentrations of a few percent. However, for the samples grown on GaN-templates

(series A and C), this evaluation has its limitations. It is a difficult task to separate

the superimposed reflections of the GaN-template and the GaMnN layer, especially

because Mn has a very similar size and ionic radius as Ga, so that the small effect

on strain due to the substitutional incorporation of Mn in GaMnN epilayers will
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be masked by the strong reflection coming from the 2.5μm thick GaN-template, as

depicted in Fig. 3.8. Therefore, we will concentrate on the sample series B, grown

directly on SiC (0001), where the reflections of substrate and the MBE-grown layer

are clearly at different positions, both for the symmetric (0002) and asymmetric

(1012),(1122) reflections.

6

Figure 3.8: θ-2θ scans of GaMnN layers grown on different substrates. The influence of Mn-doping
can be better investigated on the sample series B (right), since the high-intensity reflec-
tions of substrate (6H-SiC) and grown layer (GaMnN) are at different positions.

A four-circle diffractometer with the χ (tilt) and φ (rotation) degrees of freedom

allows to search for the Bragg-condition at any lattice plane. This equipment was

used to find the (1012) and (1122) reflections of GaMnN, so that the c and a lattice

parameters can be obtained from the respective peak positions. The dependence

of these parameters on the Mn-concentration is presented in Fig. 3.9. The lattice

parameter c shows a monotonic decrease with increasing Mn-concentration, fact which

has been attributed to the substitutional incorporation of Mn in the GaN matrix [115,

116]. Thaler et al. [116] observed an increase of the c lattice parameter for samples

with [Mn] ≥ 3%, and attributed this finding to the formation of Mn-interstitials.

In this sense, the evolution of the c lattice parameter seems to be a good indicator

for the substitutional incorporation of Mn in GaN. However, less attention has been

paid to the concentration dependence of the in-plane lattice constant a. Before doing

such an analysis, it is important to recall the effects which might change the lattice

parameters in undoped GaN, like the lattice mismatch at the interface or post-growth

thermal effects when cooling the sample from growth- to room-temperature. The

difference between in-plane lattice parameters of 6H-SiC (aSiC=3.081 Å)[117] and

fully relaxed homoepitaxial GaN (aGaN=3.1877 Å)[20] is high enough to account for

a relief of the compressive strain during growth. On the other hand, the difference

in thermal expansion coefficients (αGaN=5.6×10−6/K, αSiC=3.2×10−6/K)[118] will

induce a tensile strain in the GaN layer when cooling the sample from Ts=770 ◦C to

room-temperature. The in-plane lattice parameter in our undoped reference sample
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amounts to a=3.1888 Å, which indicates a residual tensile component due to post-

growth cooling. The fact that the growth of GaN on SiC(0001) (series B) without

any buffer layer results in biaxial tensile strain, is a common feature also observed by

other groups [117, 119, 120].

Figure 3.9: Influence of the Mn-doping on the GaN in- and out-of-plane lattice parameters. The
volume of the unit cell has been also calculated, suggesting the presence of an hydrostatic
strain component.

Coming back to the Mn-doping dependence, Fig 3.9 shows a monotonic increase

of the in-plane lattice constant a with Mn-concentration. Since the samples on 6H-

SiC(0001) have been grown under the same conditions, it is expected that the residual

tensile strain is constant over the whole series, suggesting that the change in the a

lattice parameter is exclusively a result of Mn-doping. Interestingly, the lattice pa-

rameters c and a show opposite trends upon doping with Mn. In order to evaluate

if the strain is only of biaxial nature, the average volume of the unit cell was also

calculated. An overall increase of the average cell volume is observed with increasing

Mn-concentration, an indication of a hydrostatic strain component. The existence

of hydrostatic strain in undoped GaN epilayers has been attributed to point defects
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or impurities [117, 121], and in our case, it might be related to the substitutional

Mn-incorporation. The saturation of the hydrostatic strain (∝ V ) component at

Mn-concentrations where Mn3GaN precipitates start to form (decrease in the sub-

stitutional incorporation rate), might support this hypothesis. Below the clustering

threshold, atom localization by channeling enhanced microanalysis (ALCHEMI) ex-

periments of our samples grown on GaN-template confirm that (96±6%) of the Mn

atoms are located on the substitutional Ga-site [122]. Since a similar result is ex-

pected for the series grown on SiC (0001), we suggest that the hydrostatic strain is a

better indicator for the substitutional Mn-incorporation, rather than just the decrease

in the c lattice constant.

Regarding the crystalline quality of the samples, ω scans, better known as rocking

curves, have been measured around the (0002), (1012) and (1122) reflections. For

the series grown homoepitaxially on GaN-templates (A and C), the full width at

half maximum (FWHM) values of the GaN-buffer and the GaMnN epitaxial layer

are expected to be very similar and therefore difficult to distinguish. The ω scans of

the samples grown on 6H-SiC(0001) have been fitted by a Gauss or Voigt- function

and the FWHM has been extracted. The FWHM value describes the mosaicity (tilt)

among the crystal planes and is therefore an indicator of the crystal quality. The

scans are shown in Fig 3.10, and the FWHM values for different Mn-concentrations

are summarized in Table 3.1.

Figure 3.10: Rocking curves of the (0002) and (1012) reflections of GaMnN layers and GaN reference
samples grown on 6H-SiC (series B).

The FWHM values of the GaMnN layers grown on SiC are comparable with the ones

reported in literature [115], ranging from 350 to 600 arcsec for the (0002) reflection

and from 450 to 1000 arcsec for the asymmetric reflections. Although there is no clear

correlation of the rocking widths with Mn-composition, it is worth to mention that

the undoped samples have a clearly higher mosaicity, especially for the asymmetric

reflections. One possible reason could be that the growth conditions for the whole
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Sample Δω (0002) Δω (1012) Δω (1122)
[arsec] [arcsec] [arcsec]

G0316 (8%) 547 903 950
G0356 (6%) 432 712 799
G0358 (5%) 367 468 975
G0359 (1%) 612 1062 892
G0355 (GaN on 6H-SiC) 597 1288 1378

GaN on MOCVD-template 434 403 409

Table 3.1: Full Width at Half Maximum (Δω) values of GaMnN layers grown on SiC (0001). An
undoped GaN epilayer grown on GaN-template (at the bilayer point) is shown for com-
parison.

samples series were fixed at 80% of the Ga-flux that corresponds to the bilayer point

(see Fig. 3.6- green region), such that the Mn-atoms are able to be incorporated

in the GaN-matrix, as discussed at the beginning of the section. In the absence of

Mn, this may lead to the formation of extended defects and/or dislocations which

affect the crystalline quality of the undoped samples (see sample G0355, Table 3.1).

Another important point is that the asymmetric reflections of the whole series are

substantially higher than the ones from samples grown on GaN-template, which is

not the case for the symmetric (0002) reflections. Heying et al. [123] studied the

role of threading dislocation structure on the rocking curve widths in epitaxial GaN,

concluding that the (0002) rocking scans are sensitive just to screw dislocations; while

pure edge dislocations with Burgers vectors parallel to the film/substrate interface

have a strong impact on the asymmetric (1012) rocking widths. In our case, the

higher FWHM values of the asymmetric reflections are thus another evidence of the

strain relief in form of edge dislocations -due to the GaN/SiC lattice mismatch in

the basal plane- which is experienced during growth; consistent with the fact that

homoepitaxial growth does not have much influence on the symmetric, but on the

asymmetric rocking widths.

3.2.2 Magnetic properties

Magnetic measurements by SQUID-magnetometry integrate the signals of all the

phases present in the volume which is subjected to the measurement. It is therefore

imperative to subtract the signal coming from the substrate (≥ 99% of the sample

volume), to ascertain that the detected magnetic phases belong to the epilayer. In

addition, when doping is used to tune the magnetic properties, undoped reference

samples have to be characterized as well. The reference samples grown on MOVPE-

GaN/Al2O3 templates (Series A and C) show a very large diamagnetic signal with

a small paramagnetic contribution [95]. Since GaN, Al2O3 and SiC (the substrate

materials used in this work) are known diamagnets, the paramagnetic contribution
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is expected to arise mainly from isolated impurities present in the large substrate

volume.

μB

Figure 3.11: Dia- and paramagnetic signal of the 6H-SiC substrate batch used in this work.

The present magnetic characterization study will concentrate on GaMnN epilayers

grown on semi-insulating 6H-SiC substrates (Series B), so that electrical transport

measurements can be carried out in the same samples for an optimal correlation of

magnetic and electrical properties. Concerning the GaN reference samples grown on

the 6H-SiC substrate batch used in this study, the saturation magnetization MS of

the residual paramagnetic moment amounts to 2.6×106 emu, as inferred from the

field-dependent magnetization at 4 K after subtracting the dominating diamagnetic

contribution3. The results are shown in Fig. 3.11. The magnetic impurity
”
contami-

nation“ of the substrate batch can be quantified as 1.95×1016μB/cm
3. For the integral

magnetization measurements of the GaMnN epilayers, however, the paramagneticMs

of 2.6× 10−6emu stemming from the substrate is the quantity which should be taken

into account. Following these considerations, any additional magnetic signals in the

GaMnN epitaxial layers have to come from Mn- and related phases.

Field-dependent magnetization measurements have been performed on samples with

Mn-concentrations cMn ≥ 1% in order to search for any ferromagnetic signature.

Fig. 3.12 shows the results for GaMnN epilayers with 8% and 1% Mn, after subtract-

ing the diamagnetic contribution4, which is expected to be temperature-independent.

A remarkable feature in the highest doped sample (8% Mn) is the existence of an

open hysteresis loop with a coercive field Hc= 60 Oe and a remanent magnetization

of 3.3 emu/cm3 at T=4 K (inset of Fig. 3.12). Going towards higher temperatures,

these features dissapear and the field dependence adopt a paramagnetic-like behav-

ior. Regarding the sample with cMn=1%, the observed paramagnetic response and

3extracted from the M(H) at 300 K

4an iterative method to determine the diamagnetic contribution with accuracy is described in
Appendix A
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Figure 3.12: Field-dependent magnetization of GaMnN samples with different Mn-content, after
subtracting the diamagnetic contribution. Even at cMn= 1%, the saturation magneti-
zation coming from the Mn-atoms is two orders of magnitude higher than the residual
substrate contamination.

the absence of a coercive field is not surprising, since the Mn+3 ions incorporated

at Ga-sites in the GaN-matrix are expected not to interact with each other at such

concentrations. The paramagnetic contribution can be described as follows

Mpara =Ms · BJ(B, T ) (3.3)

where Ms is the paramagnetic saturation magnetization of the non-interacting Mn-

atoms and BJ(B,T) is the Brillouin-function defined as

BJ (B, T ) =
2J + 1

2J
coth

(
2J + 1

2J

gμBJB

kT

)
− 1

2J
coth

1

2J

gμBJB

kT
(3.4)

where J is the total angular momentum and gj the Landé g-factor. The quantity J is

the quantum number which considers both spin (S) and orbit (L) momentum for a de-

termined electronic configuration. Following Hund’s rule, the electronic configuration

of Mn3+ ([Ar]3d4), having the d-orbital less than half filled, implies a negative cou-

pling between spin and orbit momentum, as J = |L− S|. Assuming a total quenching

of the orbital moment of the Mn3+ ions in the GaN-matrix, J will be equal to S=2

for the Mn3+ electronic structure. With the determination of J , the calculation of

the paramagnetic contribution to the magnetization can be performed, since all the

other quantities present in the Brillouin-function and its argument are well defined.

However, if the orbital moment is not fully quenched, the situation turns complicated.

First, the coupling of the spin and orbital moments might be parallel or anti-parallel,

not only depending on the fact if the d-orbitals of Mn are more than half filled as in

the free ion case; moreover, the L-S coupling will be drastically affected by the ion

environment in the crystal. Therefore, the J value could be either J = |L− S| or
J = |L+ S|. Second, the value of the quantum number L is uncertain. In the case

of Mn3+ in wurtzite GaN, the tetrahedral crystal field, the Jahn-Teller effect and a
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trigonal distortion along the c-axis due to hexagonal lattice, added to the spin-orbit

interaction, play an important role in modifying the spin and orbital momentum.

Third, both the alignment of the orbital and spin moment and the value of L changes

the Landé g-factor, which also appears in the argument of the Brillouin-Function.

Table 3.2 lists some possible combinations of quantum numbers and Landé g-factors.

The resulting values of J and gJ are taken for the Brillouin-Function in order to

fit the experimental data of the paramagnetic sample with cMn=1%, as shown in

Fig. 3.13. It can be easily observed that none of the parameter sets is able to describe

the field-dependent magnetization of the sample. Unlike in the free ion case, the

effective orbital moment of Mn3+ in GaN does not seem to be an integer (L is in the

crystal environment not a good quantum number), so that the Brillouin function fails

to describe the magnetic behavior of Mn3+-ions.

Table 3.2: Parameter sets for possible electronic configurations of Mn-ions in the GaN host crystal,
and the resulting paramagnetic saturation magnetization gained from the Brillouin-Fits.

Config. L S J = |L− S| J = |L+ S| gj MS

(μemu)
Mn3+ 2 2 - 4 1.5 307
Mn3+ 1 2 - 3 1.66 335
Mn3+ 0 2 2 2 2 351
Mn3+ 1 2 1 - 2.5 397
Mn2+ 0 5/2 5/2 5/2 2 317

Figure 3.13: Brillouin-Fits with possible combinations of integer quantum numbers J, L and S of a
Mn-ion in the GaN-matrix, showing bad agreement with the experimental magnetiza-
tion data.

However, if the charge state of the Mn-atoms is rather 2+, the half filled 3d5 con-

figuration results a quenching of the orbital moment, due to the spherical symmetry

of the electronic wave functions. The well-defined parameter set for a Mn2+ con-

figuration is also listed in Table 3.2, and did not provide a good description of the
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experimental data with reasonable Brillouin-fits either, which is an indication that

we are not dealing with Mn2+ ions in our samples. Interestingly, Gosk et al. [124],

performing the same data analysis, could indeed describe the paramagnetic behavior

of n-type GaMnN samples (cMn ≤ 1%) with a Brillouin function using the parame-

ters for a Mn2+ configuration (L=0, J=S=5/2, g=2). Unlike the 3d4 case, the effect

of orbital quenching in the 3d5 configuration might be so strong, that the crystal

environment do not have a major influence. The existence of the Mn2+ state was

consistent with the fact that the samples in [124] exhibited n-type conductivity with

a large electron concentration, implying that the 3d states of Mn are completely filled

(S=5/2). The insulating character of our paramagnetic samples and the failure of the

Brillouin model for a 3d5 configuration is therefore consistent. This is a good exam-

ple of how the magnetic and electrical transport properties are closely related to each

other. A detailed study of the electrical transport properties, and its implications on

the magnetic nature of GaMnN, will be discussed in the next section.

Coming back to the description of the Mn3+ centers incorporated in the wurtzite

GaN-matrix, there is one model developed by Vallin et al. [125] in the early 70s,

which has been recalled later to successfully describe the magnetic properties of Cr2+

(3d4) in II-V semiconductors [126]. The Hamiltonian to properly describe the 3d4

wave function in a host crystal can be written in the general form

H = HCF +HJT +HSO +HB (3.5)

where the contributions of the tetragonal crystal field (CF), Jahn-Teller distortion

(JT), spin-orbit coupling (SO) and magnetic field (B) are explicitly included. Gosk

et al. [124] used the same approach to describe the energy structure of Mn3+ centers

in GaN, adding a term HTR to Eq. (3.5) arising from the hexagonal crystal field,

simulated by a trigonal distortion along the c-axis; and found a very good agreement.

Since the calculations of the eigenfunctions, eigenvalues and derived observables are

very demanding5, this analysis has not been performed in this work. Nevertheless,

a qualitative comparison can be still made: both our in-plane magnetization data

(perpendicular to the c-axis) and the ones in Refs. [12, 124] show a more pronounced

S-shape than in the case of Brillouin-paramagnets, suggesting that the crystal field

model of Mn3+ centers in wurtzite lattices might be applicable to our case. The

pronounced S-shape of the field-dependent magnetization is ascribed to the effect of

the trigonal distortion of the c-axis and non-equivalent Jahn-Teller centers [12, 124]

in wurtzite lattices.

The temperature dependence of the magnetization and in particular, of the magnetic

susceptibility χ, has been investigated to gain additional information about the mag-

netic nature of the Mn3+ centers. A typical paramagnet will follow the Curie-Weiss

law

5numerical diagonalisation of a full 25x25 Hamiltonian matrix
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χ =
nμ0μ

2
eff

3kB

1

T
(3.6)

where μ0 and kB are the permittivity of free space and the Boltzmann constant,

respectively, n represents the concentration of paramagnetic species, and μeff is the

effective magnetic moment of the ion, defined as [127]

μeff = gJμB

√
J(J + 1) (3.7)

Fig. 3.14 shows the temperature dependence of the zero-field cooled (zfc) and field-

cooled (fc) magnetization, measured at Hext=100 Oe. Consistent with the high-

resolution X-ray diffraction results, there is no sign of secondary phases or nanosized

Mn-clusters which typically give rise to a blocked superparamagnetic contribution,

whose characteristic feature is a splitting between the zfc and fc magnetization, and a

maximum in the zfc curve which denotes the Blocking-Temperature (TB). By cooling

the sample under TB in the absence of magnetic field (zfc), the superparamagnetic

particles freeze in their random state. Upon heating in a small magnetic field, an

energy of the order kBTB would be necessary to overcome the anisotropy energy and

release the freezed moments. Above TB, the moments will follow the magnetic field

and thus behave paramagnetic. As observed in Fig. 3.14, the zfc and fc magnetiza-

tion curves follow the same line down to low temperatures, suggesting the absence

of Mn-clusters in the 1% Mn doped sample. Furthermore, the analysis of the mag-

Figure 3.14: Temperature dependence of the magnetization and the magnetic susceptibility for the
sample with cMn= 1%.

netic susceptibility points towards a Curie-Weiss behavior typical for non-interacting

paramagnetic moments. The low-field approximation

χ =
dM

dHext
≈ m/V

Hext
(3.8)

has been used to calculate the susceptibility, and a linear regression of χ−1 against

T yields the effective magnetic moment μeff according to Eq. (3.6), provided that
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the magnetic impurity concentration n is known. The χ−1 over T relation could

be well fitted between 25 and 60 K (Fig. 3.14), yielding an effective moment of

μeff=(4.35±0.07)μB/Mn. Although the values of J and gJ cannot be determined

this way either, this is another indication that the orbital moment of the Mn3+ is not

fully quenched, since an effective moment of 4.9μB/Mn is expected when L=0 and

J=S, according to Eq. (3.7).

So far, the magnetic properties of GaN doped with cMn= 1% have been discussed.

In this concentration range, more than 90% of the Mn-atoms do not have nearest

Mn-neighbors. By increasing the concentration, exchange interactions between Mn

moments become important. At the same time, the probability that Mn-atoms form

clusters or segregate in secondary phases turns higher. One important finding of the

X-ray-diffraction characterization was the detection of the cubic Mn3GaN phase for

Mn-concentrations ≥ 5%. In terms of magnetic behavior, first studies of Mn3GaN re-

ported an antiferromagnetic coupling between the Mn-atoms with a Neel temperature

(TN) of 298 K by means of neutron diffraction [128, 129], while recent ones found a

spin-glass behavior with a freezing temperature around 133 K [130]. It should be noted

that these properties have been measured on polycrystalline bulk samples synthesized

by solid-solid reaction methods. Yoon et al. [131] studied the magnetic properties of a

Ga1−xMnxN layer (x=0.12) grown on sapphire containing Mn3GaN precipitates, and

found a broad cusp in zero-field-cooled (zfc) temperature dependent magnetization.

The authors in [131] discussed the results in terms of blocked superparamagnetic nan-

oclusters with size distribution -which leads to a broad cusp in the zfc curve- rather

than a spin-glass state. The inferred blocking temperature (TB) was around 200 K.

Regarding our GaMnN layers with cMn ≥ 5%, the temperature dependent magne-

tization (Fig. 3.15) shows a splitting of the zfc and fc curves at low temperatures,

with a cusp in the zfc magnetization, characteristic feature of a blocked superpara-

magnetic ensemble or a spin-glass state. Depending on the Mn-concentration, there

is a shift in the maximum of the zfc-magnetization, which suggests the presence of

nanosized superparamagnetic particles with a different blocking temperature TB, due

to differences in size and/or concentration. A spin-glass state arising from Mn-Mn

interactions seems rather unlikely, since an overall antiferromagnetic coupling with

magnetic moment frustrations usually occurs at higher concentrations (≈ 10% Mn),

as reported by Dhar et al. [115]. In any case, the behavior of the field-dependent

magnetization might tell more about the existence of superparamagnetic clusters in

the sample.

Assuming that the superparamagnetic precipitates have a large effective magnetic

moment (μeff ∝ J �1), their magnetic behavior can be described in terms of the

Langevin-function, which is an approximation of the Brillouin-function for the limit

J � 1:

L(B, T ) = coth(
μeffB

kBT
)− (

μeffB

kBT
)−1 (3.9)
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Figure 3.15: Temperature dependence of the magnetization of the samples with higher Mn-
concentrations. Note that the absolute magnetic moment m is higher for the sample
with 5% Mn due to the larger sample volume.

where μeff= gJμBJ. The field-dependent magnetization can be better analyzed at

temperatures above TB, where the thermal energy is high enough to overcome the

anisotropy energy of the superparamagnetic clusters, such that they follow the mag-

netic field behaving as paramagnets. The coexistence of superparamagnetic clusters

with substitutional paramagnetic Mn-atoms will result in a total magnetization

Mtotal(B, T ) =Mpm
s · Lpm(B, T ) +Mspm

s · Lspm(B, T ) +Mdia (3.10)

It is worth to mention that the paramagnetic term is just an approximation, since the

isolated Mn3+ centers in GaN require a more careful treatment in terms of orbital mo-

ment quenching, as discussed before. However, taking the effective magnetic moment

μpm
eff=4.1μB derived from the magnetic susceptibility measurements, should yield a

good estimate for the paramagnetic contribution, so that the superparamagnetic con-

tribution can be separated. The optimal parameter sets are listed in Table 3.3, and

the Langevin-Fits are shown in Fig. 3.16. As expected, the sample with lower Mn-

content has a lower concentration of superparamagnetic nano-clusters, derived from

the Mspm
s value; and a lower μspm

eff indicating a smaller cluster size. The first finding

is consistent with the intensity of the XRD-reflections at 2θ=39.9◦ (Fig. 3.7), which

is a strong indication that the superparamagnetic behavior arises from the Mn3GaN

phase. The second result of the Langevin analysis is consistent with the shift in the

blocking temperature TB observed in the zfc magnetization. The size of the cluster

changes the anisotropy energy contribution and therefore scales as ∝TB .

The total Mn-concentration should be at least as high as the concentration of para-

magnetic species, condition which is not fulfilled in the sample G0358 (cpmMn ≈ 5.6%),

suggesting either a slight underestimation of the Mn-concentration determined by en-

ergy dispersive X-ray spectroscopy (cMn ≈ 5%), or a slighlty lower μpm
eff per Mn-center.

Since the cluster concentration in this sample is three orders of magnitude smaller
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Figure 3.16: Langevin-Fits of the field-dependent magnetization taking into account the three con-
tributions (spm + pm + dia) described in Eq. (3.9), showing a good agreement with
the experimental data. The sample with 5% (left) and 8% Mn (right) content have
been analyzed. Note that the absolute magnetic moment m is higher for the sample
with 5% Mn due to the larger sample volume.

than cpmMn, and the substrate background signal of ms=2.6× 10−6 emu is negligible

compared to the paramagnetic contribution of the Mn-atoms, upward corrections in

the concentration should be small. On the other hand, sample G0316, the highest

doped in this series, shows a lower paramagnetic concentration (6.2%) than the to-

tal Mn-concentration inferred from EDX-measurements (8%). In order to find out

if this difference can be explained by the Mn-atoms which participate in the cluster

formation, the average Mn-atoms per cluster has to be estimated. Each Mn3GaN has

an effective magnetic moment of 54.7μB, however, it is a priori not clear if the cou-

pling of the Mn-atoms inside the cluster is ferro- or ferrimagnetic. Miao et al. [132]

studied by first-principles calculations the electronic structure of Mn3GaN, coming to

the conclusion that both the magnetic state and the magnetic moment per Mn-atom

in the antiperovskite Mn3GaN structure is sensitive to the lattice strain. While it is

expected to be ferromagnetic at equilibrium volume, the Mn-spins in one sublattice

point antiparallel to the other under volume expansion, resulting in a ferrimagnetic

ensemble. From X-ray diffraction characterization, it should be recalled that the

average volume of the elementary cell of the GaMnN epilayers showed a saturation

Sample μspm
eff μpm

eff mspm
s mpm

s cspmclusters cpmMn

[μB] [μB] [emu] [emu] [cm−3] [cm−3]

G0316 (8%) 54.7 4.35 1.69×10−4 1.13×10−3 32.5×1018 2.73×1021 (6.2%)
G0358 (5%) 36.9 4.35 6.9×10−5 2.91×10−3 6.9×1018 2.46×1021 (5.6%)

Table 3.3: Best-Fit parameters using the Langevin model, and the inferred concentrations of super-
paramagnetic and magnetic species. The Mn-concentrations of 8% and 5% have been
obtained via energy dispersive X-ray spectroscopy (EDX).
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trend at Mn-concentrations where Mn3GaN inclusions start to form (Fig. 3.9). That

means, the Mn3GaN formation affects the GaMnN strain state, and viceversa. Given

the low concentration of Mn3GaN inclusions in the GaMnN matrix, it is not possible

to determine the lattice constants of Mn3GaN. From the (111) reflection (Fig. 3.7),

the only parameter which can be inferred from the peak position is the d-spacing

d111, insufficient to determine if the Mn3GaN nano-sized crystals are under lattice

expansion or not. Consequently, the magnetic interactions between the Mn-atoms in

Mn3GaN and hence the determination of the total Mn atoms per cluster cannot be

performed quantitatively. Nevertheless, a lower bound for the concentration can be

set if a ferromagnetic coupling within Mn3GaN clusters is assumed. Considering the

value of ≈1μB per Mn as calculated in [132] for the ferromagnetic configuration, we

derive the number of Mn-atoms per cluster as

ncluster
Mn =

μspm
eff

1μB
= 54.7 (3.11)

so that the Mn concentration in the superparamagnetic phase can be obtained ac-

cording to

cspmMn = ncluster
Mn cspmclusters (3.12)

This results in a total Mn-concentration (cspmMn+cpmMn) of 4.5×1021 cm−3(≈ 10.2%) for

the sample G0316 and 2.88×1021 cm−3(≈ 6.1%) for sample G0358, respectively. Note

that the major uncertainty in this estimation comes from the magnetic moment of

1μB per Mn taken by [132] assuming equilibrium conditions. In particular, the derived

concentration of ≈ 10.2% for sample G0316 would mean that all the Mn-atoms which

were supplied during growth (≈ 10%) have been incorporated, scenario which have

been found to be unlikely during the GaMnN growth process [95]. Nevertheless, what

is evident from the Langevin-analysis is that the sample G0316 has an appreciable

concentration of Mn-atoms which participate in the formation of the Mn3GaN phase.

Concerning the paramagnetic Mn-atoms, an important finding is that their concentra-

tion still increases slightly with further Mn-doping, despite the formation of Mn3GaN

clusters. This suggests that the substitutional incorporation rate is indeed suppressed,

but not completely
”
shut down“. In this sense, we estimate the clustering onset in

our GaMnN samples grown on 6H-SiC(0001) to be around 5%, whereas the sat-

uration of homogeneous Mn-incorporation might be reached at 6.5%. Mn can be

incorporated either in the substitutional or in the interstitital site. Previous studies

of atom localization by channeling enhance microanalysis (ALCHEMI) done in our

group demonstrated an substitutional to interstitial ratio of (95±6)% [122], but at a

Mn-concentration of (1.4%). Regarding higher Mn-concentrations, a parameter which

has been used to indicate the formation of Mn-interstitials is the increase of lattice

constant c [116]. This behavior is not observed in our samples (see Fig. 3.9), suggest-

ing that the Mn-atoms which do not participate in the cluster formation should be

mainly on the substitutional site.
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Another interesting feature of the temperature dependent magnetization in the high-

est doped samples is the behavior of the field-cooled scan at low temperatures. Unlike

typical paramagnetic systems with superparamagnetic inclusions, where a monotonic

increase of the slope is observed [133], the FC-magnetization curve of our highest-

doped samples exhibit a point of inflection. A minimum in the first derivative of the

temperature dependent magnetization has been already used to identify ferromag-

netic transitions [10], where the point of inflection defines the Curie-temperature Tc.

The study by Sarigiannidou et al. [10] inferred a Curie-temperature of TC=8 K in

a GaMnN epilayer with 6.3% Mn-concentration. The absence of ZFC-magnetization

data in [10] is not helpful to interpret the observed hysteretic M(H) loops as an

exclusive result of ferromagnetic interactions at low temperatures. In our case,

the existence of a coercive field and remanent magnetization at low temperatures

(Fig. 3.12) can be primarily attributed to the nanosized superparamagnetic particles

with anisotropy barrier blocking. However, the shape of the field-cooled magnetiza-

tion in the highest doped samples, leads to the suspicion whether a weak ferromagnetic

contribution could be present at low temperatures. In order to clarify this issue, a

sample exhibiting clusters at a substantially lower Mn-concentration -due to unopti-

mized growth conditions- is taken for comparison. Fig. 3.17 shows that the shape of

the FC-magnetization is substantially different in both samples, despite a very sim-

ilar ZFC-magnetization behavior. In the lowest doped sample, the concentration of

substitutionally incorporated Mn-atoms lies between 0.5 and 0.8%, so that the Mn3+

centers do not interact with each other, and is consistent with the paramagnetic-like

increase of the FC-magnetization. This is not the case for the sample having almost

ten times higher concentration of paramagnetic species (G0358), where there is indeed

the possiblity of a weak interaction between Mn-atoms due to the shorter Mn-Mn dis-

tance, which would result in a ferromagnetic coupling with a low Curie-temperature.

The inferred Tc in our samples with cMn ≥ 5% fall in the same range as the one derived

in the study of Sarigiannidou et al. [10], which determined a Curie-Temperature of

8 K in a GaMnN epilayer with 6.3% Mn-concentration from the maximum of the first

derivative. Using the same approach, we obtain for sample G0358 a Tc=(5±0.5) K

and for sample G0316 a Tc=(10.5±1.5) K. The increase of the Curie-Temperature

with increasing concentration of paramagnetic atoms, is another indication that the

formation of superparamagnetic Mn3GaN precipitates in the samples doped with

cMn ≥ 5% does not necessarily
”
shut down“ the substitutional incorporation of

Mn. The average Mn-Mn distance decreases with increasing Mn-concentration as

dMn−Mn=(cpmMn)
−1/3. The results are summarized in Table 3.4. Interestingly, the

inferred average Mn-Mn distance falls in the range where the magnetic exchange

coupling constant Jij in Mn-doped GaN is very small, as calculated by several first-

principle studies [134, 135, 136], which would be consistent with the low Curie-

temperature observed in our GaMnN samples.

In order to separate the superparamagnetic and ferromagnetic phase at low temper-

atures, the effect of thermal cycles on the hysteretic behavior has been analyzed.
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Figure 3.17: Comparison of the temperature dependent magnetization between a sample containing
around 0.5% paramagnetic Mn-species and Mn3GaN precipitates, and another con-
taining the same precipitates but ten times larger concentration of paramagnetic Mn
(G0358). The latter shows a point of inflection in the FC-magnetization indicative of
a ferro-to paramagnetic transition.

Sample cspmclusters c
fm/pm
Mn dMn−Mn Tc

[cm−3] [cm−3] [Å] [K]

G0316 (8%) 32.5×1018 2.73×1021 (6.2%) 7.1 (10.5±1.5)
G0358 (5%) 6.9×1018 2.46×1021 (5.6%) 7.4 (5±0.5)

Table 3.4: Dependence of the Curie-temperature Tc on the concentration of paramagnetic species
derived from the Langevin-Fits.

A thermoremanent state was prepared by removing the magnetic field at the lowest

temperature (2 K), then, the remanent magnetization MR is measured by cooling and

re-heating the sample in thermal cycles of different ΔT’s in the absence of external

magnetic field. While a ferromagnet should almost fully recover its spontaneous mag-

netization, the superparamagnetic particles, once heated, will not be able to recover

their magnetization state by re-cooling [137]. Fig. 3.18 shows a comparison between

the thermoremanent magnetization of FeN nano-particles with an anisotropy barrier

of 0.1 eV taken from [137], and of a GaMnN epitaxial layer (G0316) containing both

superparamagnetic clusters and diluted Mn-atoms in the GaN-matrix. The thermal

behavior looks very similar at the first glance, however, a partial recovery of the

magnetization can be observed in the GaMnN epilayer by undergoing every thermal

cycle, suggesting the existence of a ferromagnetic contribution. In particular, in the

last cycle, where the temperature is increased up to 15 K, the remanent magneti-

zation decreases to a value as low as 6.5 × 10−3 emu/cm3 which corresponds to an

absolute value of m=1 × 10−7 emu. This value lies closer to the detection limit of the

SQUID-magnetometer and can be therefore regarded as the state of zero-remanence.

By cooling the sample towards 2 K, the remanent magnetization is recovered reaching
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a value of 0.43 emu/cm3 (≈ 7 × 10−6 emu), which can be interpreted as the ferro-

magnetic remanent magnetization. Note that the thermoremanent magnetization is

exempted from any measurement correction, since additional dia- and paramagnetic

contributions in the sample volume do not have any effect at zero-field.
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Figure 3.18: (a) Temperature dependence of the thermoremanent magnetization for typical nano-
sized FeN superparamagnetic particles, taken from [137]. (b) The same experiment done
at our highest doped sample (≈ 8% Mn), showing a partial recover of the remanent
magnetization.

Fig. 3.19 recalls the field-dependent magnetization of sample G0316 recorded at 4 K.

The inferred values of the total remanent magnetization in the field scans

(MR(4K)=3.3 emu/cm3) are consistent with the values obtained by thermorema-

nence measurements. Furthermore, by extrapolating the value of Mferro
R at 4 K, the

ferromagnetic contribution can be visualized. The sketch of the field dependent fer-

romagnetic contribution (Fig. 3.19-right) should be taken just to compare the orders

of magnitude of the contributions, since it is not possible to extract the real field

dependence within the present measurement sets.

Despite the formation of nanosized superparamagnetic clusters for cMn ≥ 5%, which

give rise to a field-dependent magnetization with considerable remanence and coercive

fields at low temperatures, there are indications of ferromagnetic coupling between

the diluted Mn-magnetic moments, suggested by the existence of a point of inflec-

tion in the FC-magnetization and further investigated via thermoremanent measure-

ments at low temperatures. The separation of paramagnetic, diluted Mn3+ moments

and superparamagnetic ensembles by means of Langevin-Fits at higher temperatures

(T>TB,TC) suggest that still an appreciable amount of Mn-atoms are incorporated

in the GaN-matrix, in turn, there is indeed a possbility that the diluted Mn-atoms

induce a ferromagnetic coupling. These observations can be explained in the frame-

work of a double-exchange mechanism proposed for magnetic impurities with localized
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Figure 3.19: Magnetization of the sample with cMn= 8% at low fields, highlighting the negligible
remanence at 15 K (left). By extrapolating the ferromagnetic remanence value Mferro

R

obtained by thermoremanence measurements, the ferromagnetic contribution is simu-
lated and shown as guide for the eye (right).

electronic states [112, 138], as is the case of GaMnN. Furthermore, the Mn-Mn av-

erage distance seems to be short enough to activate a weak ferromagnetic coupling

persistent up to a few kelvin, in agreement with theoretical studies which predict low

Curie-temperatures taking into account experimentally realistic Mn-concentrations

(≤ 10%) [111, 134].

3.2.3 Optical properties: Photo-Luminescence

Optical measurements are a useful tool for probing the electronic and defect struc-

ture of - either unintentionally or intentionally- doped semiconductors. Concerning

Mn-doped GaN, a few studies addressed the observation of Mn-related transitions in

absorption and cathodoluminescence experiments [139, 140]: an intra-atomic tran-

sition of the Mn3+ ion at 1.42 eV and a broad feature above 1.8 eV related to a

transition from the valence band. If the Mn-atoms occupy Ga-sites, they will experi-

ence the action of the crystal field which causes an energy splitting of the Mn-states.

The last filled 3d-states split in the sublevels e and t2, which are 1.4 eV apart. The

observation of the internal transition ((5)T2 → (5)E) at 1.42eV in photoluminescence

(PL) is thus a fingerprint of substitutional occupation of Mn in the GaN-matrix.

Unfortunately, this transition is quenched as the Mn-concentration is increased, and

does not allow to probe for substitutional incorporation in samples where Mn already

starts to segregate [141]. Therefore, highly diluted GaMnN samples (≤ 1%) (series

A) were grown to observe the internal transition [142]. The results were reproduced

on GaMnN samples grown on highly-resistive GaN:C substrates (series C), as shown

in Fig. 3.20. The concentration of this sample series was determined by secondary

ion mass spectroscopy (SIMS) and ranges from 1017 cm−3 to 1020cm−3. The sen-

sitivity of our PL-setup by probing the presence of substitutional Mn amounts to
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1018 cm−3, where the intensity of the luminesence peak at 1.414 eV vanishes. The

evidence of substitutional inclusion of Mn probed by photoluminescence in highly-

diluted samples, is consistent with the magnetic characterization (paramagnetism of

isolated Mn3+-ions) and will be important for the discussion of the electrical transport

properties presented in the next section.

Figure 3.20: Photoluminescence spectra of GaMnN epitaxial layers at T=4K.

3.2.4 Electrical transport properties

The electrical transport properties, mainly through the temperature dependence of

the resistivity, have been investigated in a wide range of Mn-concentrations (1016 cm−3-

1021 cm−3). As discussed in previous sections, nominally undoped GaN posess an elec-

tronic structure which is defined by native donors (ND ≥ 6× 1017 cm−3). Mn-doping

in the highly-dilute concentration limit (1016 cm−3-1019 cm−3) is thus interesting to

study the effect of compensation. At the same time, the evolution of the electronic

properties with increasing Mn-concentration can be followed in a systematic way. Mo-

tivated by the observation of ferromagnetic signatures at higher Mn-concentrations

(1021 cm−3), the electrical transport properties are investigated in this regime with the

aim of recognizing any feature which might be connected to the presence of magnetic

interactions.

Starting with Mn-doping in the highly-diluted regime, the substitutional incorpora-

tion of Mn-atoms will progressively compensate the native donors by inducing deep

states in the GaN bandgap. The compensation ratio depends both on the amount

of Mn-states which are available (∝ NMn) and on the occupation of the last filled

states (location of the Fermi-Energy). From the results of the optical and magnetic
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measurements, we suggest that the charge state is Mn3+, which has the electronic

configuration [Ar]3d4 corresponding to one unoccupied state in the last filled d-band.

As a consequence, every Mn-atom will catch one electron residing in a shallow donor

level, so that at NMn ≈ ND the shallow donor states are fully depleted. At the same

time, the Fermi energy shifts towards the energetic position of the Mn-states, as

the Mn-concentration is further increased. If the Mn-concentration is lower than the

electron concentration in the shallow donor states, than we expect still an n-type con-

ductive material but with lower free carrier density due to compensation. A sample

with Mn-concentration6 around 1017cm−3 (G0731) should be therefore suitable to in-

vestigate the partial compensation of the residual donors by the Mn-impurities. The

electron concentration of the Mn-doped sample was measured at 300 K via Hall-

Effect, and is found to be reduced from 5× 1017cm−3 (reference sample) to 1.3 ×
1017cm−3, attributed to the electron trapping effect of the deep Mn-states. A reliable

fit of the carrier concentration ln(n) vs T−1 to determine the activation energy could

not be performed due to the influence of hopping conductivity (crossover regime) up

to high temperatures, as depicted in Fig. 3.21.

NNH-hopping

NNH-hopping

crossover
regime

crossover
regimeSA

Figure 3.21: Temperature dependence of a GaMnN sample with NMn ≈1017cm−3 compared to a
reference undoped GaN sample. Note that the activation energies are inferred from the
fit lnρ against T−1. The conduction regimes are shown in either case, for clarity.

The resistivity is plotted against 1/T (Fig. 3.21), and a linear dependence on the

semi-logarithmic scale could be observed at low temperatures, indicative of nearest-

neighbor hopping transport. The activation energy Ennh=0.78 meV is found to be

6the concentration was under the measurement limit of secondary ion mass spectroscopy (SIMS),
and was estimated by extrapolation
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higher than the one from the reference sample grown in this series (Ennh=0.36 meV).

Note that in the nearest-neighbor hopping regime, the hopping conductivity is de-

termined by the mean impurity separation rij (∝ N−1/3) rather than by the energy

barrier between states. To elucidate that, we recall Eqs.(1.17),(1.51) to formulate the

resistivity in the NNH-regime

ρnnh(T ) = ρ0 exp (
c

N
1/3
D a

) exp

(
Ennh

kBT

)
= ρ3 exp

(
Ennh

kBT

)
(3.13)

where the parameter c=1.73±0.03 is known from the solution of the
”
sphere problem“

in percolation theory. It should be remarked that the resulting dependence of the

resistivity on the donor concentration ND is only applicable for hydrogenic wave

functions. In our case, the description should apply since the electrons are supposed

to be weakly bound to the oxygen donors. The temperature independent part of

Eq. (3.13) corresponds to the y-axis intercept of the fit in Fig. 3.21, and is inversely

proportional to the donor concentration, as ρ3 ∝ exp (N
−1/3
D ). The higher value

of the y-axis intercept in the Mn-doped sample (NMn ≤ ND) would suggest that

the incorporated Mn-atoms not only act as a compensating centers but also may

suppress the formation of the dominant donors (ON) during growth. However, the

donor concentration cannot be quantified since the constant ρ0 is unknown, precluding

a quantitative analysis of the influence of Mn-doping on the donor formation. Note

that the occurrence of hopping conduction within a shallow donor impurity band has

been also observed by Look et al. , both in unintentionally doped MOCVD-GaN [34]

and in N-rich grown MBE-GaN samples7 [97]. These observations demonstrate that

”
shallow“ states do have an energy dispersion, which is revealed by the occurrence

of hopping transport at low temperatures. The very low activation energies obtained

in this scenario are consistent with the general accepted picture of a
”
single energy

level“ (impurity band width → 0) for shallow impurities.

As the Mn-concentration is further increased, there is a enormous shift in the temper-

ature dependent resistivity: after a critical concentration is reached, the resistivity

increases sharply by many orders of magnitude, as shown in Fig. 3.22. In this regime,

the carrier concentration could not be determined via Hall-effect. Furthermore, by

analysing the scaling behavior of the temperature, a T−1/4 dependence is found as a

common feature for the samples containing NMn ≥1018 cm−3, as shown in Fig. 3.23,

which is characteristic of Mott-variable-range hopping transport in an impurity band

of localized states. This observation supports the localized character of Mn-3d states,

and, at the same time, implies that the totality of the electrons which are weakly

bound to the shallow donors have been trapped by the deep Mn states. As a conse-

quence, the Fermi-energy will shift towards the 3d-energy levels of Mn and lie within

7In [97], a transition from shallow to deep impurity-band hopping conduction is observed as a
function of N-supply during growth, demonstrating that the III/V ratio is a crucial parameter which
re-defines the formation energy landscape of the defects.
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the partially filled Mn-impurity band (3d4), more precisely, in the upper t2 band re-

sulting from the crystal field splitting. Analogously, for the residual donor impurities

(ON), the occurrence of variable-range hopping transport between the Mn-states at

NMn ≥1018 cm−3 sets an upper bound for the donor concentration (ND ≤1018 cm−3),

since the donor states have to be fully compensated.

Figure 3.22: Temperature dependent resistivity of GaMnN epilayers with different Mn-
concentrations. Note the jump over many orders of magnitude by surpassing a critical
Mn-concentration. The two lowest concentration could not be measured by SIMS and
were determined by extrapolation.

For a quantitative description of the scenario, as discussed in Chapter 1, the quantities

which can be derived in the Mott variable-range hopping regime are the localization

length ξ and the density of states at the Fermi-level N(EF ). The characteristic tem-

perature T
(Mott)
0 is extracted from the fit ln(ρ) vs. T−1/4, since the Mott-VRH hopping

obeys the law

ρ(T ) = ρ0 exp

(
T

(Mott)
0

T

)1/4

(3.14)

where

T
(Mott)
0 =

β

kBN(EF )ξ3
(3.15)

which means that the slope is inversely proportional to the product N(EF ) ξ
3. Note

that the density of states at the Fermi-energy depends on the bandwidth (integrated

in energy will correspond to the total density of states) and the band filling, i.e. the

position of EF . In a simple tight-binding model, it is known that the bandwidth will
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Figure 3.23: Linear behavior of logρ with T−1/4, indicating Mott-VRH transport at
NMn ≥1018 cm−3. The value of characteristic temperature TMott

0 is derived
from the slope of lnρ vs T−1/4.

scale with impurity concentration (∝ √
c) [134], and thus we expect a rather narrow

band at concentrations far below the percent range. Concerning the band filling, each

Mn atom in the (3+) state will contribute with 4 electrons in the d5 shell, which means

that 2 of 3 states will be occupied in the t2 band. The 2/3 band filling ratio would

determine the position of the Fermi-energy within the Mn-impurity band if there

were not additional impurities in the crystal, which is not the case. The presence

of shallow donor electrons does affect the band filling if their concentration is in the

same order of magnitude than the Mn-atoms. To clarify the evolution of N(EF ) with

Mn-concentration, we assume a fixed concentration of donor electrons Nd and start

at the limit NMn ≈ Nd, where the Mn-impurity band is almost fully occupied with

the Fermi-energy lying in the upper band tail. As the Mn-concentration is further

increased, more states will be available for the donor electrons, shifting EF towards

the middle of the band. As a consequence of compensation, N(EF ) increases with Mn-

concentration. On the other hand, increasing the Mn-concentration leads to impurity

band broadening, which attenuates the increase of N(EF ). The localization length,

on the other hand, is expected to be independent of Mn-concentration, as far as the

impurity distance is great enough to avoid an overlap of the electronic wave functions.

This condition is satisfied in highly-diluted GaMnN. Nevertheless, the localization

length is affected when NMn and ND are in the same order of magnitude, since the

presence of ionized residual donors in the vicinity of the Mn-impurities influences the

structure of the localized impurity wave function. Furthermore, a reduction in the

Mn-Mn average distance (still far from the overlap), gives rise to an enhancement of

the activation energy (∝ TMott
0 ) due to the increasing random Coulomb-potential of

charged Mn-impurities [83].
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These facts make the quantitative analysis of both N(EF ) and ξ, and in particular,

their product, rather complicated in the highly-diluted regime. In this sense, the

increase of T(Mott) with Mn-concentration, which correspond to a decrease of the

product N(EF ) ξ
3, is the only clear trend which can be inferred from our experimental

data. An interesting study which would help to simplify the analysis would be to

investigate the effect of the degree of compensation on both N(EF ) and ξ at fixed

impurity band characteristics, by the controlled addition of donors at a fixed Mn-

concentration (e.g. by Si-codoping of GaMnN).

Figure 3.24: Linear behavior of logρ with T−1/4, indicating Mott-VRH transport. In the highest
doped sample, the Mott-scaling behavior is not fulfilled at high temperatures. Note

that the characteristic temperature T
(Mott)
0 is derived from the slope of lnρ vs T−1/4.

Regarding Mn-concentrations of a few percent, the temperature dependence of the

resistivity also shows a T−1/4 scaling behavior, as depicted in Fig. 3.24. Only in the

highest doped sample, a deviation from the Mott-scaling behavior was observed, in-

dicative of a crossover to nearest-neighbor hopping (NNH). However, the occurrence

of NNH-hopping transport could not be confirmed, due to the lack of a constant ac-

tivation energy (logρ ∝ T−1) within the measured temperature range (T <300 K).

Interestingly, both absolute resistivity and characteristic temperature T
(Mott)
0 decrease

with increasing Mn-concentration, just the opposite trend than in the highly-diluted

samples. In this series, the electronic properties are completely dominated by the

Mn-impurities (NMn �ND), so that compensation effects can be neglected. This

implication has important consequences. First, the impurity band filling of the t2-

band will hold the constant ratio of 2/3. Second, the localization length will not be

affected by the degree of compensation, and hence is expected to be constant below

the concentration where the localized wave functions start to overlap. The band-

width still scales with Mn-concentration as ∝ √
c. Taking into account these points,
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the density of states N(EF ) is expected to show an overall increase with increas-

ing Mn-concentration: the total density of states N(E) behaves proportional to the

concentration, increasing the value of N(EF ), while band broadening effects weaken

the proportionality. The localization length, on the other hand, might increase with

Mn-concentration just in the case when the mean impurity distance dMn−Mn is short

enough to account for a wave function overlap. Considering the exponential fits of the

Mott-VRH law in Fig. 3.24, we observe a monotonic decrease of T
(Mott)
0 as the Mn-

concentration is increased, which means that the product N(EF )ξ
3 becomes larger,

according to Eq. (3.15). Since the value of N(EF ) has a rather weak proportionality

to impurity concentration, small changes in ξ will dictate the behavior of T
(Mott)
0 .

Fig. 3.25 shows the evolution of T
(Mott)
0 with Mn-concentration. The sudden decrease

of T
(Mott)
0 indicates the concentration range where the localization length is enhanced

due to overlap effects.

   N(EF ) dictates behaviourξ =const , ξ 3 dominates

Figure 3.25: Evolution of the characteristic temperature TMott
0 with Mn-concentration. Note that

the concentration of substitutionally incorporated Mn3+, inferred from the magnetic
characterization, has been considered for the analysis. The red error bar is due to
the uncertainty of determining substitutional Mn-concentration in sample G0356 (no
magnetic data). The sharp decrease of TMott

0 at high Mn-concentrations indicates an
increase in the localization length ξ due to overlap effects.

In the studied concentration range (1 - 8% Mn), the mean impurity distance varies

from 13.1 to 6.5 Å, respectively. In order to account for an impurity wave function

overlap, the mean impurity distance should not be greater than two times the lo-

calization radius (dMn−Mn ≤2ξ). It is worth to mention, however, that the average

impurity distances inferred above are valid provided that the totality of the Mn-atoms

incorporates in the GaN matrix. The X-ray diffraction characterization revealed the

onset of secondary phase formation at cMn ≥ 5% (dMn−Mn ≈ 8Å). By separating
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the paramagnetic (isolated Mn) and superparamagnetic (Mn3GaN clusters) contri-

butions to the magnetization, the concentration of substitutional Mn3+ centers has

been estimated. Furthermore, the magnetic characterization suggested the existence

of a low-temperature ferromagnetic phase in the highest doped samples. Considering

the scenario of localized magnetic moments, the onset of ferromagnetic coupling de-

fines the impurity concentration where the localized wave functions start to overlap.

Fig. 3.26 shows the dependence of the characteristic temperature TMott
0 on the average

Mn-Mn distance estimated from the corrected Mn-concentration obtained from mag-

netometry. Although it contains the same information as Fig. 3.25, which is the sharp

decrease of TMott
0 due to the enhancement of the localization radius, it should serve as

guide for the eye to interpret the correlation between carrier localization and magnetic

interactions. The increase of localization radius happens at Mn-Mn average distances

below 8 Å, in the same range where magnetic interactions between Mn-atoms in

GaMnN become important. Below 8 Å, the calculated magnetic coupling constants

Jij(d) for the GaMnN system start to deviate from zero [134, 143, 135, 144, 136],

suggesting the onset of ferromagnetic coupling via double-exchange.

Jij (d) > 0 magnetic coupling vanishes  Jij (d) = 0

Figure 3.26: Evolution of the characteristic temperature TMott with the Mn-Mn average dis-
tance. The red error bar is due to the uncertainty of determining substitutional Mn-
concentration in sample G0356. The sharp decrease of TMott at distances around
7Å indicates an increase in the localization length ξ due to overlap effects, which, at
the same time, coincides with non-zero magnetic coupling constants Jij calculated from
first-principles[134, 143, 135, 144, 136].

The effective mean impurity distance in highest doped sample (Tc ≈11 K) lies around

7 Å, which should correspond to a localization radius on the order of 3-4 Å to ful-

fill the weak overlap condition (dMn−Mn ≈ 2ξ). The accurate knowledge of TMott
0

for each concentration is not sufficient to quantify the localization radius, since the
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density of states at EF is unknown (see Eq. 3.15). Fortunately, impurity concen-

trations in the percent range will have an additional advantage: they are accessible

for ab-initio density-functional theory (DFT) calculations. The numerous theoretical

studies of GaMnN electronic structure agree about the location of the Mn (e and t2)

spin-up impurity bands in the midgap region of GaN, still detached from conduc-

tion and valence band for concentrations below 20% [111, 144, 145]. It is worth to

mention, however, that the absolute energy difference between the e and t2 spin-up

impurity bands to the CBM/VBM cannot be determined with accuracy because of

the underestimation of the experimental bandgap. Nevertheless, a quantity which

can be well described is the spin-resolved partial density of states (PDOS) of the Mn

d-states. In connection with our experiment, it would be interesting to extract the

density of states at the Fermi-energy from the calculations, and, in turn, combine

them with the experimental T
(Mott)
0 via Eq. (3.15) in order to get estimated values of

the localization radius ξ. Table 3.5 lists the density of states at EF extracted from

several theoretical studies and the inferred values of ξ. As common for theoretical

studies, the input Mn-concentration for the calculation of N(EF ) has discrete val-

ues due to the size of the supercell, and thus we have combined the experimental

T
(Mott)
0 of the samples which contains a similar concentration of incorporated Mn.

The N(EF ) values from cMn(supercell)=6.25% are therefore connected with sam-

ples G0316 (cMn(fm/pm)=6.2%) and G0358 (cMn(fm/pm)=5.6%). Localization radii

around 3 and 1 Å are respectively inferred taking into account the scattered values

of N(EF ) from different authors.

Reference c
(exp)
Mn c

(spc)
Mn N(EF ) TMott ξ R

(100K)
hop R

(5K)
hop

[%] [%] [eV−1cm−3] [K] [Å] [Å] [Å]

Titov et al. [145] 6.2 6.25 6.6 ×1020 5.8 ×106 3.8 22.1 46.4
Antonov et al. [146] 6.2 6.25 1.3 ×1021 5.8 ×106 3.0 17.5 36.7
Sandratskii et al. [147] 6.2 6.25 2.4 ×1021 5.8 ×106 2.5 14.6 30.7
Sanyal et al. [144] 6.2 6.25 3.2 ×1021 5.8 ×106 2.3 13.4 28.1

Titov et al. [145] 5.6 6.25 6.6 ×1020 2.2 ×108 1.2 17.4 36.5
Antonov et al. [146] 5.6 6.25 1.3 ×1021 2.2 ×108 0.9 13.1 27.5
Sandratskii et al. [147] 5.6 6.25 2.4 ×1021 2.2 ×108 0.8 11.6 24.3
Sanyal et al. [144] 5.6 6.25 3.2 ×1021 2.2 ×108 0.7 10.2 21.4

Table 3.5: Localization radii ξ estimated from the experimental TMott
0 and several values of N(EF )

extracted from theoretical studies. The TMott
0 of samples G0316 and G0358 have been

considered, which had the closest Mn-concentration c
(exp)
Mn (fm/pm) to the input c

(spc)
Mn

taken for the calculations. The theoretical value of N(EF ) has not been scaled for the

sample with c
(exp)
Mn (fm/pm)=5.6%. The average hopping distances Rhop have been also

calculated at two different temperatures.

The localization radius derived for the highest doped sample (G0316- c
(exp)
Mn =6.2%)



3.2. MN-DOPED GAN 99

seems to fulfill the weak overlap condition (dMn−Mn ≈ 2ξ) within the accuracy of

determining N(EF ) from ab-initio calculations. This is consistent with the sharp

decrease of T
(Mott)
0 and the onset of ferromagnetic interactions observed by magne-

tometry. The weak overlap of the localized wave functions at such Mn-Mn distances,

is also in well agreement with the observation of a low Curie-temperature (Tc ≈11 K).

Regarding the sample with (cexpMn= 5.6%), which also showed indications of ferromag-

netic coupling8 at very low temperatures, the localization radius appear too short to

account for a direct wave function overlap. However, since the transport is governed

by variable-range hopping, the electrons are able to hop over larger distances than

nearest-neighbors. The average hoppping distance can be derived from the localiza-

tion length as

Rhop(T ) =
3

8
ξ

(
T

(Mott)
0

T

)1/4

(3.16)

Table 3.5 lists the average hopping distances inferred at two different temperatures.

Already at 100 K, the electrons are able to hop over distances larger than 10Å.

The values of Rhop at 5 K are valid only assuming that Mott-VRH transport still

holds in this temperature range. Recall that an eventual crossover to the Efros-

Shklovskii VRH-regime could not be evaluated due to the unmeasurable resistances

below 100 K. Regarding sample G0358 (lower half of Table 3.5), the large average

hopping distances suggest that if the electron spin is conserved during the hopping

process (coherent hopping), magnetic interactions can be mediated, in spite of a

short localization radius. Although this approach has been put forward to explain

ferromagnetic interactions in oxide DMS [44], we estimate that the magnetic coupling

between Mn-states cannot arise exclusively due to spin-coherent hopping, especially

at such large distances. However, it may enhance the magnetic coupling strength

when the localization radii are not far from the overlap (dMn−Mn ≈ 2ξ). The spin

coherence length in a hopping process is the unknown parameter which precludes

a further analysis of the scenario. Independently on the conclusions which can be

drawn from the hopping parameters, i.e., the evolution of TMott
0 and ξ, several ab-

initio studies found out that the ferromagnetic exchange interaction is negligible

for average Mn-Mn distances higher than 8Å[135, 134, 136]. This situation is in well

agreement with our experimental observations of a very small localization radius (ξ ≤
1Å) and the absence of ferromagnetic signatures at such concentrations (cMn ≤ 5%).

The prospects of high-Tc ferromagnetism in GaMnN are not so encouraging. The

window for the achievement of a strong overlap between Mn-states is enormously

narrowed by the formation of secondary phases at high Mn-concentrations. On the

other hand, it has been demonstrated that by surpassing a critical average distance

dMn−Mn, the strong localization of the states will soften (increase in ξ), enabling a

8based on the point of inflection of the FC-magnetization
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more effective playground for magnetic interactions to take place. The limitation

thereby is that this critical distance (dMn−Mn ≈ 2ξ) cannot be tuned, because the

localization radius is an intrinsic property of an impurity state in a given host ma-

trix. As a consequence, given the localized nature of substitutional Mn in GaN (3d4

centers), the only hope to boost Tc in GaMnN is to face the hard job of extending

the solubility limit, as it is being done in GaMnAs. At this stage, although the weak

ferromagnetic coupling and the derived Curie-Temperature in GaMnN do not allow

room for applications, it represents a good example to show the interplay between

electronic localization and the magnetic coupling in dilute magnetic semiconductors.
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3.3 Gd-doped GaN

Among the variety of potential DMS systems which have been studied in the last

decade, Gd-doped GaN represents one of the most intriguing cases. Doping of GaN

with very low Gd concentrations (ND ≤1017cm−3) has been reported to give a colos-

sal room-temperature magnetic moment of around 1000μB per magnetic impurity

[19, 14]. The authors attempted to explain the magnetic moment exceeding the

8 μB per Gd atom by an empirical model in which an extended polarization of the

GaN-matrix is assumed. However, x-ray magnetic circular dichroism (XMCD) exper-

iments at the Ga K-edge ruled out a significant polarization of the matrix [148]. The

generation of intrinsic defects in GaN layers by implantation of Gd3+ ions and the evo-

lution of the saturation magnetization after annealing, suggest the formation of local

magnetic moments on Ga and/or N interstitials [15]. On the other hand, other ex-

perimental reports attempt to explain that long-ranged ferromagnetic interactions in

GaGdN are carrier-induced, supported by the observed magnetization enhancement

by Si-codoping [16, 149]. Also the calculations by Dalpian and Wei [150] support an

electron stabilized ferromagnetism in GaGdN. Recent theoretical studies, however,

came to the conclusion that Ga-vacancies are crucial in inducing the ferromagnetic

coupling in GaGdN [103, 105]. Moreover, the possibility that localized defect states

without any magnetic ions may form local moments and exhibit collective magnetism

has been investigated. Cation vacancies in wide-bandgap nitrides might promote

the formation of local magnetic moments, and the magnetic coupling between these

defect-induced moments is supposed to be long-ranged due to extended tails of the

defect wave function [104]. Last but not least, the most recent theoretical study by

Mitra et al. [106] suggests that the presence of interstitial nitrogen and oxygen in

octahedral sites is a more likely source of defect-induced ferromagnetism, based on

the formation energy of native defects in GaN.

As evident from the scattered results reported so far, there is still ongoing discussion

about this unexpected magnetic behavior in Gd-doped GaN. The aim of the present

work is to perform a comprehensive study about the electrical transport properties of

the ferromagnetic GaGdN epilayers, in order to have an insight of the electronic prop-

erties and defect landscape in this intriguing material. This might also help to clarify

which picture is suitable to interpret the still controversial origin of the observed

room-temperature ferromagnetic coupling. Special attention will be paid on identi-

fying the defects which could be induced by Gd-doping; for this purpose, additional

spectroscopy studies have been performed. The structural and magnetic properties

have been also investigated, in particular their Gd-concentration dependence.

3.3.1 Growth conditions and structural properties

Unlike the case of Mn-doped GaN, the epitaxial growth of Gd-doped GaN was carried

out with the same optimized parameters for the growth of undoped GaN, near the
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stoichiometric point in the slightly metal-rich regime at a substrate temperature of

760 ◦C. The samples were grown both on GaN(0001)/Al2O3 templates (series A) and

semi-insulating 6H-SiC(0001) substrates for electrical characterization (series B), with

a thickness of about 500nm. The range of Gd-concentration varied from 1016cm−3 to

1020cm−3, measured by time-of-flight secondary ion mass spectroscopy (TOF-SIMS).

The Gd concentration is calculated from the 160Gd peak because no mass interferences

are expected there.

Under optimized growth conditions, the structural characterization by X-ray diffrac-

tion showed the absence of secondary phases or Gd-related precipitates, except for

the highest doped sample (NGd= 1.6 ×1020cm−3). The θ-2θ-scan revealed an addi-

tional reflection at 2θ=31.1◦, which corresponds to the GdN (111) reflection char-

acteristic of GdN in the rocksalt structure. The cluster diameter inferred from the

Scherrer-formula (Eq. 3.2) amounts to d=27.8 nm. A close-up of the θ-2θ-scan with

the Gaussian-fit is shown in Fig. 3.27. It is worth to mention, that samples grown

directly on Al2O3(0001) show a tendency to form GdN clusters even at lower Gd-

concentrations. For comparison, a sample with these characteristics is also shown

in Fig. 3.27. For this sample, the intensity of the GdN (111) reflection is ten

times stronger, although the Gd-concentration is one order of magnitude lower (≈
1019cm−3). These observations suggest that a significant lattice mismatch by the

choice of the substrate -leading to a degradation of crystalline quality- and strain

effects catalyze the formation of GdN clusters.

Figure 3.27: θ-2θ-scan indicating the presence of GdN clusters at [Gd] ≈ 1020cm−3 (left). The for-
mation of the GdN phase is favored when growing GaGdN directly on Al2O3 substrates
(right).

Since the detection of secondary phases by XRD has its limitations going towards

low Gd-concentrations, the set of samples with [Gd]≤ 1019cm−3 have been studied

by means of X-ray fluorescence (XRF) and X-ray absorption near edge structure
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(XANES) experiments at the microprobe ID22 of the European Synchrotron Radia-

tion Facility [151]. The composition homogeneity was examined by X-ray fluorescence.

By setting regions of interest around the fluorescence lines, in particular the one from

Gd, uniform patterns with no intensity changes (≤0.02) were observed, suggesting

no tendency for agglomeration at those low Gd concentrations. Furthermore, the

XANES spectra at the Gd L3 edge show a fingerprint of the Gd+3 state, indicating

the incorporation of Gd on Ga-sites. The shape of the X-ray linear dichroism (XLD)

of the XANES at the Ga K and Gd L3 edges confirmed the homogeneous substitu-

tional inclusion of Gd in the GaN-matrix [151]. The experimental study is in well

agreement with total energy calculations which reveal Ga substitution as the most

favorable site for rare earths in GaN [152].

Figure 3.28: Influence of the Gd-doping on the GaN in- and out-of-plane lattice parameters and on
the volume of the elementary cell. The dashed lines represent the lattice constant value
of undoped GaN for each substrate.

Since the atomic size of Gd-atoms is much larger than the one of Ga, it is expected

that substitutional inclusion of Gd causes strain effects in the lattice. At a Gd-

concentration of 1×1018cm−3, the extended x-ray absorption fine structure (EXAFS)
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at the Ga K edge did not show any change of the local structure [151], inferring neg-

ligible shifts in the lattice parameters. However, for higher Gd-concentrations, high

resolution X-ray diffraction could give an information about lattice constant changes.

Like in the case of Mn-doped GaN, the samples grown on 6H-SiC (0001) (series B)

are much more suitable for the analysis of the lattice constants, since there is no over-

lap between the reflections of the epilayer and the substrate. The results, plotted in

Fig. 3.28, show that the first significant deviations from the lattice parameters of un-

doped GaN evolve already at concentrations of 1018cm−3 for series B and at 1019cm−3

for series A. It is worth to mention, that the given reference lattice parameters of un-

doped GaN in Fig. 3.28 are our experimental values. As discussed in the previous

section, high temperature growth of GaN epitaxial layers on SiC results in a residual

tensile strain component due to the difference in thermal expansion coefficients. The

in-plane biaxial tensile strain (compressive in the out-of-plane direction) has been

quantified, and it is shown in Fig. 3.28 as the difference between the reference lattice

constants (dashed lines). As expected, the lattice parameters converge to this value

when decreasing the Gd-concentration. The increase of both a and c parameters with

Gd-concentration, leading to an overall expansion of the unit cell, suggests that there

is an hydrostatic strain component which might be related to the incorporation of

Gd. Note that the highest doped sample in series A (NGd= 1.6×1020cm−3), where

GdN clusters were detected, shows a slight decrease in the lattice constant c leading

to a weaker hydrostatic strain dependence on Gd-concentration. The relatively high

magnitude of the hydrostatic strain component already at concentrations below the

percent range, suggest that the GaGdN lattice experiences a distortion which can be

relieved in form of dislocations, or by forming other crystallographic phases. This

could explain the very low solubility limit in Gd-doped GaN.

Figure 3.29: θ-2θ-scan near the (0004) reflection of the highest doped sample (left). The reflections
from the GaGdN epilayer and GaN-MOVPE-template can be clearly distinguished.
Rocking curve scan of the GaGdN (0004) reflection with the Gaussian fit (right).



3.3. GD-DOPED GAN 105

Regarding the crystalline quality of the samples, symmetric and asymmetric rocking

curve scans have been performed on both sample series. Like in the case of Mn-doped

GaN, the homoepitaxial growth on MOCVD-templates yields the best results in terms

of crystal quality, as the FWHMs values range between 400 and 470 arcsec for the

(0002) and between 400 and 630 arcsec for the (1012) and (1122) reflections, respec-

tively. Interestingly, the highest doped sample -containing GdN inclusions- has much

higher FWHMs values, reaching 1420 arcsec for the symmetric and 1584 arcsec for

the asymmetric reflection. Fig. 3.29 depicts the identification of the (0004) reflection

of GaGdN grown on GaN-template and the rocking curve on this reflection. The GdN

clusters embedded in the GaGdN matrix have a detrimental impact of the crystalline

quality of the epilayers, fact which is revealed in the increase of the symmetric rocking

widths by a factor of 3. Concerning the series grown directly on 6H-SiC(0001), the

symmetric rocking FWHM widths lie between 500 and 750 arcsec, while the asym-

metric widths lie between 1300 and 1800 arcsec, the latter being much higher than the

series grown on MOCVD-templates. As discussed in the previous section, the lattice

mismatch between GaN and SiC in the basal plane creates edge dislocations with

Burgers vectors parallel to the film/substrate interface, which have an strong impact

on the tilt of the asymmetric planes. High FWHM values corresponding to a broad

angular distribution of the crystal planes will be thus a good indicator of the dislo-

cation density. In order to visualize the crystal quality and the role of dislocations

in our samples grown on 6H-SiC, we have performed high-resolution transmission

electron microscopy (HRTEM). As observed in the cross-sectional images (Fig. 3.30),

there are some threading dislocations which extend from the interface to the surface

of the GaGdN layer. The �g vector, which denotes the direction of the electron beam,

is perpendicular to the growth direction [0001]. According to the �g ·�b criterion, the
defects with Burgers vector perpendicular to the growth direction (edge and mixed

type) will be visualized in this configuration [153].

From a set of low-magnification cross sectional images, the average distance between

dislocations has been extracted in one dimension. Since the dislocations tend to coa-

lesce with increasing crystal thickness, the distinction between interface and surface

dislocation density has been established. The average distance between dislocations

amounts to 43 nm at the interface and 0.2 μm at the surface. Extrapolating the values

to 2 dimensions, we estimate the edge dislocation density to be 5 × 1010cm−2 and 2

× 109cm−2 for the interface and surface, respectively. These values are comparable

with other TEM-studies of GaN grown directly on 6H-SiC (0001) [153, 154]. Recent

studies have shown that the dislocation density in GaN/SiC heteroepitaxy can be

greatly reduced by the growth of self-assembled GaN-nanoislands [155] or by forming

a thin SiN layer through nitridation [156] in the early stage of growth. This methods

were not applied in the present work since interfacial layers might create parallel con-

ductive channels and are therefore not desirable for electrical characterization. Given

the importance of the interface, high-resolution TEM images have been acquired to

confirm the epitaxial growth of GaGdN layers on SiC from the early stage, where no
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Figure 3.30: Transmission electron micrographs of a GaGdN epilayer grown on 6H-SiC. An overview
cross-section image of the whole layer thickness (left) and a high resolution image of
the interface (right) are presented.

amorphous or highly defective layer is observed at the interface. Although there are

some stacking faults/edge dislocations which can be clearly visualized, we conclude

that the overall crystalline quality and interface properties are comparable to the

homoepitaxial GaGdN layers.

3.3.2 Magnetic properties

The magnetic properties of Gd-doped GaN epitaxial layers have been investigated

in a wide range of Gd-concentrations. The magnetization results reported by Dhar

et al. [19] pointed towards a colossal magnetic moment per Gd-atom at very low Gd-

concentrations, fact which was taken with sceptisism. Before searching which atoms

or defects are supposed to carry the rest of the moments (Gd alone might carry a

maximum of 8μB), it is more natural to think that a certain amount of ferromagnetic

contamination present either in the substrate or in the Gd-cell might be responsible for

the observed magnetic signals. In this sense, a very careful analysis of the possible

origin of the magnetic signals has been done. As in the case of Mn-doped GaN,

ferromagnetic-like contributions stemming from the substrate have been ruled out.

Following these findings, the last spurious effect could be the purity of the Gd ingot in

the effusion cell. For the range of concentrations investigated in this work, the Gd-cell

temperature Tcell was held between 675 ◦C and 1400 ◦C. To probe for transition metal

contaminations from the source, a sample with a high Gd concentration (1020 cm−3),

corresponding to the highest cell temperature (1400 ◦C) was analyzed by secondary

ion mass spectroscopy (SIMS). To increase the sensitivity of the measurement an

oxygen background pressure of 10−6 mbar was applied. Note that the detection limit
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is 1016cm−3 for rare earth elements and 1017 cm−3 for transition metal elements as

determined with ion implanted Gd and Mn reference samples. Figure 3.31 shows an

integrated mass spectrum of the highest doped GaGdN sample. No transition metal

signals can be observed, whereas the Gd isotopes are clearly visible. We conclude

that the transition metal contamination is smaller than the Gd concentration by a

factor of at least 10−3, suggesting that even when the source is heated at the highest

temperature, the transition metal contamination is under the detection limit of SIMS.

In turn, all the ferromagnetic-like signals measured by SQUID have to be related to

the Gd-incorporation.
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Figure 3.31: Integrated TOF-SIMS spectrum of a 500 nm thick GaGdN layer with a Gd concentra-
tion of 1020 cm−3. The gray curve shows the raw data. Between 50 and 60 amu no
traces of transition metal elements are found. Between 152 and 160 amu the Gd iso-
topes are clearly visible. The black curve shows a 10-point adjacent average smoothing
of the raw data to reveal any hidden signals in the background.

Concerning the magnetic properties of the Gd-doped GaN epilayers, the first series

grown both on MOVPE-GaN and 6H-SiC has been found to be ferromagnetic at

room temperature in Gd-concentrations ranging from 1014cm−3 to 1018cm−3. A field-

dependent magnetization scan of a sample with NGd= 1×1018cm−3 is presented in

Fig. 3.32. The magnetization typically saturates at 10 kOe, and the coercive field

is rather small, yielding values between 40 and 100 Oe. Interestingly, the saturation

magnetization does not show a strong dependence on Gd-concentration in the inves-

tigated range, behavior which has been previously reported by Dhar et al. [19, 14].

In terms of the effective spin polarization created by Gd, we could observe nearly the

same trend as in Refs. [19, 14], where the average magnetic moment per Gd-atom

decreases with increasing concentration and finally saturates near its atomic moment.

For clarity, both datasets are superimposed in Fig. 3.33. The black squares and the

solid line represent the data and the fit taken from Ref.[19], and the red squares corre-

spond to our experimental values. The filled squares denote that the Gd-concentration

has been measured by SIMS, while the open square means that the concentration has
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Figure 3.32: Typical field-dependent magnetization of a GaGdN epitaxial layer exhibiting ferromag-
netic ordering at room-temperature. The inset shows the small magnitude of coercive
field and remanent magnetization.

been extrapolated. Therefore, the inferred value of peff ≈ 30000μB/Gd has to be

taken with caution. Moreover, it is important to mention that the sample J0188 has

been grown on 6H-SiC, while all others have been grown homoepitaxially on MOVPE-

GaN. This indicates that the choice of the substrate does not have a major influence

on the magnetic properties of the samples; it supports an effect related to the Gd

incorporation rather than to substrate impurities.
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Figure 3.33: Trends of saturation magnetization Ms (left) and effective magnetic moment per Gd-
atom peff (right) with respect to the Gd-concentration. The red squares correspond to
our experimental data, the black squares and the solid fit line are taken from Ref.[19].

At a Gd-concentration of 1020cm−3, a ferromagnetic transition could be detected at

around 70 K by measuring the temperature dependent magnetization in zero-field

cooled (zfc) and field-cooled (fc) mode, as shown in Fig. 3.34. At high temperatures,

there is still a difference of 0.02 emu/cm3 between zfc and fc magnetization which
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persists up to 250 K. The magnetic behavior of the highest doped GaGdN epilayer

can be interpreted as follows: the transition at around 70 K is in well agreement

with the reported Curie-Temperature Tc of the GdN rocksalt structure [157], and can

be attributed to the GdN-clusters detected by X-ray diffraction. They will act as

a blocked superparamagnetic ensemble up to Tc when they loose the ferromagnetic

coupling within the cluster. At high temperatures, they will behave as isolated para-

magnetic moments and will not account for the difference between zfc and fc curves

(Fig. 3.34-right). This suggests that a part of the Gd atoms, which do not contribute

to the GdN phase and have been substitutionally incorporated in the matrix, induce

ferromagnetic ordering like in the case of lower Gd-concentrations. The magnetic

classification of the GdN phase in the highest doped sample has important implica-

tions for the cases with lower Gd-concentrations: even if GdN clusters are present in

the samples with NGd ≤1020cm−3 -under the detection limit of XRD-, they cannot

account for room-temperature ferromagnetism.

Figure 3.34: Temperature dependent magnetization of the highest doped GaGdN sample. Right:
The transition at T≈70 K is attributed to the GdN clusters detected by XRD (inset).
Left: A small difference between zfc and fc measurements persist up to 250K, suggesting
a ferromagnetic contribution.

The magnetic properties of highly diluted GaGdN epitaxial layers grown on different

substrates has been described so far. However, there are two issues which need to be

discussed due to their unprecedented nature: (i) the origin of the long-ranged ferro-

magnetic ordering, especially at very low Gd-concentrations (dGd−Gd ≈40 nm), and

(ii) the magnitude of the colossal magnetic moments. As mentioned before, element

specific X-ray magnetic circular dichroism (XMCD) measurements on the Gd L3 and

the Ga K edge of the samples extensively characterized in Refs.[19, 14], showed a

very small polarization of Ga and paramagnetic behavior of Gd [148]. In turn, the

empirical model suggesting polarization of the GaN-matrix in form of spheres of in-

fluence, which fitted well even with our experimental data (solid line in Fig. 3.33)

and was somehow a reasonable approach, could be definitely ruled out. Since then,

many theoretical efforts have been made to understand the intriguing phenomena.
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The approaches which have been considered to hopefully explain the observations (i)

and (ii), rely on the role of point defects on the magnetic properties of GaGdN . In

this sense, many theoretical studies included Ga-vacancies [104, 105], Gd-VGa, Gd-

VGa-O complexes [103], Gd-NI , Gd-OI complexes [106] in the supercell to perform

ab-initio calculations. The results were disencouraging: all calculations found ferro-

magnetic interactions taking into account the defect of their preference, fact which

makes the topic even more controversial. On the other hand, experimental hints

towards defect-induced magnetism were rather very feeble: the decrease in magneti-

zation upon annealing [15] or the highly-resistive character of the epilayers [19, 14].

At this point, it is important to mention that our second series of GaGdN epitax-

ial layers (sample ID J02xx), which aimed to reproduce the first series (sample ID

J01xx) to perform further characterization methods, did not share the same prop-

erties: the ferromagnetic features disappeared. The results were surprising, since

the samples have been grown in the same MBE-chamber and under apparent equal

conditions. This points towards the presence of one important change in the growth

conditions which cannot be controlled at the first sight. Nevertheless, the existence

of both ferromagnetic and non-ferromagnetic GaGdN epitaxial layers grown on both

MOCVD-GaN and 6H-SiC substrates, opens up the possibility to find any difference

in the electronic properties which might be connected to the presence or absence of

ferromagnetic coupling. A detailed knowledge of the electrical transport properties

of ferromagnetic and non-ferromagnetic samples is therefore of great interest and will

be discussed in the next section.

3.3.3 Electrical transport properties

From the first series, one sample grown on highly-resistive 6H-SiC(0001) which exhib-

ited not only ferromagnetic features at room-temperature but also colossal magnetic

moments per Gd-atom, fulfills all the requisites to investigate the correlation between

magnetic and electrical transport properties. The temperature dependence of the re-

sistivity, even at moderate doping with Gd concentrations of NGd=2×1016 cm−3 shows

an increase of nearly five orders of magnitude when cooling the sample from room

temperature to 5 K, as depicted in Fig 3.35. A reference sample of unintentionally

doped GaN grown on semi-insulating SiC, which is n-type with an activation energy

of 20.6 meV and a background carrier concentration of 5.8×1017 cm−3, is shown for

comparison. Under the assumption that the residual n-type doping is not significantly

altered neither by the incorporation of Gd nor by growth kinetics, the highly-resistive

character of GaGdN suggests that Gd-induced deep states fully compensate these

native donors.

The temperature dependence of the resistivity does not follow the Arrhenius behavior

(∝T−1, but scales with a power law T−1/2 at lower temperatures (T < 25 K) and

with T−1/4 in the intermediate temperature range, as depicted in Fig. 3.36. This

behavior is characteristic of Efros-Shlklovskii variable-range-hopping (ES-VRH) and
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Figure 3.35: Temperature dependence of the resistivity of a GaN reference and a GaGdN epitaxial
layer. The Gd-concentration amounts to 2×1016 cm−3.

Mott variable-range -hopping (Mott-VRH) in an impurity band of localized states.

Above 120 K, the conductances of the GaGdN layer and the bulk substrate fall in

the same order of magnitude, neglecting the possibility of further analysis.
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Figure 3.36: Efros-Shklovskii-VRH (left) and Mott-VRH (right) behavior, in the respective temper-
ature ranges. At temperatures above 120 K, the measurement is affected by the parallel
substrate conductivity.

A linear regression of the relationship described in Fig. 3.36 yields the characteristic

temperature T0 in each regime. The degree of localization of the electronic states

in the impurity band is described in terms of the localization radius ξ which can

be estimated from the characteristic temperature T0. In the ES-VRH regime, the

localization radius scales inversely proportional with T
(ES)
0
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ξ =
βESe

2

kBT
(ES)
0 ε

(3.17)

where ε is the static dielectric constant and βES= 2.8 is a coefficient obtained by

the percolation treatment of hopping conductivity with coulomb interactions [158],

e and kB are the elementary charge and the Boltzmann-constant, respectively. The

static dielectric constant is composed of the normal host lattice and an additional

contribution due to many-electron interactions [158, 159], following the relation (in

cgs units)

ε = εhost + 4πe2N(EF )ξ
2 (3.18)

where N(EF ) is the unperturbed DOS at the Fermi-energy. In the Mott-VRH regime,

N(EF ) can be estimated from the Mott characteristic temperature T
(Mott)
0 and the

localization radius ξ, as

N(EF ) =
βMott

kBT
(Mott)
0 ξ3

(3.19)

where the coefficient βMott (obtained from percolation treatment) is 21.2 as calculated

by Skal and Shklovskii [66], and βMott=18.1 as revised by Castner [77] (the latter has

been taken for further analysis). In order to calculate the hopping parameters without

knowing N(EF ), one has to be able to observe both the ES-VRH and the Mott-VRH

regime in the same sample. The transition occurs when, by increasing the tempera-

ture, the average carrier hopping energy ΔEhop becomes larger than the coulomb gap

ΔCG, such that electron-electron interactions become comparably small, resulting in

a nearly constant density of states at EF . This transition has been measured in some

other material systems like indium oxide [160] or boron-doped diamond [80]. Just

few experimental studies of VRH transport in DMS layers are found in the literature

[161, 162]. Concerning GaN-based DMS materials, Wu et al. observed Mott-VRH in

Cr-doped GaN [162]. In their analysis, however, the value of N(EF ) had to be taken

from theoretical calculations, due to the lack of data from the ES-VRH regime, as

we did in the preceding section for the case of Mn-doped GaN. For GaGdN, all the

relevant parameters can be determined from the experiment. The analysis of the tem-

perature dependent resistivity has been done according to the method suggested by

Zabrodskii [163], which by starting from the general temperature dependent hopping

law

ρ(T ) = BT n exp (T0/T )
m (3.20)

provides a precise way to estimate the hopping exponent m and thus distinguish

between hopping regimes by evaluating the quantity w(T ), which corresponds to

temperature dependent exponential part of the hopping probability (∼= ΔE/kBT)
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w(T ) = ΔE/kT = − ∂ ln ρ

∂ lnT
= n+m(T0/T )

m (3.21)

where ΔE is the temperature dependent activation energy. For an exponential hop-

ping dependence of ρ where the second term of w(T ) is much larger than the first term

(n�(T0/T)
m), it follows logw(T ) ∼= log(mTm

0 )- m log(T ). This last expression has

the form of a linear equation y=a-bx, where y=logw(T ) and x=log T . The hopping

exponent is thus obtained directly from the slope, and the characteristic temperature

T0 from the y-axis intercept by plotting w(T ) on a log-log scale. For calculational

purposes, the quantity w(T ) is obtained using the equivalent expression

− ∂ ln ρ

∂ lnT
∼= −TΔln ρ

ΔT
(3.22)

where ΔT is the temperature difference between two adjacent data points and T

denotes their average temperature. The result of the analysis of the GaGdN layer

grown on SiC is shown in Fig. 3.37. The data in the ES-VRH regime (up to 25 K)

can be well fitted, yielding a value of x = −m1 = (0.52 ± 0.02) for the hopping

exponent. In the Mott-VRH regime, the data are masked by the conductivity of the

substrate for temperatures above 120 K, so that the temperature dependence of the

resistivity is fitted with an exponent of x = −m2 = (0.26± 0.09) in the intermediate

temperature range below 120 K.
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Figure 3.37: Transition from ES-VRH to Mott-VRH as determined by the method suggested by
Zabrodskii [163].

The characteristic temperature in the different regimes is calculated using the relation

T0 =

(
−10A

m

)(−1/m)

(3.23)

where A is the intercept of the linear regression with the y-axis and m denotes the

slope of the fit. Using error propagation for the covariant variables A and m, one

obtains values of T
(ES)
0 = (657 ± 186) K and T

(Mott)
0 = (1.0 ± 3.7) × 105 K for
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the characteristic temperatures. The large error, especially in the determination of

T
(Mott)
0 precludes a fully quantitative analysis. Still, some important conclusions can

be drawn from the evaluation of the hopping parameters. These parameters, which

are the localization length ξ, the static dielectric constant ε and the unperturbed

density of states at the Fermi-level N(EF ) in the impurity band, are fingerprints of

the present defects and can be determined in terms of T
(ES)
0 and T

(Mott)
0 according

to Eqs. (3.17–3.19). The obtained localization length is ξ = (3.7 ± 16) nm, and the

static dielectric constant ε has a value of (19±85). This is an indication that GaGdN

with NGd = 2 × 1016 cm−3 is not in the critical regime close to the metal-insulator

transition (MIT), where the anomalous contribution of ε becomes huge due to the

divergence of the localization length. The critical behavior of ε when approaching the

MIT is known as polarization catastrophe [78]. The obtained unperturbed density of

states at the Fermi-level amounts to N(EF ) = (4.3± 73)× 1019 eV−1cm−3. Another

intrinsic property of the system is the coulomb gap energy ΔCG, determined from the

relation

ΔCG =
e3N(EF )

1/2

ε3/2
(3.24)

and yielding a value of (4.2 ± 8.0) meV. In order to evaluate the consistency of

the derived hopping parameters, temperature dependent quantities as the average

hopping energy

ΔE
(ES)
hop =

1

2
kBT (T

(ES)
0 /T )1/2 (3.25)

or the average hopping distance

R
(ES)
hop =

1

4
ξ(T

(ES)
0 /T )1/2 (3.26)

have been calculated in the Efros-Shlkovskii regime, where the substrate contribution

is negligible throughout the whole temperature range. At 25 K, the average hopping

energy in the ES-VRH regime is ΔE
(ES)
hop = (5.9±0.9) meV and is of the same order of

magnitude as the coulomb gap energy ΔCG, an indication of the onset of the transition

to the Mott-VRH regime. This is in agreement with the crossover data presented in

Fig. 3.37. Furthermore, for consistency, the average hopping distance Rhop has to

be larger than the localization radius ξ and larger than the mean impurity distance.

At the high-temperature boundary, where the smallest hopping distance is expected,

we obtain R
(ES)
hop (25 K) = (5.0 ± 21) nm. Therefore, it is reasonable to assume that

the first condition is fulfilled. However, assuming Gd as the impurity responsible

for the VRH-transport, the mean distance between two centers estimated from the

experimental Gd-concentration would be dGd−Gd=36.8 nm, which is larger than the

inferred mean hopping distance, even considering the uncertainty in determining Rhop.

In this case, the second condition would not be fulfilled. Moreover, at concentrations

ofNGd = 2×1016 cm−3 it would not be possible to fully compensate the residual donors
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in unintentionally doped GaN. Both arguments suggest that other defects, which are

present in a larger concentration than the Gd atoms, are the effective source for the

electronic localization and VRH-transport in GaGdN. These defects have to be either

deep donors or acceptors, in order to account for the observed compensation.

The coexistence of ferromagnetism and variable-range-hopping was studied by Sheu

et al. for lightly doped GaMnAs [161]. In this material system, an impurity band of

substitutional Mn acceptors is formed, and its compensation ratio can be changed by

the controlled addition of As antisites which act as double donors. It has been shown

that the mixed valences of the Mn-acceptor will account for ferromagnetic behavior

via a double-exchange mechanism [161, 164]. In the GaGdN system, the situation is

slightly different. A sizable concentration of acceptors (or deep donors) is introduced

even at very low Gd-doping, forming an impurity band in which the donor electrons

are trapped. However, in both cases, the result is a partially filled impurity band

where VRH transport occurs. Therefore, the scenario of double-exchange between

defect states with local and energetic disorder may be also applicable to GaGdN, given

that the number and extension of defect states is enough to account for hybridization.

Figure 3.38: Temperature dependence of the resistivity of a ferromagnetic (FM) and non-
ferromagnetic GaGdN epilayer, compared to an undoped GaN reference sample.

So far, the electrical transport characteristics of highly-diluted, ferromagnetic GaGdN

have been investigated and discussed. For comparison, a sample from the second

series, which failed to reproduce the room-temperature ferromagnetic properties of

the first series, was analyzed in the same way. The epilayer was grown on semi-

insulating 6H-SiC (0001) and under the same growth conditions, with a concentration

of NGd = 5.4 × 1017 cm−3, as measured by SIMS. The temperature dependence of

the resistivity is shown in Fig. 3.38, in comparison to the ferromagnetic GaGdN

sample with NGd = 2 × 1016 cm−3 and an undoped GaN reference. The absolute

resistivity is higher than the reference undoped sample by two orders of magnitude,

but lower than the ferromagnetic sample throughout the whole temperature range.



116 3. EXPERIMENTAL RESULTS AND DISCUSSION

On the other hand, the temperature dependence of the resistivity is not as strong as

in the ferromagnetic sample, yielding an increase of at most two orders of magnitude

by cooling down the sample from 300 K to 4 K. The measurement of the Hall-

resistivity in order to determine the carrier type and activation energy, did not give

reasonable values, an indication of electronic transport by hopping within an impurity

band of localized states. Following the same systematic procedure, the temperature

dependent resistivity was plotted against T−1/2 and T−1/4 to evaluate if the transport

is dominated by variable-range-hopping. As shown in Fig. 3.39, both ES- and Mott-

VRH regimes could be identified at different temperature ranges, revealing the same

qualitative features which were already observed in the ferromagnetic GaGdN sample.

Furthermore, the residual donor states are fully compensated in both cases. Then,

the interesting question is whether both ferromagnetic and non-ferromagnetic GaGdN

layers share the impurity band characteristics, in other words, if the same defect is

responsible for the electronic localization.
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Figure 3.39: Efros-Shklovskii and Mott-VRH behavior in a non-ferromagnetic GaGdN epilayer
grown on 6H-SiC. The Gd-concentration amounts to 5.4×1017 cm−3

For that purpose, the hopping parameters are calculated using the method of Zabrod-

skii [163], in analogy to the ferromagnetic sample. The transition is found to occur

at around 30K, and the linear regressions for each regime are plotted in Fig. 3.40.

The values for the slope m are similar to the ones inferred from the ferromagnetic

sample, but the y-axis intercepts differ clearly. Consequently, the characteristic tem-

peratures in the Efros- and Mott-regime will be drastically different, yielding values

of T
(ES)
0 = (36± 6) K and T

(Mott)
0 = (3.3± 2.1)× 103 K. The parameters ξ, N(EF ), ε

and ΔCG have been derived using Eqs.(3.17-3.19) and are summarized in Table 3.6,

together with the obtained parameters of the ferromagnetic sample.

By direct comparison, the hopping parameters are very different, especially the lo-

calization radius ξ and the static dielectric constant ε. However, it is not easy to

determine at a first glance whether the same defect is responsible for the observed
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Figure 3.40: Transition from ES-VRH to Mott-VRH as determined by the method of Zabrodskii and
Zinovewa. The slope and the y-axis intercept determine the characteristic temperature
T0.

Sample NGd T
(ES)
0 T

(Mott)
0 N(EF ) ε ξ ΔCG

[cm−3] [K] [K] [eV−1cm−3] [nm] [meV]

J0188 (FM) 2 × 1016 768 100000 4 ×1019 19 3.7 4.2
J0225 (non-FM) 5.4 × 1017 36 3306 1.2 ×1019 74.4 17.4 0.3

Table 3.6: Hopping parameters of a ferromagnetic and non ferromagnetic GaGdN epilayer grown on
6H-SiC.

electronic localization, since the Gd-concentration differs by more than an order of

magnitude. In particular, the Gd-concentration of the non-FM GaGdN layer could

be sufficient to compensate the residual donors, assuming Gd itself (Gd3+ centers)

as the compensating impurity. Still, there are two arguments which speak against

this idea. First, the Gd-4f spin-split states, due to its large exchange splitting, are

expected to be resonant with the valence and conduction band, thus not inducing

deep states in the GaN bandgap. Second, the rather large localization length would

not be consistent with the localized nature of Gd-4f states. Therefore, Gd-states can

be ruled out as the source for electronic localization in both ferromagnetic and non

ferromagnetic GaGdN. The inferred impurity band characteristics could be then ex-

plained in terms of (i) two different dominating defects or (ii) the same type of defect

but present at different concentrations. The latter possibility seems rather unlikely,

since the localization radius, a fingerprint of the impurity potential, differ too much

for such similar values of N(EF ). So it is more natural to think that the impurity

band of the non-ferromagnetic sample, hosting more delocalized states and with a

narrow Coulomb-gap width, is caused by another type of defect.

The role of defects in mediating magnetic interactions in dilute magnetic semicon-

ductors is currently being investigated with great effort. Many experimental results

suggesting room-temperature ferromagnetic coupling in novel material systems are
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very sensitive to the growth conditions and thus difficult to reproduce. GaGdN is not

the exception; from our results it is evident that there is an uncontrolled formation

of defects during growth, which lead to electronic localization and VRH-transport.

In order to explain the coexistence of VRH transport and defect-induced ferromag-

netism, especially at very low magnetic impurity concentrations (e.g. sample J0188,

NGd=2×1016cm−3), it is necessary that the defects posess a non-zero magnetic mo-

ment, and that their wave functions show an appreciable overlap despite their localized

nature. This overlap (d ≈2ξ) will occur at a characteristic defect distance, defined by

the localization length ξ, as we have seen in GaMnN. In this sense, the obtained local-

ization radius of the ferromagnetic sample which extends over many GaGdN unit cells

enable more room for a sizable overlap of the localized wave-functions. Additionally,

in order to explain the observed colossal magnetic moments, the defects should be

present in a great number per Gd impurity, and preferably couple ferromagnetically

to the Gd3+ ions incorporated in the matrix. The existence of a defect (or defect

complex) which fulfills all the above considerations seems indeed very difficult. Sur-

prisingly, several ab-initio total-energy calculations proved the suitability of several

defects and complexes (with or without Gd) in mediating a ferromagnetic coupling

in GaGdN [103, 104, 105, 106, 107].

The most commonly discussed defect in connection to the ferromagnetism of GaGdN

is the Ga vacancy [103, 104, 105, 107] which is a triple acceptor. Recall that according

to thermodynamic considerations, the Ga-vacancies have a low formation energy at n-

type conditions and are therefore likely to be incorporated during the GaGdN growth.

Dev et al. investigated the formation of local magnetic moments for Ga vacancies in

GaN without inclusion of any magnetic impurities by first-principles calculations [104].

Neutral Ga vacancies are found to have an antiferromagnetic arrangement whereas

charged states do couple ferromagnetically. In a recent report, the same authors [107]

extended the study to evaluate the magnetic properties of VGa-ON in GaN, finding a

ferromagnetic ground state for charged VGa-ON complexes. The addition of oxygen

in the study was an attempt to approach more realistic growth conditions, where ON

are the dominant residual impurities, and are supposed to decorate the Ga-vacancies

[42]. Besides, the formation of decorated VGa with oxygen substitutionals has been

found to be energetically favored towards the single vacancy. In similar fashion as

Ga-vacancies, VGa-ON complexes induce deep energy states in the bandgap. The

calculated spin-resolved density of states is shown in Fig. 3.41.

Both cases would fit well with our observation of ferromagnetism in compensated

GaGdN, since the partial filling of the defect impurity band will account for charged

acceptor states. The authors in [104, 107] also highlight that Ga vacancy states are

indeed localized but do possess extended defect wave function tails which are supposed

to mediate the ferromagnetic interactions. This fact is in qualitative agreement with

our experimental observations of VRH transport with a localization length which

turns out to be much larger than expected for 5d- or strongly localized 4f -Gd states

(and ten times larger than the 3d-states of Mn in GaN). In any case, to account
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Figure 3.41: Spin-resolved density of states for VGa (a) and for VGa-ON (b) defects, calculated in
a 64-atom GaN supercell, taken from [104, 107]. The spin-polarized defect band lies
within the bandgap of GaN.

for compensation of the residual donor states, the concentration of VGa or VGa-

ON complexes should be around 1018cm−3. Interestingly, the presence of magnetic

impurities is not a requirement for the magnetic coupling in this scenario. However, it

is likely that the supply of Gd during growth promotes the formation (or suppression)

of certain point defects in GaN, having an indirect effect which promotes the scenario

of Ga-vacancy mediated ferromagnetism.

Another theoretical study by Gohda et al. included both Ga-vacancies and Gd impu-

rities in the supercell [105]. It is found that the local moments of the Gd atoms and

the Ga vacancies order ferromagnetically, as well as the moments of the Ga-vacancies

among themselves. The authors suggest that the colossal magnetic moments observed

in GaGdN arise mainly due to a high number of Ga vacancies per Gd atom. Accord-

ing to our experimental observations, magnetization values exceeding 1000 μB per

Gd would require a ratio of NVGa
/NGd ≈ 300 vacancies per Gd atom. For a Gd con-

centration of 2× 1016 cm−3 this would result in a Ga vacancy concentration of about

6×1018 cm−3, which would be high enough to fully compensate the residual donors. A

further study involving VGa and Gd was done by Liu et al. [103]. They found a strong

p-d exchange interaction between 5d-Gd states and valence band p-like states of GaN

in the presence of VGa. This scenario implies the existence of free holes, since the

p-states will be pushed above the Fermi-energy in one spin channel to account for spin

polarization of the valence band. The authors in [103] explained the high resistivity

of GaGdN samples by the scattering of the free holes on a high density of intrinsic

defects. However, the existence of free holes (though with very low mobility due to

scattering) is not consistent the observation of variable range hopping transport.

Based on formation energy arguments, Mitra and Lambrecht [106] suggested oxygen

and nitrogen interstitials (OI , NI) as a more plausible source of ferromagnetism in

GaGdN. The authors in [106] calculated a ferromagnetic ground state both for a
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Gd-NI and Gd-OI complex state, and, in addition, showed that both interstitial

defects preferably migrate towards Gd at typical growth conditions. It was found that

while NI is attracted toward the GdGa by a high binding energy keeping the bond

stable, the resulting bond in the case of the GdGa-OI complex was not particularly

strong. However, the oxygen migration towards Gd was motivated by an energetically

favorable reaction between a remote oxygen substitutional ON with a GdGa to form a

GdGa-OI pair, provided that N replaces the substitutional site left behind by oxygen

(ON → OI). This is not unlikely since there is sufficient N-supply during growth. In

addition, both complex states are found to induce localized states in the midgap region

of GaN, as depicted in Fig. 3.42, fact which make them also feasible candidates to

explain our observation of variable-range hopping transport in ferromagnetic GaGdN.

Gd
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Ga 
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Figure 3.42: Spin-resolved density of states for the GdGa-NI (a) and GdGa-OI (b) complex, calcu-
lated in a 64-atom GaN supercell, taken from [106]. The partial density of states on
the interstitial site is highlighted in black. In both cases, the spin-polarized defect band
lies within the bandgap of GaN.

Independently on the theoretical studies presented above, we conclude from electrical

transport measurements that there are three types of defects which are involved in

the process of compensation, whereas only one has been identified: in unintentionally

doped GaN, it has been argued that the ON is the dominant donor. Upon doping with

Gd, depending on the availability of the residual impurities and the affinity of certain

defects to form complexes with Gd, two alternative defects dominate the electrical

transport properties. Defect A, which forms an impurity band sufficiently deep in

the bandgap of GaN, with a density of states at EF of around 1019 cm−3eV−1 and a

localization radius of ξ=3.7 nm, is the one which accounts for ferromagnetism. Defect

B, which is expected to form a broad impurity band owing to an appreciable delocal-

ization of states (ξ ≈17 nm), and with a high concentration which is presumably near

the Mott-transition, is the one which does not yield ferromagnetic properties. Against

the mere intuition, delocalization of states does not seem to favor ferromagnetic in-

teractions where point defects are involved. At this point, the presented theoretical

studies agree with the notion that the localized nature of the defect states gives rise to
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the formation of magnetic moments, whereas the extended tails of the wave function

mediates the coupling.

Although the various proposals for defect-induced ferromagnetism in GaGdN seem

to be plausible, it is somehow difficult to believe that so many defect configurations

-either alone or complexed with Gd- give rise to sizable magnetic effects which are

able to explain a high Curie-temperature Tc. In this sense, an experimental analysis

of the defect distribution and an unambiguous identification of the acceptor (or deep

donor) states would be the next step to verify which of the aforementioned defects

and/or complexes are responsible for the observed coexistence of VRH-transport and

ferromagnetism in GaGdN.

3.3.4 Defect identification: Spectroscopy studies

The theoretical studies about defect-induced ferromagnetism in GaGdN have been

taken as a starting point to evaluate the role of point defects. While a specific in-

vestigation on the vacancies can be performed by positron annhiliation spectroscopy

(PAS), deep level transient spectroscopy (DLTS) should give an general overview of

the existing deep trap states which can account for electronic localization in ferro-

magnetic and paramagnetic GaGdN. An attempt to parse the relevant and irrelevant

defects concerning both magnetic and transport phenomena is applied by the sug-

gested methods.

Positron annhiliation spectroscopy (PAS)

Positron annihilation spectroscopy (PAS) is the method of choice for studying vacancy

type defects in semiconductors [41] and has been extensively applied to GaN [40, 42,

38]. Positrons can get trapped and annihilate at neutral and negatively charged open

volume defects. The reduced electron density at vacant lattice sites increases the

positron lifetime and narrows the momentum distribution of the emitted annihilation

radiation, which can be used as a fingerprint for their experimental detection. By

combining positron experiments with ab-initio density functional theory calculations

it is possible to determine the chemical species of positron trapping centers 9. In

this sense, VGa and VGa-ON [42] defects have been identified in unintentionally doped

n-type GaN, consistent with the formation energy trends discussed in section 3.1.

In collaboration with the Aalto University in Finland, a set of ferromagnetic and non-

ferromagnetic GaGdN samples was investigated, in order to find out if the magnetic

properties of our MBE-grown epilayers are correlated to the presence of VGa and/or

VGa-ON defects, as suggested by the calculations of Dev et al. [104, 107]. Depth

dependent Doppler broadening spectra have been recorded at room temperature and

the measured characteristic S and W parameters of the Gd-doped GaN layers are

displayed in Figure 3.43. All points have been normalized to the determined values

9more details about the positron annhiliation method is found in Appendix B
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for a suitable reference sample where positrons annihilate solely in the delocalized

state of the GaN lattice (
”
vacancy free“ GaN). Additionally, the characteristic (S,W)

values for the GaN lattice, the isolated (VGa) and oxygen decorated (VGa-ON) gallium

vacancies [165] are shown for orientation.

The position of a measured point in a SW plot is given as a linear combination of

the characteristic values of the present positron trapping states, each weighted with

the fraction of positrons trapped in the respective state. In other words, all the

(S,W) values which lie on a same line correspond to a specific trapping state, and a

weaker proportionality of the (S,W) values (slope) indicates a greater vacancy volume

for positron trapping. The absolute values of the (S,W) parameters scale with the

vacancy concentration. The roadmap for understanding these relationships is plotted

in Fig. 3.43(b).

From Fig. 3.43(a) it can be observed that the measured (S,W) values for all GaGdN

samples -with one exception-, independently on their magnetic nature, roughly fall on

a line (in red color) which is located outside the region formed by the characteristic

points for
”
vacancy free“ GaN, VGa and VGa-ON . The positron trapping volume has

been identified to contain around 2-3 VGa and a comparable number of VN . The

existence of these
”
vacancy clusters“ seems to be a general feature of our MBE-grown

GaGdN epitaxial layers. Even the reference sample (as-grown GaN) deviates from

the slope defined by the decorated vacancies (VGa-ON). Note that the characteristic

(S,W) points for single (and decorated) vacancy defects, marked with a cross (+),

correspond already to a vacancy concentration of 1019 cm−3, which is the upper

concentration limit for the PAS-method. The fact that neither single vacancies nor

decorated VGa-ON can be detected in appreciable concentrations10 in our GaGdN

samples, does not support the theories of long-ranged ferromagnetic ordering due to

Ga-vacancy states [104, 107]. At the same time, they can be ruled out as the effective

source for the colossal magnetic moments per Gd-atom measured by magnetometry,

as previously suggested by Gohda et al. [105]. Moreover, the strong p-d exchange

coupling of 5d-Gd states with the GaN valence band with participation of VGa states,

proposed by Liu et al. [103], can be also ruled out since a similar amount of VGa and Gd

is required for the p-d exchange coupling to be effective. Even if the aforementioned

theories would work taking into account Ga-vacancy clusters as the source of localized

magnetic moments and long-ranged coupling, the scenario would not be supported by

the PAS-measurements. From the seven samples which have been measured, three of

them show ferromagnetic properties (described in section 3.3.2) while the four others

failed to reproduce them. From Fig. 3.43 it is evident that there is no correlation

between VGa cluster concentration and magnetic properties. At this point, we exclude

all the vacancy-related defects to be responsible for the ferromagnetic coupling in

GaGdN.

However, although not directly related to the ferromagnetism, there seems to be a

10lower detection limit for single vacancies in PAS: 1016 cm−3
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Figure 3.43: (a) Characteristic S and W parameters for a set of ferromagnetic and non-ferromagnetic
GaGdN layers, recorded at room-temperature and at a depth of 150 nm. Characteristic
values for the

”
vacancy free“ GaN lattice, VGa and VGa-ON are marked in black. The

large black cross indicates the area for vacancy clusters. (b) Roadmap of the most
important correlations in SW plots.
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Figure 3.44: (a) Characteristic room-temperature S and W parameters for a set of ferromagnetic
GaGdN layers, showing the dependence of VGa-cluster formation on Gd-concentration.
The characteristic values for the

”
vacancy free“ GaN lattice, VGa and VGa-ON are

marked in black. The point size scales with Gd-concentration, whereas the symbol
shape denotes the substrate used for growth (circles for GaN-template, squares for SiC).
Note that the sample which lies near the characteristic points of VGa and VGa-ON is not
ferromagnetic. The small triangles around some points correspond to measured (S,W)
values at higher temperatures (up to 500 K)

correlation between Gd-concentration and vacancy cluster concentration in the ferro-

magnetic samples. Fig. 3.44 shows the S-W plot of the ferromagnetic samples grown

on MOCVD-GaN template (circles) and 6H-SiC (squares). Sample J0225, the only

one of the series showing (S,W) values between the characteristic points of VGa and

VGa-ON , has been also included. The highest cluster concentrations are observed in

the sample with the lowest Gd-concentration11 (NGd ≈ 1014cm−3) and then the clus-

ter signal decreases with increasing Gd doping towards the characteristic
”
vacancy

free“ (S,W) value of GaN.

Interestingly, in the magnetic sample with the highest Gd concentration (J0175-

NGd=9.6 × 1017cm−3), no positron trapping to clusters nor single gallium vacancy

related defects is observed. The characteristic S (W) value is located even below

(above) the GaN reference and the apparent diffusion length which can be deduced

from the energy dependent spectra is significantly reduced compared to the GaN ref-

erence. In order to guarantee that the depicted room temperature (RT) points are

not influenced by positron detrapping from vacancies to negative ions, temperature

dependent measurements from 300-550 K for selected samples (see small triangles in

11under the detection limit of SIMS, estimated by extrapolation
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Figure 3.44) have been performed. At low temperatures positrons can be additionally

trapped at Rydberg states around negatively charged non-open volume defects (e.g.

negative ions) [166], which possess annihilation characteristics that are very simi-

lar to the lattice. This process competes with the trapping to vacancies and could

therefore lead to lower apparent vacancy concentrations. In the measured samples,

the small change of the S and W parameters with increasing temperature proves

that no significant competition between vacancies and negative ions is taking place.

This is a consistency check to affirm that characteristic values at room-temperature

are representative for the vacancy concentration in the ferromagnetic samples. Thus

we conclude that, at least for the ferromagnetic samples, the formation of vacancy

clusters is suppressed the more Gd is incorporated in the GaN-matrix. The limit

is reached in sample J0175 (NGd=9.6 × 1017cm−3), where the concentration of all

vacancy-type defects is under the detection limit of PAS (≤1016 cm−3), so that the

GaGdN lattice can be regarded as
”
vacancy free“.

On the other hand, sample J0225, having a similar Gd-concentration as the
”
vacancy

free“ sample J0175, does not show an appreciable concentration of vacancy clusters

either; it rather contains a large number of single vacancies (see Fig. 3.44). The total

concentration of single (plus oxygen-decorated) vacancies is estimated to lie between

1018 cm−3 and 1019 cm−3. Note that this sample shows paramagnetic behavior. De-

spite the similar Gd-concentration between J0175 and J0225, the formation of single

vacancies is suppressed only in the ferromagnetic sample. According to formation en-

ergy arguments (section 1.1), the formation of Ga-vacancies is suppressed when the

Fermi-energy is shifted towards the midgap region of GaN. In this region, however,

the formation of ON donors is favored, which leads to a shift in the Fermi-energy to-

wards the conduction band minimum, where the formation of VGa is promoted again
12. The interplay between VGa and ON formation leads to following implication: in

order to have negligible concentrations of VGa, a new defect, which suppresses the

formation of both VGa and ON , has to be formed during growth. This might be the

seeked defect which accounts for ferromagnetism in GaGdN.

So far, the results from positron annhiliation spectroscopy have been discussed in

connection to the magnetic behavior of the GaGdN epitaxial layers. However, the

type and concentration of vacancy defects strongly affects the electronic structure

of (Gd-doped) GaN, and consequently, might also determine the electrical transport

properties. In this sense, the correlation between vacancy distribution and electrical

transport can be investigated on the samples grown on semi-insulating 6H-SiC, which

are J0225 (paramagnetic) and J0188(ferromagnetic). Recall from the previous sec-

tion that both samples exhibit variable-range-hopping transport, but with different

impurity band characteristics. This was attributed to the existence of two different

dominant deep defect states, the more localized corresponding to the ferromagnetic

12This scenario is typical for as-grown GaN samples which are n-type due to ON and with VGa as
the main compensating centers
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and the more extended to the paramagnetic sample, respectively. In the paramag-

netic sample (J0225), the detection of a high concentration of single vacancies (see

Fig. 3.44) suggests that the electronic structure of GaGdN is dominated by deep VGa

states, which are expected to lie around 0.3 eV above the valence band[27]. This

would be consistent with the occurrence of VRH-transport in an impurity band with

relatively delocalized states (due to the high VGa concentration and large localization

radius ξ presumably close to the Mott-transition). Thus, what we denoted as Defect B

(see section 3.3.3) is assigned to the single Ga-vacancy VGa, consistent with variable-

range-hopping and the lack of ferromagnetic behavior. The fact that the electronic

structure is dominated by VGa states implies that the formation of ON has been also

suppressed in sample J0225 (otherwise we would expect n-type conductivity). One

possibility is that a significant amount of the ON have formed complexes with the VGa

(VGa-ON), leaving less amount of single ON donors which may account as background

compensation. The second possibility is that, in this series, less residual oxygen was

available during growth.

For the sample J0188, the identification of Defect A, which accounts for VRH-

transport and presumably for the magnetic behavior, is not an straightforward is-

sue considering the available PAS-data. The low concentration of Gd in this sample

(NGd=2×1016cm−3) is apparently not sufficient to suppress the formation of vacancy

clusters (see J0188, Fig. 3.44). However, the vacancy clusters are supposed to be

electrically inactive (VGa-VN). This is confirmed by the fact that the reference GaN

samples, which also contain these open-volume defects, show n-type conductivity with

a small compensation effect. In turn, it is unlikely that the vacancy clusters dominate

the electronic transport in the ferromagnetic sample (J0188). The defect state which

accounts for VRH-transport (Defect A) remains thus unidentified. Nevertheless, ac-

cording to the PAS-signatures, and consistent with the identification of Defect B, the

single VGa and decorated VGa-ON vacancies can be ruled out to be Defect A. The

absence of n-type conductivity and the missing fingerprints for sizable concentrations

of VGa and/or VGa-ON , suggests that the formation of Defect A suppresses both ON

and VGa during growth, being itself the one which dominates the electronic struc-

ture in ferromagnetic GaGdN. Further efforts for the identification of this defect are

presented in the next section.

Deep-level-transient spectroscopy (DLTS)

Preliminary studies on deep level transient spectroscopy characterization (DLTS), in

collaboration with the University of Bologna, Italy, were done on GaGdN samples

grown on 6H-SiC(0001), in order to correlate the electrical transport behavior with

the presence of deep electron traps. To gain further insight on the role of defects in

mediating ferromagnetic interactions, two samples with different magnetic behavior

have been analyzed. Sample J0188, thoroughly characterized by magnetometry, elec-

trical transport and positron annihilation spectroscopy, has been investigated with
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the aim to find the unidentified Defect A, which is the source of electronic localization

and VRH-transport at low Gd-concentrations (NGd=2× 1016cm−3). By comparison,

a sample with similar Gd-concentration from the second series, which failed to repro-

duce the magnetic behavior, has been measured as well.

In DLTS, a common method to identify deep traps in semiconductors, one electrode

consist in a Schottky contact to induce a depletion layer (space charge region) at the

interface, where a constant reverse external bias defines the steady-state. A voltage

pulse is applied to reduce the space charge region, thus allowing carriers to recharge

defect states transiently. When the voltage returns to its steady-state value, the de-

fects start to emit trapped carriers due to thermal emission. Thus, the temperature

at which the emission is observed, is a fingerprint of the energetic position of the trap

in the semiconductor bandgap. More details about this technique can be found in

Ref.[167].
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Figure 3.45: Arrhenius plots showing the activation energy and the capture cross-section of several
traps found in sample J0188 (NGd=2×1016cm−3). The defects which have not been
labeled exhibit unusual capture cross section values

Fig. 3.45 summarizes all the traps which have been observed in the ferromagnetic

sample J0188. The activation energy (in eV - first row) and the capture cross section

are shown for each trap. According to [168], capture cross section values above

10−12cm−2 are unusual and scarcely reliable, and might come from measurement

artifacts. Therefore, we restrict to the evaluation of 3 different traps with activation

energies of 0.65 eV, 0.56 eV and 0.33 eV, which we denote as C, D and E, respectively.

Note that if the sample is n-type, the thermal activation of traps will occur to the

conduction band, while for p-type samples, the measured activation energy is related

to the valence band. However, this question is difficult to address for sample J0188,

since it exhibits variable-range-hopping transport in an impurity band of unknown
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energetic location relative to the band edges. Although the presence of different

deep traps could be confirmed in the ferromagnetic sample J0188, their identification

cannot be achieved with these preliminary results. In particular, the aforementioned

Defect A, responsible for the suppression of single VGa and ON formation during

growth and variable-range hopping transport, cannot be preferentially addressed to

any of the observed traps. All observed traps (C,D,E) could account for localization

and VRH-transport due to their deep character. However, finding out which trap is

present in higher concentration could help to identify Defect A, since the dominant

defect states will determine the position of the Fermi-energy in the bulk13 and thus

account for VRH-transport. The required data analysis is currently being performed

by our collaborators.

cm-2
ΔE = 1.03 eV
CC = 1.58 E-15 cm-2

Paramagnetic
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Figure 3.46: Arrhenius plots showing the activation energy and the capture cross-section of a single
trap found in sample J0221 (NGd ≤1016cm−3).

Regarding the paramagnetic sample (J0221) with similar Gd-concentration, the deep

trap distribution is very different. A single trap state (denoted as P) with an acti-

vation energy of 1.03 eV could be identified, as shown in Fig. 3.46. Note that this

sample does not show variable-range hopping transport, and is found to be n-type

with similar characteristics as the reference undoped GaN sample. We therefore con-

clude that (i) the concentration of the single trap (P) is not sufficient to compensate

the dominant donors, and (ii) Defect A, responsible for ON and VGa suppression, and

presumably connected to the ferromagnetic behavior, is not the dominant one in this

sample, neither corresponds to trap (P). Unlike sample J0188, the Gd incorporation

in this series does not seem to have a sizable effect in compensating the residual ON

donors, consistent with the n-type conductivity and the lack of other deep traps (e.g.

C,D,E in Fig. 3.45). The DLTS results suggest that ferromagnetic samples might

13in DLTS, the bulk region is defined as the region which is far away from the depletion layer
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have in general a different defect landscape than paramagnetic ones, at least at low

Gd-concentrations (≈1016cm−3), which was already anticipated from electrical trans-

port characterization. Still, Defect A could not be unambiguously assigned to any of

the traps (C,D,E) observed in the ferromagnetic sample.

GaGdN: Defect-induced ferromagnetism?

The theories of defect-induced ferromagnetism in GaGdN have been put forward in

the last two years aiming to explain following controversial experimental results: (i)

the observation of colossal magnetic moments per Gd-impurity [19], (ii) a high Curie-

Temperature at very low Gd-concentrations[14], (iii) the high resistivity of the samples

[14], ruling out any coupling with the valence (p-d) or conduction (s-f) band as well

as any carrier-mediated coupling, and (iv) the X-ray magnetic dichroism (XMCD)

results ruling out a significant polarization of the GaN-matrix [148]. In this study,

the ferromagnetic features related to points (i) and (ii) have been achieved in a first

series (J01xx), but in a second sample series (J02xx) they failed to be reproduced. In

this sense, the attempt to unravel the role of defects on the magnetic properties has

been performed using diverse characterization techniques: electrical transport, PAS

and DLTS. The results of the defect distribution for representative samples has been

summarized in Table 3.7.

Sample Substrate SQUID el.Transport PAS Dominant defect

J0175 MOCVD-GaN FM -
”
vacancy free“ Defect A?

J0188 6H-SiC FM VRH VGa-VN clusters Defect A
J0225 6H-SiC PM VRH VGa,VGa-ON VGa,VGa-ON

J0221 6H-SiC PM n-type - ON

GaNref 6H-SiC PM n-type VGa-VN clusters ON

Table 3.7: Overview of the GaGdN samples characterized in this work. The different defect land-
scapes for each case suggest that there is a sensitive parameter which strongly influence
the growth kinetics, which cannot be controlled.

According to PAS-measurements, there is no correlation between Ga-vacancies (and

related defects) and ferromagnetic properties, so that our experimental results do not

support the theory of vacancy-mediated ferromagnetism in GaN [104, 105, 103, 107].

Electrical transport measurements showed the occurrence of variable-range-hopping,

which means that the dominant defect has to induce states which are energetically

deep in the GaN bandgap. As discussed at the end of section (3.3.3), the only theory of

defect-induced ferromagnetism in GaGdN which is not related to vacancies (consistent

with PAS) and where the defects induce deep states in the gap (consistent with

VRH-transport), is the one of Gd-Ni and Gd-Oi complexes suggested by Mitra and

Lambrecht [106]. The authors in [106] based on formation energy arguments and

calculated that these complex states are likely to be formed during growth. Combining
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the results of the characterization methods, we suggested that a certain defect (Defect

A) which suppresses the formation of both residual donors ON and native acceptors

VGa during growth, might be connected to the ferromagnetic behavior in GaGdN.

The formation of the complex Gd-Oi during growth seems to fulfill these conditions:

the residual oxygen donors, instead of going to the usual nitrogen substitutional site,

prefer to form a complex with Gd. Thus, the concentration an ON donors is greatly

reduced, and the n-type conductivity vanishes. At the same time, the preferable

formation of the Gd-Oi complex during growth, will shift the Fermi-energy towards

the midgap region, so that the formation energy of VGa (VGa-ON) defects becomes

higher. As a consequence, a negligible concentration of VGa (VGa-ON) is expected,

and the incorporation of oxygen is
”
redirected“ from the usual substitutional ON site

to the interstitial site Gd-Oi due to the affinity to migrate towards Gd, as calculated

by [106]. The Gd-Ni complex, on the other hand, while it suppresses the formation of

vacancies in similar fashion as Gd-Oi, might not have the same influence on the oxygen

donors. Due to the deep energy states induced by Gd-Ni, the Fermi-energy during

growth is also shifted towards midgap, where the residual donors ON have the lowest

formation energy. Being not bonded with Gd, all the available oxygen atoms occupy

the substitutional site. Thus, in this scenario we would expect an n-type conductive

material for ND ≥NGd and otherwise variable-range-hopping among the deep Gd-Ni

states. The observation of VRH-transport in sample J0188, with a concentration of

NGd=2 × 1016cm−3, suggests that the compensation is more likely to be reached by

the formation of Gd-Oi during growth, since this process involves not only a simple

compensation: at the same time, effectively reduces the formation of ON donors.

Although there is no direct evidence of the presence of Gd-Oi in our samples, we

suggest that this complex should be the dominant one in the ferromagnetic samples,

since their preferable formation is in well agreement with the electrical transport

(VRH) and positron annihilation spectroscopy (no single vacancies) results. From

x-ray absorption near edge structure (XANES) characterization, the substitutional

incorporation of Gd at low concentrations has been already confirmed [151]; while

atom channeling experiments should give the last word for confirming the oxygen

atoms at interstitial site. Fig. 3.47 depicts a tentative scenario of ferromagnetic

coupling via Gd-Oi.

In Table 3.7, we have addressed a different defect landscape for samples which are not

ferromagnetic (J0221, J0225). Since they have a similar Gd-concentration as their

ferromagnetic counterparts, there must be a change in the growth environment (or in

the growth kinetics) to account for a different defect distribution. If we assume that

Gd-Oi complexes are the source for the ferromagnetic behavior, we have to seek for

a scenario which supports an unfavorable environment for the Gd-Oi formation, and,

at the same time, are able to explain the observed electrical transport characteristics.

Starting with the sample with a low Gd-concentration (J0221), the occurrence of n-

type conductivity point towards a still high concentration of oxygen donors. That

means, either Gd has not formed complexes with O at all, or there is not enough Gd
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Figure 3.47: Scenario of magnetic coupling in GaGdN through localized Gd-Oi defects which fulfill
the weak overlap condition (d=2ξ). The dashed circles represent the spatial extension
of the electron wave function (localization radius ξ). Note that this scenario does not
account for colossal magnetic moments.

such that the amount of
”
uncomplexed“ ON exceeds the Gd-Oi concentration. The

compensating vacancies, if existent, should be also present in less concentration than

ON . There is no positron annihilation data for that sample (J0221), so that the effect

of the vacancies on the complex formation is unknown. On the other hand, sample

J0225, with a higher Gd-concentration, presents a remarkably high concentration

of single- and oxygen decorated vacancies, which dominate the electrical transport.

That means, there was neither sufficient Gd-Oi nor ON formation during growth. A

possible reason is an overall lower oxygen availability in the growth chamber, so that

the low content of residual oxygen atoms preferably form Gd-Oi complexes, letting

a certain number of Gd-atoms unpaired. For the realization of this hypothesis, the

oxygen donor concentration should be ND ≤NGd=5.4×1017cm−3 in sample J0225, fact

which does not seem unrealistic. While for sample J0221 the very low concentration

of Gd seems to be the limiting factor, for sample J0225 is the (relatively) low concen-

tration of oxygen. So we conclude that for the formation of Gd-Oi complexes which

dominate the electrical transport, both Gd and Oi should be supplied in sufficient

number during growth. To confirm this hypothesis, a quantitative determination of

the oxygen concentration via secondary ion mass spectroscopy (SIMS), is highly de-

sirable for all the samples listed in Table.3.7.

Even if the preferable formation of Gd-Oi complexes in the ferromagnetic GaGdN

samples seems plausible, the feasibility of a long-ranged magnetic coupling via Gd-Oi

defects, as well as the colossal magnetic moments at low Gd-concentrations, is not

automatically given. The possibility of magnetic coupling via double-exchange, as in

the case of GaMnN, is very unlikely due to the very large Gd-Gd average distance, if

we assume that only the Gd-Oi defects among themselves are able to couple ferromag-

netically. However, due to the localization radius of ξ ≈4 nm found in ferromagnetic
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GaGdN, which is ten times larger than the one from GaMnN, enlarges the window for

ferromagnetic coupling towards lower concentrations. Considering the weak overlap

condition (dGd−Gd ≈2ξ), an average Gd-Gd distance of 8 nm would be required to

account for a weak ferromagnetic coupling. This distance corresponds to a concentra-

tion of NGd=2×1018cm−3. In turn, a magnetic coupling via double exchange might

apply for modest up to high Gd (and oxygen) concentrations. The order of magnitude

of the localization radius inferred from our electrical transport measurements seems

to be in agreement with the extended tails of the wave functions which are localized

at the Gd-Oi defects [106]. In this sense, neither the high Curie-temperature nor

the colossal magnetic moments in GaGdN can be explained by a double-exchange

interaction between Gd-Oi defects for concentrations NGd ≤1018cm−3. Further possi-

bilities to explain the scenario at low Gd-concentrations are: (i) enhancement of the

long-ranged coupling via spin coherent variable-range-hopping between Gd-Oi states,

or (ii) the existence of a second defect in the GaGdN lattice which takes part in me-

diating the coupling. For scenario (i) an average hopping length of Rhop(100K)=3/8

ξ(T
(Mott)
0 /T)1/4 ≈ 8 nm is obtained at NGd=2×1016cm−3, which is still too short to

account for a long-ranged coupling, even at 100 K. Scenario (ii) needs the presence of

another point defect which is not bonded with Gd, and which is also present in signifi-

cant number. The only defect state which has been suggested to mediate long-ranged

magnetic interactions independently on the Gd presence, is the single (VGa) and dec-

orated (VGa-ON) Ga-vacancy [104, 107]. Since a significant concentration of vacancy

defects has been ruled out by PAS measurements, the
”
mediator“ between magnetic

Gd-Oi localized centers would remain unidentified. At this time, there is no indication

of another defect in the GaN lattice which exhibit spontaneous magnetic moments,

so that the magnetic coupling at low Gd-concentrations remains a controversial issue.

A tentative scenario for the low-doped regime is depicted in Fig. 3.48.

The identification of the relevant defects, which are supposed to play a role in the

ferromagnetism and in the electrical transport properties of GaGdN, could be par-

tially achieved. Vacancy-related defects have been ruled out to be the mediators of

ferromagnetic interactions, but they might play a role in carrier localization and elec-

trical transport. The presence of another defect (Defect A) with deep energy states,

which suppresses the formation of both VGa and ON , supports the coexistence of

variable-range-hopping transport and ferromagnetism. Based on formation energy

arguments, this defect has been suggested to be Gd-Oi, and its characteristics are

consistent with the characterization results presented in this section. While a Gd-Oi-

induced ferromagnetism seems plausible for modest Gd-concentrations, the scenario

fails to describe the magnetic coupling and the origin of colossal magnetic moments

at low concentrations. It is worth to mention that, while the formation of Gd-Oi is

favorable under growth conditions, the stability of these defects has been predicted

to be feeble under normal conditions [106]. A very recent finding within our group,

indicates an aging effect of the magnetic properties in the first sample series (J01xx),

which could be related to the instability of the Gd-Oi complexes, as suggested by [106].
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Figure 3.48: Scenario of magnetic coupling in GaGdN at low Gd-concentrations (NGd ≤1018cm−3).
The presence of a second defect, which is spin polarized and couple ferromagnetically
with the Gd-Oi moments, is strictly required. The concentration of these unknown
defects has to be much higher than the Gd-Oi complexes.

In this sense, further efforts to unambiguously confirm the presence of Gd-Oi in the

ferromagnetic samples are currently being done. Even if the unambiguous identifica-

tion of the relevant defects would be successful, the challenge would still be to achieve

a controlled defect formation during growth, which, as evident from Table 3.7, is a

difficult task. In this sense, the prospects for the (very) dilute magnetic semiconduc-

tor GaGdN towards applications, are very challenging. The solubility limit is thereby

not the limiting factor, as in Mn-doped GaN, but the sample reproducibility and

the basic understanding within the young theory of defect-induced ferromagnetism in

dilute magnetic semiconductors.
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3.4 MnGa/GaN hybrid structures

Given the limited suitability of the realization of room-temperature ferromagnetism

in dilute magnetic semiconductors, an alternative approach to combine the magnetic

properties of ferromagnetic materials with the already well-established optical and

electrical functionality of semiconductor devices, consists in the preparation of hy-

brid structures to inject spin-polarized currents from the ferromagnetic layer into the

semiconductor. Thereby, the existence of a high spin polarization at the Fermi edge

and/or a good interface for coherent tunneling is required. Two magnetic phases of

the alloy MnGa have recently gained attention for their potential in spintronic applica-

tions: the heusler-type ferrimagnetic Mn3Ga [169, 170, 171] which is supposed to have

88 % spin polarization at the Fermi-edge [172], and the ferromagnetic δ-MnGa phase

with AuCu-(L10) structure which is predicted to have a magnetic moment as high

as 2.5μB per Mn-atom [173]. While the growth and characterization of the δ-MnGa

phase has been intensively studied on GaAs [174, 175, 176], eventually achieving

spin-injection at low temperatures [177], there has been just one report devoted to

the growth of δ-MnGa on the wide-gap semiconductor GaN [178]. A detailed knowl-

edge of the electrical and magneto-transport properties, as well as a smooth interface

of metal/semiconductor heterostructure are required to aim for spin-injection.

3.4.1 Experimental details

In the present work, a set of MnxGa1−x epitaxial layers has been grown by plasma-

assisted molecular-beam epitaxy (MBE) onto Al2O3/MOCVD-GaN (0001) substrates,

with the Mn-concentration varying from x = 0.39...0.67. High purity Mn and Ga

were evaporated from conventional effusion cells in an ultra high vacuum chamber

with a base pressure of p ≤ 7× 10−11 mbar. The stoichiometry of the films was

carefully adjusted by the Mn/(Mn+Ga) ratio and confirmed by Rutherford backscat-

tering spectrometry (RBS). The growth and surface reconstructions of the layers

were monitored in-situ by reflection high energy electron diffraction (RHEED). Crys-

tal structures, epitaxial relationships, in- and out-of-plane lattice parameters were

determined by x-ray-diffraction (XRD) using Cu Kα radiation (Bruker D8). High-

resolution transmission electron microscopy (HRTEM) has been used to visualize the

structure of the MnGa/GaN interface, supported by selected area diffraction (SAD)

patterns. Integral magnetic measurements were performed with a superconducting

quantum interference device (SQUID) with magnetic fields up to 6 T. The electrical

and magneto-transport characterization were carried out in a physical property mea-

surement setup (PPMS) within a temperature range from 2 to 400K and magnetic

fields up to 7 T.
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3.4.2 Growth and structural properties

Prior to MnGa growth, a 50nm GaN layer was grown onto the MOCVD-GaN template

at a temperature of 800 ◦C to improve the surface characteristics, which resulted

in a streaky (2 x 2) RHEED pattern. The substrate temperature was then set to

Ts= 250 ◦C to initiate the MnGa growth. A (1 x 1) surface reconstruction related

to MnxGa1−x appeared almost immediately after opening the Mn and Ga shutters,

suggesting the existence of a smooth and abrupt interface. This (1 x 1) pattern

remains streaky until the final thickness of d=150 nm is reached. The evolution of the

RHEED patterns along the [1120] and [1100] directions corresponds to a 30◦ rotation
of the MnxGa1−x lattice with respect to the GaN (0001) substrate, in agreement

with previous studies [178]. High-resolution transmission electron micrographs have

been acquired in cross-sectional geometry to visualize the interface properties of the

layers. Fig. 3.49 shows the presence of a sharp and high-quality interface, in contrast

to TEM-images of MnGa/GaAs structures, where an amorphous interfacial layer of

1nm exists [177]. Furthermore, the 30◦ rotation of the MnxGa1−x lattice is confirmed

by selected area diffraction (SAD). Fig. 3.49 shows an excellent agreement between the

SAD-pattern and the calculated diffraction patterns for the 30◦ rotated MnGa(111)

on the GaN(0001) surface.

MnGa GaN

MnGaMnGa GaNGaN

(a)(a) (b)(b) (c)(c)

Figure 3.49: (a) Cross-sectional TEM image of the MnGa/GaN interface. (b) Selected area diffrac-
tion pattern at the interfacial region. (c) Superposition of the calculated diffraction
patterns of GaN (black) and the 30◦ rotated MnGa (red) crystal plane, showing an
excellent agreement with the SAD-pattern.

The epitaxial relationship of the MnxGa1−x layers is confirmed by XRD, where

MnxGa1−x[111]//GaN[0001]. In addition, a 30◦ shift in the radial φ-scans of the

GaN(1122) plane with respect to the MnxGa1−x(002) plane, is used to ascertain

the in-plane rotation between substrate and layer in the whole composition range.

The θ-2θ-scan of the MnxGa1−x layers (Fig. 3.50), clearly shows the evolution of the

MnxGa1−x(111) reflection with increasing Mn-content. The d-spacing of the (111)

plane shows a nearly linear relationship with x, as shown in the inset of Fig. 3.50.
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After determining the a and c lattice parameters of the tetragonal AuCu-(L10) struc-

ture of MnxGa1−x, it is found that the out-of-plane d-spacing is mainly influenced

by the c lattice constant which is dependent of the Mn-concentration, while the a

lattice constant remains unchanged. Table 3.8 summarizes the composition depen-

dence of the lattice parameters and the full width at half maximum (FWHM) values

of the (111),(200) and (002) main reflections in the θ-2θ and ω2θ (rocking curve)

scan mode. There is a clear increasing trend of all FWHM values towards higher

Mn-concentrations. From the width of both the 2θ and ω reflections, we infer that

the structural coherence length and the crystal quality decreases as the Mn/Ga ra-

tio deviates from stoichiometry. With the exception of the layer with x=0.39 which

corresponds to the χ-Mn2Ga5 phase, the MnxGa1−x epitaxial layers retain the AuCu-

L10-type structure over the range x = 0.49...0.67. These observations suggest that

the crystal is able to host a remarkable amount of MnGa antisites, without undergoing

a structural phase transition. This property is a key issue for the tunability of the

magnetic and electrical transport properties in this material system.

Figure 3.50: θ-2θ scan of MnxGa1−x layers, confirming the (111) growth direction for x=0.49...0.67
and the structural phase transition at x=0.39. The inset shows the composition depen-
dence of d111.

Table 3.8: Lattice parameters and FWHM values of the δ-MnxGa1−x epitaxial layers.

x d111 c a Δ2θ111 Δ2θ200 Δ2θ002 Δω111 Δω200 Δω002

(Å) (Å) (Å) (◦) (◦) (◦) (◦) (◦) (◦)
0.49 2.208 3.742 3.883 0.21 0.31 0.45 0.48 1.08 0.58
0.58 2.198 3.699 3.886 0.34 0.61 1.08 0.89 1.92 -
0.67 2.186 3.659 3.886 0.47 0.64 1.45 0.87 2.19 2.21
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3.4.3 Magnetic properties

The magnetic properties of the AuCu(L10)-type δ-MnxGa1−x grown on GaN show

two important features in the studied composition range: while the saturation mag-

netization Ms is found to decrease with increasing Mn-content, the coercive field show

the opposite trend, as shown in Fig. 3.51. These observations are in agreement with

previous reports of δ-MnxGa1−x in bulk [179] and thin films on GaAs [174, 175, 176].

Lu et al. [178], however, measured maximal Ms values at x=0.55 and not at x=0.5.

A theoretical study by Sakuma et al. [173] started by 50% Mn and predicted that

the excess Mn-atoms will have an antiparallel alignment to the rest. In addition,

another theoretical work by Yang et al. [180] calculated that the magnetic moment is

also sensitive to strain, in particular, it is found that reducing the c lattice parameter

leads to a smaller magnetic moment. In this sense, the maximum magnetization is

expected where Mn:Ga ratio is close to 1:1, and where the c lattice parameter is the

highest. In our samples, the partial replacement of Ga by Mn-atoms for x ≥ 0.5 in

the AuCu-L10 structure not only leads to the formation of local antiparallel moments,

but also changes the c lattice parameter towards smaller values, facts which are con-

sistent with a monotonical decrease of the saturation magnetization with increasing

Mn-concentration.

Figure 3.51: (a) Field-dependent magnetization of δ-MnxGa(1−x) layers, at 300K. (b) Composition
dependence of saturation magnetization and coercive field.



138 3. EXPERIMENTAL RESULTS AND DISCUSSION

3.4.4 Electrical transport

Temperature dependence of the resistivity

The temperature dependence of the resistivity ρ(T ) of a ferromagnetic metal is, in

general, sensitive to three main effects: (i) scattering with defects or impurities, de-

scribed by the magnitude of the residual resistivity ρ0, (ii) scattering due to electron-

phonon interactions (ρL) and (iii) electron-spin wave scattering (ρm). According to

Matthiesen’s rule these contributions will sum up, as

ρ = ρ0 + ρL + ρm (3.27)

It should be noted that in 3d metals and alloys, as is the case of δ-MnxGa(1−x),

both s and d states are present at the Fermi-level. Consequently, for both lattice

(L) and magnetic (m) scattering, the conduction electrons might undergo intraband

(s-s) as well as interband (s-d) transitions. The contribution due to electron-phonon

scattering can be generally described as

ρL = C

(
T

θD

)n
θD/T∫
0

xn

(ex − 1)(1− e−x)
(3.28)

where C is a numerical constant and θD is the Debye-temperature. The exponent in

the temperature dependence in (3.28) is equal to n=5 when considering just intraband

s−s electron-phonon scattering (Bloch-Grueneisen) [181], and equal to n=3 for metals

with high density of d-states at the Fermi-level where the conduction is determined

by s-d scattering (Bloch-Wilson)[182]. Above the Debye-temperature θD both cases

converge to a linear dependence ρ ∝ T , while for low temperatures (T � θD) the

temperature dependence can be well described by a T 5 or T 3 behavior. The magnetic

contribution to the resistivity (ρm) has to be subjected to an analogous treatment.

It is worth to mention, that both s-s and s-d electron-magnon scattering arise due

to the exchange interaction between conduction electrons (s) and magnetic electrons

(3d), where the spin-wave excitations happen. At low temperatures, the magnetic

part of the resistivity is dominated by intraband s-s scattering, since interband s-d

transitions require spin waves with larger momentum. The single-band approximation

which is valid at low temperatures has been studied by Kasuya and Mannari [183, 184]

and results in a quadratic dependence

ρs−s
m = BT 2 (3.29)

where the parameter B includes the strength of the s − d interaction. On the

other hand, at temperatures where interband scattering becomes important (usu-

ally T ≤30 K), the temperature dependence of ρm turns complicated [185]. In order

to parse the s-s and s-d scattering contribution of the lattice (ρL) and magnetic (ρm)

temperature dependence of the resistivity, several temperature ranges have been sepa-

rately considered, where some specific terms are expected to be dominant. In general,
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the s-s scattering will dominate upon the s-d scattering at low temperatures, since

the scattering process does not need an additional momentum Δqs−d (provided by

the phonon or magnon) which is required when an s-electron is scattered into the

d band. However, for a high d density of states at the Fermi-energy, s-d scattering

might become dominant a high temperatures.

The temperature dependence of the δ-MnxGa1−x series is shown in Fig. 3.52 as a func-

tion of Mn-composition. The residual resistivity ratio (RR)=ρ300K/ρ2K is a quantity

which is used to analyze if the resistance is dominated rather by lattice (+ magnetic)

or impurity scattering, thus being an indicator of the purity/quality of the samples.

The highest value was found in the sample with x=0.49. The value of RR=1.95 is

slightly higher to the one reported for the heusler-type Mn3Ga grown on MgO(111)

substrates (RR=1.7) [186].

Figure 3.52: Temperature dependence of the resistivity in δ-MnxGa1−x epitaxial layers as a function
of Mn-composition. The resistivity ratios are shown in each case.

For the quantitative analysis of the temperature dependent resistivity, three tempera-

ture ranges are considered. In the intermediate temperature range (30 K≤ T ≤150 K),

an excellent fit was obtained considering the Bloch-Wilson expression (Eq. 3.28 with

power n=3), characteristic for phonon s-d scattering . This indicates the existence

of a high d density of states in the MnxGa1−x layers near the Fermi-energy, so that

the mobile s electrons are able to undergo interband transitions. At the same time,

a high d density of states implies that the magnon s-d scattering contribution to the

resistivity has to be taken into account. Fig. 3.53 shows that the Bloch-Wilson fit

(ρs−d
L ) to the temperature dependent resistivity does not hold for high temperatures

(T ≥150 K). This deviation is attributed to the magnon-asisted interband scattering

contribution, which has a complicated temperature dependence [185]. The Bloch-

Wilson fit at intermediate temperatures, where the phonon s-d scattering dominates,

is used to derive the Debye-Temperature ΘD.
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Figure 3.53: Temperature dependent resistivity of δ-MnxGa1−x with x=0.49. In the intermediate
temperature range, the resistivity can be well fitted considering the lattice (Bloch-
Wilson) contribution due to s-d interband scattering. The deviation at higher temper-
atures is ascribed to the magnetic s-d scattering contribution.

In the low temperature range (T ≤30 K), where the intraband s-s scattering events

dominate, the temperature dependence of the resistivity can be fitted using the Bloch-

Grueneisen expression for the lattice contribution (ρs−s
L ) plus the magnetic contribu-

tion (ρs−s
m ∝BT 2). Fig. 3.54 shows the results for the MnxGa1−x layer with x=0.49.

The fit looses accuracy below 20 K, due to the upturn of the resistivity at very

low temperatures (T ≤10 K). This
”
Kondo-like“ increase of the resistivity at low

temperatures has been investigated in Mn5Si3Cx metallic thin films as a function

of thickness [187], and was attributed to structural disorder and scattering at grain

boundaries. Indeed, for the MnxGa1−x layers, this increase becomes stronger with

higher Mn-concentration and correlates with the structural quality determined by X-

ray diffraction (see. Table 3.8). Nevertheless, the fit gives reasonable results by using

the same Debye-Temperature (ΘD) inferred from the Bloch-Wilson fit at intermediate

temperatures. The various parameters obtained from the analysis of the temperature

dependent resistivity in the different temperature ranges are summarized in Table 3.9.

The Debye-temperature changes slightly with Mn-composition, while the coefficient

B
(s−s)
m involving magnon scattering at low temperatures is found to be much shorter in

x ρ0 RR ΘD B
(s−s)
m C

(s−s)
L C

(s−d)
L

(μΩ cm) (K) (Ω cm K−2) (Ω cm) (Ω cm)
0.49 82.5 1.95 346±2 (2.3±0.5)×10−10 (7.8±0.6)× 10−4 1.7× 10−4

0.58 166.3 1.35 362±3 (2.4±0.7)×10−10 (5.2±0.8)× 10−4 1.1× 10−4

0.67 138.4 1.3 375±3 (4.2±0.9)×10−12 (4.4±0.5)× 10−4 1× 10−4

Table 3.9: Quantities derived from the temperature dependent resistivity, taking into account both
phonon and magnon scattering and intra- and interband electron transitions.
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Figure 3.54: Temperature dependent resistivity of δ-MnxGa1−x with x=0.49. In the low tempera-
ture range, the resistivity can be fitted considering the lattice (Bloch-Grueneisen) and
magnetic contributions (∝BT 2), assuming intraband s-s scattering as the dominant
process in this temperature range.

the sample with the highest Mn-concentration. However, a clear correlation between

the magnon contribution to the resistivity and the magnetization of the samples

cannot be observed. The constants involving s-s and s-d phonon scattering are in

the same order of magnitude. The error in the coefficient C
(s−d)
L is negligible due

to the excellent accuracy of the Bloch-Wilson fit at intermediate temperatures (see

Fig. 3.53) Although a quantitative interpretation of these constants appears difficult

within the scattering theory in metals, they should be taken as a reference to be

compared with literature values of different metals and alloys.

Anomalous Hall-Effect

Field-dependent resistivity measurements in ferromagnetic metals lead to the ob-

servation of the anomalous hall effect (AHE), commonly used to describe the spin-

dependent scattering. As expected from the relation

ρxy = ρOHE + ρAHE = R0H +Rsμ0M (3.30)

the anomalous part of the transverse or hall-resistivity ρxy is proportional to the

magnetization of the sample. By subtracting the ordinary part of ρxy, we observed

the same trends in terms of coercive field of the ρAHE(H) and M(H) hysteresis loops, as

the Mn-concentration is increased. Furthermore, the temperature dependence of the

AHE has been measured from 2K up to room-temperature, as depicted in Fig 3.55.

The magnetization has been found to be independent in the relevant temperature

interval, according to M(T) scans performed by SQUID, so that the temperature

dependence of the AHE is governed by the coefficient Rs.

The scaling behavior between ρAHE and the longitudinal resistivity ρxx has been used
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Figure 3.55: Temperature dependence of the anomalous hall resistivity, after subtracting the linear
(ordinary) term.

to identify the scattering mechanisms in ferromagnetic metals. From the empirical

point of view, a linear dependence ρAHE ∝ ρxx is attributed to the skew scattering,

while a quadratic one ρAHE ∝ ρ2xx is attributed to the side-jump mechanism. The

former is an asymmetric scattering due to the effective spin-orbit coupling at impurity

sites and is found to be dependent on the impurity concentration; the latter originates

through the deflection of the electron velocity in opposite directions by the opposite

electric fields experienced upon approaching and leaving an impurity [188], and is

found to be independent on the impurity concentration. A third mechanism, called

intrinsic contribution, is only dependent on the band structure of the crystal and is

discussed in terms of geometric concepts of Berry phase and curvature in momentum

space [188]. We first concentrate on the scaling behavior of ρAHE and ρxx. Within this

analysis, it is just possible to separate the skew scattering contribution from the other

two (intrinsic and side-jump). A log-log plot of ρAHE against ρxx yields the exponent

of the scaling behavior, as shown in Fig. 3.56 for different Mn-concentrations.

At x=0.49, the exponent is found to be n=1.82, which means that scattering mecha-

nism behind the AHE could be the intrinsic and/or side-jump contribution. A recent

review by Nagaosa et al. [188] surveyed a large number of experimental studies of the

scaling behavior of the AHE and classified them in three different regimes: (i) a high

conductivity regime (ρxx ≤10−6Ωcm), in which the skew-scattering mechanism dom-

inates; an intrinsic or scattering-independent regime (10−4Ωcm≥ ρxx ≥10−6Ωcm),

where ρAHE ∝ ρ2xx; and a bad metal regime (ρxx ≤10−6Ωcm)) in which ρAHE in-

creases with ρxx at a rate faster than linear (n=1..2). According to this classification,

the resistivity of the δ-MnxGa1−x series (80 to 200 μΩcm) lie at the boundary between
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Figure 3.56: Scaling behavior of the anomalous hall resistivity.

the intrinsic and the bad metal regime, so that a scaling exponent around n=2 is ex-

pected. This is the case for the sample with x=0.49. As the Mn-concentration is

increased, the exponent turns to be greater than 2, which is actually not expected

taking into account the classical models. Xiong et al. [189], reported exponents as

high as n=3.7 in granular Co-Ag systems and attributed the large deviation from

the maximum expected scaling behavior (n=2) to scattering at grain boundaries. In

our set of δ-MnxGa1−x samples with x≥0.5, the scaling exponent lies between 2.7

and 2.85, as inferred from Fig. 3.56. From the structural point of view, there is

a correlation between the width of the δ-MnxGa1−x Bragg-reflections and the Mn-

concentration (Fig. 3.50 and Table.3.8), which means that the structural coherence

length decreases with increasing Mn-concentration, hence favoring scattering at grain

boundaries. Since the influence of scattering at interfaces and grain boundaries has

not been included yet in the AHE-theory, it is very difficult to perform further inter-

pretation of the data.

In summary, the composition dependence of the structural, magnetic, electrical and

magneto-transport properties of δ-MnxGa1−x epitaxial layers grown on GaN (0001)

has been investigated. The epitaxial growth with an in-plane rotation of 30◦ is so fa-

vorable, that the AuCu(L10)-crystallographic phase can be grown over a wide range

of Mn-compositions (x=0.49...0.67). In turn, the magnetic and magnetotransport

properties can be tuned by changing the amount of Mn-antisites (MnGa) without

undergoing a structural phase transition. However, this is done at expense of los-

ing structural coherence length, as observed by the increase of the full width at half

maximum (FWHM) values of the θ-2θ and ω-2θ X-ray diffraction scans with increas-

ing Mn-concentration. This is consistent with the upturn of the resistivity at low

temperatures and the unusual scaling behavior of the anomalous Hall-Effect. In the

latter, the scaling exponent between ρxx and ρxy exceeds the value of 2 corresponding

to side-jump scattering, experimentally observed in materials where grain boundaries
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affect the behavior of the anomalous Hall-Effect. In view of potential applications,

the existence of a smooth and abrupt interface enables the possibility to achieve

an efficient spin-injection into the wide-gap semiconductor GaN. By changing the

stoichiometry in the range (x = 0.49...0.67), both the room-temperature saturation

magnetization and the coercive field can be scaled by a factor of 4. The ability of

tuning these parameters without undergoing a structural phase transition, combined

with the well-matched epitaxy onto GaN, makes this ferromagnetic alloy a versatile

material to be integrated in wide-gap semiconductor spintronics.



4. Summary and Outlook

In this work, three material systems have been investigated with the aim of achieving

spin polarization in the wide-gap semiconductor GaN. While the feasibility of syn-

thesizing intrinsic dilute magnetic semiconductors has been studied for the cases of

(Ga,Mn)N and (Ga,Gd)N, the characterization of MnGa ferromagnetic layers grown

on GaN has been investigated in view of spin injection.

In (Ga,Mn)N, low concentrations of Mn (≤1 at%) have been studied with the aim

of characterizing the properties of a single substitutional Mn3+ atom. It is found

that Mn induces deep states in the bandgap of GaN, which account for a total

compensation of residual donors at a concentration of (NMn ≥1018cm−3). Above

this concentration, the electrical transport behavior changes from activated band

transport to Mott-variable range hopping between localized states within the t2 Mn-

impurity band. A wave-function localization radius of (ξ ≤0.1 nm) could be estimated

in this regime, which is much shorter than the average impurity distance, so that

the Mn electron spins behave as non-interacting paramagnetic centers, confirmed

by SQUID-magnetometry. As the Mn-concentration is increased, X-ray diffraction

characterization revealed the formation of a secondary phase, Mn3GaN, at concen-

trations of about 5 at%. However, despite the onset of cluster formation, the sub-

stitutional incorporation is not
”
shut down“ as suggested by the evolution of the

lattice parameters up to concentrations of 6.2 at%. The magnetic characterization

in this concentration regime confirmed the coexistence of two magnetic phases: one

superparamagnetic phase with anisotropy barrier blocking, arising from nano-sized

Mn3GaN clusters; and one paramagnetic phase arising from diluted Mn-atoms in-

corporated in the GaN-matrix. A signature of a para- to ferromagnetic transition

could be observed by analyzing the shape of the temperature dependent field-cooled

magnetization in the highest doped samples (5.6 and 6.2 at%). From the point of in-

flection of the FC-magnetization curve, Curie-temperatures of around 5 and 11 K are

inferred, respectively. The Curie-temperatures fall in the same range as the blocking

temperature (TB) from the superparamagnetic phase, so that the field hysteresis ob-

served at low temperatures cannot be unambiguously ascribed to a ferromagnetic cou-

pling between the Mn-Mn spins. In this sense, the separation of superparamagnetic

and ferromagnetic contributions at low temperatures was done by thermoremanence

measurements. The recovery of the remanent magnetization after the application of

thermal cycles confirmed the existence of a ferromagnetic phase. The weak ferro-

magnetic coupling is explained by a double-exchange interaction between localized

Mn-states. In this concentration regime, the Mn-Mn average impurity distance of
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(≈7Å) is consistent with very small magnetic coupling constants Jij obtained from

theoretical studies. Interestingly, the onset of ferromagnetic coupling coincides with

an increase of the localization radius of the Mn-states, derived by the sharp decrease

of the characteristic temperature T
(Mott)
0 determined by the analysis of the temper-

ature dependence of the resistivity. Thereby, the observed signatures constitute a

nice example to elucidate the correlation between magnetic coupling and carrier lo-

calization: the inferred localization radii account for a weak overlap of the Mn wave

functions, which gives rise to a weak ferromagnetic interaction between the Mn-spins.

However, for achieving high Curie-temperatures in (Ga,Mn)N in the framework of the

double exchange mechanism, a strong overlap of the wave functions is required, which

can be only fulfilled by incorporating much higher concentrations of Mn atoms on the

substitutional Ga-site. Structural, magnetic and electrical transport characterization

reveal that the localized nature of the Mn-states and the onset of phase segregation

at concentrations above 5 at%, make Mn-doped GaN an unsuitable material sys-

tem for spintronic applications; nevertheless, it represents an interesting example to

show the interplay between electron localization and spin ordering in dilute magnetic

semiconductors.

Gd-doping in GaN, on the other hand, accounts for unexpected ferromagnetic sig-

natures at very low doping concentrations (NGd �0.01 at%), showing colossal mag-

netic moments (≈1000μB) per Gd-impurity and a high Curie-Temperature revealed

by field-dependent magnetization measurements at 300 K. However, these properties

have been found to be difficult to reproduce. The origin of the Curie-temperature

above 300 K, has been ruled out to arise from substrate contamination and from GdN

inclusions, since samples containing the latter phase present a ferro- to paramagnetic

transition of around 70 K, characteristic of GdN in the rocksalt structure. In this

sense, the onset of GdN cluster formation occurs at NGd ≈0.2 at% ≈1020cm−3, as

determined by high resolution X-ray diffraction. Upon doping with Gd, the lattice

constants of GaN are subjected to hydrostatic strain which becomes significant al-

ready at concentrations about NGd ≥1018cm−3, and accounts for a volume expansion

(ΔV/VGaN ) of 1.8% at Gd-concentrations below 0.1 at%. This is attributed to the

large atomic size and ionic radius of Gd compared to Ga and seems to be the expla-

nation why secondary phases -which might relieve the strain- are formed at very low

Gd-concentrations. Below the clustering threshold, the substitutional incorporation

and the charge state (Gd3+) of Gd have been confirmed by X-ray absorption near

edge structure (XANES), so that the resulting Gd electronic structure is determined

by the last filled (4f7) states. Due its large exchange spin-splitting, these states are

expected to be resonant with the conduction and valence band, respectively, so that

Gd-doping should not affect the electronic structure of GaN, which has been found

to be dominated by shallow oxygen donors with an activation energy of 20.6 meV,

inferred by temperature dependent Hall-Effect measurements. Electrical transport

characterization of the GaGdN epitaxial layers grown on 6H-SiC, reveal different

types of electronic transport, correlated with the non-reproducibility of the magnetic
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properties. The coexistence of variable-range hopping transport and ferromagnetism

at very low Gd-concentrations suggests that Gd induces deep states which account for

electronic localization, contrary to the expected effect of substitutional Gd3+ on the

electronic structure of GaN. This is a key finding which points to the presence of cer-

tain defects formed during growth, which compensate and/or suppress the formation

of shallow oxygen donors, and account for the formation of an impurity band deep in

the GaN bandgap. Interestingly, such an electrical transport behavior has not been

found for samples which are not ferromagnetic, suggesting that these defects might

also play a role in the magnetic behavior of GaGdN. An attempt to parse the relevant

and irrelevant defects for the observed electrical transport and magnetic characteris-

tics, has been done by means of positron annihilation spectroscopy (PAS) and deep-

level transient spectroscopy (DLTS). Ga-vacancies, the most commonly discussed

defect for mediating ferromagnetic interactions in both undoped GaN and Gd-doped

GaN, could be ruled out to be responsible for the magnetic behavior in the studied

GaGdN epitaxial layers. Furthermore, the defect accounting for VRH-transport and

presumably for the ferromagnetic interactions in GaGdN, has been found to suppress

both the oxygen donor and the Ga-vacancy formation. Combining formation energy

arguments and the available spectroscopy data, the favorable formation of the com-

plex Gd-Oi during growth is consistent with the suppresion of the dominant donors

(ON) and acceptors (VGa) and with the occurence of variable-range hopping transport

in an impurity band of localized states. Although there is no direct evidence of the

existence of this complex in the ferromagnetic samples, aging effects of the ferromag-

netic properties, possibly due to the Gd-Oi instability, and trends of magnetization

enhancement with increasing oxygen partial pressure during growth, support this hy-

pothesis. However, even taking into account the relatively large localization radius of

the defect wave functions inferred by electrical transport characterization, the model

of Gd-Oi fails to explain ferromagnetic coupling and colossal magnetic moments per

Gd-impurity in the highly-diluted regime (NGd ≤1018cm−3). In order to explain this

unprecedented results at very low Gd-concentrations, the existence of a second defect

which act as a
”
mediator“ is strictly necessary. Further efforts on the defect identifi-

cation and special attention on the new developments of the theory of defect-induced

ferromagnetism should be taken into consideration to adress this question. Although

some hints towards defect-induced ferromagnetism in GaGdN could be gained from

this work, the control and stability of the involved defects are the biggest drawbacks

to establish GaGdN as a room-temperature dilute magnetic semiconductor.

In view of the physical hurdles to achieve GaN-based ferromagnetic semiconductors

suitable for spintronic applications, an alternative approach to induce spin polariza-

tion in GaN has been investigated. The high-quality epitaxial growth of ferromagnetic

MnGa metal layers on GaN substrates opens up the possibility of extrinsic spin-

injection into the semiconductor. In this sense, MnxGa1−x epitaxial layers have been

thoroughly characterized, putting special emphasis in the composition dependence

of the structural, magnetic and electrical transport properties. A stoichiometrical
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composition ratio (x≈0.5) of MnxGa1−x has been found to exhibit excellent inter-

face properties as visualized by transmission electron microscopy. The correlation of

structural and magnetotransport properties suggests an increase of grain boundaries

with increasing Mn-concentration which could be detrimental for the injection of spin-

polarized currents. The characterization and eventual tunability of Schottky-barriers

at the interface, as well as the spin detection in GaN via non-local geometry, would

be the next steps to be carried out in this new metal-semiconductor hybrid system.



Appendix





A. Diamagnetic background
correction: An iterative method

Magnetic measurements by SQUID-magnetometry integrate the signals of all the

phases present in the volume which is subjected to the measurement. It is therefore

imperative to subtract the signal coming from the substrate (≥ 99% of the sample

volume), to ascertain that the detected magnetic phases belong to the epilayer. The

dominant background signal of the GaMnN and GaGdN layers grown on MOCVD-

GaN/Al2O3 and 6H-SiC substrates is expected to be diamagnetic, since GaN, Al2O3

and SiC are all diamagnetic materials.

The most common method to subtract the diamagnetic background signal is to

evaluate the as-obtained field-dependent magnetization M(B) of the sample volume

recorded at room-temperature. Usually, the as-obtained M(B) curve at 300 K of thin

epilayers on a large diamagnetic substrate is a straight line with a negative slope, as

depicted in Fig. A.1(a).

Figure A.1: Field dependent magnetization of a GaGdN ferromagnetic sample at 300 K: As-obtained
data (left) and after performing the diamagnetic subtraction from the as-obtained slope
at high fields (right).

If the epilayer shows ferromagnetic properties at 300 K (as in the case of GaGdN), the

magnetization from the ferromagnetic phase is expected to saturate at relatively low

fields (≈1 T). Therefore, the diamagnetic background contribution is inferred from

the slope of the M(B) dependence at high magnetic fields, where the ferromagnetic

contribution is supposed to be constant. This approach usually gives a very reasonable

quantification of the diamagnetic contribution, so that its subtraction from the as-

obtained M(B) curve allows to investigate the ferromagnetic phase belonging to the
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epilayer, as depicted in Fig.A.1(right). Since the diamagnetic contribution is expected

to be temperature independent, the inferred diamagnetic slope at 300 K can be used

to subtract the as-obtained M(B) dependences at any temperature.

On the other hand, if the epilayer contains a paramagnetic phase whose magnetization

saturates at much larger fields, the slope of the as-obtained M(B) curves at high fields

is not an exclusively result of the diamagnetic contribution. However, it is usually

taken for granted that the paramagnetic magnetization at 300 K, due to its sharp

decay towards high temperatures (∝1/T) is negligible compared to the temperature-

independent diamagnetic background contribution. Concerning the (Ga,Mn)N epi-

taxial layers studied in this work, an accurate determination of the paramagnetic

Mn-atoms is of crucial importance to estimate the average Mn-Mn distance, quantity

which has been taken as the starting point to argue about a ferromagnetic coupling

between Mn-atoms that fulfill the weak overlap condition (dMn−Mn ≈ 2ξ), one of the

main findings of this work. Therefore, the best approach to perform the diamagnetic

subtraction is not to neglect the paramagnetic contribution even at high tempera-

tures. The equation which has been used to fit the field-dependent magnetization

of the (Ga,Mn)N layers containing three magnetic phases (spm + pm + dia) for

temperatures T >20 K is given by

Mtotal(B, T ) =Mpm
s · Lpm(B, T ) +Mspm

s · Lspm(B, T ) +Mdia(B, 300K) (A.1)

where the fitting parameters are Mpm
s , Mspm

s and μspm
eff , the latter included in the

Langevin-function

L(B, T ) = coth(
μeffB

kBT
)− (

μeffB

kBT
)−1 (A.2)

For the (Ga,Mn)N epitaxial layers, the effective magnetic moment of the paramag-

netic contribution (μpm
eff) has been obtained from the temperature dependence of the

magnetic susceptibility, in order to reduce the number of fit parameters. Note that

the term Mdia(B,300K)= -mdiaB in Eq. A.1 is the one which is usually replaced by

Mdia(B,300K)≈ -masobtB, where masobt denotes the slope of the as-obtained M(B) de-

pendence at 300 K. However, the rigorous definition of the diamagnetic background

contribution at 300 K is given by

Mdia(B, 300K) =Masobt(B, 300K)−Mpm(B, 300K)−Mspm(B, 300K) (A.3)

Mdia(B, 300K) =Masobt(B, 300K)−Mpm
s · Lpm(B, 300K)−Mspm

s · Lspm(B, 300K)

(A.4)

The second and third term in Eq. A.4 depend on the Langevin-functions L(B) at

300 K. By substitutingMdia(B,300K) (Eq. A.4) inMtotal(B,Ti)(Eq. A.1), we note that

the appearance of two different temperatures (Ti and 300 K) within the same fitting
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equation does not enable to solve the problem in a single step. Ti is the temperature

of interest, i.e., where the field dependence of superparamagnetic and paramagnetic

contributions are clearly visible, so that the total magnetization can be separated

according to Eq. A.1. In the analysis of the (Ga,Mn)N epilayers, Ti amounts to 25 K,

as shown in Fig. 3.16 (replotted as Fig. A.2). In view of these limitations, the dia-

magnetic contributionMdia(B,300K) has been obtained using the following procedure:

1) Start with the approach Mdia(B,300K)≈ -masobtB to set an initial value for Mdia

in Eq. A.1. The initial value is defined as M0
dia.

2) Proceed with the Langevin-Fit of the M(B,T=Ti) dependence (Eq. A.1) and get

the fitting parameters Mpm
s , Mspm

s and μspm
eff

3) Calculate the values forMpm
s ·Lpm(Ba,300K) andMspm

s ·Lspm(Ba,300K) and replace

them in Eq. A.4 in order to get the first
”
corrected“ value of Mdia(B=Ba,300K) and

define it as M1
dia (Ba can be any magnetic field value corresponding to a measured

data point, with Ba �= 0).

4) If M1
dia �=M0

dia than set M1
dia as initial value in step 1)

5) Iterate steps 1)- 4) until Mn+1
dia =Mn

dia. The correction of the diamagnetic contribu-

tion has converged. The slope mdia can be inferred using the simple relation Mn
dia=

-mdiaBa.

As a result, one obtains the set of best-fit parameters (Mpm
s , Mspm

s and μspm
eff ) for the

desired M(B) dependence at the temperature of interest, which, at the same time,

defines the true value of Mdia by starting with the initial value of Masobt (Eq. A.4)

and correcting it iteratively.

Figure A.2: Langevin-Fits of the field-dependent magnetization taking into account the three con-
tributions (spm + pm + dia), where the diamagnetic background contribution has been
determined using the iterative approach described in this appendix.
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In order to visualize the influence of the iterative approach on the inferred concen-

trations of paramagnetic and superparamagnetic species in the studied (Ga,Mn)N

epitaxial layers, the uncorrected (using mdia ≈ masobt) and corrected best-fit param-

eters are summarized in Table.A.1. The concentration of superparamagnetic species

remains nearly equal before and after the iterative correction, while the paramagnetic

contribution is drastically affected. The values of Mpm
s and hence the concentration

cpmMn for the highest doped (Ga,Mn)N epilayers are underestimated by about 35% when

the approximation mdia(300K)≈ masobt(300K) is taken to calculate the fit parameters

in the framework of the Langevin-model.

Therefore, it is strongly recommended to consider any paramagnetic/superparamagnetic

contribution in order to perform the diamagnetic background correction at 300 K,

even when the dimensions of diamagnetic substrates appear to be large enough to

justify the neglection of all other phases which are not diamagnetic.

Sample mdia Mspm
s Mpm

s cspmclusters cpmMn

[emu/T] [emu] [emu] [cm−3] [cm−3]

G0316 (uc) 7.69×10−5 1.72×10−4 8.22×10−4 33.1×1018 1.99×1021 (4.5%)
G0316 (c) 8.83×10−5 1.69×10−4 1.13×10−3 32.5×1018 2.73×1021 (6.2%)

G0358 (uc) 8.49×10−5 7.02×10−5 2.07×10−3 7.01×1018 1.75×1021 (3.9%)
G0358 (c) 1.15×10−4 6.9×10−5 2.91×10−3 6.87×1018 2.46×1021 (5.6%)

Table A.1: Best-Fit parameters obtained using the uncorrected (uc) and corrected (c) diamagnetic
background contribution. The concentration of the paramagnetic species are underesti-
mated by about 35% when using the uncorrected mdia values, while the superparamag-
netic contribution remains nearly unaffected.



B. Positron Annihilation
Spectroscopy: Experimental details

Positron annihilation spectroscopy is a characterization technique where neutral and

negatively charged open volume defects can be identified by measuring the Doppler

broadening of the γ-radiation emitted during the annihilation process. The lineshape

of the emitted radiation depends on the electron potential where the annihilation

occurs, thus being a fingerprint of a determined (neutral or negatively charged) open

volume defect.

The Doppler broadening of the positron annihilation radiation has been measured

by two germanium detectors with a resolution of 1.3 keV at 511 keV, using a mono-

energetic slow positron beam. A spectrum of n > 5 × 105 counts was accumulated

for each point. The lineshape of the doppler broadened annihilation γ-radiation is

analyzed using the conventional lineshape parameters S (|Eγ − 511 keV | < 0.75 keV)

and W (2.86 keV < |Eγ − 511 keV | < 7.33 keV). Thereby, the measured S parameter

is a weighted linear superposition of annihilations in different positron annihilation

states

S = ηGaNSGaN +
N∑
i=1

ηiSi (B.1)

where SGaN is the characteristic value for the annihilation of a delocalized positron in

the GaN lattice, and Si stands for the characteristic S value of one of the N present

positron trapping centers. The fractions of positrons trapped in the respective states,

ηGaN and ηi, are proportional to the defect concentrations. A similar equation is valid

for the W parameter.

Fig. B.1 shows the dependence of the S and W parameters on the energy of the

incident positron beam for a ferromagnetic (J0175) and non-ferromagnetic (J0225)

GaGdN sample. In this way, the annihilation characteristics of the dominant vacancy

defects can be probed along the depth of the sample. The S and W values which are

taken for the construction of the S/W plots described in section (3.3.4), consist in the

average value between 4 and 10 keV which corresponds to the depth region which is

not affected by surface and interface effects.
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Figure B.1: S and W parameters as a function of the positron implantation energy, which is pro-
portional to the sample depth. All spectra have been divided by the GaN reference
value.



Bibliography

[1] M. N. Baibich, J. M. Broto, A. Fert, F. Nguyen van Dau, and F. Petroff. Giant

magnetoresistance of (001)Fe/(001)Cr magnetic superlattices. Physical Review

Letters, 61:2472, 1988.

[2] G. Binasch, P. Grünberg, F. Saurenbach, and W. Zinn. Enhanced magnetoresis-

tance in layered magnetic structures with antiferromagnetic interlayer exchange.

Physical Review B, 39:4828, 1989.

[3] J. M. Kikkawa, I. P. Smorchkova, N. Samarth, and D. D. Awschalom. Room-

temperature spin memory in two-dimensional elecron gases. Science, 277:1284,

1997.

[4] T. Jungwirth et al. Prospects for high temperature ferromagnetism in

(Ga,Mn)As semiconductors. Physical Review B, 72:165204, 2005.

[5] T. Dietl, H. Ohno, F. M. J. Cibert, and D. Ferrand. Zener Model Description of

Ferromagnetism in Zinc-Blende Magnetic Semiconductors. Science, 287:1019,

2000.

[6] M. Overberg, C. Abernathy, S. Pearton, N. Theodoropoulou, K. McCarthy, and

A. Hebard. Indication of ferromagnetism in molecular-beam epitaxy-derived n-

type GaMnN. Applied Physics Letters, 79:327, 2001.

[7] M. L. Reed, N. A. El-Masry, H. Stadelmeier, M. K. Ritums, M. J. Reed, C. A.

Parker, J. C. Roberts, and S. M. Bedair. Room temperature ferromagnetic

properties of (Ga,Mn)N. Applied Physics Letters, 79:3473, 2001.

[8] S. Sasaki, S. Sonoda, Y. Yamamoto, K. Suga, S. Shimizu, K. Kindo, and H. Hori.

Magnetic and transport characteristics on high Curie temperature ferromagnet

of Mn-doped GaN. Journal of Applied Physics, 91:7911, 2002.

[9] S. Dhar, O. Brandt, A. Trampert, L. Däweritz, A. J. Friedland, K. H. Ploog,
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[86] M. Grünewald, H. Mueller, P. Thomas, and D. Wuertz. The Hopping Hall

Mobility- A percolation approach. Solid State Communications, 38:1011, 1981.



164 BIBLIOGRAPHY

[87] T. Holstein. Hall Effect in Impurity Conduction. Physical Review, 124:1329,

1961.

[88] M. Amitay and M. Pollak. An experimental investigation of Hall effect in

hopping region. Journal of the Physical Society of Japan, S21:549, 1966.

[89] R. Klein. Investigation of the Hall Effect in impurity-hopping conduction. Phy-

sical Review B, 31:2014, 1985.

[90] D. Emin. The sign of the Hall effect in hopping conduction. Philosophical

Magazine B, 35:1189, 1977.

[91] E. Dona. MBE growth of AlGaN/GaN Heterostructures for Resonant Tunneling

Diode Applications. Diploma Thesis, Universita Degli Studi Di Modena/FZJ
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