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1. Introduction  1 

 

1. Introduction 
 

Ever since the energy crisis in 1970’s, hydrogen (H) has been regarded 

as one of the carbon-free secondary energy sources. In this context, hy-

drogen storage materials have been considered as possible candidates of 

clean energy storage media (see e.g. website of Department of Energy in 

US [DOE]). Hydrogen is the smallest and the lightest element and thus 

can be easily absorbed in interstitial sites of metal lattice. A pioneering 

work in this field is known by Sieverts [Siev29]. In some of metal alloys 

with tailored composition, considerable amount of hydrogen (several wt%) 

can be reversibly stored through metal/metal hydride (MH) phase transi-

tion, just by controlling pressure or temperature [Vught70]. Practically, 

some of them (LaNi5, TiFe) are really easy to handle and have already 

been utilized for technical applications like in fuel cell system [Iwas03] or 

in MH refrigerator [Uchi04] after intensive studies and developments in 

this field. Owing to its extraordinary high volume density and high sta-

bility, such metal hydrides still hold advantage to other storage methods 

like liquid hydrogen or high-pressure H2 gas tanks. Currently, further re-

search and development is on the way focusing on improvement of gravi-

metric hydrogen density and reaction kinetics [Orimo07, Dornh07].  

In relation to this, nano-structuring has been attracting attention 

since early 90’s to improve total performance including thermodynamics of 

M-H reaction. In fact, many studies report that metallic nano-clusters and 

metallic thin films have rather different, as well very interesting hydrid-

ing reaction properties from that of massive metals. Such aspects are re-

viewed in detail by Pundt and Kirchheim [Pundt06]. This new aspect, 

therefore, calls revisit of fundamental physics on metal-hydrogen system. 

For this purpose, it is important to choose well-investigated metals like Pd 

or V, as their properties have been well investigated on bulk scale and 

thus the discussion can be carried out on robust knowledge.  

Based on this, a detailed investigation of H-related behavior at het-

ero-interfaces of multi-layered thin films can be carried out. Thereby, the 

local chemistry at the interfaces is strongly modified and, thus stark con-

trast to bulk-behavior is expected. 

Usually, in massive metals, hydrogen absorption in interstitial sites 

induces lattice expansion in three dimensions. This process rather enables 

formation of cracks at the surface, through dislocation nucleation, which 

finally supplies fresh surface for hydrogen to be introduced in the metal or 

alloy easily.  

In case of a metallic thin film, however, the film is deposited usually 
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on elastically hard substrate. As long as the film is fixed to the substrate, 

free volume expansion of the film is not allowed and the lattice expands 

one dimensionally in the film’s out-of-plane direction by Poisson response 

(linear elasticity theory e.g. in [Slaug02]). Consequently, the stress field in 

the film’s in-plane directions becomes highly compressive. Such anisotropy 

of stress field would induce anisotropic displacement of lattice in x,y and z 

directions and, thus causes directional dependence of H-H interaction in 

the film. Such mechanical boundary conditions are suggested to change 

thermodynamics of MH reaction [Alefeld72]. That is, even the initial dis-

placement (stress) of the lattice in the film modifies the interaction in the 

same way.  

By constituting a multi-layered film, it is possible to tune this initial 

stress state. In a Fe/V multi-layered epitaxial film, for example, the V 

lattice as the H absorbing layer feels in-plane compressive stress due to 

the adjacent Fe layers because lattice constant of Fe is smaller than that 

of V. Thus the out-of-plane V lattice is expanded already at as-deposited 

state. In combination of Mo/V, inverse situation can be established, as Mo 

has larger lattice constant than that of V. Primarily, the H-absorption 

behavior in V is very sensitive to such lattice strain and, accordingly, hy-

drogen absorption site is drastically changed [Koike81]. Constitution of 

the Fe/V strained-multi-layered film would establish anisotropic strain 

distribution since each V layer is both chemically and mechanically iso-

lated by the adjacent Fe layers. This situation in turn modifies elastic 

boundary condition. Interestingly, this modification strongly influences 

different aspects of H-related phenomena.  

The group of Hjörvarsson has intensively studied the thermodynamics 

of the above mentioned Fe/V and Mo/V superlattice systems with (100) 

orientation on hydrogen absorption for many years. For a review article, 

see e.g. Ref. [Hjörv97]. They have successfully demonstrated that stronger 

attractive H-H interaction is present in in-plane direction of Fe/V than 

that of V, while it is repulsive in out-of-plane direction, which is closely 

linked with gigantic out-of-plane expansion at low concentrations ob-

served by XRD [Hjörv97]. These observations were finally discussed in 

terms of site occupation. They concluded that preferential Oz site occupa-

tion occurs in tetragonally distorted V lattice of Fe/V system throughout 

the whole concentration range (< 0.5 H/V). This situation was regarded as 

polarized elastic dipole formation [Alefeld72, Ander97]. Such particular 

case cannot be described by the above mentioned linear elasticity theory 

and remarkable departure from in-plane compressive stress development 

behavior is expected.  

It is also worth to note that they did not observe any trace of hydride 
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formation for the films with 2 nm V layer thickness. Usually, when the 

hydrogen concentration exceeds the solubility limit, misfit dislocations are 

formed in the film. Miceli et al. have reported misfit dislocation formation 

in Nb/Ta epitaxial films by XRD measurement of H-loaded sample 

[Miceli91]. In extremely reduced dimension, incoherent phase transition 

may be hindered due to reduced stability of dislocation. In clusters the 

energy to create dislocation is higher than that in bulk and no dislocation 

was observed [Zütt00]. The formation of dislocation is always accompa-

nied by acoustic emission (AE) [Mill87]. Such emission of acoustic wave is 

detected by AE technique, which is widely used to study plasticity of bulk 

materials. Application of AE to thin films will offer a new access to inves-

tigate the plastic behavior of thin films. 

For Fe/V, the measured enthalpy change at high cH was found to be 

smaller than that of bulk V, meaning the stability of MH solution is lower 

than that of V. The modification of hydride stability is often observed by 

alloying in bulk system. In case of hydrogenation of Fe-V alloy, the plateau 

pressure should increase [Yuka03] and the H-solubility should decrease 

compared to those of pure V. If intermixing of Fe and V is significant, this 

alloying effect possibly explains the lower stability. However, the Fe/V 

sample above showed the interface mixing thickness of only 0.2 ~ 0.3 nm 

and thus the alloying effect is of miner importance in such case of ideally 

prepared superlattice.  

The most interesting finding concerning the H-solubility has been ob-

served both in Fe/V and Mo/V systems. According to the investigation of H 

concentration by N15 method [Hjörv89], no H was detected in the V layer 

of 0.45 nm (= 3 ML = 3/2 unit cell of V (100) planar distance) from the 

Fe(Mo)/V interface. This H-depleted layer is named “dead-layer”, which is 

most probably caused by electron transfer from the Fe or Mo layer into the 

V layer [Hjörv91]. Later, Meded et al. [Mede05] have proposed that the 

origin of this dead-layer is purely ascribed to an elastic effect by rigid Fe 

or Mo layers. Up to now, direct proof of such layer has not been given ex-

perimentally yet. But, experimental results by ion beam measurements by 

different researchers on Mo/V [Hjörv91], on Nb/Fe [Nagen95] and on 

Nb/Cu [Yamam95] commonly suggest the existence of the dead-layer effect. 

More importantly, the dead-layer effect cannot ultimately be distinguished 

from an alloying effect, which may also cause the reduction of H-solubility.  

Therefore, it is of particular interest to investigate hydrogen distribu-

tion at such heterogeneous interface, as local distribution of hydrogen is 

actually not known due to limited depth resolution (~ 10 nm typically, de-

pending on the depth) of ion beam-assisted profiling of hydrogen, which is 

particularly called N15-method. Time-of-Flight Secondary ion mass spec-
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troscopy (ToF-SIMS) [Benni94] might be strong for this purpose. However, 

the surface segregation of H must be completely suppressed by e.g. cryo-

genic cooling of sample. As discussed later, hydrogen or even deuterium is 

highly mobile in the metal lattice. When more energetically stable sites as 

sub-surface and defect sites are available, the H or D immediately diffuses 

to such sites. This would alter the correct distribution of H or D. Therefore, 

how to freeze H and D diffusion is of a major consequence concerning an 

analysis of these light species. This aspect in fact critically concerns in this 

study. When such segregation is avoided, atom probe tomography (APT) 

analysis [Al-K03] will open up a new way of hydrogen characterization in 

metals with sub-nm-resolution. 

As it is already introduced above, hydrogen is highly sensitive to 

stress field present in the host metal lattice [Hjörv97] and, thus to the 

structural imperfections like dislocation, vacancy and grain boundary 

since hydrogen favors tensile stress around these open volume defects 

[Kirch88, Pundt04, Pundt06]. If these defects were present (which is usu-

ally the case in reality), hydrogen atom can be “trapped” there. Even in 

epitaxial thin film this interaction cannot be completely excluded. Such 

trapping effect then causes deviation from the linear elastic behavior as 

well. When in-situ stress measurement (e.g. cantilever method) during 

H-absorption [Lauda98, Nikit08] is conducted, this departure possibly is 

detected. 

This study is motivated by the above mentioned background. Both 

V1-xFex (x = 0.02 – 0.08) single layered film and Fe/V multi-layered film 

are of subjects in this study. To begin with, the V1-xFex single layered films 

were studied because the hydrogenation properties and the local chemis-

try of V-H thin film system “at around room temperature” have not been 

well investigated as well for Fe/V multi-layered system. In particular, fol-

lowing aspects are of major interest in this study. 

 

(i) Stress response of V1-xFex single layered and Fe/V mul-

ti-layered films upon hydrogen uptake (elastic and plastic 

properties). Departure from the linear elasticity, expected for 

Fe/V and for defect-H interactions. 

(ii) Local chemistry of these films with hydrogen. Establishment of 

new characterization method with high-resolution for H-Metal 

system. Proofs of dead layer. 

(iii) Interaction of hydrogen with defects (vacancies, dislocations) 

present in the films. New outcome by AE measurements. 

 

To investigate these points systematically, the films were prepared 
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with different thicknesses. Most of the films were epitaxially grown on 

sapphire substrates. On these films their crystal structure and interface 

roughness were characterized by X-ray diffraction (XRD) and X-ray re-

flectivity (XRR) measurement, respectively. Pole figure measurement was 

also conducted to investigate in-plane configuration of the films and re-

spective epitaxial relationship was suggested. This information enables 

correct evaluation of results of stress measurements later on. 

Hydrogen absorption behavior was monitored by electrochemical hy-

drogen loading and resulting equilibrium property was assessed from the 

shape of electromotive force (EMF) curve, which corresponds to pres-

sure-composition isotherm (p-c-T). The results provide information about 

phase transition at around room temperature. 

This simple H-loading technique was combined with stress measure-

ment set up, so that the hydrogen induced in-plane stress can be simul-

taneously measured in-situ. Likewise, the structure development 

(H-induced lattice expansion and phase transition) was recorded by in-situ 

XRD at DESY in Hamburg, with using specially designed electrochemical 

H-loading cell. In corporation with Charles University in Prague, we uti-

lized in-situ acoustic emission (AE) measurement during H-loading first in 

the world, aiming to detect hydrogen-related dislocation propagation be-

havior in the film. Results of these in-situ measurements mutually com-

plement and one can later discuss e.g. on the presence of defect-H inter-

action, shift of phase boundary and onset of hydride formation. 

Local microstructure and local chemistry of V and Fe/V were studied 

by field ion microscopy (FIM) and atom probe tomography (APT), respec-

tively. For these analyses, films were deposited on W needle-shaped sub-

strate. APT [Al-K03] is a strong tool especially to investigate chemistry in 

nm-range because of its extremely high spatial resolution (0.1 nm) in 

analysis direction. As this technique is based on time-of-flight measure-

ment, all of the elements can be in principle detected. But, we used deu-

terium (D) instead of hydrogen in order to differentiate from residual hy-

drogen gas in the analysis chamber and also to suppress above addressed 

diffusion problem. Previous APT study by Kesten [Kest02] has detected 

D-distribution in V layer of Fe/V stack first in the world. However, the 

average D concentration was considerably lower than expected concen-

tration. This discrepancy was later on ascribed to be D-desorption caused 

by exposure to air. In this study, we designed portable D2 gas loading sys-

tem to avoid this problem. In this gas loading chamber, D was introduced 

in the films at a controlled pressure and subsequent analysis was carried 

out. The evaluated D concentration was compared with that of expected 

from the results of EMF measurement. Additionally, local D-distribution 
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at Fe/V interface was investigated in relation to the existence of 

“dead-layer”. 

This thesis consists of 7 chapters. In this chapter 1, the background 

and motivation of this study is described. Chapter 2 treats theoretical 

background of metal-hydrogen system. In chapter 3, experimental tech-

niques used in this study are introduced. In chapter 4, results of sample 

characterization both on V single layer and on Fe/V multi-layer by XRD, 

XRR, FIM and APT are summarized. Chapter 5 introduces experimental 

results separately in individual sections, and shortly discusses on the re-

sults. In the results of stress measurement, emphasis is put on the influ-

ence of initial in-plane stress and initial domain size or film thickness on 

hydrogen-induced stress and observed deviation from the prediction by 

linear elasticity theory in some cases. The result of in-situ XRD meas-

urement is converted to corresponding in-plane stress and comparison 

with those of stress measurement is made to determine phase boundaries. 

Thereby, hydride formation is certainly manifested. In the section of AE 

measurement result, increasing AE signal with increasing hydrogen con-

centration is successfully shown. Here, dependence of film thickness on 

AE is introduced. The APT section firstly introduces the influence of 

analysis temperature in search of correct determination of D concentra-

tion in V single layered film. Then, characterization of local D-distribution 

detected under proper condition is made. For Fe/V multi-layered film, the 

impact of D2 pressure on the distribution as well as the average concen-

tration of D is shown. In the last section, a symptom of dead-layer effect is 

introduced. In chapter 6, all of these results are globally discussed in a 

combined way, especially focusing on vacancy-H interaction suggested by 

stress measurement, plastic deformation, phase transition and occurrence 

of preferential site occupation. Chapter 7 summarizes this thesis. 
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2. Hydrogen in thin films 
 

Thin films on rigid substrates are subjected to high in-plane stress 

upon hydrogen uptake. Such stress is believed to have a marked influence 

on thermodynamics of metal-hydrogen (MH) system [Pundt06, Wagn08]. 

Moreover, the microstructure of the film changes solubility of hydrogen 

and terminal concentration of hydrogen from those of bulk metal, too 

[Pundt06]. This chapter treats fundamental knowledge on Metal-H sys-

tem, focusing especially on the H solubility in V, Fe, Pd and W. All of these 

systems are considered in this study. Discussions on the effect of alloying 

are found in Chap. 4.3 and in Chap. 5.4. Further information can be ob-

tained from reference [HinMeII].  

 

2.1 Hydrogen in metals 

 

Hydrogen atoms introduced in metal host lattice occupy typically 2 

different interstitial sites, denoted as tetragonal site (T site) and octahe-

dral site (O site), respectively. The positions depending on the metal lat-

tice are shown in Fig. 2.1. For example, the bcc lattice contains 3 possible 

O-sites and 6 T-sites per metal atom, resulting in a maximum theoretical 

solubility of 3 H/Me and 6 H/Me, respectively. Usually, not all sites are 

available according to the Westlake-criterion [West83]. Often, the site oc-

cupation of H in bcc lattices changes from T-site to O-site as the hydrogen 

concentration increases (see following sections). Note anisotropic M-H 

distance for O-sites in bcc. 

 

Fig. 2.1 Hydrogen’s interstitial sites (T=tetrahedral site, O=octahedral site) in fcc, 

hcp and bcc metal host lattices [Fukai05]. Full circles mark possible hydrogen at-

oms positions. Open circles depict metal atom positions. 
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2.1.1 Hydrogen induced lattice expansion  

 

The introduction of one hydrogen atom into a metal crystal lattice 

with lattice constant a  induces a volume expansion  . For a whole 

metal volume with a mean atomic volume  , the relative volume change 

VV  is defined as follows [HinMeI], 









 
Hc

a

a

V

V
3                       (2.1) 

and, thus, yields a linear relationship with hydrogen concentration Hc

(H/M) in the ideal case. The linear increase of the lattice parameter is ex-

perimentally verified for most metals.[HinMeI] Using Eq. (2.1), the rela-

tive sample volume change VV  can be determined by XRD-lattice pa-

rameter measurement or by dilatometric measurement at several Hc .  

For a V single crystal, the experimental value determined by dilatometry 

is VV = 0.189∙cH ( aa  = 0.063∙cH) [Mage76] at room temperature up to 

concentrations at the solubility limit ~ VH0.03.  

For Pd, the expansion coefficient is VV = 0.19 [HinMeI]. For W and 

Fe, data were not found. 

 

2.1.2 Solubility of hydrogen in metals 

 

Solution of hydrogen atom from gas phase into metal can be expressed 

by following reaction [HinMeI]. 

)MH()(H
2

1
2 solidgas                       (2.2) 

Under equilibrium condition, the chemical potential of hydrogen atom 

in gas phase is the same as that of solved hydrogen in the host metal.  

HH  
22

1
                           (2.3) 

By Gibb’s function of reaction, the change of chemical potential of a H 

atom H  is then expressed as, 

STHH                          (2.4) 

as regarded as  

STHG   per mol                     (2.5) 

where H  and S  are called as partial molar enthalpy and partial 

molar entropy, respectively. At a given temperature, equilibrium constant 

pK has a known relationship with G as follows. 

pKRTG ln                          (2.6) 

Considering on the basis of 0.5 mol H2, the equilibrium condition 0G  
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yields, 

 

0ln

ln
2

1
ln

2

1

ln
2

1

2

1
ln

2

1

2

22

22

2

0

00

00

















H

H

HHHH

HHHH

HH

f

a
RTG

fRTaRT

fRTaRT

G







           (2.7) 

where 0G is the standard free energy change of hydrogen solution reac-

tion per mol H, Ha  is activity of solved H, and 
2Hf  is the fugacity of H2 

gas. If Hc ~ 0, and the pressure of hydrogen 
2Hp  is below several MPa, 

one can approximate the activity coefficient H  and the fugacity coeffi-

cient 
2H  as ~1 and thus Ha  ~ Hc  (defined as   MeHcc 1 ) and 

2Hf

~ 
2Hp . 

By this, the logarithmic term in Eq. (2.7) becomes 

2222 H

H

HH

HH

H

H

p

c

p

c

f

a










          .         (2.8) 

Combining Eqs. (2.7) and (2.8) results in  

2

ln0

H

H

p

c
RTG  .             .         (2.9) 

Eq. (2.6) and Eq. (2.9) gives a relationship between
2Hp  and Hc  as fol-

lows. 

2

2

HpH

H

H
p

pKc

p

c
K





                      (2.10) 

This indicates that the hydrogen concentration Hc  is proportional to 

2Hp . This relationship was firstly found by Sieverts [Siev29] and is 

called Sieverts’ law and the equilibrium constant 
pK  is called as Sieverts’ 

constant often noted as
sK  or S . 

From Eqs. (2.5) and (2.9), Hc  can readily be calculated at given 
2Hp  

and T  as follows, if 0H  and 0S  or 0G  are known. 

22

000

exp HHH p
RT

STH
p

RT

G
c 







 



               (2.11) 
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2.1.3 Electrochemical hydrogen loading 

 

In case of electrochemical hydrogen loading and corresponding elec-

tromotive force (EMF) measurement, the same treatment of thermody-

namics as in the case of gas phase loading is possible through Eq. (2.12) 

(see also Chap 3.3.1). Here, n is the number of electrons in the reaction, E 

is the chemical potential and F is the Faraday constant. Detailed process 

of electrochemical hydrogen absorption is found e.g. in [Dornh02]. 

FEnG                             (2.12) 

 

2.1.4 Formation of hydride phase 

 

At low concentrations hydrogen is introduced in the metal host lattice 

by forming a solid solution ( MH ). With increasing Hc  (i.e.
2Hp ), the pair 

interaction of H-H ( HHW ) usually becomes significant compared to the en-

tropy contribution. Pair interaction originates from elastic and electroni-

cal terms. This consequently induces nucleation of a hydride phase 

( yx HM ) and a change of the chemical potential of hydrogen -   becomes 

0 until the system is fully hydrided. That is, Gibb’s phase rule suggests an 

existence of constant pressure region in pressure-composition-isotherm 

(p-c-T), as exemplarily shown for V-H in Fig. 2.2.  

The formation enthalpy 0H  and formation entropy 0S  can be es-

timated from such p-c-T at different temperatures according to the fol-

lowing relationship. 

R

S

RT

H
p

00

ln
2

1 



                        (2.13) 

By plotting 
2

log Hp vs. T1  as exemplary shown in Fig. 2.3 (Van’t Hoff 

plot), 0H  and 0S  can thus be derived from its slope and the intersec-

tion.  
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2.1.5 V-H and V-D systems 

 

Phase diagrams of vanadium-hydrogen (V-H) and vanadi-

um-deuterium (V-D) systems have been intensively investigated via XRD, 

DSC and DTA studies by Maeland and Schober [Mael64, Schob77] as 

summarized in ref. [HinMeII]. Asano et al. [Asano76] and Fukai et al. 

[Fukai75] have studied the same system in parallel around the same time. 

The agreement with the results by Schober was qualitatively good, except 

for some discussions on low temperature phases. Modified phase diagrams 

reproduced from Pesch [Pesc81] are shown in Fig. 2.4. The -phase has V 

bcc lattice structure with random T site occupation.  

The 1 and 2-phases have tetragonally distorted bct lattices with a 

Fig. 2.2 Pressure-composition-isotherms 

(p-c-T) of V-H system at different tempera-

tures (K) [Fukai05]. 

1000 / T

p
/ 
P

a

V-VH0.5
V-VD0.5

VD0.5-0.7

VD-VD2

VH-VH2
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101

103

105

1000 / T

p
/ 
P

a

V-VH0.5
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VD0.5-0.7

VD-VD2

VH-VH2

2.8 3.0 3.2 3.4 3.6 3.8

10-3

10-1

101

103

105
Fig. 2.3 Van’t Hoff plot of the plateau 

pressure p against inverse temperature 1/T 

taken from [Papat82]. 

The enthalpy change (J/mol-H) and entro-

py change (J/Kmol-H) of the hydride for-

mation can approximately be deduced 

from this plot by the Van’t Hoff relationship, 

Eq. (2.13). 
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length ratio c/a ~ 1.1. Here, preferential Oz-site occupancy is reported 

[Wana72, Camb74, Takano74, Noda86, Marsh87]. The -phase was as-

signed as a monoclinic structure with only a slight tilt of  = 91o. Although, 

the difference between this structure and bct was not clearly confirmed 

due to experimental resolution of XRD [Asano76], the order->disorder 

transition from 1 -> 2-phase is proposed. In the (ordered) 1 phase half of 

Oz sites are statistically occupied, while in the 2 phase Oz sites are occu-

pied with equal probability [Asano76]. Interestingly, the shift of the site 

occupancy from the T-site to the Oz-site occurs through a unique 

re-configuration of four the T-sites to a laterally distorted 4T-site [Sugi84]. 

This geometrical location is schematically shown in Fig. 2.5. Here, the 

4Txy-site has the same symmetry as the Oz-site occupancy. The other 4Tyz- 

or 4Tzx-sites have a 2-fold symmetry. The origin of this occupation is dis-

cussed to originate from a change of the self-trapping energy with lattice 

strain  [Sugi84]. Hjorvarsson et al, [Olsso03] suggested that this site oc-

cupation of H in V is highly sensitive to stress state of the lattice. This 

property is indeed important for thin films, as they are usually subjected 

to large in-plane stress. 

The phase boundaries of V-H and V-D, at room temperature (298 K), 

are indicated in Fig. 2.4. Except for the -phase solubility, the miscibility 

gap of + agrees well for both of H-V and D-V (see red dotted lines). De-

tails on the -phase solvus-line are summarized by Schober [Schob77, 

Schob78] on pure V with impurity levels of C <16, N < 10, O < 70 ppm.  
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Fig. 2.4 V-H and V-D binary phase diagrams reproduced from [Pesc81]. 

Phase boundaries at 298 K (indicated by red dotted lines) are as follows. 

H-V: -solubility = 0.03 H/V, +1 = 0.03 - 0.47 H/V, 1 = 0.47 – 0.67 H/V 

D-V: -solubility = 0.04 D/V, + = 0.04 - 0.47 D/V,  = 0.47 – 0.56 H/V 
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The isotope effect on equilibrium pressures of the V-H and V-D sys-

tems, as determined for polycrystalline V-films of 500 nm thickness, is 

shown in Fig. 2.3. For the di-hydride formation an isotope effect is visible, 

but for the V2H-hydride formation, it is not detectable: Both hydrides, the 

VH0.5 and VD0.5 are formed at 0.001 Pa at 298 K. The absence of an isotope 

effect on the plateau pressure of V-VH(D)0.5 is consistent with a calori-

metric study of Luo et al. [Luo90]. In this study, this feature is of highly 

importance because such almost identical property within VH(D)0.5 allows 

direct comparison of H and D concentration and to alternatively use D for 

atom probe studies. The consequence on using D instead of H for atom 

probe analysis is described e.g. in Chap. 3.4. 

 

2.1.6 Fe (bcc) -H system 

 

There is no study published on the equilibrium concentration of hy-

drogen in -Fe at around room temperature up to now. Previously pub-

lished data at T = 473 K – 1193 K gives the hydrogen concentration cH by 

following formula [FG76], which is based on Eq. (2.9). 

T
pc

1268
25.2log

2

1
log 1010                  (2.14) 

Here, c is in wt%, p in Torr (= mmHg) and T in K. Provided that the H2 

pressure is at 0.001 Pa, the hydrogen concentration cH in -Fe will be cH, 

=4.74 x 10-8 H/Fe, assuming that Eq.(2.14) holds at 298 K. At the same 

pressure and temperature, V2H (H/V = 0.5) starts to form. This suggests 

that the H atoms will be exclusively absorbed in V, and cH in Fe is theo-

retically negligible when hydrogen is introduced in e.g. a multi-layered 

system of Fe and V.  

Under the condition of ideal H solution, the difference of solubility de-

fined as k (= cH in Fe/cH in V) calculated by following equation 

 

 

 

Fig. 2.5 Schematic drawing of 4Txy site and 

4Tzy or zx sites in a bct lattice  (a,b,c = 

x,y,z).(after [Fukai05]) 

a

c

b
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











 


RT

GG

c

c
k FeV

VinH

FeinH
00

exp               (2.15) 

amounts to ~ 10-10. Experimental solubility data of D in Fe at room tem-

perature are currently not found. Some important thermodynamic pa-

rameters for different MH systems are tabulated in Table 2.1 by using 

different sources [FG76, Fukai05, Blei87, Papat82, Gries88, Schob77, 

Wick64, Läss84]. 

 

2.1.7 Pd-H and Pd-D system 

 

The -Pd phase solves hydrogen up to cH = 0.01 H/Pd at 298 K, ac-

cording to the phase diagram [Fries73]. Further hydrogen uptake gives an 

’-phase with a plateau pressure of about 2 x 103 Pa at this temperature, 

which is at a much higher pressure than that of the formation of V2H 

(0.001 Pa). At 0.001 Pa and at 298 K, the cH and cD are similarly calculated 

as shown in Eq.(2.11) and yield cH = 1.3 x 10-5 H/Pd and cD = 4.9 x 10-6 D/Pd, 

respectively. Similar estimation as Eq.(2.15) gives k (= cH in Pd/cH in V) ~ 10-4. 

Thus, at 0.001 Pa, the hydrogen concentration cH in Pd can be neglected 

compared to cH in V for a layered stack of Pd and V.  

In this study thin Pd film is deposited as capping layer to avoid oxi-

dation of underlying V layer and to promote H absorption reaction. Details 

on the H adsorption on Pd surface can be found in Ref.[Chris88]. 

 

2.1.8 W-H system 

 

W was used as one of the substrates for V and Fe/V films because H 

practically cannot solve in W. In fact, the H solubility extrapolated from 

high temperatures (1173 K – 2023 K) [FG76] to 298 K gives only cH = 2 x 

10-24 H/W. No hydride is reported. Phase diagrams of the binary W-H sys-

tem are not available. 
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2.1.9 FeV-H system 

 

In Fig. 2.6, binary phase diagram of FeV system is shown [Land08]. At 

room temperature (298 K), the solubility of Fe in V and V in Fe is 12 at% 

and 25 at%, respectively (indicated by red dot line). At 35at% Fe, the te-

tragonal  phase (-FeCr-type) exists. The lattice parameter of  phase 

changes with Fe concentration and, is extremely larger (a ~ 0.89 nm, c ~ 

0.46 nm at 35at% Fe) [Smith93] than that of Fe (a = 0.286 nm) or V (a = 

0.300 nm).  

It has been reported that the addition of Fe (up to 10at%) in V reduces 

H-solubility [Egu74]. According to the difference of lattice parameter 

 

Table 2.1 Enthalpy change, entropy change and free energy change of Me-H 

reaction. Note that the values are for molH
-1, but not molH2

-1. The estimated 

H-solubility difference k is shown together. 

-32 -61 -14 [FG76] 373 - 773

-27 -67 -7 [Fukai05] 423 - 773

-21.6 -52 -6 [Blei87] 316

-26 -47 -12 [Papat82] 253 - 373

-33 - - [Gries88] 293 - 328

-27 - - [Schob77] 200 - 473

-27.5 -64 -8 [Blei87] 316

-28 -50 -13 [Papat82] 253 - 373

-26 - - [Schob78] 200 - 473

-35.6 -54 -20 [Fukai05] 273 - 373

-35 -42 -22 [Papat82] 253 - 373

V2D -36 -46 -22 [Papat82] 253 - 373

-10 - - [Gries88] 273 - 420

-9.7 -54 6 [Wick64] 323

-9.2 -53 7 [Läss84] 413

-7.9 -53 8 [Wick64] 323

-7.5 -52 8 [Läss84] 413

αFe-H 29 -49 39 [Fukai05] 280 - 1184 ~ 10
-10

W-H 96 -42 118 [Fukai05] 1100 - 3070 ~ 10
-24

Pd-H

Pd-D

ΔH

[kJ/mol H]

ΔS

[J/Kmol H]
T  [K]

k Me

(c Me/c V)

1

Ref.
ΔG 298K

[kJ/mol H]

~ 10
-4

~ 10
-4

V-H

V-D

V2H
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between Fe and V, the lattice size decreases with increasing Fe concen-

tration. This is exemplarily shown in Fig. 2.7 for FeV solid solution phase 

[Land08]. The deviation from Vegard’s law is obviously observed at around 

35at% Fe. Shiga et al. [Shiga78] have suggested that the localized mag-

netic moment of Fe atom breaks down at this concentration, with in-

creasing V content. Change of the lattice parameter is believed to change 

available volume for H atom. Lebon et al. [Lebon10] demonstrated by 

Density Functional Theory (DFT) calculation that alloying of V with Fe, 

Mn and Cr decreases the volume for H. The result is consistent with the 

experimentally observed reduction of H-solubility by alloying.

 

Fig. 2.7 Lattice parameter 

change of Fe-V solid solution 

phase at 298 K [Land08]. A 

strong deviation from the Ve-

gard’s law was reported at 

around 35at% Fe (65at% V) 

[Shiga78], as indicated by the 

red arrow. 

Fig. 2.6 Binary phase 

diagram of Fe-V [Land08]. 

Red dot line is drawn at 298 

K, at which the solubility of 

Fe in V and V in Fe is 12 at% 

and 25 at%, respectively  
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2.2 Hydrogen induced volume expansion in 

thin films 

 

For bulk M-H system without any mechanical restriction, the hydro-

gen induced volume expansion  (see Chap. 2.1.1) takes place homoge-

neously in 3 directions x, y and z and thus the hydrogen induced stress can 

be accommodated by such free expansion (Fig. 2.8 (a)). For thin films de-

posited on elastically hard substrates like Si or Al2O3, the expansion can-

not occur in x and y directions (in-plane directions) as the films are me-

chanically clamped on the substrates (Fig. 2.8 (b)). In order to conserve the 

strain energy (a), additional expansion in the film normal direction (z) is 

necessary (zz in b). Here, corresponding biaxial compressive stress 

should also be accompanied (Fig. 2.8 (c)). It is known that this compressive 

stress can be as huge as several GPa [Lauda99] and that the underlying 

substrate shows even measurable curvature of substrate, when it is thin 

[Nörth06]. 

According to Hook’s law (   M ) [Popov68], such compressive bi-

axial stress induced by hydrogen can be calculated simply from Young’s 

modulus E and Poisson’s ratio  by Eq. (2.16), if  

 

(i) the film material is elastically isotropic (i.e. the stiffness anisot-

ropy factor 02 441211  CCCmani , like for W, for example 

[Sand99]) and  

(ii) the in-plane configuration of the grain is homogeneous (i.e. iso-

tropic in-plane texture with isotropic in-plane strain) [Lauda98].  

Fig. 2.8 Schematic drawing of hydrogen induced volume expansion. (a) Isotropic 

expansion of bulk metal or free-standing film (b) 1-dimensional expansion of a thin 

film on substrate (c) Biaxial stress in the film and corresponding expansion in 

out-of-plane direction 

(a) (b) (c) 
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 
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E
yyxx                     (2.16) 

By assuming that these conditions (i) and (ii) are fulfilled, the average 

in-plane stress   in V film is calculated as -12.8∙cH [GPa∙H/V]. In this 

calculation, 0  = 0.063∙cH [Mage76] is assumed and E = 128 GPa,  = 0.37. 

Corresponding total expansion in z direction tot  is expressed as follows. 

00
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1 
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 










 zztot    (2.17) 

For V, tot = 0.137∙cH. 

However, the condition (i) cannot be established for most of metals 

[Sand99, Zhan07]. Since this study treats epitaxial V (110) films, elastic 

anisotropy and the corresponding stress are examined in the following 

section. 

 

2.2.1 Directional dependence of E and   

 

The relationship between strain and stress is given by Hook’s law 

[Popov68]. For a cubic structure with isotropic symmetry, actual tensor 

components of stiffness and compliance can be reduced from 81 to 36 be-

cause only 11C , 12C  and 44C are independent. Thus, the matrix of the 

elastic modulus is expressed as [Sand99, Dornh02, Nörth06], 

  ijC ,                            ijS                (2.18) 
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(2.18)  

For convenience, Voigt notation is usually used rather than the matrix 

notation if we consider stress-strain relationship on crystal directions as, 

1=xx, 2=yy, 3=zz, 4=xy (yx), 5=xz (zx), 6=yz (zy). Specifically, if there is no 

shear strain assumed to occur (Fig. 2.6), 0654   . 

In order to calculate the directional dependence of the elastic con-

stants, the matrix notation is used. The elastic stiffness constants ijklC  or 

the elastic compliance constants ijklS  must be transformed by introducing 

a rotation matrix a .  
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The transposed matrix 
ij

t a  gives now the rotation of x, y and z axes as 

follows. 
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The definitions of   and   with respect to the crystal axes are drawn in 

Fig. 2.9 ( oo 1800    and oo 3600  ).  

The directional dependence of E and  can then be calculated by Eq. 

(2.22) and by Eq. (2.23), respectively.  
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The elastic compliances Sij are summarized e.g. by Gray [Gray72] and 

Hirth [Hirth68] for various metals. For V, S11 = 6.83 (TPa)-1, S12 = -2.34 

(TPa)-1, S44 = 23.48 (TPa)-1. For Fe, S11 = 7.72 (TPa)-1, S12 = -2.85 (TPa)-1, S44 = 

9.02 (TPa)-1. The results of these calculations on V and Fe using S in Ref. 

[Hirth68] are shown in Fig. 2.10 (a) and (b).  

A completely opposite directional dependence of the elastic modulus E 

is visible for V and Fe. In the directions from [-1-10] to [001], E varies 

x [010] 

y [100] 

z [001] 





Fig. 2.9 Rotation of  and  

respect to the crystal axes for 

the calculation of directional dependence of E. 
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between 123 GPa and 146 GPa for V and, for Fe, it varies between 213 GPa 

and 130 GPa. The Poisson’s ratios which are plotted in Fig. 2.10 (c) and (d) 

for V and Fe, respectively, show a strong anisotropy in (110) plane. This is 

also reported in the work of Zhang [Zhan07]. Poisson’s ratios of V and Fe 

in (100) and (111) planes (not shown) show isotropic distribution. 

 

 

[100] [010] 

[001] 

[100] [010] 

[-1-10] 

[-1-11] 

[-1-10] 

[-1-11] 

146 GPa 

117 GPa 

123 GPa 

[001] 

[-110] 

(110) film 

130 GPa 

213 GPa 

272 GPa 

[001] 

[-110] 

[001] 

[-110] 

0.2 

0.4 

0.2 0.4 0 

0.2 

0.4 

0.2 0.4 0 

(a) E V (b) E Fe 

(c)  V(110)  

Fig. 2.10 Directional dependence of E and  of V and Fe calculated by 

Eqs. (2.22) and (2.23). (a) E V (b) E Fe (c   V(110) (d)  Fe(110). Respective 

sample geometry of (110) film applied for stress measurement in this 

study is shown together. Completely opposite directional dependence of E 

between V and Fe is confirmed. Poisson’s ratio shows strong anisotropy 

in (110) plane, while those in (100) and (111) planes show isotropic dis-

tribution (not shown). 
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2.2.2 Hydrogen induced expansion and stress in 

(110) films 

 

The stress is the partial derivative by strain d of the strain energy 

density f. For an isotropic linear elastic body, fel is 
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Here, introduction of the Voigt notation, for convenience, yields 
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To calculate fel for the (110) plane, a rotation versus z and xy axes with 

-90o and 135o is needed. From Eq. (2.21) this rotation manipulation gives 
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By tensor transformation for strain the corresponding strain components 

are now expressed as follows (shear strain is neglected). 

   

   






















2

312
1

132
1

132
1

312
1

00

0

0







 ij                  (2.27) 

By combining Eq. (2.25) and Eq. (2.27), the strain energy density fel is ob-

tained by the following equation. 
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(2.28) 

The condition of the free expansion 3 is assumed (Fig. 2.8) and thus 

the stress in z direction is 0 (∂fel / ∂3 = 3 = 0).  

For V (110) film, the hydrogen induced expansion 3 is then given by 
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 (2.29). 

The biaxial stress 1 ([1-10] as longitudinal direction of sample) and 

2([001] as transversal direction of sample) can separately be given by 
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substitution of Eq. (2.29) in Eq. (2.28). 
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For the same biaxial expansion, 1 = 2 = -0 = -0.063cH, the biaxial stress in 

V (110) film is calculated by following equations, with published stiffness 

values of C11 = 229 GPa, C12 = 119 GPa, and C44 = 43 GPa for bulk V 

[Bolef61].  
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The negative sign means compressive stress. In a -cH curve, the lin-

ear elastic region is characterized by the slope of -11.7 ~ -13.3 GPa/cH de-

pending on the direction of bending.
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3. Experimental 
 

3.1 Sample preparation 

 

The thin film samples were prepared by UHV sputter deposition sys-

tem. The base pressure of the vacuum chamber can hold the order of 10-8 

Pa when no heating of the sample is applied. In order to prepare 

coarse-grained or epitaxial samples it is mostly necessary to heat the 

substrate. In this system, it is possible to heat the substrate up to 1073 K. 

While heating the substrate at this temperature the base pressure in-

creases typically up to 10-5 Pa due to degas and gradually stabilizes down 

to 10-6 Pa. Subsequent deposition was carried out only after the pressure 

stabilized. The Al2O3 substrates were cleaned by acetone and isopropanol 

before introduction to pre-evacuation chamber. After reaching at 10-5 Pa 

the sample was transferred to the sputtering chamber. The target holder 

in the system is rotational and can mount four targets at maximum. The 

Fe/V multi-layered samples were prepared by alternative rotation of the 

target holder manually. This system is ideally so designed for nm-order 

 

Table 3.1 Conditions for sputter deposition 

Sputtering gas

Sputtering gas pressure [Pa]

Substrate-target distance [cm]

Target purity (Fe, V, Pd) [%]

Energy of Ar
+
 [eV]

RF power [W]

Pd 0.95

V 0.35

Fe 0.70

Substrate temperature [K]

Ar (purity: 99.9999%)

5 x 10
-3

 ~ 1 x 10
-2

15

 > 99.9

  For Atomprobing :  W (110) tip,

      Stress measurement : 30 mm x 7 mm x 0.2 mm

      Acoustic emission : 10 mm x 7 mm x 0.2 mm

  Electrochemically etched and developped by FIM,

curvature radius of 40 ~ 50 nm

880

76

  For flat films : Al2O3 (0001) or (11-20)

      In-situ  XRD : 10 mm x 10 mm x 0.5 mm

Substrate, size

Deposition rate [ nm / min.]

297 ~ 1073
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thin film preparation that the low ion current density can be applied and 

therefore the sputtering rate is approximately 10 times smaller (less than 

1 nm min
-1

.) than that of the other systems operated with hot cathode. Ad-

ditionally, the UHV-STM system is equipped directly to the sputter 

chamber, as illustrated inFig. 3.1. 

The orientation of the substrate, deposition temperature and the 

thickness were varied on purposes of experiments. Typical sputtering pa-

rameters are summarized in Table 3.1. Two different orientations of sap-

phire substrate, (0001) and (11-20) supplied by Crystec GmbH were used 

to investigate probability of different growth orientation. Some specified 

conditions will be described on each result. Preparation of Fe/V mul-

ti-layered film was carried out typically at 343 K after deposition of V 21 

nm buffer layer at 1073 K to ensure epitaxial growth of Fe/V. For atom 

probe analysis, sharpened W tip was used as substrate for V and Fe/V 

films because the lattice mismatch between them is relatively small (~ 

Manipulator (x, y, z) 

with sample holder 

STM chamber 

Ar+ source 

Sample transfer rod 

Target holder 

Ion beam sputter system 

Pre-evacuation system 

UHV-STM system 

Fig. 3.1 Ar ion beam sputtering system used in this study (The picture was 

taken from Ref. [Nörth06].). The system consists of 3 parts; pre-evacuation 

chamber, sputter chamber and STM chamber as divided by blue lines. The 

manipulator is capable of translational motion in x, y and z directions. The 

target holder is a cube-shaped Cu block with water cooling tube. Pd, V and 

Fe targets were mounted on this cube so as to enable multi-layered film 

fabrication. 
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5%) and W is one of the suitable element for atom probing owing to its 

high mechanical strength. In case of deposition on W substrate, the sub-

strate temperature was kept at 298 K. A detailed description about W 

substrate preparation is found in Chap. 3.5.1. 

All of the samples prepared were followed by capping of Pd over-layer 

in order to prevent oxidation and to facilitate subsequent hydrogen ab-

sorption. 

 

3.2 X-ray diffraction (XRD) and X-ray reflec-

tivity (XRR) 

 

3.2.1 XRD 

 

The microstructure, initial strain state, texture and lattice expansion 

upon hydrogen uptake have been investigated by X-ray diffraction (XRD). 

For the samples without hydrogen loading the diffraction measurement 

was carried out with X’pert MRD (Philips, Co K). Additionally to normal 

2 - scans, rocking curves for some films were recorded to determine the 

crystal quality of the films. By Bragg’s law, the peak position in 2 gives 

the corresponding interplanar distance d. For cubic structure, lattice pa-

rameter a can be calculated by following relationship with (h k l) and its 

measured interplanar distance d [Culli78]. 

222 lkhda                           (3.1) 

Additionally, the full width at half maximum (FWHM) of the peak 

gives information about the domain size or about the lattice coherency in 

the out-of-plane direction of the film [Culli78]. For the determination of 

this XRD domain size, Scherrer’s formula was applied where; 

BB
t





cos

9.0
                            (3.2) 

t : domain size,  : wavelength, B : FWHM and  : peak position. 

Unfortunately, initial in-plane stress contribution has to be neglected be-

cause of the thin film condition where only one diffraction peak typically is 

found. The calculated domain sizes are, therefore, usually lower limits for 

the true domain size. 

In case of the multi-layered film, the total X-ray scattering intensity is 

a sum of that in the individual multi-layer constituents (Fe and V, in this 

study) and thus the XRD patterns are different from that of single layered 

film. These patterns can be calculated in a simple way by step model 
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[McWhan83, Full92] by assuming an average lattice spacing d0 as 

nnn
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Here, n is the number of lattice planes with d and  is the double layer 

thickness. Through the following equations, the total scattering intensity 

can be calculated,  
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      (3.4) 

where N is the repetition number of the double layer, f is the atomic scat-

tering factor, which can be approximated by the atomic number. The con-

tinuous variable l is defined as following for given 2, with X-ray wave 

length . 




θd
l

sin2
                               (3.5) 

By these equations, XRD patterns can be simulated with arbitrary 

given nFe, nV, dFe and dV. Thus, fitting of an experimentally given XRD 

pattern of multi-layered film by Eq. (3.4) allows a structure refinement, 

Texture measurement enables to determine in-plane structure. The 

epitaxial relationship between the film and the substrate can also be in-

vestigated. For stress measurement it is of crucial information in order to 

calculate stress value correctly.  

 

3.2.2 XRR 

 

The film density, single layer thickness l and surface or interface 

roughness  of the samples were determined by X-ray reflectivity (XRR) 

measurements [Parra54, Tolan99]. XRR method is a non-destructive and 

non-contact technique for thickness determination between 2 - 200 nm 

with a precision of about 0.1 – 0.3 nm. This can be carried out by using 
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normal 2/ geometry but with well-collimated optical condition at glazing 

angle in X’pert MRD.  

Below the so-called as critical angle c where the reflected intensity 

abruptly drops, total reflection of x-ray occurs (nA=1 in Fig.3.2). At c the 

refraction of x-ray in the material starts to take place.  The refraction 

index n of x-rays is slightly smaller than 1 (nB <1) and expressed as; 

 11   in                            (3.6) 

where  as real part indicates dispersion and  as imaginary part shows 

absorbance, respectively. The  and the  have following relationship be-

tween the density [Walla95]. 













 










i

ii

Ai

e

M

fZ
N

r '

2

2



                        (3.7) 
























i

i

Ai

e

M

f
N

r ''

2

2



                            (3.8) 

Here, NA is Avogadro’s number,  is the wavelength of the x-rays, re is the 

classical electron radius, Zi is the number of electrons per atom, Mi is the 

atomic weight and fi,’ an fi ’’ are the atomic scattering factors.  

By Snell’s law, the refraction angle of x-ray can be expressed as 

'coscos  Bn                               (3.9) 

At the proximity of c the absorbance can be neglected as a first ap-

proximation and c =.  

  11cos in                         (3.10) 

  ]rad[1cos 1                               (3.11) 

.][deg2                                      

From (3.7) and (3.11) the density of the material can be calculated by 

measuringc. 

At angles  greater than c, the x-ray penetrates in the material. If the 

X-ray

 

 ’

nA = 1

nB < 1

 

Fig.3.2 Schematic illustration of re-

flecting and refracting x-ray 
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optical density of the material varies in vertical direction i.e. metal film 

layers are on a substrate, the interference of refracted x-ray from the films 

and substrate can be recorded as phase difference at each interface, which 

is analogous to Bragg’s condition.  

The m-th interference maximum for a path difference  = m, is located 

at 

cmlm  22 sinsin2                      (3.12) 

where m is an integer. From the difference of 2 neighboring maxima, the 

thickness l can be derived by Eq. (3.12). 

The surface roughness, interface roughness or composition diffuseness 

in 2 different layers can also be evaluated as these also change the elec-

tron density  (diffuseness changes ) With help of different interface 

profile functions developed by Stearns [Stear98], the interface imperfec-

tions can be evaluated. Details of the formalism are found in [Parra54]. 

In Fig.3.3 a simulated example of XRR curve of a V 100-nm thick film 

on a Al2O3 (11-20) substrate capped by Pd 20-nm thick film is shown. The 

simulation was done by IMD developed by Windt [Windt98]. The infor-

mation included in XRR curve is schematically illustrated therein. There 

are 2 type of fringes found in the figure. The finer fringe represents 

100-nm thick V, while the wider fringe is for Pd 20 nm. By fitting experi-

mentally obtained XRR curve with that of simulated by IMD software the 

parameters shown above can be refined.  

Additionally, the interface roughness can be compared with that ob-

tained in atom probe measurement. 

 

 

Fig.3.3 An example of 

simulated XRR curve by 

IMD [Windt98] on Pd 20 

nm / V 100 nm on Al2O3 

(11-20) substrate and 

different information 

drawn out of it. 
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3.2.3 In-situ XRD during hydrogen loading 

 

In-situ XRD measurement during electrochemical hydrogen loading is 

one of the main scopes of this study. At B2 beam line of HASYLAB, DESY 

in Hamburg these in-situ XRD data were collected using a specially de-

signed electrochemical loading cell developed by “Hydrogen in Metals 

group” in Göttingen University (described in Chap. 3.3.2). The sample in 

this cell is mounted on Euler cradle so that the rotation and tilt of the 

sample can be adjusted (see Fig. 3.4). In each loading cycle a known 

amount of hydrogen is loaded step-by-step in the sample and at each step 

the diffractogram is recorded. Fig. 3.5 shows an example of result showing 

the whole diffractograms recorded for V-Fe3at% 100 nm single layered film 

capped with Pd 20 nm at each hydrogen concentration. The shift of V peak 
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Fig. 3.5 Diffractograms of 

V-Fe3at% 100 nm single 

layer capped with Pd 20 nm 

at each hydrogen concentra-

tion recorded at HASYLAB 

B2 ( = 0.119 nm) The 

V(110) peak shifting to the 

left means the lattice expan-

sion upon H uptake. 

 

Fig. 3.4 The experimental 

station at HASYLAB B2.  

1: Electrochemical loading 

cell,  

2: Euler cradle,  

3: Goniometer for detector,  

4: Goniometer for sample 

1 2 3 4 
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position induced by hydrogen absorption, indicating lattice expansion can 

be clearly seen. The x-ray wavelength used in this experiment was 0.119 

or 0.129 nm, depending on the mirror setting.  

 

3.3 Electrochemical hydrogen loading 

 

3.3.1 Electromotorical Force (EMF) measurement 

 

The hydrogen loading treatment for the films deposited on Al2O3 sub-

strates were carried out electrochemically, by using a house-made current 

pulse source in the Institut für Materialphysik, Göttingen University. The 

simplest loading set up composed of this current source, impedance con-

verter, a reference electrode (Ag/AgClsat.), a counter electrode (Pt or Pd) 

and electrolyte as 1 : 2 (vol.) mixture of H3PO4 (85%) and Glycerin (85%).  

A known amount of hydrogen can be charged step-by-step in the sam-

ple according to Faraday’s law. At each loading step, hydrogen ion pro-

duced at the sample surface diffuses in and the process is observed as a 

change of electromotorical force (EMF) curve until it equilibrates. The 

EMF value at equilibrium as a measure of the chemical potential of hy-

drogen is directly translated into hydrogen partial pressure by Nernst 

equation [Atkins82]. 

 







 


RT

nFEE
pH

0exp
2

                    (3.13) 

Here, E is the measured EMF value, E0 is the standard potential of refer-

ence electrode (0.2223 V for the Ag/AgCl saturated electrode at 298 K), n is 

the number of electrons related to the reaction (n = 1 for hydrogen), F is 

the Faraday constant, R is the gas constant and T is absolute temperature. 

 Consequently, a pressure-composition isotherm (p-c-T) can be drawn 

from one measurement. A schematic picture of hydrogen loading flow is 

illustrated in Fig. 3.6.  

On purposes of in-situ measurement in this study, the basic H loading 

set up was combined with an induction gauge for film stress measure-

ments, with AE sensor for AE measurements and with XRD at HASYLAB, 

respectively. Some special H loading cells used for these measurements 

are shown in the next section. 

 

3.3.2 Hydrogen loading cell for in-situ XRD 
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In Fig. 3.7, the loading cell for in-situ XRD measurements at 

HASYLAB is shown. Original cell design was developed by N.M. Jisrawi 

from Brookhaven National Laboratory (BNL) and further optimization 

was done by M. Dornheim [Dornh02]. The level of electrolyte in the cell 

can be controlled by the injector. During the XRD scan the electrolyte is 

removed by this injector and for the next loading step it again covers the 

sample surface.  

The N2 port is important to prevent H-loss from the sample. During 

the scan the sample surface is exposed to atmosphere and thus any oxygen 

at the surface can form H2O. To avoid this, N2 gas was continuously flown 

into the cell during the whole measurement and kept under inert atmos-

phere. 

 

 

 

 

Fig. 3.7 The H load-

ing cell used for 

in-situ XRD at 

HASYLAB. Original 

design was made by 

N.M. Jisrawi. 
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Fig. 3.6 A schematic picture showing H loading pulses (left) and a p-c-T 

curve derived from a series of the equilibrium values of EMF (right) via Eq. 

3.13. 
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3.3.3 Hydrogen loading cell for in-situ stress meas-

urement 

 

The stress measurement was conducted in order to investigate 

in-plane stress response upon hydrogen absorption in the film. According 

to the linear elasticity theory the compressive stress development should 

have a known slope in the elastic range and deviates when any plastic 

deformation occurs. The obtained results are discussed from this point of 

view.  

For the stress measurement, a set up schematically shown in Fig. 3.8 

was used. This set up was developed in the study of Nikitin [Nikit08]. The 

cell itself, shown as blue line, has the holder to grab the sample as to be a 

cantilever. One side of the sample is now fixed and is adjusted so that the 

backside of the sample connected with a small Pd plate comes close to the 

induction gauge mounted at the bottom of the cell. The distance between 

the metal plate i.e. the sample and the gauge can be measured as voltage 

in a certain range, where the voltage has linear relationship with the 

distance.  

According to the calibration of the sensor used in this study, this linear 

sensibility  was 7.6 mV/μm (for Pd plate). The hydrogen absorption will 

cause in-plane stress in the film and the entire sample bends and the 

curvature radius varies as a result of elastic response as shown in the 

figure. The resulting change of sample-gauge distance z is detected as 

change of capacitance U. Therefore, 



U
z


                           (3.14) 

The radius of curvature R is therefore calculated from z and length of the 
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Fig. 3.8 Schematic picture of in-situ stress measurement set up during 

EMF measurement. EMF data and stress data can be obtained simul-

taneously. 
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sample L as 

z

L
R

2

2

                            (3.15) 

From the curvature radius obtained, the in-plane stress in the film can be 

calculated by Stoney’s formula [Ston09].  
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                       (3.16) 

Here, Es is Young’s modulus of substrate, s is Poisson’s ratio of the sub-

strate, ts and tf is thickness of the substrate and of the film, respectively.  

Only the total thickness of V was taken into consideration for tf in this 

study, as the hydrogen is absorbed practically only in the V layer. Hydro-

gen absorption in Pd cap and Fe layers is negligible (see H solubility data 

in Chap. 2). 

 

3.3.4 Acoustic emission (AE) 

 

AE technique has been applied only for bulk samples. In this study, 

this application was extended to thin film samples. In the frame of joint 

research project with P. Dobron and J. Cizek in Charles University in 

Prague of the Czech Republic, acoustic emission (AE) measurement was 

carried out. The objective was to focus on mechanical response of thin 

films during hydrogen absorption e.g. dislocation’s motion, creation of film 

bucking and subsequent detachment. Detailed description on this method 

H-loading set 

up 

H-loading cell 

AE amplifier 

Computer 

Sample 

AE Sensor 

Fig. 3.9 An overview of AE measurement set up. The sensor is mounted 

by glue on the back side of the substrate so that only the film plane is in 

contact with the electrolyte. Actual sample holder is illustrated in Fig. 3.10. 

Clamp 
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is found for instance in Ref. [Mill87].  

An overview of the experimental set up is shown in Fig. 3.9 and in Fig. 

3.10. The AE measurements were performed in-situ during the electro-

chemical hydrogen loading with a computer-controlled DAKEL-XEDO-3 

AE system. Threshold voltage for the AE count was set at 480 mV (full 

scale was ± 2.4 V). The signal sampling rate was 4 MHz. A piezoelectric 

sensor MST8S (3 mm diameter, a frequency band from 100 to 600 kHz) was 

attached to the backside on the substrate of the loaded film. Only the front 

side of the film sample was immersed into the electrolyte to protect the 

sensor from corrosion.  

The collected raw AE counts are summed up in relation to each H 

concentration step and plotted against cH as a cumulative AE curve. This 

treatment is schematically shown in Fig. 3.11. 
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data treatment to obtain a 
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Fig. 3.10 A schematic illustration of 

the sample holder made of PVC with the 

sensor. The holder has a wide opening 

on one side. Another side (electrolyte 

side) has a small (3 mm) hole to connect 

the sensor to the sample. 

To amplifier 

To EMF set up 

To clamp 

Electrolyte 

Sample 
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3.4 Deuterium gas loading 

 

For the samples subjected to atom probe tomography (APT) analysis, 

gas-loading procedure was applied. 

The reason why to use D2 gas but not H2 can be summarized as follows. 

As introduced later in the coming section, the APT technique is based on 

time-of-flight technique and, therefore H can also be detected. However, 

the loaded H must be ultimately distinguished from residual hydrogen in 

the chamber atmosphere. Besides, even at cryogenic temperatures as low 

as 50 K, which is a typical analysis temperature for APT, interstitial hy-

drogen is highly mobile and has a diffusion coefficient of about 10-9 cm
2 

s
-1 

e.g. in V [Fukai05]. During the APT analysis the surface of the sample is 

removed continuously and the absorbed H will immediately diffuse to-

wards the newly created surface because such fresh surface is energeti-

cally favorable for H. Finally, the hydrogen will be lost by recombining into 

H2 or by forming H2O in the chamber atmosphere. To avoid this, use of 

heavier isotopes like D instead of H is thus strongly recommended for 

APT.  
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Fig. 3.12 XRD profiles of H-loaded V 100 nm film on Al2O3 (11-20) substrate 

(Co Kα). The film surface was capped with 20 nm Pd film. The Pd peak is 

not seen due to peak overlap. Under vacuum condition (a) there is no peak 

shift of V-hydride observed in the course of repeated scan. However, similar 

scans in air (b) indicate clear peak shift to higher angles as the time 

elapses, which indicates clear trace of H-loss from the V layer. The scans in 

vacuum were carried out using a house-made XRD machine in Institut für 

Materialphysik, Göttingen University, under operation by D. Plischke. 

(a) (b) 
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In the pioneering work performed by Kesten [Kest02], indeed, D was 

used. Nevertheless, the observed D concentration was significantly lower 

than that of expected from corresponding p-c-T curve. This study also en-

countered the same problem. Later, the origin of this problem was identi-

fied by performing XRD investigation of H-loaded film in air and in vac-

uum.  

In Fig. 3.12, the results of these XRD scans are shown [Gemma09]. It 

is obviously seen that the peak of V hydride phase shifts to higher angle 

when the scan is performed under atmospheric air condition, while the 

same scan under vacuum shows no peak shift. This result clearly indicates 

hydrogen-loss from the V layer by H2O formation at the film surface, 

namely at the Pd capping layer.  

Unless an O2-free condition is established, no successful analysis is 

possible. This topic was studied in this thesis and the D2 loading chamber 

was newly designed and built with technical help by T. Schulz. The set up 

is schematically shown in Fig.3.13. This system is equipped with a mag-

netic sample transfer rod, which is coupled with a gate valve so that the 

D2-loaded sample can be transferred from the loading chamber to APT 

chamber without breaking D2 atmosphere.  

Actual D2-loading procedure typically starts as follows. At first, the 

whole system was evacuated until the pressure reaches better than 1 x 

10-5 Pa after bake-out of the transfer rod at 383 K for 12 hours. After this 

bake-out, the pressure typically showed 10-6 Pa. Thereafter, deuterium gas 

(purity: 99.98%) was leaked into the system. The pressure of the D2 gas 

can be measured by capacitance manometer and is kept at a desired 

pressure by adjusting the leak valve’s opening. As soon as the D2 gas was 
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Fig.3.13 Deuterium gas loading set up. 1: D2 gas bottle (99.98%), 2: Variable 

leak valve, 3: Capacitance manometer 105 Pa max., 4: Capacitance manom-

eter 100 Pa max., 5: Turbo molecular pump, 6: Oil rotary pump, 7: Gate valve, 

8: Sample mounted on transfer rod, 9: Magnetic transfer rod with sample, 10: 

Vacuum gauge 
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introduced at a desired pressure, the gate valve for the transfer rod was 

closed and the sample was loaded with deuterium for 24 ~ 48 hours.  

After loading, the transfer rod was removed from the set up and con-

nected to a pre-evacuation chamber on the APT (Fig.3.14). Before intro-

ducing the sample into the main chamber, the pre-evacuation chamber 

was evacuated to a pressure of better than 6 x 10-6 Pa (to minimize oxygen 

partial pressure). Then, the gate valve was opened to evacuate also the D2 

gas remaining in the transfer rod. After breaking D2 atmosphere the in-

troduction of sample into the main chamber was done within 10 min. Upon 

mounting the sample on cooling stage, the sample was rapidly cooled 

down to 130 K and thereafter, to desired temperature for analysis. 

 

3.5 Field ion microscopy (FIM) and Atom 

probe tomography (APT) 

 

3.5.1 Field ion microscopy (FIM) 

 

The FIM enables to investigate the surface of a conductive sample 

with a magnification of about 107 with help of an imaging gas and its field 

ionization. In 1951 E. W. Müller has firstly developed FIM and this in-

vention has later been developed to Atom Probe Tomography (APT). A 

detailed history on the development of FIM and APT technique can be 

found e.g. in a review article by Kelly [Kell07]. An absolute demand for the 

FIM and APT is the sample to be in a shape of sharp needle because a high 

electrical field must be applied in order to field-evaporate atoms.  

The sample tip for APT in this study was prepared by electropolishing 

of W (0.1 mm-) wire as shown in Fig. 3.15. First, the W wire was cut into 
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Fig.3.14 Transfer rod mounted 

at atom probe analysis sys-

tem.  

1: Transfer rod with D2 loaded 

sample 

2: Pre-evacuation chamber 

3: Sample parking chamber 

4: Main analysis chamber 
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about 15-mm-length and clamped in a Cu tube (15 mm). Then the sample 

was placed into a cuvet filled with 2N-NaOHaq. The sample was moved 

upwards and downwards alternatively while the AC voltage (1-5 V) was 

applied. Finally the bottom part of the W drops off due to thinning and the 

rest part was used as W substrate. 

In Fig.3.16 a schematic picture of the FIM and APT system used in 

this study is sketched. The image is produced by applying high DC voltage 

to the sample placed in a ultra high vacuum chamber, but filled with some 

amount of imaging gas as He, Ne, Ar etc. at a pressure around 10-3 Pa. For 

the imaging the sample tip must be cooled down to cryogenic tempera-

2N-NaOHaq

1 ~ 5 VAC

W wire

Tip radius < 50 nm

Needle-shaped W

Counter electrode, Pt

Fig. 3.15 Electropolishing 

of W wire. The wire is 

moved downwards and 

upwards alternatively while 

electropolishing is carried 

out. Finally, a sharp nee-

dle-shape is obtained. 

Fig.3.16 Schematic drawing of FIM and APT. For FIM operation the 

MCP/Screen stands in front of the sample tip, while for APT mode this 

screen is removed. The sample is connected with He cryogenerator. The 

minimum temperature achieved in the system is 20 K. 

FIM APT 
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tures of 100 - 20 K to suppress lattice vibration and to induce quantum 

tunneling for the imaging gas. The imaging gas atoms are first polarized 

at the proximity of tip surface due to the high electric field and attracted 

to the surface (Fig.3.17). The collided gas atom loses its kinetic energy at 

the surface and trapped in the ionization zone. This is called as field in-

duced adsorption, which occurs at about 0.5 nm above the tip surface. If 

the electric field is high enough as e.g. 44 V/nm for He, the quantum me-

chanical tunneling process induces the ionization of the accommodated 

atoms and, as a result, the ionized gas atoms are repelled to the 

MCP/phosphor screen.  

The ions hitting the screen produce prominent spots as a consequence 

of electron multiplication at MCP as seen in Fig. 3.18 (W tip). These spots 

are interpreted as atomic terraces and one series of spots produce a con-

centric ring, representing each crystallographic plane. Their geographical 

relationship each other can be considered approximately by stereographic 

projection.  

If the applied voltage is high enough to exceed field evaporation 

strength EF, the surface atoms will be ionized and evaporated lay-

er-by-layer. With increasing the voltage, the curvature radius of the tip 
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Fig. 3.18 FIM image of W tip (76 K, 7.6 

kV, He gas 5 x 10-3 Pa). I 

Fig.3.17 Schematic 

illustration of the field 

ionization process of 

gas atoms. (Taken 

from Ref. [Mill00].) 
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increases in the meanwhile. This process can, therefore, be used to “clean” 

the surface of an already prepared W substrate before the film deposition 

process. The increase of the tip radius will require further electric field to 

keep evaporation to occur as can be imagined from Eq. (3.17). 




E

U
R 0                              (3.17) 

R is the curvature radius of tip, U0 is the applied voltage, EF is the evapo-

ration field (ca. 30 ~ 40 V/nm for transition metals) and  is called geome-

try factor, which is to consider the deviation from the ideal hemispherical 

shape of tip and ranges usually from 5 to 7 [Mill00].  

All of the W substrates used in this study were developed by field 

evaporation until voltage of about 10 ~ 12 kV and thus the curvature ra-

dius of 30 ~ 50 nm.  

The developed tips were then mounted on a specially designed sample 

holder shown in Fig. 3.19 and subjected to sputter deposition.  

 

3.5.2 Atom probe tomography (APT) 

 

The beauty of atom probe lies on the ability of detecting all elements 

as it is based on the time-of-flight principle. The atom probe tomography 

(APT) enables us to look even into the 3-dimensional distribution of atoms 

through the position sensitive detector and development of computational 

method. Under optimized reconstruction condition and at low tempera-

tures (10 ~ 30 K), the spatial resolution in analysis direction is about 0.1 

nm. The APT technique itself and the system used in this study were de-

veloped by Blavette et al. in Rouen. Detailed information can be found in 

Substrate holder 

W wire substrates for APT (x 4) 

 

 

Fig. 3.19 A special holder for the 

sputter deposition on W substrates 

for APT. 4 tip-samples can be 

prepared at once. Targets are lying 

below this picture, so that the 

sputtered particles are deposited 

from the bottom side onto the 

substrates. 
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Ref. [Al-K03].  

The APT analysis is after all based on field evaporation process. By 

the superposition of pulse voltage (Up) on the standing voltage (U0), the 

atoms can be removed layer-by-layer in a controlled way with assistance of 

computer program. The value of Up and also the analysis temperature 

must be carefully chosen to avoid any preferential evaporation when mul-

ti-component system is measured, as the evaporation field EF for each 

element sometimes significantly differs. In this study, Up was typically 

20.0 % of U0 and, the pulse repetition rate f of 2 kHz were applied. 

Again in Fig.3.16, the screen for FIM is now removed from the axis for 

APT analysis and the imaging gas is evacuated until base pressure in the 

range of 10-7 Pa is established. When a pulse voltage is applied i.e. at the 

onset of the evaporation, the “clock” for flight time measurement starts. 

On the impingement of ion at the position sensitive detector, the clock 

stops and thus, the flight time is measured. Simultaneously, the x and y 

coordinates of the ion at the detector will also be recorded in the computer. 

This evaporation sequence is repeated until the voltage reaches its limit or 

until the sample tip ruptures due to mechanical stress induced by high 

voltage. 

Using the principle of energy conservation, the flight time can be 

converted by mass-to-charge ratio as in Eq. (3.18), 

 
2

02 









L

t
UUe
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where m is the mass, n is the ionization state, e is the elementary charge, t 

is the flight time and L is the flight distance. The ion hitting the MCP 

produces charge cloud covering usually more than 2 anodes. The x and y 

coordinates are determined by interpolation of charge cloud distribution 

on these anodes to the center of gravity and the magnification of the image 

 which must be previously determined from image compression factor. 

The initial positions of atoms are therefore obtained as, 
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                         (3.19). 

In principle the increment of depth z can be calculated from the number of 

atoms removed from the surface by taking the atomic volume, the detec-

tion efficiency of the detector (0.5 ~ 0.6) and the detector surface. However, 

as expected also from Eq. (3.17), the change of curvature radius must be 

taken into account, too.  



42  3.5 Field ion microscopy and atom probe tomography 

The requirement of consideration on the sample geometry is especially 

strict for multi-layered sample, as the product E· cannot be regarded as 

constant in this case and application of Eq. (3.17) causes severe distortion 

of the reconstruction volume. G. Schmitz [Schm01] has developed a dif-

ferent reconstruction algorithm to solve this problem by introducing the 

factors on the specimen’s initial radius and shaft angle. In this study his 

algorithm was employed and successful reconstruction was obtained. 

By using the raw data obtained, reconstruction was carried out on AVS 

[AVS]. The depth concentration profile is one of the basic representations 

of the data, and especially suitable to investigate localized information at 

materials interface. In order to calculate this concentration profile, a cyl-

inder volume of 5 nm diameters along the analysis direction was placed 

along the analysis direction. In this cylinder the volume was sliced into 

0.3-nm thick disks where more than 120 atoms were included in each, and 

the number of atoms therein was calculated. Thereafter, these slices were 

overlapped together by 0.1 nm and plotted as a depth concentration profile.  

Because of evaporation aberration and, also because the detection ef-

ficiency of APT is not 100 % (typically ~ 60 %), the volume along a pole 

should not be used for concentration profiling from reliability point of view 

[Hono98, Hono99]. 

53 nm

1 nm3

Fe0 at% 50 at%

FeFe VVPd

53 nm

1 nm3

Fe0 at% 50 at%

FeFe VVPd
(a) 

(b) 

Fig. 3.20 (a) An example of volume reconstruction of Fe/V multi-layered 

film analyzed by APT. (b) The same volume represented by 2D Fe 

iso-concentration map (0 - 50 at%). 
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From visualization point of view, 2D iso-concentration color mapping 

is also useful to have an overview of chemical modulation in the entire 

sample (see Fig. 3.20). Likely in 1D profile, the volume was divided into a 

selected size and spaced at certain mesh size for overlap. In this work the 

representation was carried out typically with the box size of 3 nm x 3 nm x 

0.5 nm in which more than 100 atoms are included, and with the spacing of 

0.3 nm. 
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4. Sample characterization of 

as-prepared films 
 

The chemical composition of the films was determined by Energy 

Dispersion X-ray spectroscopy (EDX) and by APT. These analysis results 

revealed that V single layered films contain several at% Fe, which could 

be brought from sputter source. Alloying of V with Fe is known to loga-

rithmically increase dissociation pressure of V hydride and its relation-

ship is found e.g in Ref. [Yuka03]. Estimation of the dissociation pressure 

is, therefore, accessible when Fe concentration is known.  It should be 

notified that 2 - 8at% Fe is originally contained in V layer depending on 

sputter condition prepared in this study. Upon D2 gas loading, this alloy-

ing effect rather helps to control the D2 pressure at desired value because 

pure V shows significantly low dissociation pressure of 10-3 Pa at room 

temperature [Velec69, Papat82]. 

Thin film growth is always governed by substrate material and its 

orientation, which induces different film orientation and in-plane stress. 

Such impact is reported to influence on p-c-T property of the film [Tal-G10]. 

In this study, two different substrates, namely (0001) sapphire, (11-20) 

sapphire were used as plane substrates. For FIM and AP, W substrate 

with (110) wire texture was used. Two different orientations of sapphire 

substrate were chosen to investigate influence on film orientation in view 

of epitaxial growth and on H absorption behavior. For the evaluation of 

stress measurement it is necessary to investigate film orientation and its 

relationship with substrate orientation.  

Moreover, initial stress state of as-prepared film is considered to in-

fluence on its H absorption behavior and corresponding stress response 

(see Chap. 2.2). Those kinds of information are given by XRD and pole 

figure measurement. FIM imaging enables to check the orientation rela-

tionship between the film and the W substrate.  

Additionally, roughness and chemical environment at Fe/V interfaces 

should be characterized in order to discuss about H-related phenomena. 

XRR and APT measurements complementary supply information about 

this question. 

This chapter discusses on the above mentioned aspects. 

 

4.1 Initial lattice expansion and in-plane 

orientation 
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4.1.1 V-Fe films on Al2O3 (0001) substrates 

 

V-Fe single layered films were deposited on Al2O3 (0001) substrate at 

various temperatures. The composition of V was determined to be V-Fe8(1) 

at.% regardless of deposition temperature according to EDX elemental 

analysis for these films. An APT analysis conducted on a similar film de-

duced homogeneous distribution of Fe in V layer.  

In Fig.4.1, the results of 2θ/θ XRD scans of the samples are shown 

together with their rocking scans in the inset. The reference 2θ position of 

bulky V-Fe8±1 at% alloy was obtained by using experimental data sum-

marized by Shiga [Shiga78]. The obtained parameters for V-Fe8±1at% al-

loy are d(110) = 0.2124(2) nm and a =0.3003(2) nm. Each film shows pref-

erential growth in [110] direction regardless of substrate temperature. 

However, the peak position shifts towards higher 2θ angle with the tem-

perature, which implies that a higher deposition temperature is correlated 

to a larger out-of-plane contraction i.e. smaller lattice parameter. This 

trend can be explained by considering the difference in thermal expansion 

coefficients th of V (th = 2.5 x 10-5 at 1073 K [Nase69]) and Al2O3 (th = 

7-8 x 10-6 at 1073 K [Yim74]). During cooling down, the difference in th 

makes the film to shrink more than the substrate does. Since shrinking is 

not possible when the film is clamped to the substrate, this leads to 

in-plane tensile stress between film and substrate. This tensile stress in-

creases with increasing temperature difference. Because of con-

verse-contraction, in-plane tensile stress is accompanied by out-of-plane 

lattice contraction showing the described temperature dependence. The 

obtained (110) lattice plane distance and corresponding degree of expan-
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Fig.4.1 2θ/θ XRD pro-

files of V-Fe8 at% films 

deposited on Al2O3 

(0001) at 297, 573, 773 

and 1073 K. The 2 po-

sition of V-Fe8 at% bulk 

taken from Ref. 

[Shiga78] is also shown 

together. Inset shows 

the rocking curve of 

each sample. 
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sion (+) and compression (-) in out-of-plane (110) lattice plane distance 

calculated by using reference data of d(110) are shown in Table. 4.1 to-

gether with domain size of the samples calculated by Scherrer’s formula 

[Culli78]. The rocking curves show a FWHM of the peak decreasing from 

1.7o to 0.4o with increasing temperature. Thus, the domain size actually 

increases with increasing temperature. 

Texture measurements on these films were also carried out to study 

the in-plane relationship of the film and the substrate orientation and the 

film quality. The pole figures shown in Fig. 4.2 are those of V (110) depos-

ited at 297 K and 1073 K and that of the substrate Al2O3 (10-12) (Note that 

(0001) pole figure does not give any information concerning in-plane ori-

entation.). From these results, one can see an epitaxial growth of V (110) is 

established on Al2O3 (0001) even at room temperature. 

However, the pictures do not indicate growth of one domain. Consid-

ering the 3-fold symmetry of the substrate, at least 3 different domains 

can be deduced in the V-Fe8at% layer, in approximately 60o in-plane rota-

d (110) / nm d -d ref. / d ref.  (%) Domain size, t  / nm

Ref . V-Fe8at% alloy 0.2124(2) 0 -

297K 0.2147 1.13 37.4(3)

573K 0.2133 0.46 40.6(3)

773K 0.2125 0.05 50.5(5)

1073K 0.2119 -0.23 50.5(5)

Table. 4.1 The out-of-plane interplanar distance d(110) and domain size of 

V-Fe8 at% films at different deposition temperatures. Reference value of 

V-Fe8 at% bulk [Shiga78] is also shown together. 

 

L 

H 

V(110) 

297 K 

V(110) 

1073 K 

Al2O3(10-12) 

1073 K 

Fig. 4.2 Pole figures of V(110) and Al2O3(10-12). Due to the 3-fold symmetry 

of basal plane (0001), V (110) oriented domains are rotated 60o each other. 
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tion.  

From the results of pole figures, the orientation relationship can be 

shown as in Fig. 4.3. For V (110) pole figure, three different lines indicat-

ing each (110) domain are assigned to differentiate them. According to this, 

the orientation relationship can be summarized as  

 

V (110) // Al2O3 (0001), V <001> // Al2O3 <10-10> 

 

Similar epitaxy was reported by Ikuhara et al. [Ikuha98]. Thus, the V 

(110) films on Al2O3 (0001) were grown epitaxially with equal probability 

for each domain orientation. 

From the results obtained, a possible arrangement of V (110) on Al2O3 

 

 

 

Fig. 4.4 Possible ar-

rangement of V (110) on 

Al2O3 (0001) implied by 

lattice matching and 

in-plane domain rotation 

of 60o (   ). Drawn by 

VICS by F. Izumi 

[Izumi05]. 
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Fig. 4.3 Interpretation of the pole figures (Wulff net) in Fig. 4.2 (left: V, right 

Al2O3) The 3 domains (I, II, III) of V (110) fill the following orientation rela-

tionship; V (110) // Al2O3 (0001), V <001> // Al2O3 <10-10>. 
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(0001) is illustrated in Fig. 4.4. On this assumption, the lattice mismatch 

between V and Al2O3 amounts as large as 10 %. Moreover, on this at-

om-on-atom assumption, the lattice contracts in [10-10] direction, while it 

expands in [-12-10] direction and thus a tetragonal distortion is finally 

required. This will in reality implement dislocations with high density at 

the interface. 

As a first approximation, the 3-domain in-plane arrangement is re-

garded as random arrangement. In such case, the in-plane stress, , in the 

V layer can be roughly estimated by using out-of-plane lattice parameters 

as [Culli78]; 

 








 










0

0

2 a

aaE


                          (4.1) 

where, E is Young’s modulus (128 GPa for pure V), v is Poisson’s ratio (0.37 

for pure V), a is measured out-of-plane lattice parameter and a0 is refer-

ence lattice parameter. This estimation is based on an assumption that 

the film exhibits Poisson type response. According to the data shown in 

Table. 4.1, the resulting in-plane stress can be summarized as in Table 4.2. 

These values are then taken into account for results of stress measure-

ment on hydrogen absorption. 

It has been shown that single domain structure cannot be established 

on (0001) substrate. Therefore, another orientation (11-20) was employed 

aiming for epitaxial growth of one domain. This is described in the next 

section. 

 

4.1.2 V-Fe and Fe/V films on Al2O3 (11-20) substrate 

 

4.1.2.1 V-Fe single layered films 

 

Initial in-plane stress,   / GPa

Ref . V-Fe8at% alloy 0

297K -1.97

573K -0.79

773K -0.10

1073K +0.18

Table 4.2 Initial in-plane stress the V-Fe8at% films deposited at differ-

ent temperatures 
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On the substrate of Al2O3 (11-20), V-Fe films and Fe/V multi-layered 

films were deposited likewise those on (0001). Fig.4.5 shows 2θ/θ XRD 

profile of V-Fe8 at% 100 nm-thick film deposited on Al2O3 (11-20) at 1073 K. 

The calculated d of V(110) was 0.2121 nm, which is slightly smaller the 

reference value, d V-Fe8at%(110) = 0.2157 nm. 

The state of initial lattice expansion is altered by changing film 

thickness. Fig. 4.6 shows XRD patterns of V-Fe2at% (110) films with dif-

ferent thickness ranging from 10 - 400 nm in log-scale. These films were 

deposited at room temperature. Contrary to the case of the film deposited 

at high temperature (Fig.4.5), these films are expanded out-of-plane, im-

plying that they are under in-plane compressive stress. This trend is the 

same as in the case of the films deposited on (0001) (see Fig.4.1). For 

(110)-oriented film, an estimation of this in-plane compressive stress along 

[1-10] is accessible through the modification of Eq. (2.31) as follows. 
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Fig.4.5 2 / XRD profile of 

V-Fe8 at% film deposited on 

Al2O3 (11-20) at 1073 K. 

The 2 positions of Pd and 

V-Fe8 at% bulk taken from 

Ref. [Shiga78] are also 

shown together.  
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Fig. 4.6 XRD patterns of 

V-Fe2at% films deposited 

on Al2O3 (11-20) at room 

temperature with different 

film thickness. The in-plane 

stress in [1-10] direction 

was calculated by Eq. (4.2) 
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Here, the initial strain  of the films is approximated via deviation of 

d(110) from the reference value of bulk V-Fe2at% (d0(110) = 0.2135 nm), 

which is derived from Ref. [Shiga78]. The estimated initial in-plane stress 

0 and calculated domain size t for each film are summarized in Table 4.3. 

The minus sign means compressive stress. The compressive stress tends 

to be larger for thinner films. Note that the estimated domain size t reg-

istered in the table is underestimated because strain effect of the film is 

not taken into account. 

These films deposited at room temperature showed multi-domain 

in-plane structure. The (110) pole figure of 200-nm thick VFe single lay-

ered film is shown in Fig. 4.7 as an example (Compare with that of single 

domain structure shown in e.g. Fig. 4.10 (a)). 

 

 

l  = 10, t  = 10 -2.70

l  = 20, t  = 14 -2.51

l  = 50, t  = 17 -1.94

l  = 100, t  = 25 -2.09

l  = 200, t  = 20 -1.45

l  = 400, t  = 21 -1.94

Thickness l  [nm],

Domain size t  [nm]
Initial in-plane stress  0 [GPa]

Table 4.3 Initial in-plane stress calculated from out-of-plane d (110) of the 

V-Fe2at% films (Fig. 4.6) deposited on Al2O3 (11-20) at 297 K. 

H 

L 

 

 

Fig. 4.7 (110) Pole figure of 200-nm thick 

VFe single layered film. At least two differ-

ent in-plane domains are suggested. 
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4.1.2.2 Fe/V multi-layered films 

 

The Fe/V multi-layered films were also deposited on (11-20) oriented 

substrates with different nominal stacking sequence. First, a result of 

Fe/V with the following stacking will be shown; Pd 20 nm / [Fe 10.2 nm / V 

21.4 nm] x 4 / V 21.4 nm buffer layer. This means, in detail, the following 

order from the surface; the Pd cap layer 20 nm, stack of [V 21.4 nm / Fe 

10.2 nm / V 21.4 nm / Fe 10.2 nm / V 21.4 nm / Fe 10.2 nm / V 21.4 nm / Fe 

10.2 nm] and V 21.4 nm as the buffer layer on the substrate. This mul-

ti-layered film will be abbreviated as [(Fe 10.2 / V 21.4) x 4]. The substrate 

temperature for the deposition of the buffer layer was kept at 1073 K 

aiming for epitaxial growth. After this buffer V deposition, the substrate 

temperature was reduced to 353 K and following Fe and V layers were 

deposited at this temperature in order to suppress alloy formation (see 

Fe-V phase diagram in Fig. 2.6). Pd capping was carried out at room 

temperature after the Fe/V stacks have been completed. 

In Fig.4.8, an example of 2θ/θ XRD profile of [(Fe 10.2 / V 21.4) x 4 / 

Vbuff 21.4] is shown. The 2 position of V(110) is found at 49.12o, which is 

slightly smaller than that of V-Fe8at% single layered film deposited at 297 

K on (0001) substrate, found at 2 = 49.25o (Fig.4.1). An interesting fea-

ture is the splitting of the V (110) peak. As the V buffer layer was depos-

ited at 1073 K, while the Fe/V stack was at 353 K, there is a large differ-

ence of the initial out-of-plane expansion. According to the XRD results in 

Fig.4.1 and Fig.4.5, the (110) peak at higher angle can be assigned as that 

of V buffer layer and another one at lower angle is that of V in Fe/V stack.  

Contrary to the result on V-Fe8at% film on (11-20) substrate, the V 

lattice in this Fe/V stack is expanded out-of-plane with d = 0.2151 nm, 

which implies the film is under compressive in-plane stress state. Due to 
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Fig.4.8 An example of 2θ/θ 

XRD profile of [(Fe 10.2 / 

V 21.4) x 4] film deposited 

on Al2O3 (11-20). The 

double peaks of V (110) 

apparently seen in the fig-

ure arises because of dif-

ferent deposition temper-

ature between V in Fe/V 

and V buffer layer (see 

text).  

d = 0.2151 nm 



52  4.1 Initial lattice expansion and in-plane orientation 

the large lattice mismatch (4.6%) between Fe (a = 0.287 nm) and V, (a = 

0.300 nm), the Fe layer between the V layers is subjected to expand in 

in-plane direction. In fact, the 2θ position of Fe (110) was at 52.39o, which 

is slightly shifted to a higher angle compared to the reference position of 

52.3737o. The V (110) lattice accordingly contracts in in-plane direction, 

which is in agreement with the XRD picture. 

When the double layer thickness  of Fe/V is reduced, the diffracto-

grams become more complicated, typically showing satellite peaks. The 

measured XRD patterns of Fe/V multi-layered films with different double 

layer thickness  and their simulated XRD patterns via Eqs. (3.4) and 
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Fig. 4.9 Experimental and simulated XRD patterns of (a) [(Fe 20.3 nm / V 42.8 

nm) x 2], (b) [(Fe 10.1 nm / V 21.5 nm) x 4], (c) [(Fe 5.1 nm / V 10.8 nm) x 8, (d) 

[(Fe 5.9 nm / V 6.0 nm) x 8]. The films (a) ~ (c) were deposited on Al2O3 (11-20) 

with V 21 nm buffer layer. The film (d) was deposited on Al2O3 (0001), thus ex-

hibit 3-domain in-plane structure. Satellite peaks are successfully assigned in 

case of (d), where 0th peak corresponds to d0. 
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(3.5) are shown in Fig. 4.9. In the simulation, the nFe, nV dFe and dV were 

varied until the peak positions and their intensities fit to the experimental 

peaks. The peaks of simulated patterns are sharper than those of experi-

mental because interface mixing and roughness were not taken into ac-

count and thus no convolution of maxima was made. Nevertheless, the 

simulated diffractograms reasonably describe the experimental patterns 

and thus the resulting dFe and dV are readily accessible, as indicated to-

gether in the figures. 

Note that dV increases as the  decreases, though the total thickness 

of V is constant for (a) ~ (c). This trend intuitively implies a counter-acting 

(a) V-Fe8at% 100-nm thick single layered film deposited at 1073 K 

V (110)  Al2O3 (10-12)  

(b) [(Fe 10.2 / V 21.4) x 4 / Vbuff 21.4] multi-layered film*1 

V (110) buffer V (110) in Fe/V Fe (110) 

Fig. 4.10 (a) Pole figures of V (110) and Al2O3 (10-12) taken for V-Fe8at% 

100 nm-thick film on Al2O3 (11-20) deposited at 1073 K. (b) Pole figures of V 

(110) from V buffer layer and from Fe/V layer and Fe (110) taken for [(Fe 

10.2 nm / V 21.4 nm) x 4 / Vbuff 21.4 nm] multi-layer on Al2O3 (11-20). For 

both, epitaxial growth with single domain type is found. *1These 3 pole fig-

ures are rotated 90o clockwise because the measured geometry was origi-

nally 90o rotated to that of (a). 

L 

H 
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elastic response of the V layer by the adjacent Fe layers owing to dFe < dV. 

According to the spacing of satellite peaks,  is successfully determined 

for (d). 

According to pole figures of both V and Fe/V films, epitaxial growth 

similar to that of Fig. 4.2 was confirmed.  

Concerning in-plane orientation, some representative pole figures of V 

and Fe/V films on Al2O3 (11-20) substrates are summarized in Fig. 4.10.  

Judging from Fig. 4.10, the in-plane orientation relationship in this 

case can be considered as in Fig. 4.11. Accordingly, the epitaxial relation-

ship of V on Al2O3 (11-20) is as follows. 

 

V (110) // Al2O3 (11-20), V <001> // Al2O3 <1-100> 

 

Direct growth of V (110) layer on Al2O3 (11-20) is not reported in detail so 

far, and thus comparison of this relationship with other studies is not 

possible. 

Based on this relationship, a possible picture of lattice arrangement is 

drawn in Fig. 4.12. There are two possible arrangements indicated. For 

further details other observations by e.g. TEM is necessary. However, it 

seems clear that the both assignments induce tetragonal distortion simi-

larly as in the case of (0001). Similar epitaxy can be established also for 

the growth of Nb film [Wild01, Nörth06], which has ca. 10 % larger lattice 

constant (a = 0.330 nm) than that of V. According to the STM imaging of 

this Nb epitaxial film, a large number of misfit dislocation was imple-
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-110 110 000-1

-1100

11-20

1-100

0001

01-1001-12 01-1-2

10-12 10-10 10-1-2

01-1 10-1

011 101

Fig. 4.11 Indication of the pole figures (Wulff net) in Fig.4.7 (left: V, right: Al2O3). 

V (110) fills the following orientation relationship; 

V (110) // Al2O3 (11-20), V <001> // Al2O3 <1-100> 
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mented with the density of approximately 1011 / cm
2. The same order of 

high density of dislocation can be considered also for the V and the Fe/V 

films prepared in this study.  

 

4.2 Interface roughness 

 

For some of the films deposited on Al2O3 (11-20), XRR measurement 

was conducted to investigate film thickness, surface roughness and in-

terface roughness. The measured data were fitted by IMD fitting program 
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Fig.4.13 XRR curve of Pd 

19 nm / V 110 nm deposited 

on Al2O3 (11-20) at 1073 K. 
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Fig. 4.12 Possible arrangements of V (110) on Al2O3 (11-20) implied by lattice 

matching point of view (   ). On the left side of the picture (0001) plane is also 

shown. Only top-half plane is shown for better visualization’s sake. The red dot 

lines are for multiple-domains (   ). 
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[Windt98].  

In Fig.4.13 the XRR curve of V single layer is plotted. The nominal 

thickness of Pd and V was 20 nm and 100 nm, respectively. After fitting the 

curve, these values were refined as 19 nm and 110 nm, respectively. The 

roughness of the films was in the range of 0.7 ~ 0.9 nm. The density value 

of V film obtained by fitting, 6.98 g/cm
3, is different to the density of bulk V, 

6.11 g/cm
3 (14 % difference). Fe has bulk density of 7.84 g/cm

3. Considering 

that the V is alloyed with 8at% Fe thus with 8.77 wt%Fe, the resulting 

density would be 6.26 g/cm
3. This value is still too small. Usually, sputter 

deposited thin film has lower density than that of bulk, since Ar im-

pingement into the film cannot be completely avoided and, because the 

lattice coherency is not as perfect as that of bulk due to high density of 

defect. The determination of density is highly dependent on accuracy of 

the measurement. For correct XRR measurements the rotational center of 

the sample and that of the goniometer must absolutely match each other. 

Unless this condition is conserved, there will be an error of incident angle 

and thus it generates a wrong density value. The most crucial factor af-

fecting this matter is the bending of sample. The height difference of the 

sample z causes error in incident angle  as 

L

z 


2cos
                            (4.2). 

L is the goniometer radius (300 mm in this study). In order to explain 14 % 

difference of density, the z must be in the order of > 0.1 mm which is not 

reasonable considering the substrate thickness of 0.2 mm. The origin of the 

huge error on V film density is still unclear.  

In Fig.4.14, the XRR curve of [(Fe 10.2 nm / V 21.4 nm) x 4 / Vbuff 21.4 

nm] multi-layer is exemplarily shown. In this measurement, density val-

ues were almost reasonably determined as those of Pd, V and Fe showed 

smaller or comparable values as those of bulk. The thickness of each layer 

was determined individually and the resulting expression of this Fe/V 

stack was [Fe 10 nm / V 20 nm].  

The initial roughness due to substrate surface condition was about 0.9 

nm. However, upon the deposition of the 1st Fe layer the roughness in-

creased to 2.9 nm. The origin of this drastic change can be considered as 

follows. After the deposition of V buffer the heating of the substrate was 

ceased and the sample was cooled down to 353 K. This cooling takes usu-

ally ca. 2 hours in total, but the initial cooling rate is quick. While the 

cooling was carried out, the surface modification of the V buffer occurred 

due to further grain growth by residual heating and also by adsorption of 

residual gas in the chamber. As a result, the surface roughness has in-
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creased to 2.9 nm before the deposition of the 1st Fe layer is initiated.  

An interesting feature is the smoothing of this roughness in the course 

of further deposition. As shown in the figure, the roughness of the inter-

face decreased along the sequence from the first double layer stack to Pd 

capping layer. The reason of this smoothening effect is not clear, as the 

change of roughness was not observed by other techniques. But, most 

probably it was brought by diffusion process of deposited atoms from hills 

to valleys of roughened surface. Recent study by Röder [Röder09] has re-

vealed similar thickness dependent smoothening effect by polymers and 

ZrO2 on wavy patterned Si substrate. 

According to the result in Fig.4.14, the saturating Fe/V interface 

roughness lied in the order of 1.2 ~ 1.4 nm as a morphological roughness.  

The local chemical roughness is believed to be smaller than this value. 

Additionally, the interface roughness of Fe/V sequence was larger than 

that of V/Fe sequence. These points will be discussed further in detail by 

examination of Fe/V interface profile given by APT on as-prepared Fe/V 

films in the following section. 

 

4.3 Characterization by FIM and APT 

 

In this section, results of FIM image of as-deposited V single layer on 

W and APT analysis of V and Fe/V as-deposited films will be discussed 

mainly from a view point of Fe distribution in V layer and Fe/V interface 

mixing. 
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Fig.4.14 XRR curve [(Fe 10 

nm / V 20 nm) x 4] deposited 

on Al2O3 (11-20) deposited 

at 353 K on V buffer layer of 

21 nm deposited at 1073 K. 



58  4.3 Characterization by FIM and APT 

4.3.1 Epitaxial growth of V-Fe single layer 

 
FIM imaging provides qualitative information about the microstruc-

ture, namely orientation and defects like grain boundaries. In order to 

determine the lattice matching between film and substrate, FIM imaging 

is a useful method. In Fig. 4.15, FIM image of a V-Fe single layer 25 nm 

and the image of the W substrate after the removal of the V-Fe layer by 

field evaporation are shown together. On the W substrate, a grain bound-

ary (GB) indicated by while dot line is visible. On the V-Fe layer, some 

concentric rings are visible. When these positions marked by white circles 

are compared with those of W {110}, they agree well each other. This im-

plies epitaxial growth of V-Fe {110} on W {110}. Somewhat random distri-

bution of lattice steps seen in (a), is a typical indication of alloying [Mill96]. 

Particularly, it is due to alloying with Fe in this case.  

In  

Fig. 4.16 the mass spectra given by APT analysis of the similarly 

structured V-Fe film is shown in log scale. As described in the beginning of 

this chapter, the origin of Fe content is due to anode cylinder in the sput-

ter source, which is typical for the films studied in this work. The mass 

spectra support this assumption, since there are Cr, Ni and Mn peaks that 

are most probably derived from stainless steel. The peaks of V, Pd and W 

were successfully detected with reasonable isotope ratio. The small peak 

10nm 10nm

(110)

(-110)

(-101)

(101)

(011)

(112)

(-112)

(-121)

(121)

(002)

GB

(020)

Fig. 4.15 FIM images taken at 35 K, with Ne gas (a) V-Fe single layer at 

9.0 kV  (b) W substrate after removal of V layer, at 9.0 kV. The positions 

of concentric rings of V agree with those of W {110} and {001} as indicated 

by circles, implying epitaxial growth of V {110}. Relatively random distribu-

tion of bright spot in (a) is due to alloying with Fe. A grain boundary (GB) is 

seen on W, as indicated by dot line in (b). 

(a) (b) 
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of H+ originates from the sample surface, and is thus adsorbed hydrogen. 

Note that no H2
+ peak visible, also meaning clean vacuum environment in 

APT chamber used in this study, allowing use of deuterium instead of 

hydrogen for the APT analysis.  

The 3D reconstruction and corresponding depth concentration profile 

of this film is represented in Fig. 4.17. The H atoms were adsorbed on Pd 

 

Fig. 4.16 Mass spectra of 

an as-deposited VFe sin-

gle layered sample ob-

tained by APT analysis at 

30 K. 

Only H+ is found at low 

m/e, while no H2
+ exists. 

This enables ultimate de-

tection of D+. 
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Fig. 4.17 3D reconstruction 

volume (16 nm x 16 nm x 37 

nm) of V 25 nm on W and 1D 

concentration profile. Analysis 

was carried out at 30 K. A large 

number of H atoms (yellow) are 

found only at the surface of Pd 

layer, indicating adsorpton at 

surface sites. The Fe concen-

tration is found to be in the 

range of 6(2) at%, though there 

is a slight inhomogeneity. 
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surface and no H was observed in the V-Fe layer. Such a clean analysis 

atmosphere enables ultimate detection of deuterium. In the following 

discussions on APT, any suspicion about H pre-absorption in the V-Fe 

layer is therefore disregarded. 

As the lattice parameter of W, aW = 0.316 nm is larger than that of V-Fe, 

aV-Fe8at% = 0.300 nm in this case, V-Fe lattice is expanded in-plane direction 

and contracted in out-of-plane direction just above at the V-Fe/W inter-

face. 

 

4.3.2 Layer interdiffusion at high deposition tem-

perature 

 

The local chemistry at the Fe/V interface is one of the interests in this 

study. For epitaxial growth of hetero-structure, deposition at high tem-

perature is often conducted to get smooth interface [Birch90]. In this study, 

deposition of Fe/V multi-layer was carried out also at 603 K as a trial. An 

Fig. 4.18 3D reconstruction volume (18 nm x 18 nm x 53 nm) and 1D con-

centration profile of Fe/V multi-layered film on W deposited at 603 K, with a 

magnified V/Fe/V interface (right hand side). The number of Fe/V interface 

(12 in total) is indicated as the order number. 
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APT reconstruction result of a thickness-modulated Fe/V multi-layered 

stack deposited at 603 K is shown in Fig. 4.18, together with the depth 

concentration profile taken from a 5 nm- cylinder volume. Clearly re-

solved parallel Fe (011) planes prove a result of successful APT recon-

struction. 

The Fe content found in the V layers was more than 10 at%. This 

value is larger than that expected from the experimental set up, which is 

in the range of 2 ~ 8 at%. Therefore, other processes, like interdiffusion 

due to high temperature deposition or intermixing by sputtering are re-

sponsible to increase the Fe content. It should also be noted that the al-

loying of V with Fe becomes significant towards the surface. 

When Fe/V multi-layered film is deposited at room temperature, both 

Fe concentration in V and V concentration in Fe are rather low. The APT 

analysis result of this film deposited at 297 K is shown in Fig. 4.19. The Fe 

concentration in V layer is in this case 5(2) at% and V concentration in Fe 

is nearly zero. The Fe concentration is high (10 at%) at the top surface of 

Pd, which is found also for the film deposited at 603 K. The slope of the 

Fe/V interfaces is sharper than in the case of 603 K.  

Fe and V concentration in the layers must be considered from Fe-V 

phase diagram. The Low temperature part of the Fe-V binary phase dia-

gram [Land08] is shown in Fig.4.20. The solubility of Fe in V and V in Fe 

 

 

Fig. 4.19 3D reconstruction vol-

ume (13 nm x 13 nm x 26 nm) and 

1D concentration profile of Fe/V 

multi-layered film on W deposited 

at 297 K. The slope for deposition 

sequence of V on Fe is slightly 

steeper than that of Fe on V. 
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at 603 K is 17 at% and 26 at%, respectively. At 297 K, they reduce to 12 

at% and to 25 at%, respectively. Further excess causes the precipitation of 

 phase. The detected Fe and V concentrations were after all below the 

solubility limits and therefore only the  solid solution phase is consid-

ered.  

Consequently, the observed high Fe content in the V layers could be 

caused by thermal interdiffusion at 603 K, while it is suppressed at 297 K. 

However, there are following points left to be discussed. 

 

(i) Origin of asymmetric Fe/V interface profile 

(ii) Increasing alloying degree towards the surface 

 

These matters are discussed in the next section. 

 

4.3.3 Interface intermixing by sputtering process 

 
In Fig. 4.21 and in Fig. 4.22, the magnified V/Fe/V region is shown for 

the films deposited at 603 K and at 297 K, respectively. According to these 

profiles, the intermixing depth can be estimated as wide as 2 nm when 

deposited at 603 K. This value is almost twice of the mixing thickness at 

297 K, which is 1.0 ~ 1.1 nm. By XRR measurement, the saturated inter-

face roughness at Fe/V interface was determined as 1.2 ~ 1.4 nm. This 

implies that the chemical intermixing is of the major factor. 

At the 2nd and 6th Fe/V interface some relaxation of slope can be seen. 

But, there is no systematic change in the slope of profiles in the course of 

deposition even at high temperature of 603 K. Therefore, interdiffusion 

process only cannot be convincingly attributed for explanation. When the 

Fig.4.20 Low temperature part of Fe-V binary phase diagram [Land08]. 

603 K and 297 K are shown by red lines. Fe solubility limit (red) and V 

solubility limit (green) at each temperature are indicated by circles. 
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both of interface profiles at V/Fe and Fe/V are compared, one can see a 

slight asymmetry of the concentration slope for both at 603 K and 297 K; 

the intermixing at V/Fe sequence is less pronounced than that at Fe/V. 

The same trend was confirmed also by XRR measurement of Fe/V mul-

ti-layer. The origin of this asymmetry may be associated with sputter in-

duced implantation and recoil phenomena.  

In order to investigate the collision detail of sputtering, simulations 

were carried out with SRIM 2008 developed by Ziegler [Zieg85]. At first, 

simulations of the Ar ion (800 eV) bombardment into V and Fe were car-

ried out to set the kinetic energy of the sputtered V and Fe ions as EV = 

33.01 eV and EFe = 24.81 eV, respectively. For each collision calculation, a 

displacement energy (Wigner energy) of 24 eV for target materials was 

Fig. 4.21 Fe concentration 

profiles at Fe/V and V/Fe 

interfaces in Fig. 4.18.  

Deposition T = 603 K. 

The numbers are assigned 

as for the interfaces indi-

cated in Fig. 4.18.  

The concentration slope at 

each in the same series is 

almost identical. But the 

average slope for deposition 

sequence of V on Fe is 

steeper than that of Fe on V. 
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assumed, as it is reasonable for metals [Haas78]. These parameters were 

then applied in the simulation.   

In Fig.4.23, simulated ion implantation depth profile and target atom 

recoil profile for Fe ion in V target and V ion in Fe target are shown, re-

spectively. According to these results, 3 main insights can be extracted.  

 

(1) The maximum implantation depth of Fe is slightly deeper than 

that of V ion.  

 

(2) The intensive recoil events of Fe indicate (first 0.1 nm in (a)) 

floating Fe at the deposition front.  

 

(3) The recoil of V is much less pronounced than that of Fe (recoiled V 

ion count is one order of magnitude smaller). If we take the dis-

placement energy of 25 eV for V, the recoil events of V do not even 

happen.  

(1) explains slightly wider interface of Fe/V than that of V/Fe, regard-

less of temperature. (2) and (3) suggest continuous motion of Fe or V at-

oms towards the deposition front, which may increase the intermixing 

layer thickness than the values simulated here. This process might 

Fig.4.23 SRIM simulation results of implantation depth and recoil distri-

bution, for V in Fe (a) and Fe in V (b). To increase statistics, the process 

was repeated 20000 times. Note significant recoil of Fe and deeper 

penetration depth of Fe than that of V (indicated by red arrows). 
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change also the layer composition if the temperature is high and solubility 

is ensured to certain extent. 

 

4.3.4 Combined effect of sputtering and thermal 

interdiffusion 

 

The layer composition of the sample deposited at 603 K is also affected 

by the sputtering process. In Fig.4.24, the in-layer compositions are plot-

ted for the film deposited at 603 K, together with the solubility limit (SS 

limit) at the same temperature. Very gradual slopes of cFe and cV along the 

deposition direction suggest the trace of recoiled atoms and high degree of 

alloying at 603 K.   

From the results obtained, a schema of Fe/V multi-layer deposition 

can be drawn as follows. The primary knocked-on Fe or V atoms are de-

posited not only onto the surface, but also in a sample depth. A series of 

this process, i.e. sputter deposition, creates new intermixed surface. Con-

sequently, the actual intermixing width becomes slightly wider than the 

values calculated on single process like shown in Fig.4.23.  

Moreover, especially on the sequence of V on Fe, Fe atoms propagate 

always towards the deposition front due to the recoil and substantially 

alloyed with V if the deposition temperature is high. The same process is 

possible also for the deposition of Fe onto V, but very suppressed due to 

small kinetic energy of Fe ion to recoil V. A continuous propagation of the 

floating Fe atoms finally stops at the Pd surface, where it is terminated 

 

 

Fig.4.24 In-layer composition of 

Fe and V plotted against depth 

at 603 K. Each solubility limit 

(SS limit) for bulk system is 

shown, too. 
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with high amount of Fe (see Fig. 4.18 and Fig. 4.19).  

As a conclusion, the interdiffusion process was incorporated with 

floating phenomenon of atoms at high deposition temperature and thus 

resulted in higher extent of alloying than at room temperature.  

Hetero-epitaxy of multi-layered film with high crystal quality is es-

tablished often at certain high deposition temperatures at given deposi-

tion rate and atmosphere. For Fe/V superlattice growth by magnetron 

sputtering, which has 10 times higher deposition rate than here, it is re-

ported e.g. at 453 K [Isbe98]. But, this was not the case for Fe/V prepared 

in this study. In this study, therefore, the sputter deposition of Fe/V mul-

ti-layer was not carried out at high temperatures, except for the V buffer 

layer.
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5. Results and discussion 
 

5.1 In-plane stress evolution upon hydrogen 

absorption 

 

In this section, the results of in-plane stress evolution upon hydrogen 

absorption measured simultaneously with EMF measurement will be 

presented. The hydrogen induced lattice expansion and its relationship 

with the observed stress development can be influenced by de-

fect-hydrogen interaction and also by initial state of lattice expansion in 

the film. Some peculiar features in stress curves reflecting such consider-

ation are of special interest in this section. 

 

5.1.1 Impact of deposition temperature 

 

The hydrogen induced stress developments of the V-Fe8at% (110) 

100-nm thick films deposited on Al2O3 (0001) at 297 K, 773 K and 1073 K 

are plotted against hydrogen concentration (cH) in Fig. 5.1.1 (a), together 

with their EMF curves recorded simultaneously (b).  

In (a), all films exhibit in-plane compressive stress, showing some in-

flection points that are marked by arrows. These inflection points are 

found typically at around cH = 0.10 H/V and at around cH = 0.35 ~ 0.40 H/V.  

In (b), low cH regions are magnified in the inset. At low cH, a straight 

line is drawn as RT/F. This line is deduced from the Sieverts’ law, which is 

regarded as ideal relationship between chemical potential of H and cH. All 

of the actual EMF curves lie below this straight line, usually indicating a 

trapping of H at defects like dislocations and vacancies. At around cH = 

0.04 H/V (circled with red line in the inset), the curves start to follow the 

Sieverts’ law (RT/F). The deviation from the Sieverts’ law in the low con-

centration region is thereafter observed at cH = 0.06 ~ 0.10 H/V, where 

-phase region is most probably terminated. After passing the plateau re-

gion between 0.10 and 0.40 H/V, the EMF starts to increase again. This 

means, further hydrogen absorption in -phase (hydride phase) occurs at 

cH = 0.40 H/V. 

According to linear elasticity theory of bcc crystal, the expected com-

pressive stress of vanadium in directions of <1-10> (x), and <001> (y) are 

calculated as ∙ cH = -11.7 GPa∙H/V and ∙ cH = -13.3 GP∙H/V, respectively. 

The average product of these compressive stresses thus gives <∙ cH = 

-12.5 GPa∙H/V. This average value was applied to verify the linear elastic 
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behavior of the films deposited on Al2O3 (0001) substrate, as the domains 

for these films were confirmed to orient isotropically in in-plane direction 

(Fig. 4.2 and Fig. 4.3). The red dot line in Fig. 5.1.1 (a) shows this linear 

elasticity prediction based on the above assumption. The elastic modulus 

of Al2O3 (0001) basal plane can be treated as isotropic as well (Fig. 4.4). 

The stress values were, therefore, calculated by using the biaxial elastic 

modulus published in [Thok95], where E / (1-) = 697.7 GPa (E = 540 Pa,  

= 0.226). 

As a general trend of Fig. 5.1.1 (a), the films deposited at high tem-

peratures show totally different shapes of curve compared to that depos-

ited at 297 K. While the film prepared at 297 K shows distinct change of 

Fig. 5.1.1 (a) In-plane stress development of the V-Fe8at% (110) 100 nm 

-thick films deposited on Al2O3 (0001) at different temperature. The 

straight line (red dot) with the slope of -12.5 GPa/cH is the predicted be-

havior by linear elasticity theory. Allows indicated are inflection points in 

the curves. (b) The EMF curves recorded simultaneously. The inset shows 

magnification of low cH range. The black dot line shows Sieverts’ law. Al-

lows show inflection points in the curves. Colored lines are guide for eyes. 
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its slope in the curve with showing a plateau-like region at high concen-

trations (cH = 0.10 ~ 0.40 H/V), the films prepared at 773 K and 1073 K 

show continuous stress release without showing plateau until around cH = 

0.40 H/V. In the -phase region (for low concentrations between cH = 5 x 

10-3 H/V and 0.10 H/V, the linear increase of compressive stress with a 

slope of -12 (1) GPa/H/V was confirmed for the film deposited at 297 K. 

However, the other 2 films show less pronounced stress release. Interest-

ingly, the film deposited at 1073 K initially shows an upward-curvature up 

to cH = 0.005 H/V, meaning a tensile stress occurred. 

At concentrations higher than 0.40 H/V, the in-plane stress again 

starts to increase for the film of 297 K. However, the films deposited at 

high temperatures do not show further drastic stress release, but remain 

relaxed. For thin films on rigid substrates, the stress relaxation is often 

associated to film buckling and subsequent peeling off, which is usually 

visible even with eyes. However, any buckling of the films was not ob-

served in this case until 0.40 H/V. This implies strong adhesion at 

film/substrate interface and, thus the stress relaxation can be established 

through plastic deformation within the film, with a surface morphology 

change. 

For more detailed examination of initial stress release, the region of cH 

= 0 ~ 0.2 H/V was magnified and shown in Fig. 5.1.2. In the low concen-

tration region, the interaction of hydrogen atoms and defects are expected 

to be rather significant. Therefore, different defect density in the sample 

may reflect different behavior in the stress release curve.  

In fact, there are some interesting differences visible. As already ob-

served, the tensile stress of the film deposited at 1073 K reached  = 0.19 

GPa. Moreover, the film deposited at 773 K also shows the tensile stress, 

which is not as much as that of 1073 K though, up to  = 0.07 GPa. The 

film deposited at room temperature does not show such deviation at all. 

This tensile stress release was observed only at extremely low concentra-

tions between cH = 0 and 0.005 H/V. At such a low cH, defect-H interaction 

is usually present. 

The slope of the stress development m also shows the deposition tem-

perature dependence, showing smaller slope for the films deposited at 

higher temperatures.  

 It should also be stressed that the critical stress , lim, where the last 

deviation from the linear behavior occurs (indicated by thick red arrows), 

decreases with increasing the deposition temperature from –1.13 GPa to 

-0.28 GPa. Until this deviation is observed, a relatively good agreement of 

the compressive stress with that of prediction by linear elastic theory was 

confirmed only in a selected low concentrations between 0 and 0.04 H/V 
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and between 0.06 and 0.125 H/V, for the film deposited at 297 K. In case of 

the film deposited at 773 K, this ideally elastic behavior was observed only 

between 5 x 10-4 and 0.03 H/V.  The film at 1073 K does not show any 

agreement with the predicted linear elastic slope. At the concentration of 

0.04 H/V, a small relaxation of the stress occurs for the films of 297 and 

773 K, as denoted by c1. Surprisingly, this concentration corresponds to the 

point where the EMF curve shows Sieverts’ behavior. It is within the 

-phase. The slope thereafter becomes more gentle incase of 773 K and the 

2nd deviation (c,lim) appears at 0.125 and at 0.08 H/V for 297 K and 773 K, 

respectively. The last deviation point before plateau-like region is denoted 

as ,lim. According to the EMF curve recorded simultaneously, these con-

centrations nearly correspond to -phase boundary, i.e. the solute hydro-

gen starts to form hydride phase, where plastic deformation is usually 

incorporated.  

The observed dependence of c,lim on the deposition temperature is 

roughly consistent with general prediction from the viewpoint of the 

Hall-Petch relationship, as the domains are larger for the films deposited 

at high temperatures.  It is usually predicted that the film consists of 
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Fig. 5.1.2 Magnified plots of Fig. 5.1.1 shown separately for the samples 

deposited at different temperatures. The straight line with the slope of 

-12.5 GPa/cH is the predicted behavior by linear elastic theory assuming 

one dimensional lattice expansion upon H absorption. Several deviations 

from the linear elastic behavior are indicated by red arrows. Note ,lim 

decreases as the deposition temperature increases (see text). 
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larger grains will release the stress more efficiently than that with 

smaller grains does, as the pile-up of the dislocations upon plastic defor-

mation is significant in small grains and thus results in mechanical 

hardening [Haas78+]. The observed decrease of ,lim with increasing 

deposition temperature confirms this general consideration. However, the 

total stress release observed for the film deposited at 297 K is smaller 

than that of 773 K. 

It was shown that the initial out-of-plane interplanar distance d de-

creased with increasing the deposition temperature (see Chap. 4.1, Table. 

4.1). That is, the films deposited at high temperatures are under larger 

in-plane tensile stress than that of the films at lower temperatures, if the 

linear elastic response is valid. Additionally to the microstructural feature 

or to the vacancy concentration, the influence of initial in-plane stress on 

stress release upon hydrogen absorption should also be considered to 

compare the total stress release of different thin film samples. 

Based on the assumption above, the intrinsic in-plane stress esti-

mated from interplanar distance measured by XRD (Table. 4.2) was taken 

into account and the stress value was recalculated. This treatment only 

shifts the whole stress curve upwards or downwards depending on if the 

film is under tensile or compressive in-plane stress, respectively. For these 

films, -1.97 GPa, -0.10 GPa and +0.18 GPa was added on each measured 

stress curve of 297 K, 773 K and 1073 K, respectively. After this treatment 

the stress curves are replotted in Fig. 5.1.3. The resulting curves show 

clean order of the total stress release.  
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Fig. 5.1.3 (a) Corrected 

stress curve of V-Fe8at% 

(110) 100-nm thick films 

deposited on Al2O3 (0001) at 

different temperature, ac-

cording to the initial lattice 

distortion (see text). 
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The corrected ,lim and corresponding hydrogen concentration c,lim 

and c1 are shown in Table 5.1. The c1 corresponds to the small relaxation 

observed in the -phase. The domain sizes t calculated by Scherrer’s for-

mula are indicated together. When considered that these domain sizes are 

not representative for the true domain sizes e.g. in-plane domain size, the 

obtained relationship between the expected domain size and the critical 

and total stress implies Hall-Petch type relationship. 

Concerning the phase boundary, the comparison was made for cH, 

where inflections were observed both in the stress curves and EMF curves, 

and summarized in Table 5.2. The both inflection points in stress and 

EMF curves are in good agreement. According to the phase boundaries 

bulk pure V-H system [Pesc81], +-two-phase region at room tempera-

ture lies between cH = 0.03 and 0.5 H/V. The observed values of cH corre-

spond well to these terminal concentrations, but with extended  solubil-

ity and narrower miscibility gap (compare with Fig. 2.4). 

 

Table 5.2 Phase boundaries determined from stress and EMF curves’ in-

flection points of V-Fe8at% (110) 100-nm thick films deposited on Al2O3 

(0001) substrates. 

-phase limit End of +-phase -phase limit End of +-phase

297 0.125 0.35 0.10 0.40

773 0.08 0.40 0.06 0.40

1073 0.08 0.40 0.08 0.40

Substrate

temperature T   [K]

Inflection point in stress curve

[H/V]

Inflection point in EMF curve

[H/V]

 

Table 5.1 H-induced critical stress c including residual stress and critical 

hydrogen concentration cc of V-Fe8at% (110) films deposited on Al2O3 

(0001) at different deposition temperatures and domain sizes. ,lim and 

c,lim are at -solubility limit. c1 denotes within -solubility limit. 

 c , lim  c 1

T  = 297, t  = 37 0.125 0.04

T  = 773, t  = 51 0.08 0.04

T  = 1073, t  = 51 0.08 -

 , lim

-3.11

-0.76

-0.10

Substrate temperature T

[K] and X-ray domain size

t  [nm]

Critical stress  c

[GPa]

Critical concentration c c

[H/V]
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As a conclusion, the experimental findings can be summarized as fol-

lows. 

 

(i) The phase boundaries of metallic thin film-H system can be deter-

mined by the combined method of stress and EMF measurement. 

(ii) The in-plane compressive stress is larger for the films with larger 

domain size and with larger initial compressive stress. 

(iii) Deviation from the linear elasticity theory at low concentration 

needs consideration of defect-H interaction. 

 

5.1.2 Impact of film thickness 

 

In the last section, Hall-Petch type relationship was inferred. However, 

the trend was not verified. Therefore, similar experiments were carried 

out by changing film thicknesses between 400 ~ 10 nm for the films 

V-Fe2at% on Al2O3 (11-20). The critical thickness for misfit dislocation 

formation is in this case ~ 1 nm. Thus, the films prepared contain certain 

amount of dislocation. The deposition temperature was at 297 K. The 

in-plane orientation of the film investigated by texture measurement re-

vealed multi-domain. Contrary to the case of Al2O3 (0001), the biaxial 

modulus of the substrates must be considered as anisotropic. The longi-

tudinal direction Al2O3<000-1>, thus the bending direction of the sub-

strate is parallel to V<1-10> (Fig. 4.11). Therefore, the linear elastic stress 

of -11.7 GPa/cH for V<1-10> is expected in the elastic regime. The calcula-

tion of stress was carried out by using the biaxial elastic modulus of Al2O3 

published in [Thok95], where E / (1-) = 516.5 GPa (E = 516.5 GPa,  = 0). 

 

5.1.2.1 400-nm thick film 

 

In Fig.5.1.4 the stress curve of 400-nm thick film is shown together 

with corresponding EMF curve. The inflection points in both curves are 

indicated by arrows. At low cH, the agreement with the predicted linear 

elastic behavior is established up to 0.07 H/V. We call the stress value at 

this deviation point just before the plateau as ,lim, and corresponding cH 

as c,lim unless otherwise stated. In this film, the ,lim at the end of linear 

elastic region showed -0.79 GPa. Unlikely to the 100-nm thick films on 

Al2O3 (0001), no deviation below c,lim was observed. Further hydrogen 

absorption leads to drastic relaxation of compressive stress until the cH 

reaches 0.35 H/V, showing positive slope of +0.5 GPa/cH. Above this con-

centration the slope again turns to negative. The linear fit in this concen-
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tration region shows -1.1 GPa/cH. The total stress released at 0.5 H/V was 

estimated to be -0.81 GPa.  

The observed inflection points in the stress curve correspond to those 

in the EMF curve, at 0.09 H/V and at 0.32 H/V, respectively. However, the 

plateau-like region is considerably narrow, when compared to those of 

100-nm thick films shown in Fig. 5.1.1 (b). Assuming that these inflection 

points are associated with phase boundaries, the difference of micro-

structure between the films should be taken into account. 

 

5.1.2.2 200-nm thick film 

 

Fig. 5.1.5 shows results of the same experiment on a 200-nm thick film. 

Again, a good agreement with the linear elasticity theory was observed. 

The first inflection in the stress curve occurs at 0.04 H/V, where the ,lim 

shows only -0.34 GPa, which is almost a half of that in 400-nm thick film. 

The EMF curve also shows a deviation at a similar concentration, cH = 

0.05 H/V. After showing moderate compressive stress increase with a slope 

of -0.4 GPa/cH, the slope starts to increase at cH = 0.21 H/V. At exactly the 

same concentration the EMF curve shows positive sloping as well. The 
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Fig.5.1.4 (a) Stress curve of 400-nm thick film on Al2O3 (11-20) deposited at 

297 K. Fitting curve of linear elastic region is shown in the inset. Arrows in-

dicate inflection points, where the slope changes. (b) EMF curve measured 

simultaneously during stress measurement. Low cH region is magnified in the 

inset. Deviation from the Sieverts’ law and the end of plateau-like region are 

found at 0.09 H/V and at 0.32 H/V, respectively. 
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final slope of the stress curve was with -1.3 GPa/cH, starting at 0.30 H/V, 

while the EMF increases at higher concentration, 0.36 H/V.  

Unlikely to 400-nm thick film, the relaxation of stress within the 2 

phase region is not pronounced. No tensile stress occurred. The total 

stress released at 0.5 H/V was -0.77 GPa. This is comparable to that of 

400-nm thick film, -0.81 GPa. 

 

5.1.2.3 100-nm thick film 

 

The result of 100-nm thick film is shown in Fig. 5.1.6. At this thickness 

a slight deviation of the initial stress curve from the linear elastic behav-

ior is observed. Similar behavior was also confirmed in the 100-nm thick 

film on Al2O3 (0001) deposited at room temperature as well. At the con-

centration of 0.04 H/V the 1st deviation of the curve ( = -0.28 GPa) occurs. 

As already observed in the films on (0001), this concentration corresponds 

to where the curve starts to follow the Sieverts’ law in the EMF curve. The 

linear elastic behavior ends at cH = 0.1 H/V. The stress value remains 

constant until cH reaches 0.40 H/V. The slope afterwards shows -1.3 GPa/cH. 

The total stress release at cH = 0.5 H/V indicates -0.87 GPa. The EMF curve 
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Fig. 5.1.5 (a) Stress curve of 200-nm thick film on Al2O3 (11-20) deposited 

at 297 K. Fitting curve of linear elastic region is shown in the inset. Arrows 

indicate inflection points, where the slope changes. (b) EMF curve meas-

ured simultaneously during stress measurement. Low cH region is magni-

fied in the inset. Deviation from the Sieverts’ law and the end of plateau-like 

region are found at 0.05 H/V and at 0.30 H/V, respectively. 
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shows termination of plateau-like region at 0.35 H/V.  

 

5.1.2.4 50-nm thick film 

 

Similar to the case of films deposited at 773 K or 1073 K, positive de-

viation  = +0.04(2) GPa at the very beginning of hydrogen loading is 

observed, as indicated by a blue arrow in Fig. 5.1.7. Several deviations 

from the linear elastic behavior below c, lim are visible also in this film, as 

denoted c2 and c1 at 0.03 H/V and at 0.09 H/V, respectively. Though it was 

not observed in thicker films with 200 nm or 400 nm, these deviations tend 

to become more visible as the thickness decreases. At cH = 0.03 H/V there is 

no distinctive change in the EMF curve. However, the onset of Sieverts’ 

law behavior can be estimated at cH = 0.07 H/V, which is close to the c1 = 

0.09 H/V in the stress curve.  

At cH = 0.12 H/V the curve starts to bend and shows gentle slope of -0.7 

GPa/cH. The next bending occurs at cH = 0.25 H/V, with steeper slope of -1.5 

GPa/cH. The slope of plateau-like region in the EMF curve is more consid-

erable than that of the thicker films. It is clearly seen in the inset of EMF 

curve, where the overlap of Sieverts’ law line and the measured curve is 
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Fig. 5.1.6 (a) Stress curve of 100-nm thick film on Al2O3 (11-20) depos-

ited at 297 K. Fitting curve of linear elastic region is shown in the inset. 

Arrows indicate inflection points, where the slope changes. (b) EMF 

curve measured simultaneously during stress measurement. Low cH 

region is magnified in the inset. Deviation from the Sieverts’ law and the 

end of plateau-like region are found at 0.10 H/V and at 0.35 H/V, re-

spectively. 
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rather pronounced. The final stress value at cH = 0.50 H/V reaches at -1.2 

GPa.  

 

5.1.2.5 20-nm thick film 

 

The impact of decreasing the film thickness on stress release behavior 

becomes more significant. The results of 20-nm thick film is shown in Fig. 

5.1.8. It is clearly seen that the total stress and the slope of the curve is 

significantly larger than those seen in the thicker films.  

At the first loading step of 5 x 10-4 H/V, there is an abrupt increase of 

stress. Thereafter the compressive stress increases linearly with a slope of 

-12.8(1.3) GPa/cH. Although this is larger than the ideal slope -11.7 GPa/cH, 

it is still in the range of error. The already observed several inflections in 

this linear elastic region are again observed also in this sample, at 0.03 

H/V and at 0.07 H/V. At the concentrations above 0.13 H/V the intermedi-

ate region shows still large slope of -3.6 GPa/cH up to 0.30 H/V. Further 

loading then induces even smaller slope, -1.7 GPa/cH, followed by final 

stress value of -2.2 GPa at cH = 0.5 H/V. 

The corresponding EMF curve as well shows considerable slope as a 

whole. Only the onset of the overlap at 0.10 H/V can barely be confirmed. 
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Fig. 5.1.7 (a) Stress curve of 50-nm thick film on Al2O3 (11-20) deposited 

at 297 K. Fitting curve of linear elastic region is shown in the inset. Arrows 

indicate inflection points, where the slope changes. (b) EMF curve 

measured simultaneously during stress measurement. Low cH region is 

magnified in the inset. Deviation from the Sieverts’ law and the end of 

plateau-like region are found at 0.10 H/V and at 0.30 H/V, respectively. 
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The comparison with Sieverts’ law does not make usual sense anymore, 

as the both overlap each other until 0.30 H/V, at which the end of two 

phase field is suggested. The Sieverts’ law does not take stress effect into 

account. In case of this 20-nm thick film, large compressive biaxial stress 

as depicted in Fig. 5.1.8 (a) might play a significant role for the consider-

able slope of EMF curve in (b). 

 

5.1.2.6 10-nm thick film 

 

Results on the thinnest film in the series, namely 10-nm thick film are 

shown in Fig. 5.1.9. The stress release is linear showing good agreement 

with ideal slope up to cH = 0.12 H/V, with including a slight relaxation at cH 

= 0.05 H/V. The slope in the intermediate region shows -2.1 GPa/cH, which 

is smaller than that of 20-nm thick film. However, the slope after cH = 0.25 

H/V shows considerably large value of -6.5 GPa/cH. The largest final stress 

of -3.0 GPa is established at cH = 0.50 H/V. 

The corresponding EMF curve shows the same trend as that of 20-nm 

thick film. The slope of intermediate region is almost the same as that of 

Sieverts’ law and, therefore, only the onset of overlap can be confirmed at 

0.06 H/V. The end of the intermediate region is found at 0.25 H/V, which 

agrees well with the bending point in the stress curve. 
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Fig. 5.1.8 (a) Stress curve of 20 nm-thick film on Al2O3 (11-20) deposited 

at 297 K. Fitting curve of linear elastic region is shown in the inset. Ar-

rows indicate inflection points, where the slope changes. (b) EMF curve 

measured simultaneously during stress measurement. Low cH region is 

magnified in the inset. Deviation from the Sieverts’ law as a sign of sol-

ubility limit cannot be confirmed. 
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5.1.2.7 Relationship between initial in-plane stress 

and film thickness 

 

In Table 5.3, some specific  values at each inflection point and the 

resulting slope changes are summarized. The observed slopes m lin. were in 

good agreement with the oretical prediction (’ = -11.7 GPa/cH) within error. 

Concerning the critical stress value, ,lim and the maximum stress at cH = 

0.5 H/V, max. seems to increase with reducing the thickness. 

According to the XRD results of as-prepared films, huge compressive 

in-plane stress 0 of -1 ~ -3 GPa was confirmed (see Table 4.3). These re-

sidual stress values were added to H-induced stress, ,lim and to max. for 

an accurate evaluation. The corrected stresses ,lim’ and max’ were tabu-

lated together in Table 5.4 (in high lightened columns).  

In XRD profiles of these films (Fig. 4.6), significant broadening of the 

(110) peak was observed. Under such a large stress, simple estimation of 

domain size by utilizing Scherrer’s formula would fail. Thus, the tabulated 

t values in Table 5.4 are, unfortunately, not true in a strict meaning. 

Therefore, the dependence of stress on sample dimension is plotted 

against reciprocal of squared film thickness, 1/l 0.5, as shown in Fig. 5.1.10. 

Expected linear r elationship can be seen for critical stress ,lim, but 

with large scatter (note e.g. the small R value as correlation coefficient of 
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Fig. 5.1.9 (a) Stress curve of 10-nm thick film on Al2O3 (11-20) deposited at 297 K. 

Fitting curve of linear elastic region is shown in the inset. Arrows indicate inflection 

points, where the slope changes. (b) EMF curve measured simultaneously during 

stress measurement. Low cH region is magnified in the inset. Deviation from the 

Sieverts’ law as a sign of solubility limit cannot be confirmed. 
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0.84). An extrap olation of critical stress (black line in Fig. 5.1.10) to infi-

nitely large grain (zero at x axis) leads -1.97(0.35) GPa. This, as an abso-

lute val ue, is reasonably close to 0.03G = 1.4 GPa (G = 46.7 GPa [Bolef61]), 

when error is considered. 

Considering the huge initial in-plane stress in the film, it is useful to 

examine its relationship with the hydrogen induced stress. The result is 

shown in Fig. 5.1.11. Both of the corrected critical stress , lim’ and the 

corrected maximum stress at cH = 0.5 H/V max.’ showed clear dependence 

on the initial in-plane stress 0 in the examined stress region, i.e. the more 

compressive the initial in-plane stress is, the larger is the hydrogen in-

duced stress. 

 

Table 5.4 Intrinsic in-plane stress and domain size measured by XRD and 

corrected values of hydrogen induced stress in V-Fe2at% (110) 10-nm ~ 

400-nm thick films deposited on Al2O3 (11-20) 

l  = 10, t  = 10 0.316 -2.70 -1.03 -3.73 -3.03 -5.73

l  = 20, t  = 14 0.224 -2.51 -1.24 -3.75 -2.24 -4.75

l  = 50, t  = 17 0.141 -1.94 -0.72 -2.66 -1.2 -3.14

l  = 100, t  = 25 0.100 -2.09 -0.69 -2.78 -0.87 -2.96

l  = 200, t  = 20 0.071 -1.45 -0.34 -1.79 -0.77 -2.22

l  = 400, t  = 21 0.050 -1.94 -0.73 -2.67 -0.81 -2.75

Thickness l  [nm], Out-of-

plane domain size t  [nm]

1/l
0.5

[1/nm
0.5

]

Initial in-plane

stress  0 [GPa]
 ,lim [GPa]

 ,lim'= 0+ ,lim

[GPa]

 max.

[GPa]

 max.'= 0+ max.

[GPa]

 

Table 5.3 Summary of stress measurement on V-Fe 2at% (110) 10-nm ~ 

400-nm thick films deposited on Al2O3 (11-20) 

400 200 100 50 20 10

 , lim [GPa] -0.73 -0.34 -0.69 -0.72(1) -1.24(2) -1.03(6)

 1 [GPa] -0.58(2) -0.76(2)

 2 [GPa] -0.08(1) -0.50(3)
-

Maximum stress at 0.5 H/V,

 max. [GPa]
-0.81 -0.77

- -0.26 -0.50(4)

-10.6

(0.5)

-11.2

(0.2)

Characteristic values in

stress curve

-0.87 -1.20 -2.24 -3.03

-8.5

(1.0)

Thickness, l  [nm]

Slope in linear elastic region,

m lin. [GPa / (H/V)]

Theoretical value  ' = 11.7

[GPa / (H/V)]

-9.0

(3.1)

-12.8

(1.3)

-11.1

(0.9)
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 Thus, both the initial in-plane stress and the film thickness are con-

sidered to have similar impact on the development of hydrogen induced 

stress.  

 

5.1.2.8 Change of phase boundary 

 

The inflection points in the stress curves are compared to those in the 

EMF curves and summarized in  

Table 5.5. Narrower miscibility gap than that of V bulk (cH = 0.03 H/V 

~ 0.47 H/V) was found. Better agreement can be seen for thicker films than 

in case of thinner films. The concentration width of plateau like region 

does not agree well each other, showing difference of typically 0.05 H/V. As 

 

Fig. 5.1.10 Hall-Petch type plot of 

hydrogen induced stress and 

stress at 0.5 H/V for V-Fe2at% 

(110) films of various thickness 

deposited on Al2O3 (11-20) at 

room temperature. The black an 

d red lines are linear fits, showing 

that the hydrogen induced stress 

is larger for thinner films. The 

Peierl’s stress 0.03G of V is in-

dicated by the purple dot line at 

1.4 GPa. R is the correlation coef-

ficient. 
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Fig. 5.1.11 Relationship of hy-

drogen induced critical stress 

and stress at 0.5 H/V vs. initial 

in-plane stress for V-Fe2at% 

(110) films of various thickness 

deposited on Al2O3 (11-20) at 

room temperature. The red trend 

line is drawn to guide eyes, 

showing that the hydrogen in-

duced stress is larger for films 

with larger compressive in-plane 

stress. R is the correlation coef-

ficient. 
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the hydrogen loading was carried out with rough concentration steps 

(typically 0.05 H/V) at high concentrations, this deviation cannot be 

avoided easily. 

The observed values qualitatively hint on a shift of the phase bound-

aries; larger -phase solubility and narrower miscibility gap width occurs.  

However, it should also be noted that the relaxation of stress (at low 

cH) occurs always before the inflection in the EMF shows up for thicker 

films (V 400 nm and V 200 nm), while the difference disappears when the 

thickness reaches at 100 nm. For the 50 nm film the order changes and the 

relaxation occurs even after the inflection in the EMF curve. This calls an 

intimate attention in relation to the fact that some small deviations (re-

laxation) have been observed already in the elastic regime for the films 

thinner than 100 nm.  

Additionally to the origin of the observed small deviations of the elas-

tic regime, a question arises if the relaxation in the intermediate region is 

caused truly by the phase transition and resulting plastic deformation or 

not. This is in connection to the question on the behavior of hydrogen un-

loading curve because plastic deformation is irreversible and, thus leaves 

a trace of non-identical stress curve. 

 

5.1.2.9 Stress release during unloading of hydrogen 

 

The films with thicknesses of 200 nm and 20 nm that were fully loaded 

with hydrogen were examined for possibility of hydrogen unloading elec-

Low c H High c H Low c H High c H

l  = 10, t  = 10 0.12(1) 0.25 - 0.25

l  = 20, t  = 14 0.13 0.30 - 0.30

l  = 50, t  = 17 0.12 0.25 0.10 0.30

l  = 100, t  = 25 0.10 0.40(5) 0.10 0.35

l  = 200, t  = 20 0.04 0.30 0.05 0.36

l  = 400, t  = 21 0.07 0.35 0.09 0.32

Film thickness l [nm],

Out-of-plane domain

size t  [nm]

Inflection point in

stress curve  [H/V]

Inflection point in EMF

curve [H/V]

 

Table 5.5 Observed inflection points of cH and resulted concentration width in 

the stress and EMF curves of V-Fe2at% (110) films deposited on Al2O3 (0001) 

with different thickness (c, lim values are used for low cH of stress curve) 
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trochemically by applying similar process as hydrogen loading, but with 

inverse polarity. Simultaneously, the resulting stress release behavior was 

recorded against EMF value.  

The results are shown in Fig. 5.1.12 (a) and (b). Correction of stress 

value by initial in-plane stress is already applied for each curve. A re-

markable difference of the unloading behavior between these two films is 

observed. The 200-nm thick film shows tensile in-plane stress after un-

loading, showing more flat plateau than that of loading curve. On the 

other hand, the unloading curve of 20 nm-thick film exhibits completely 

the same trace as that of loading curve, and the final stress state is still 

compressive. That is, plastic deformation in a usual sense is missing be-

tween the film and the substrate, in the course of hydrogen uptake in the 

20-nm thick film. 

 

5.1.3 H-induced stress in Fe/V-Fe multi-layered film 

on Al2O3 (11-20) and on Al2O3 (0001) substrate 
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Fig. 5.1.12 (a) Stress curve against EMF of V 200 nm on Al2O3 (11-20) 

deposited at 297 K. Tensile in-plane stress is observed after H unloading 

(The stress in the film is relaxed). (b) Stress curve against EMF of V 20 nm 

on Al2O3 (11-20) deposited at 297 K. Both the loading and unloading 

curves follow the same trace. The resulting stress state after unloading is 

still compressive. 
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In the last section, it was manifested that the critical stress value 0 

and the total stress development max. are strongly dependent both on 

films’ initial stress and on film thickness. Similar consideration will be 

given in this section as well using the XRD data shown in Chap. 4.2.2.2 

(Fig. 4.9). 

 

5.1.3.1 [Fe 20.3 nm / V 42.8 nm] x 2 

 

The stress release curve of [Fe 20.3 nm / V 42.8 nm] x 2 and the EMF 

curve are shown in Fig. 5.1.13. Well defined inflection points both in the 

stress and EMF curves at cH = 0.06 H/V and cH = 0.07 H/V, and at cH = 

0.475 H/V and at cH = 0.50 H/V are evidently found, respectively. In the 

very beginning of stress curve up to cH = 5 x 10-4 H/V an abrupt compres-

sive stress of  = -0.35 GPa was observed. Then the curve follows linear 

elasticity with a reasonable slope of -11.9 GPa/cH. At concentrations above 

cH = 0.06 H/V the relaxation of film stress occurs. In this intermediate re-

gion the positive slope of +0.5 GPa/cH was observed, which is similar to the 

case of V 400 nm film. Note that no additional small deviation is found in 

the elastic regime. 
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Fig. 5.1.13 (a) Stress curve of [Fe 20.3 nm / V 42.8 nm] x 2 on Al2O3 (11-20) 

deposited at 297 K. Fitting curve of linear elastic region is shown in the inset. 

Arrows indicate inflection points, where the slope changes. (b) EMF curve 

measured simultaneously during stress measurement. Low cH region is 

magnified in the inset.  
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5.1.3.2 [Fe 10.1 nm / V 21.5 nm] x 4 

 

Fig. 5.1.14 shows the results on [Fe 10.1 nm / V 21.5 nm] x 4. The 1st 

inflection point found at cH = 0.04 H/V in the stress curve agrees well with 

that in the EMF curve. Contrary to the results of [Fe 20.3 nm / V 42.8 nm] x 

2, a significant slope in the EMF curves is observed in the intermediate 

region. The corresponding slope in the stress curve shows slightly com-

pressive trend (-0.3 GPa/cH) until cH = 0.20 H/V. Above this concentration 

the stress curve shows, again, strong compressive stress as well as that of 

[Fe 20.3 nm / V 42.8 nm] x 2, with a slope of -1.7 GPa/cH.  

 

5.1.3.3 [Fe 5.1 nm / V 10.8 nm] x 8 

 

In Fig. 5.1.15 the result on [Fe 5.1 nm / V 10.8 nm] x 8 is shown. This 

film shows even more pronounced slope of EMF than that of [Fe 10.1 nm / 

V 21.5 nm] x 4. After the 1st inflection point at cH = 0.05 H/V, the stress 

curve shows a smaller slope, meaning a stress relaxation. However, fur-

ther stress increase in the whole curve is not observed anymore, even 

though the EMF shows significant increase again at above cH = 0.30 H/V. 
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(a) (b) 

Fig. 5.1.14 (a) Stress curve of [Fe 10.1 nm / V 21.5 nm] x 4 on Al2O3 (11-20) 

deposited at 297 K. Fitting curve of linear elastic region is shown in the 

inset. Arrows indicate inflection points, where the slope changes. (b) EMF 

curve measured simultaneously during stress measurement. Low cH re-

gion is magnified in the inset.  

0.0 0.1 0.2 0.3 0.4 0.5 0.6

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

0.00 0.05 0.10
-1.5

-1.0

-0.5

0.0

Total V thickness l
t
 = 107 nm

0.20 H/V

-0.3 GPa / c
H

-1.7 GPa / c
H

 Fe 10.13 nm / V 21.52 nm

 Linear elasticity theory

          ' = -11.7 GPa / c
H

 

 

S
tr

e
s
s
 a

lo
n

g
 V

<
1

-1
0

>
 /
/ 
A

l 2
O

3
<

0
0

0
-1

>
, 


<
1
-1

0
>
 /
 G

P
a

Hydrogen concentration, c
H
 / H/V

-0.41 GPa

0.04 H/V

 Fit  = -12.2(0.6) c
H

 



86 5.1 In-plane stress evolution upon hydrogen absorption 

 

5.1.3.4 [Fe 5.9 nm / V 6.0 nm] x 8 

 

A completely different stress release behavior is observed in case of 

this film as shown in Fig. 5.1.16. It is notable that the stress value shows 

positive value i.e. tensile in-plane stress release with increasing hydrogen 

concentration. This behavior is opposite to general idea and experimental 

findings of the other films, where in-plane compressive stress is usually 

accompanied upon hydrogen uptake.  

Two films (sample 1 and sample 2) of this same stacking type were 

measured and the stress values are plotted against cH and shown in Fig. 

5.1.16 (a) and (c) with corresponding EMF curves in (b) and (d), respec-

tively. Between these two measurements, the waiting time for equilibrium 

is different; for sample 2 the total waiting time is about two times longer 

than that of sample 1. The error bars are implemented as the scattering of 

the stress values is large. Nevertheless, the same trend of tensile stress 

development is obvious for both samples, revealing certain reproducibility 

of this strange behavior. The observed tensile stress was in the range of 3 

GPa. Such a huge tensile stress cannot be explained by conventional the-

ory. 

The shape of stress curve for both films is not identical, which could be 
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(a) (b) 

Fig. 5.1.15 (a) Stress curve of [Fe 5.08 nm / V 10.82 nm] x 8 on Al2O3 

(11-20) deposited at 297 K. Fitting curve of linear elastic region is shown in 

the inset. Arrows indicate inflection points, where the slope changes. (b) 

EMF curve measured simultaneously during stress measurement. Low cH 

region is magnified in the inset. Note the flat region in the stress curve. 
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an influence of d ifferent waiting time for equilibrium. This could also be a 

reason of compressive stress release in the intermediate region for the 

sample 2, while the sample 1 continuously shows tensile stress increase 

(transient mechanical response). But the inflection points agree well each 

other, showing the 1st inflection at cH = 0.05 H/V and the 2nd one at cH = 

0.45 H/V or at cH = 0.40 H/V. The EMF curves of these two films are not 

identical either, especially in the low cH region, but, the values at high cH 

region (after the 1st inflection) fit almost perfectly each other.  
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Fig. 5.1.16 Stress curves and EMF curves of [Fe 5.9 nm / V 6.0 nm] x 8 

on Al2O3 (0001) deposited at 297 K. Sample 1 and 2 are identical, but 

the sample 2 was measured with longer waiting time for equilibrium. (a) 

stress curve of sample 1 (b) EMF curve of sample 1 (c) stress curve of 

sample 2 (d) EMF curve of sample 2. Note that tensile stress release is 

observed in the both cases. 
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Any film detachment in the very beginning of the measurement might 

explain the observed be havior, as the initial in-plane film stress is com-

pressive. But, no detachment or film buckling was observed at least by 

eyes, until the film was loaded up to around cH = 0.30 H/V. The origin of 

this tensile stress is unk nown. However, it may be explained by change of 

site occupation of H in the V layers, since the stress has a large impact on 

the site occupation in V ([Yagi86], [Koike93], [Hjörv97+]) In general con-

sideration, random distribution of H occupation sites is always assumed to 

explain H-induced linear elastic volume expansion of a clamped film. In 

case of [Fe 5.9 nm / V 6.0 nm] x 8 multi-layered film, this obviously is not 

the case.  

The impact of initial in-plane stress demonstrated for V single layered 

film is not valid for Fe/V multi-layered system, as indicated in Table 5.6 

(a) (b) 

Fig. 5.1.17 (a) Impact of V layer thickness and (b) initial in-plane stress on 

stress release for Fe/V-Fe2at% multi-layered (110) films with various V layer 

thickness deposited on Al2O3 (11-20). The dot line is drawn to guide eyes. 

Note the remarkable deviation from the global trend in case of Fe 5.9 nm / V 

6.0 nm multi-layer. 
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Table 5.6 Intrinsic in-plane stress and V layer thickness determined by 

XRD and corrected values of hydrogen induced stress in Fe/V-Fe2at% 

multi-layered films deposited on Al2O3 (11-20) 

 

l = 6.04 -1.92 +1.88 -0.04 +2.59 +0.67

l = 10.82 -2.31 -0.42 -2.73 -0.62 -2.93

l  = 21.52 -1.53 -0.41 -1.94 -0.89 -2.42

l  = 42.84 -0.88 -0.75 -1.63 -0.89 -1.77

 , lim' =  0+ , lim

[GPa]

 max.

[GPa]

 max.' =  0+ max.

[GPa]

V layer thickness,

l  [nm]

Initial in-plane

stress  0 [GPa]

 , lim

[GPa]
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and in Fig. 5.1.17. Despite that the in-plane compressive stress is the 

largest for the [Fe 5.1 nm / V 10.8 nm] x 8 film, only the [Fe 5.9 nm / V 6.0 

nm] x 8 film, which has the minimum V layer thickness, shows remarkable 

tensile stress.  

Consequently, it seems to be more reasonable to take intrinsic size ef-

fect into account to consider the observed peculiarity, i.e. development of 

two-dimensional feature of the layered structure may play a significant 

role as suggested from the works of Hjörvarsson [Hjörv97+] and Anders-

son [Ander02]. 

5.2 In-situ XRD during hydrogen loading 

 

Hydrogen-induced lattice expansion both in our-of-plane and in-plane 

direction was monitored by in-situ XRD at HASYLAB, DESY in Hamburg. 

The films are expected to follow linear elastic behavior in the -phase re-

gion. Additionally, the clamping nature of the film should induce 1 di-

mensional lattice expansion in the film normal direction. This theoretical 

description and the proofs are given in Chap. 2 and in Chap. 5.1, respec-

tively. The deviation from this behavior is discussed in relation to vacan-

cy-hydrogen interaction, plastic deformation as well as Oz occupation and 

-phase (hydride phase) formation.  

The hydrogen induced stress release, which is derived from the result 

of out-of-plane expansion, is compared with the results of stress meas-

urements.  

 

5.2.1 V-Fe3at% film on Al2O3 (11-20) deposited at 

1073 K 

 

The out-of-plane lattice expansion of V-Fe3at% 100-nm thick film ep-

itaxially grown on Al2O3 (11-20) deposited at 1073 K at different hydrogen 

concentrations (cH = 0 H/V ~ 0.60 H/V) was carried out and the results are 

summarized in Fig. 5.2.1. It is clearly shown that V (110) peak shifts to-

wards low angles with hydrogen uptake, while the Pd (111) capping layer 

shows no peak shift. This indicates that the hydrogen is absorbed suc-

cessfully in the V layer. However, even though the intensity of V (110) 

peak drops significantly (this means loss of coherency or loss of volume 

fraction), no -phase peak was found at high concentrations. Moreover, the 

-phase peak V (110) remains visible even though the cH exceeds 0.5 H/V, 

where V2H -phase formation is usually expected according to V-H phase 

diagram at room temperature. Also, it is known that the EMF values at 
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above cH = 0.5 H/V shows steep increase.  

As this film is epitaxially grown, the -phase might not grow isotrop-

ically. Therefore, the diffraction patterns were recorded also at tilt angle 

() of 60o. Some examples of these patterns are shown in Fig. 5.2.2. It is 

clearly confirmed that there is an additional peak arising at concentra-

tions above cH = 0.40 H/V, which is considered to be that of V2H (101). We 

should note that this peak has sharper width than that of V (110), imply-

ing somewhat larger domain size of hydride phase than that of matrix. 

The results of d (110) measurement in the series of scans at = 0o and 

at  = 60o enable to estimate in-plane interplanar distance din-plane, via fol-

lowing equation [Dornh02]. 





2

222

sin

cos planeofout

planein

dd
d






                    (5.1) 

In Fig. 5.2.3 (a), dout-of-plane, d(110)60
o and din-plane are plotted together 

against cH. By applying modified Eq. (5.1), the d values of the -hydride 

phase, d(101) are inversely estimated by assuming din-plane = 0.2134 nm and 

plotted for comparison. A remarkable feature of this film is that the initial 

lattice is both in in-plane and out-of-plane directions contracted compared 

to that of bulk. This simply implies high vacancy concentration in the film. 
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Fig. 5.2.1 In-situ XRD patterns during electrochemical hydrogen absorp-

tion of V-Fe3at% 100 nm (110) epitaxial film on Al2O3 (11-20) deposited at 

1073 K.  = 0.1293 nm. Hydrogen induced lattice expansion of V layer is 

clearly observed. But, no -phase peak is found. 
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The reference unit cell volume of V-Fe3at% bulk is 2.757 x 10-2 nm3, while 

that of film deposited at 1073 K has 1.7% smaller volume, 2.709 x 10-2 nm3. 

Until the cH reaches at 0.005 H/V, there was no expansion observed (see 

the inset in (b). Thereafter, the curve shows linear increase with a slope of 

d = 0.058(1)∙cH, which is close to 3-dim. expansion. However, din-plane shows 

almost constant value until cH = 0.15 H/V. This is consistent with the ex-

pectation that the film is not allowed to expand in lateral direction in the 

elastic regime. But, it is then consistent with the expected 1-dim. expan-

sion. Thus, some sort of relaxation process is inferred even in the linear 

expansion regime.  

Further hydrogen uptake then induces lattice contraction in in-plane 

direction and deviation from the linear behavior in out-of-plane as well, 

which means an onset of formation of hydride phase (hydrogen atoms in-

troduced in the matrix are simultaneously consumed for nucleation of 

hydride phase) and resulting stress relaxation process, although the onset 
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Fig. 5.2.2 In-situ XRD patterns V-Fe3at% 100-nm thick epitaxial film on 

Al2O3 (11-20) deposited at 1073 K at cH = 0.40 ~ 0.60 H/V (a) ~ (d), taken 

at  = 60o.  = 0.1293 nm. Red and green lines are fitting curves. Each 

fitting was carried out with Lorenzian. Note that the -phase peak V2H 

(101) gradually appears with increasing cH. Dot line (green) indicates the 

position of bulk V2H (101). 
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of -phase formation was not immediately observed in the XRD patterns 

until cH = 0.40 H/V. Here, we should remember that too small precipitates 

of several nm (or coherent precipitates) cannot ultimately be detected by 

XRD technique [Micha95]. At cH = 0.5 H/V, the expansion of dout-of-plane 

ceases and additional hydrogen uptake in the -phase takes place. 

Fo r the (110) oriented film, biaxial strain 0 = 1 =2 in the film can be 

estimated by applying out-of-plane expansion data 3 of (110) plane and 

assuming elastic constants of pure V. Modification of Eq. (2.28) gives the 

following relationship, 
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Fig. 5.2.3 (a) Change of interplanar distance d as a function of hydrogen 

concentration cH. It can be confirmed that the initial lattice is contracted 

both in film normal and film parallel direction compared to that of bulk 

V-Fe3at%, implying high vacancy concentration. (b) Relative change of 

dout-of-plane against cH. The film does not follow 1-dim. expansion model, but 

with a smaller slope of 0.058(1) as shown in the inset. Note that no ex-

pansion found until 0.005 H/V. 

*
1
 Attention must be paid, since the values are calculated on a crude assumption 

that din-plane = 0.2134 nm, which is the average of d (110) in-plane between cH = 0.4 ~ 

0.6 H/V as the only available value for the estimation of dout-of-plane. 

*
2
 Tetragonal, space group I41/amd, a = 0.60012 nm, c = 0.66188 nm, where a = 

2a0 , c = 2c0 (a0 = 0.30006 nm, c0 = 0.33094 nm) [Noda86]. 

*
3
 Calculated from data presented in [Shiga78], with aFeV [nm] = 

-0.00247cFe+0.303, where cFe is in at%. 
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where, 3 is the relative change of d(110)out-of-plane, d. Corresponding biaxial 

stress is then calculated  by Eqs. (2.31) and (2.32) for [1-10] and [001] 

directions, respectively. Since the in-plane orientation of the film for the 

in-situ XRD was unknown, the average product of Eqs. (2.31) and (2.32) 

was approximated as the biaxial stress. The same consideration on the 

ideal behavior predicts 1-dim. expansion with a slope of ’ = -12.5 GPa/cH. 

Modification of the biaxial modulus of the film due to hydrogen absorption 

is not taken into account.  

The hydrogen induced stress  is then plotted against cH in Fig. 5.2.4. 

For comparison, the of similar film measured by stress measurement is 

plotted together. Even though the sample for stress measurement was 

deposited on Al2O3 (0001), the agreement is reasonable, showing similar 

slope of compressive stress. An interesting feature is clearly observed in 

the beginning of hydrogen loading, as shown in the inset. The stress 

measurement indicates at first tensile stress release up to cH = 0.005 H/V. 

Below this concentration, any lattice expansion was not observed, ac-

cording to the XRD data.  
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Fig. 5.2.4 Hydrogen induced biaxial stress calculated from in-situ XRD 

data through Eqs. (2.31) and (2.32) compared with the results of stress 

measurement. In the inset the vacancy-hydrogen interaction up to cH = 

0.005 H/V is demonstrated.  
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These two behaviors tell us that the hydrogen could be trapped at 

vacancies: A trapped hydrogen atom as protium interacts with the nega-

tive electrostatic field around a vacancy and thus tensile stress can be in-

troduced in the film. The stress measurement technique is sensitive 

enough to detect this tensile stress because the substrate is thin and can 

deflect. In the XRD measurement, however, such an interaction cannot be 

monitored because (i) the substrate is thick and completely fixed on the 

holder and, thus bending of the substrate is not allowed. Therefore, any 

shift of 2 peak induced by change of sample height does not occur. 

Moreover, (ii) high aspect ratio the film (quasi 2 dimensional) induces 

pronounced hydrogen trapping at vacancies in lateral direction. But, 

clamping of the film on rigid substrate will not allow lateral contraction of 

the film. Thus, the film shows apparently no change of d both in in-plane 

and out-of-plane directions while the vacancy-hydrogen interaction is 

dominant. 

This interaction as an offset (= +0.19 GPa at cH = 0.005 H/V) was 

subtracted and plotted again with the data of stress measurement in Fig. 

5.2.5 in order to make the difference in between more clear. Except for 

some small deviations, the both curves exhibit a good agreement up to cH = 

0.35 ~ 0.40 H/V. Above this concentration, the stress calculated by XRD 

data shows compressive stress until cH = 0.50 H/V, while the stress curve 

shows significant stress relaxation. This discrepancy is indicated by green 
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5.2.4. A good agreement is established until cH = 0.35 ~ 0.40 H/V. 
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arrows in the figure. It should be noted that distinct -phase formation 

was detected at cH = 0.40 H/V (Fig. 5.2.2). At the same concentration, a 

remarkable relaxation was found in the stress curve (see also Fig. 5.1.1). 

This means, the observed stress relaxation is associated with -phase 

formation.  

Concerning above mentioned experimental findings, a principal dif-

ference between these two measurement-techniques should be now ad-

dressed, that is, the stress measurement by bending method manifests 

“macroscopic behavior” of the film including any trace of second phase 

formation, while the XRD results applied here as shown in Fig. 5.2.5 

demonstrates only the behavior of “V (110) expansion”. Therefore, a com-

parison of these two measurements conclusively shows phase transfor-

mation phenomena accompanied by stress relaxation process. Inversely, 

any process of phase transformation without significant stress relaxation, 

like a formation of semi-coherent phase can be implied by the results of 

XRD measurement shown here. This could be in relation to a question on 

the presence of V (110) peak even at high cH.    

 

5.2.2 [Fe 10 nm / V 21 nm] multi-layered film on 

Al2O3 (11-20) 

 

In-situ XRD measurements on epitaxial Fe/V multi-layered film with 

a double layer thickness of [Fe 10 nm / V 21 nm] were carried out. The 

overview of XRD patterns is shown in Fig. 5.2.6. Successful absorption of 

hydrogen only in the V layer can be confirmed, as the Pd (111) and the Fe 

(110) peaks do not show any peak shift. Likewise in the case of single 

layered film, any clear trace of hydride phase was not detected. The 2/ 

scan at  = 60o, as conduced on single layered film was recorded as well to 

detect hydride peak. But, significant intensity drop due to tilting of {110} 

scattering vector was caused and the peak disappeared in the end at above 

cH = 0.20 H/V. Therefore, detailed discussion on the hydride phase for-

mation is unfortunately impossible for this sample.  

Nevertheless, the lattice expansion behavior against cH is plotted in 

Fig. 5.2.7. A considerable expansion of dout-of-plane and contraction of din-plane at 

as-deposited state of this film can be seen, when compared to d value of 

bulk V-Fe3at%. That is, the film is under anisotropic distortion in the 

as-deposited state, which corresponds to dout-of-plane/din-plane = 1.014.  

Hydrogen absorption up to cH = 0.05 H/V induces linear lattice expan-

sion in agreement with the 1-dimensional expansion model (Fig. 5.2.7 (b)). 

The din-plane shows constant value until the same cH. Further hydrogen in-
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troduction causes l attice relaxation (departure from the 3-dim. expansion 

behavior). At above cH = 0.35 H/V the film seems to be more relaxed, 

showing smaller slope.  

In bulk V-H system, the V2H-hydride phase (0.50 H/V) has c/a = 1.1 

with octahedral site (Oz-site) occupation of H (see Chap.2.1.5). According 

to the measured anisotropic distortion 1.014 of this film, almost 10% of the 

hydrogen absorption site in this film could be Oz-sites as an average. 

Considering already reported results of preferential site occupation in 

Oz-site for tetragonally distorted Fe/V film [Olsso03], the observed lattice 

expansion up to cH = 0.05 H/V, which is exactly 10 % of 0.50 H/V, coinci-

dently implies similar preferential Oz-site occupation. Obviously, this is 

not consistent with the 1-dimensional model, which is actually deduced 

from an assumption of random site occupation of H atoms. However, the 

observed behavior of linear elastic expansion in fact follows this model. 

Hence, above considered Oz-site occupation alone is not sufficient to ex-

plain the experimental results of this Fe/V multi-layered film. That is, this 

multi-layered film with [Fe 20 nm / V 21 nm] stacking behaves more in the 
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Fig. 5.2.6 In-situ XRD patterns during electrochemical hydrogen absorp-

tion of [Fe 10 nm / V 21 nm] (110) epitaxial film on Al2O3 (11-20) deposited 

at 297 K. Hydrogen induced lattice expansion of V layer is clearly ob-

served. But, no -phase peak is found, likewise in the case of V single 

layered film. 
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way of 1-dimansional expansion due to random site occupation. 

As demonstrated in the section of V single layered film, the biaxial 

stress was calculated again using Eqs. (2.31) and (2.32) also for this film. 

The result is shown in Fig. 5.2.8. Again, the agreement is very well each 

other concerning low cH region with following the linear elastic model up 

to cH = 0.04 ~ 0.05 H/V. At above cH = 0.15 ~ 0.20 H/V this agreement is lost, 

indicating most probably semi-coherent hydride phase formation as 

demonstrated in V single layered film, which would be associated with 

misfit dislocation formation.  

This phase transition-related plastic behavior of the films will be 

discussed in the next chapter of AE measurement (Chap. 5.3). 

 

 

 

Fig. 5.2.7 (a) Change of interplanar distance d as a function of hydrogen 

concentration cH of [Fe 10 nm / V 21 nm] multi-layered film. Huge intrinsic 

lattice expansion in out-of-plane direction and contraction in in-plane di-

rection (i.e. rhombohedral distortion) compared to that of bulk V-Fe3at% 

[Shiga78] is confirmed. The in-plane lattice keeps constant until cH = 0.05 

H/V. (b) Relative change of dout-of-plane against cH. The film follows 1-dim. 

expansion model up to around cH = 0.05 H/V. 

*
1
 Tetragonal, space group I41/amd, a = 0.60012 nm, c = 0.66188 nm, where a = 

2a0 , c = 2c0 (a0 = 0.30006 nm, c0 = 0.33094 nm) [Noda86]. 

*
2
 Calculated from data presented in [Shiga78], with aFeV [nm] = 

-0.00247cFe+0.303, where cFe is in at%. 
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Fig. 5.2.8 Hydrogen induced biaxial stress calculated from in-situ XRD 

data through Eqs. (2.31) and (2.32) compared with the results of stress 

measurement. Loss of agreement between the two data at above cH = 

0.15 ~ 0.20 H/V implies occurrence of incoherent phase formation.  
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5.3 Acoustic emission measurements 

Dislocation related phenomena and corresponding plastic deformation 

can be qualitatively investigated by measuring the acoustic emission (AE) 

of samples. Conventionally, this technique is applied for studying bulk 

samples. In this section, the AE technique will be applied for metallic thin 

films to investigate their mechanical response during hydrogen uptake. 

These studies are done in collaboration with J. Cizek and P. Dobron in 

Prague University, Czech Republic. The observed AE events will be dis-

cussed by focusing on plastic and “quasi-plastic” deformation of the film. 

  

5.3.1 Thickness dependency - Single layered films 

 

The measurement was carried out in the way so that the AE at each 

hydrogen-loading step was detected. The recorded AE counts are then 

summed up and plotted as a function of the hydrogen concentration cH, as 

described in Chap. 3.3.4. For the 1st AE measurement three V-Fe5at% 

films with thickness of 120 nm, 210 nm and 400 nm were prepared on Al2O3 

Fig. 5.3.1 (a) Cumulative acoustic emission curve of V-Fe5at% 120 nm on 

Al2O3 (11-20) and (b) EMF curve measured simultaneously at 298 K. Inflec-

tion points showing event bursts, are marked in the AE curve (red arrows). 

The straight lines in AE curve are just guides for eyes. The onset of and the 

deviation from Sieverts’ law (black dotted line), and the end of two-phase re-

gion are shown by arrows in the EMF-curve, respectively. 
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(11-20) at room temperature. In the following figures, the cumulative 

acoustic emission events from these films are plotted against hydrogen 

concentration, together with their EMF curves that are measured simul-

taneously.  

Fig. 5.3.1 shows the AE of a 120-nm thick V-Fe5at% film during 

H-loading. There are some notable changes of the slope in the cumulative 

AE curve. In case of 120-nm thick film the first AE event was observed at 

cH = 0.039 H/V. At this concentration the EMF curve starts to follow the 

Sieverts’ law (dotted line in the figure), meaning the trapping of hydrogen 

atoms at defects are terminated and the introduced H atoms start to 

mainly occupy interstitial sites in the lattice.  

Judging from the EMF curve, this interstitial H occupation seems to 

occur already at around cH = 0.0175 H/V. That is, in-plane compressive 

stress contribution becomes significant at this concentration. This stress 

increases further as the cH increases, inducing most probably rearrange-

ment of pre-existing dislocation. The observed first acoustic emission at 

0.039 H/V may be ascribed to the first slip of the film. This is consistent 

with the observed stress relaxation at the same concentration in the stress 

measurement (Fig. 5.1.6 (a)). When the concentration reaches at cH = 0.10 

H/V, the AE events start to increase significantly. At the same concentra-

tion, the EMF curve shows a deviation from the Sieverts’ law, indicating 

Fig. 5.3.2 (a) Cumulative acoustic emission curve of V-Fe5at% 210 nm 

on Al2O3 (11-20) and (b) EMF curve measured simultaneously at 298 K. 

Note some inflection points seen in the AE curve (shown by red arrows). 

The lines in the AE curve are drawn to guide eyes. The onset of and the 

deviation from Sieverts’ law (black dotted line), and the end of the two- 

phase region are shown by arrows, respectively. 
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the plateau region where the hydride phase starts to form. The next in-

flection point of cumulative AE curve is observed at cH = 0.36 H/V. Here, 

the corresponding EMF curve still verifies the two-phase region. An in-

flection of the EMF is visible at a little higher concentration of cH = 0.43 

H/V.  

In Fig. 5.3.2, AE- and EMF-results during H-loading of a V-Fe5at% 

film with 210 nm thickness are shown. At cH = 0.018 H/V, a distinct onset of 

acoustic emission is observed and no further signal is detected until the 

concentration reaches at cH = 0.07 H/V. This concentration corresponds to 

the onset of the plateau region. Further increase of the cH causes almost 

constant increase of AE until cH = 0.42 H/V where the slope again in-

creases.  

Fig. 5.3.3 shows the AE curve of a V-Fe5at% film with 400 nm thick-

ness, during H-loading. In case of this film, the coincidence of cH between 

AE and EMF is not as pronounced as that for the two other films. The 

onset at cH = 0.018 H/V where an abrupt AE increase is detected, coincides 

with that of the 210 nm thick film. However, at the onset of the plateau 

region (see EMF at cH = 0.084 H/V), the AE shows a continuous increase. If 

a closer look at the AE curve is taken, a change of the AE-curve slope is 
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Fig. 5.3.3 (a) Cumulative acoustic emission curve of V-Fe5at% 400 nm on 

Al2O3 (11-20) and (b) EMF curve measured simultaneously at 298 K. Note 

some inflection points seen in the AE curve (shown by red arrows). The 

lines in the AE curve are drawn to guide eyes. The onset of and the devi-

ation from Sieverts’ law (black dotted line), and the end of the two-phase 

region are shown by arrows, respectively. 
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already found at cH = 0.056 H/V. Further increase of cH causes a smaller 

slope in the AE curve starting at cH = 0.21 H/V, while the termination of 

plateau region is found at cH = 0.49 H/V in the EMF curve. In the case of 

400-nm thick film, the change of slope in the AE curve is not as pronounced 

as those of thinner films. This means that, above 0.018 H/V, AE events 

happen permanent. Corresponding stress release was, however, not ob-

served in the stress curve. In fact, Nb-H thin film system, for instance, 

does not show any stress release in the -phase [Lauda99, Nikit08]. This 

means that the acoustic emission does not necessarily manifest stress re-

laxation process concerning for instance, above mentioned rearrangement 

of pre-existing dislocation. This is related with film thickness because 

H-induced in-plane stress to induce dislocation nucleation is dependent on 

the film thickness. 

General findings in the AE behavior of V-Fe5at% single layered films 

are summarized as follows. 

 

(i) AE increase at the onset of Sieverts’ type behavior 

(ii) AE increase at the deviation from the Sieverts’ type behavior 

(iii) Change of AE behavior near the end of plateau region with in-

crease or decrease of the slope (except for the case of 400-nm 

thick film). 

(iv) Permanent AE-signals for thicker films above 0.018 H/V 

 

5.3.2 Thickness dependency - Multi-layered films 

 

Similar measurements have been carried out for Fe/V multi-layered 

films of different double layer thickness deposited on Al2O3 (11-20). The 

results of [Fe 5 nm / V 10 nm] x 8, [Fe 10 nm / V 21 nm] x 4 and [Fe 20 nm / V 

42 nm] x 2 with nominal thicknesses, are summarized below.  

In Fig. 5.3.4, the AE curve and corresponding EMF curve of [Fe 5 nm / 

V 10 nm] x 8 are shown. A distinctive change of the slope in the AE curve is 

observed at cH = 0.06 H/V. In the EMF curve, however, the slope in the 

concentration-range of the two-phase region cannot be differentiated from 

that of Sieverts’ law. The 2nd inflection point in the AE curve at cH = 0.15 

H/V is close to the concentration cH = 0.175 H/V at the terminating point of 

the plateau region in the EMF curve. At this concentration, the slope of 

AE curve decreases.  

Contrary to the case of single layered films, no significant change of 

the slope in the AE curve can be found at low concentrations. 

Fig. 5.3.5 shows the results of a similarly structured Fe/V film that 

has a double layer thickness of [Fe 10 nm / V 21 nm] x 4, each single layer 
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being twice as thick as [Fe 5 nm / V 10 nm] x 8. The total film thickness is 

kept constant. The inclination of the plateau region in this EMF curve is 

Fig. 5.3.4 (a) Cumulative acoustic emission curve of [Fe 5 nm / V 10 nm] x 

8 on Al2O3 (11-20) and (b) EMF curve measured simultaneously. Note 

some inflection points seen in the AE curve (shown by red arrows). The 

lines in the AE curve are drawn to guide eyes. In the expected plat-

eau-region, deviations from Sieverts’ law (black dotted line) are not clear 

due to a significantly sloped EMF curve. 
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Fig. 5.3.5 (a) Cumulative acoustic emission of [Fe 10 nm / V 21 nm] x 4 on 

Al2O3 (11-20) and (b) EMF measured simultaneously. The onset and the 

deviation from Sieverts’ law (black dotted line), and the end of the 

two-phase region are shown by arrows, respectively. 
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not as pronounced as that of [Fe 5 nm / V 10 nm] x 8 and, therefore, the 

onset of the two-phase region can be obviously determined, at cH = 0.075 

H/V. The slope of AE curve also shows explicit increase at the same con-

centration. A further increase of the slope is found at cH = 0.40 H/V, while 

the EMF curve shows a distinct increase already at cH = 0.25 H/V. 

In case of a [Fe 20 nm / V 42 nm] x 2 multi-layered film, the slope 

changes of the AE curve is not as clear as the last two cases, as shown in 

Fig. 5.3.6. The first discontinuity of the curve is found as a step-like in-

crease of the AE signals at cH = 0.034 H/V. The next change of the slope is 

found at cH = 0.10 H/V and at cH = 0.15 H/V, that corresponds to the 

two-phase region in the EMF curve. The termination of the two-phase re-

gion was found at cH = 0.40 H/V in the EMF curve. The inflection points 

found in the AE curve do not coincide with those of EMF curve, which is 

analogous to the results of thick V single layered film (Fig. 5.3.3). Also, the 

observation of poor change in the AE slope similarly found both in this 

Fe/V multi-layer with thick single layers and in the thick V single layered 

film, should be noticed. 

The basic features of the cummulative AE curve of multi-lyered films 

are  identical to that of single layered film. But there are also some clear 

differences between single layered and multi-layered films: 
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Fig. 5.3.6 (a) Cumulative acoustic emission curve of [Fe 20 nm / V 42 nm] x 2 

on Al2O3 (11-20) and (b) EMF curve measured simultaneously. Note some 

inflection points seen in the AE curve (shown by red arrows). The lines in the 

AE curve are drawn to guide eyes. The onset and the deviation from Sie-

verts’ law (black dotted line), and the end of the two-phase region are shown 

by arrows, respectively. 

(a) 

(b) 
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(i) Poor coincidence of inflection points between AE and EMF 

curve 

(ii) Lack of AE signal increase at the onset of Sieverts’ type behav-

ior 

(iii) AE signals over the whole concentration range, also at very 

small concentration 

 

 

5.4 Local hydrogen-distribution: Atom probe 

tomography (APT) analysis

 

In this section we focus on lateral and vertical hydrogen distribution 

in V and Fe/V films studied by atom probe analyses on the isotope deu-

terium at different temperatures. Before the analyses, V single layer al-

loyed with Fe and Fe/V specimens have been loaded with deuterium in the 

external vacuum chamber as described in Chap. 3.4. It will be shown that 

the analysis temperature has a drastic influence on the hydrogen distri-

bution in the layer in connection to diffusion behavior of hydrogen atoms.  

As described in Fig. 2.3 in Chap. 2.1.4, the isotope effect is almost 

negligible as long as within cH = VH0.5 is concerned. Therefore, the ex-

pected D concentration determined by EMF on H concentration can di-

rectly be correlated with that of D within the concentration range of this 

study. 

 

5.4.1 Temperature impact on D-concentration in 

V-Fe single layered film 

 

For V single layered films, analyses at 60 K, 45 K, 30 K and 22 K have 

been carried out to assess the impact of temperature on deuterium con-

60 45 30 22

0.02 - 0.07( / 0.28( - 0.07( / 0.28(

0.2 0.31( - 0.31( -

D2 pressure / Pa
Analysis temperature, T  / K

Table.5.7 The expected D concentration, c0 (D/Me) at each D2 pres-

sure and analysis temperature, T (K). The subscript means respective 

phase at a given concentration suggested by Fig. 5.4.1. D-loading 

was done at RT. 
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centration. The samples were loaded with deuterium at a D2 pressure of 

0.2 Pa at room temperature for 24 hours, for the cases of 30 K and 60 K, in 

order to check over both of the temperature and pressure impacts. Alt-

hough the impact of temperature between 20 K and 60 K has been re-

ported by Kesten [Kest02], it was tested again in this study more in detail. 

Therefore, for the analyses at 30 K and at 45 K, the D2 pressure of 0.02 Pa 

was applied. The details on the expected concentration of D in the film are 

summarized in Table.5.7. These expected concentrations of D were de-

termined by EMF curve of a similarly structured specimen measured be-

forehand. Since there is no significant isotope effect of hydrogen within 

this concentration range, D concentration determined by APT can be di-

rectly compared with that of H.  

In this section, some interesting variation of D distribution observed 

at different analysis temperatures will be introduced. The findings will be 

discussed in Chap. 6. 

Fig. 5.4.1 shows the EMF curve of a V-Fe6(1)at% 10-nm thick film on 

Al2O3 (0001) at 294 K. The same film was deposited also on Al2O3 (11-20) 

and, the EMF curve showed completely the same shape. Therefore, impact 

of substrate orientation on EMF is neglected. Together with the EMF 

curve, average D concentrations determined by APT at 22 K and at 30 K 

are plotted, respectively (filled circles with orange color). Phase bounda-

ries are also indicated in the figure with green lines. Presumably, the 

Fig. 5.4.1 EMF curve of V-Fe6(1)at% 10 nm deposited on Al2O3 sub-

strate (10 mm x 10 mm x 0.5 mm) at room temperature. The EMF at 

0.02 Pa and 0.2 Pa H2 pressure indicates expected H concentration of 

0.13 H/V and 0.31 H/V, respectively. The average cD detected by 

APT at 22 K and at 30 K shows good agreement with the curve. The 

black dot line RT/F shows the ideal solubility known as Sieverts’ law. 
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phase boundaries can be determined by the change of slope in the EMF 

curve (see stress measurement result Fig. 5.1.1 and in-situ XRD result of a 

similar sample, Fig. 5.2.2).  

According to Fig. 5.4.1, the -solubility limit and the + limit for this 

10-nm thick film can be set at 0.07 H/V and at 0.28 H/V, respectively. In-

terestingly, the concentrations measured by APT at low temperatures 

match well with those determined at room temperature. Thus, the loaded 

D concentration seemed to be quenched by cooling process in the APT 

chamber. 

When compared to bulk vanadium, extended solubility and narrowed 

2-phase region are found, as already mentioned in Chap.5.1.2.8 (see e.g.  

Table 5.5). Such modification of phase boundary is often observed since 

the volume fraction of defect increases with decreasing the film thickness 

[Lauda98]. The films stress exerts a similar impact, also inducing pres-

sure sloping of plateau region [Dornh02, Wagn08]. The observed inflection 

points and sloped plateau seen in Fig. 5.4.1 agree with this expectation.  

However, any deep trapping of D at defects was practically not ob-

served. This is different from the EMF result obtained during stress 

measurement of a similar 10-nm thick film on Al2O3 (11-20) (see Fig. 5.1.9 

(b)). Since the substrate geometry is rather different (see Table 3.1) be-

tween the stress measurement (0.2-mm thick) and the normal EMF 

measurement (0.5-mm thick), the stress impact could be different. Ac-

cording to this EMF curve, + phase is expected with concentration of 

0.13 D/Me at 0.02 Pa. At 0.2 Pa D2 pressure, hydride phase () of vanadium 

with deuterium concentration cD = 0.31 D/Me is expected.  

In APT, therefore, only -phase concentration (0.31 H/V) is expected 

at 0.2 Pa, while two separated phases ( and ) are expected (-phase with 

0.07 H/V and -phase 0.28 H/V) according to Table.5.7. But, two phases 

were not observed probably due to limited analysis volume,  

Details of the obtained results will be given separately for different 

loading pressures and analysis temperatures in the following sections. 

 

5.4.1.1 Analysis at 60 K : high D-mobility 

 

In Fig. 5.4.2 (a) and (b) the APT analysis results of V-Fe6(1)at% loaded 

in D2 gas at 0.2 Pa are shown. According to Fig. 5.4.1, at 0.2 Pa the thin 

film sample is expected to be in the -phase. The experimental mean 

concentration is 0.31 H/V. In (a), the circled area corresponds to the (011) 

pole of the film. Due to the aberration of field evaporation, the density of 

atoms in this region is apparently found to be low. The big spheres in (b) 

represent D atoms (light blue colored). It is clearly found that almost all of 
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the D atoms are found only in the V layer, which is in accordance with the 

expectation that V has the largest solubility (kMe = 1) among that of W (kMe 

= 10-24) and of Pd (kMe = 10-4). The solubility difference factor kMe is sum-

marized in Table 2.1. However, the D distribution in the V layer seems not 

to be homogeneous, but some accumulation of D atoms at the (011) pole 

can be ambiguously seen.   

In Fig. 5.4.3 (a), the iso-concentration map of D from the same recon-

struction as Fig. 5.4.2 (b) is shown. Here, the accumulation is simply vi-

sible, but only in the first 3 ~ 4 nm of the V layer. Additionally, 2 concen-

tration depth profiles of different positions are shown in (b) and (c). The 

cylinders (5 nm diameter) b and c have been chosen for depth profiling as 

indicated in (a). Obviously, the D concentration near the (011) pole is con-

siderably higher compared to other areas, yet the average D concentration 

cD = 0.06(2) D/Me indicated in (b) is much lower than the expected value of 

cD = 0.31 D/Me. Moreover, the D concentration profile is sloped with 

showing “tail” towards the W substrate direction as can be seen in (c).  

It is worth to see how the depth distribution of D atoms along the [011] 

is, because the slope of D concentration found in (c) could be a trace of 

Fig. 5.4.2 The reconstructed volume (14 nm x 14 nm x 10 nm) of 

V-Fe6(1)at% loaded with D (0.2 Pa), analyzed at 60 K. Small cube 

represents 1 nm
3. (a) Top view only with V, showing the region near 

the (011) pole (indicated as circle), where the V atoms are depleted. 

(b) Transversal view (grey: Pd, green: V, red: Fe, blue: W, light blue: 

D). Accumulation of D atoms at around (011) is slightly visible. 
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x 
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surface segregation of D atoms, as reported by Kesten et al. [Kest02].  

By counting the number of D atoms against the number of V and Fe 

atoms in ladder diagram (not shown), it is possible to estimate the total D 

concentration in the V layer. According to this estimation, the total cD was 

0.05(1) D/Me, which amounts to only 20 % of the targeted concentration of 

cD = 0.31 D/Me, suggesting that almost 80 % of loaded D atoms has been 

lost as gas at the analysis surface by e.g. D2 formation from surface seg-

regated D atoms, and/or HD formation through H/D exchange reaction 

from residual H2 and D. 

Another fingerprint of D-loss can be found in the depth profile. At the 
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Fig. 5.4.3 (a) Iso-concentration map of D concentration from the same re-

construction in Fig. 5.4.2. (b) Depth profile taken from the cylinder b, far 

from the (011) pole, showing even profile of D. (c) Depth profile taken from 

the cylinder c, near the (011) pole. D distribution is sloped along the analysis 

direction. Red arrows indicate high cD at the Pd/V. 
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Pd/V interface, a high amount of D ranging from 0.03 ~ 0.05 D/Me was 

apparently detected (indicated by red arrows in Fig. 5.4.3 (b) and (c)). The 

D concentration seems to mirror the V concentration profile, as marked 

with stripe areas in color bars above Fig. 5.4.3 (b). The observed cD at Pd/V 

is, however, not true D concentration here, if we assume D atoms are also 

absorbed in a PdV alloy. Even in case of a Pd0.11V alloy, hydrogen (thus 

deuterium) cannot be absorbed more than 6 x 10-6 H/Me at the pressure as 

low as 0.2 Pa [Saka89]. In order to quantify any light atoms as H or D by 

atom probe, one should carefully check the D concentration at interfaces 

that are situated in front of interested region of analysis. 

Consequently, the analysis temperature of 60 K is too high to “freeze” 

D atoms in V. The sample must be cooled down to lower temperatures in 

order to observe homogeneous D distributions. 

 

5.4.1.2 Analysis at 45 K : low D-mobility 

 

The specimen was cooled down to 45 K and analyzed as described in 

Chap. 5.4.1.1. The D2 loading pressure was in this case 0.02 Pa. This 

pressure corresponds to the two-phase region, where two phases with 0.07 

D/Me and with 0.28 D/Me are expected, respectively. The results are shown 

in Fig. 5.4.4 (a) and (b). Color assignments are same as those of 60 K. The 

2 slices for iso-concentration maps are placed in such a way that they cross 

Fig. 5.4.4 Reconstructed volume from the analysis at 45 K (16 nm x 16 

nm x 24 nm), loaded with D2 0.02 Pa. Small cube represents 1 nm
3. (a) 

The whole volume of reconstruction (grey: Pd, green: V, red: Fe, blue: 

W, light blue: D). (b) Iso-concentration map of D concentration from the 

same reconstruction in (a). Accumulation of D atoms is visible at the 

(011) pole, as same as in the case of 60 K (Fig. 5.4.3). In (b), note a 

lateral spread of D concentrated region at V/W interface. 

0 0.11 D/Me 
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each other with 90o exactly at (011) pole. Judging from Fig. 5.4.4 (b), the 

same trend of the D distribution as found in case of 60 K still appears; (i) 

lower D concentration than expected, and (ii) apparently high cD at the 

(011) pole. In addition to these, some lateral spread of the D concentration 

along the xy direction at the V/W interface is clearly visible, which implies 

the trace of D diffusion in the vicinity of the (011) pole. 

The depth concentration profile taken from far from (011) is shown in 

Fig. 5.4.5. Contrary to the case of 60 K, the slope of D concentration is 

positive towards V/W interface.  

The average cD estimated by ladder diagrams of D and V+Fe (not 

shown) was 0.05(2) D/Me, which is close to the -phase concentration, cD = 

0.07 D/Me. However, a close examination at the Pd/V interface still gives 

questionable result, i.e. the cD at the Pd/V is too high. This was observed 

also in case of 60 K, implying D-loss through the Pd/V interface. Conclu-

sively, even lower analysis temperature has to be applied. 

 

5.4.1.3 Analysis at 30 K : nearly-frozen D-mobility 

 

At an analysis temperature of 30 K, the D distribution is rather dif-

ferent from the last two cases. In Fig. 5.4.3 - Fig. 5.4.5, clear trace of 

D-diffusion was visible. Fig. 5.4.6 shows the reconstructed volume and 

iso-concentration map of D. The iso-concentration slices are set to cross at 

(011). Note that the color bar for this iso-concentration map has 0.25 D/Me 

at the maximum.  

Not likely to the D distribution at 60 K or at 45 K, the D distribution is 

more homogeneous and its concentration is approaching to the expected 

Fig. 5.4.5 Depth profile taken 

from a cylinder volume of 5 

nm diameters put away from 

(011) pole. D distribution is 

sloped towards the V/W in-

terface, which is contrary to 

the case of 60 K. The aver-

age cD was 0.05(2) D/Me, 

which is close to the ex-

pected cD for the -phase, 

0.07 D/Me (indicated by red 

dotted line). 
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value of cD = 0.31 D/Me. This hints on that the D atoms have started to 

become frozen at around this temperature. Albeit, the wide spread and 

concentration of D atoms in lateral direction can be seen. Interestingly, it 

appears within a few nano meters away from the V/W interface (Fig.5.4.6 

(b)). 

In Fig. 5.4.7, depth concentration profile taken from Fig. 5.4.6 is 

shown. The average D concentration in V layer, cD was calculated as 

0.23(8) D/Me, which amounts to 74(26)% of loaded D atoms. Although it is 

smaller than the expected concentration, the agreement is good with con-

sidering the error. 

An important feature in this profile is the nearly depleted D atoms at 

the Pd/V interface. As expected for ideal, there is less than 0.01 D/Me. 

Such a low D concentration at Pd/V interface cannot be established at the 

temperatures above 30 K. Further, at this temperature the sample tips 

remain mechanically stable and can be measured successfully. The D at-

oms can be successfully preserved in the V layer concerning the analysis 

direction for the first time at this temperature.  

 

(a) (b) 

y 

z 

x 

[011] 

0 0.25 D/Me 

Fig. 5.4.6 Reconstructed volume from the analysis at 30 K (13 nm x 13 nm x 

26 nm), loaded with D2 0.2 Pa. The small cube represents 1 nm
3 box. (a) 

The whole volume of reconstruction (grey: Pd, green: V, red: Fe, blue: W, 

light blue: D). (b) Iso-concentration map of D concentration from the same 

reconstruction in (a). Note that the color bar has different scale from that of 

60 K and 45 K. A better homogeneity and high D concentration was found. 
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5.4.1.4 Analysis at 22 K : frozen D-mobility 

 

The analysis temperature of 22 K is close to the lowest adjustable 

temperature for an APT analysis in the system used in this study. At such 

cryogenic temperatures, the yield of successful analysis drastically de-

Fig. 5.4.7 Depth concentration profile taken from Fig. 5.6 (30 K). The D 

depth profile is not sloped any more.  
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Fig. 5.4.8 The reconstructed volume from the analysis at 22 K (17 nm x 17 

nm x 24 nm), loaded with D2 0.02 Pa., analyzed at 22 K. (a) The whole 

volume of reconstruction (grey: Pd, green: V, red: Fe, blue: W, light blue: 

D). (b) Iso-concentration map of D concentration from the same recon-

struction in (a). 
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creases since the material becomes extremely brittle and sample rupture 

happens very often. Here, only several successful analyses on very thin V 

layered samples taken at lower than 22 K could be carried out. An exam-

ple taken at 22 K is presented in Fig. 5.4.8.  

Compared to the similar 3D map of 45 K and 30 K, a better ho-

mogeneity of D distribution is clearly seen at least in lateral directions.  

The vertical distribution of D atoms in V layer has been checked by the 

depth profiling and the ladder diagram as shown in Fig. 5.4.9 and in Fig. 

5.4.10, respectively. In Fig. 5.4.9 it should be noticed that there is no D 

atom detected at the Pd/V interface. The depletion of D atoms due to al-

loying of Pd with V is more pronounced than in the case of 30 K, indicating 
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that there is no detectable loss of D through the Pd/V interface. 

According to Fig. 5.4.9, the average D concentration in V layer was 

found to be 0.09(1) D/Me, which is in good agreement with the expected 

value of 0.07 D/Me. The D concentration was checked also by plotting 

ladder diagram (Fig. 5.4.10). From the slope of D accumulation curve, the 

D concentration in the V layer can be unambiguously determined. The 

slope tells us the D distribution is homogeneous as there is no distinct step 

within the slope. The average concentration in the V layer was found to be 

cD = 0.10(2) D/Me. Relatively higher concentration than that of expected 

could be due to reduction of thickness. Meanwhile, the small difference of 

D preservation degree between 30 K and 22 K indicates that improvement 

cannot be achieved unless better statistics and smaller errors of D con-

centrations are established. But, at this low temperature, films tend to 

fracture in a brittle way and tip rupture often occurs.  

 

5.4.1.5 Overview : Analysis at high temperatures (60 

K - 45 K) 

 

Essentially, atom probe analysis is destructive and new surfaces are 

continuously created during analysis. This surface and the subsurface 

underneath are energetically attractive for solute species in the matrix 

[Chris89]. As deuterium is one of the lightest elements and has large dif-

fusion coefficient D, at high temperatures of more than 45 K, the D atoms 

tend to diffuse towards the sample surface and might evaporate from 

there. This is regarded as the reason why the D depth profile found was 

inhomogeneous. Hence, as long as the analysis speed is slow enough (= V 

layer is thick enough) only a “tail” of the D concentration profile can be 

observed at temperatures where D atoms are not frozen in.  

It can also be considered from a geometrical point of view, that the 

surface segregation was visible only at around (011) pole since this area is 

exactly in the middle position of the needle-shaped specimen. Due to its 

original off-set of tilt of specimen against the detector, the (011) is not seen 

in the middle but shifted to the edge the reconstructed volume in Fig. 5.4.2 

and Fig. 5.4.3. However, the (011) pole is situated actually in the middle of 

the tip specimen and, therefore is the thickest part of the specimen. The 

other regions are thinner than here because the film is deposited on a 

curved geometry. Therefore, D atoms in thinner parts at the shank of the 

tip can segregate faster than in the middle (011) as the diffusion distance 

there is shorter. As a result, the D atoms are lost by recombination or/and 

by formation of DO preferentially at the shank of tip, while the remaining 
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D atoms around the (011) pole show sloped and relatively higher concen-

tration profile than that of other regions. 

Additionally, the aberration effect of APT analysis [Waugh76] is as-

cribed to the observed artifact at the (011) pole. 

This observation again implies how the D atoms are desorbed from the 

specimen. As the layer thickness of circumferential is thinner, the D atoms 

are more intensively lost from the shank of specimen than from the anal-

ysis direction. In other words, the desorption thorough the shank of 

specimen has been drastically suppressed at 45 K compared to that at 60 

K, as this diffusion trace has become visible at 45 K. 

Concerning the D concentration at Pd/V interface, the D found there 

amounts less than 0.05 D/Me and therefore the D segregation in the 

analysis direction is drastically suppressed than the case of 60 K, though 

it is not yet acceptable. 

 

5.4.1.6 Overview : Analysis at low temperatures (30 

K - 22 K) 

 

The data points given below 30 K are in very good agreement with the 

p-c-T, specifically the one measured at 22 K, at 0.10 D/Me in the curve. 

This was shown in Fig. 5.4.7 and in Fig. 5.4.9, respectively. 

However, even though the corresponding EMF curve suggests that, at 

the concentration of 0.10 D/Me, the sample might already be in the 

2-phase region, the peak of the cD histogram was single (not shown) likely 

as shown in Fig. 5.4.21. If phase separation occurs, there are at least 2 

peaks visible in a histogram. This was not the case. Thus no co-existing 

phase is implied. This origin can be considered as follows.  

 

(i) The D solubility is extended : 

The V layer thickness is 4 nm for APT analysis and is smaller 

than that of corresponding EMF curve for V 10 nm. If the defect 

density in 4-nm thick V is higher than that of 10-nm thick film, D 

atoms are trapped at defect sites and thus the solubility can 

apparently increase. 

(ii) The analyzed volume did not contain hydride phase by chance: 

The analysis volume is, in fact, limited to only in the middle 

part of the tip and the film thickness of V is so thin as 4 nm.  

(iii) Semi-coherent hydride precipitate [Nörth08] is present in the 

whole volume (If it were totally incoherent hydride, the analysis 

itself would cause tip rupture). 
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Taking the both (i) and (ii) into consideration is also possible. The as-

sumption (i) means that the -phase limit is extended from 0.07 D/Me for 

10-nm thick V to between 0.08 D/Me and 0.12 D/Me (0.10+-2) for 4-nm thick 

V. In order to confirm D trapping at defects e.g. vacancy in this case, it is 

necessary to have some data points of APT at the -phase region so that 

we can compare with corresponding EMF curve. However, we did not 

succeed in it. The assumption (ii) can be supported because the average D 

concentration found by APT (0.10 D/Me) was actually smaller than the 

expected mean concentration of 0.13 D/Me, hinting on that some solute D 

atoms have been consumed by hydride phase formation out side the 

analysis volume. This picture would be more reasonable. The assumption 

(iii) might be also valuable to consider, taking the error of cD into account. 

To summarize the results obtained so far, important features are listed 

as follows. 

 

(i) Relatively homogeneous D distribution can be observed below 30 K. 

(ii) High D concentration at the V/W interface (Fig. 5.4.6). 

(iii) High D concentration found at the Pd/V interface, when 

D-diffusion is not suppressed enough at T > 30 K. 

 

In Table. 5.8, the expected “mean” D concentration (c0) and the ob-

served “mean” D concentration (cDF) by APT analyses are summarized. 

As the analysis temperature decreases, the mean D concentration in-

creases. This means, in other words, the diffusion length of D atom below 

30 K is much shorter than the analyzed length and, consequently the D 

atoms are “frozen” relative to analysis speed. 

The impact of the analysis temperature can be considered from the 

temperature dependence of diffusion coefficient of D in V. In order to clar-

ify this argument it is useful to run over the diffusion coefficient and its 

corresponding diffusion rate of D in V against 1/T. By postulating that D 

Table. 5.8 Mean concentration of deuterium at various analysis temperatures.  

Error is indicated in the bracket. 

Expected, c 0 Found, c DF

60 0.31 0.06 (2)

45 0.13 0.06 (2)

30 0.31 0.23 (4)

22 0.13 0.10 (2)

Analysis temperature, T  / K
Mean D concentration, c D (D/Me)
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diffusion coefficient in V containing 4~6 at% Fe alloy is close to that in 

pure V bulk metal, the diffusion coefficient of D in the samples studied can 

be written as follows and plotted in Fig. 5.4.11.  











RT

E
DD Dexp0                         (5.4.1) 

Here, D0 is the pre-exponential factor, 3.70 x 10-4 cm2s-1 and ED is the ac-

tivation energy for diffusion of D in V bulk, 7.733 kJmol
-1 [Qi83]. 

 As the analysis time by APT is in the order of hours for some tens of 

nanometers, the diffusion rate r must be at least < 0.1 nm hour
-1. Under the 

conditions given above, the quantification of D concentration by APT will 

be possible at temperatures below 25 K at which temperature the surface 

segregation should be totally suppressed and thus the loss of D atoms by 

recombination and/or by the formation of HD at the analysis surface can 

be avoided. 

 

5.4.2 Artificial D distribution at Pd/V interface 

 

It has been shown that the lack of D atoms at the Pd/V interface is one 

of the important criteria for correct analysis. This argument is indirectly 

supported by the H-solubility data of PdV alloy.  

In Fig. 5.4.12, H solubility against V concentration in Pd is shown by 

using numerical data independently provided by Artman [Artman76] and 

Sakamoto [Saka89]. Data for high V concentration side are currently not 

published. Nevertheless, a monotonic decrease of H solubility with in-

creasing V concentration in Pd is obviously seen.  
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Fig. 5.4.11 The diffusion 

coefficient of D in bulk V 

extrapolated from high 

temperature data from 

[Qi83], and corre-

sponding diffusion 

length within 1 hour.  

At temperatures below 

25 K, a reasonable 

analysis becomes pos-

sible. 
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At analysis temperature of 60 K, at 0.2 Pa D2 pressure, the observed cD 

at the Pd/V interface corresponding to Pd0.89V0.11 was about 0.01 D/Me (Fig. 

5.4.3 (b)). This concentration is extraordinary larger than the expected cD 

= 7 x 10-5 H(D)/Me from the alloying effect or isotope effect. On the contrary, 

the data taken at < 30 K did not show any detectable D atoms at the con-

centration of Pd0.89V0.11. This difference was ascribed whether D segrega-

tion occurs or not, depending on the analysis temperature. It is thus useful 

and rather important to verify and run over the solubility data of bulk al-

loy system to investigate “true” solubility in such a small scale analyzed 

by APT. Segregation phenomena of light elements like D are practically 

very sensitive to the analysis temperature even at cryogenic tempera-

tures.  

 

5.4.3 Local deuterium concentration at interfaces of 

VFe single layered films 

 

It was shown with the expected segregation mechanism that at the 

analysis temperature lower than 30 K gives good agreement. Besides, in 

the result of analysis at 30 K with high cD, a lateral spread of D distribu-

tion at V/W interface was observed. As this analysis temperature lies al-

most at the threshold where the surface segregation of D occurs, a detailed 

confirmation with data taken at lower temperatures is required. 

Two analyses at 20 K have been successfully carried out only for very 

thin V films of a few nm-thick. Although the analysis volume obtained 

from these samples is quite limited, it is possible to discuss on the distri-

bution of D quantitatively to certain extent. Contrary to the case of 22 K 
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Fig. 5.4.12 Representation of 

H solubility data of Pd1-xVx 

alloy at different H2 pressures 

at 298 K. Numerical data 

were taken from Artman 

[Artman76] and Sakamoto 

[Saka89]. 
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(Fig. 5.4.9), where homogeneous distribution of D was observed, peculiar 

distribution of D was observed in these two cases at 20 K. 

Concerning this feature, impact of other elements like Pd, Fe and O on 

the D distribution will be discussed with respect to both depth and lateral 

directions in the following sections. 

 

5.4.3.1 Impact of Pd and O atoms at the W substrate 

 

In Fig. 5.4.13 the reconstruction of V single layer taken at 20 K is 

presented. The purple spheres shown together stand for O atoms. This 

sample was loaded with D at 0.01 Pa, where cD of only 0.07 D/Me is ex-

pected, i.e. the sample is in the -solid solution phase. But, according to 

the result of Fig. 5.4.13, the solute D atoms are distributed not homoge-

neously, but accumulating at the V/W interface where many O atoms are 

also accommodated. 

 In order to look closer, the depth profile of the V/W region is shown in 

Fig.5.4.14. As it can be clearly seen, the W surface is decorated with Pd 

and O and the D atoms’ distribution partly overlaps with that of O. The 

increased Pd concentration at the W surface is, therefore, caused by dif-

(a) (b) 

0 0.07 D/Me 

1 nm3 

y 

z 

x 

[011] 

Fig. 5.4.13 The reconstructed volume from the analysis at 20 K (11 nm x 

11 nm x 12 nm), loaded with D2 at 0.01 Pa. (a) The whole volume of re-

construction (grey: Pd, green: V, red: Fe, blue: W, light blue: D, purple: O). 

(b) Iso-concentration map of D. 
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fusive transport of Pd during target cleaning prior to deposition of the V 

layer.  

The V/W can be considered as discontinuous interface in view of dep-

osition scheme, not likely to Fe/V interface, because the W used as sub-

strate was once exposed to air before it was introduced into the sputter 

chamber. Therefore, adsorbed O atoms are always present on W. The 

presence of O atoms at the V/W interface can induce an enrichment of D 

atoms, due to large negative formation enthalpy of D2O(g) (249 kJ/mol at 

298 K [Kedda89]). However, if D2O were present, both peaks have to ap-

pear at the same sample depth, which was not the case. Therefore, it is 

suggested that O was present as adsorbent and V is deposited on top of 

this. The thickness of natural W-oxide is about 3 monolayers [King71] and 

the oxide does not grow at room temperature unless electronic field is ap-

plied [Nowak10].  

It is likely that at certain positions at the V/W interface, nonstoichi-

ometric V-oxide is formed due to larger affinity of O with V than W or Pd. 

 

5.4.3.2 Artificial interface mixing : analysis problem 

 

A similar D enrichment at the V/W interface was also observed in the 

case of the sample with high D concentration. The result, shown in 
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Fig.5.4.14 Depth concentration profile taken from the V/W interface in 

Fig. 5.4.13 (20 K). The W surface is decorated with Pd and O atoms. D 

atoms are attracted towards the interface. 
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Fig.5.4.15, is of the sample loaded at 1 Pa D2 pressure, where cD = 0.38 

D/Me is expected. The analysis temperature was 20 K and therefore no 

artificial surface segregation is expected.  

In this case, a lateral spread of the D profile like in the case of 30 K (Fig. 

5.4.6 (b)) is found as indicated in the figure. The average D concentration 
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Fig.5.4.15 The reconstructed volume from the analysis at 20 K (11 nm x 

11 nm x 11 nm), loaded with D2 at 1 Pa. (a) The whole volume of recon-

struction (grey: Pd, green: V, red: Fe, blue: W, light blue: D, purple: O). 

(b) Iso-concentration map of D (c) Depth concentration profile at the 

V/W interface. Note high cFe and cD at V/W. 

(c) 
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in the V layer was cD = 0.17(8) D/Me, while the maximum concentration is 

reaching  around 0.4 D/Me near the V/W interface, hinting on a preferred 

hydride growth. Additionally, the Pd/V interface shows considerable un-

sharpness. 

From the depth profile, the following observations concerning this film 

should be noticed.  

 

(i) The D concentration profile shows inhomogeneous feature in 

the depth i.e. high cD at the V/W interface.  

(ii) Pd and V seems to be intermixed significantly into the depth 

of 6.5 nm, and the V layer is alloyed with Pd up to several % 

into the depth of ca. 7.5 nm. 

(iii) The D concentration profile and that of Fe in V layer show 

similar trends.  

(iv) O atoms are accumulated at the V/W interface. 

 

Fig. 5.4.16 2D iso-concentration maps of Pd and V at each cross section (1 

~ 4). Sampling volume (3 nm x 3 nm x 0.5 nm) contains about 100 atoms in 

total. Clearly, the Pd/V interface is tilted against the depth direction. 
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To confirm the correlation of the lateral distribution between the ele-

ments, 2D iso-concentration maps of Pd and V at each cross section of the 

depth profile are shown together in Fig. 5.4.16. We should now pay atten-

tion that the 2D iso-concentration map was calculated for the whole area 

of the analysis, not like the 1D concentration profile, which was taken for 

a selected cylinder volume. Thus, a curved geometry of the sample tip 

would give a different picture from that of depth profile. In fact, in Fig. 

5.4.16 rich Pd can be seen at the upper edge of the 2D map even in the 

cross section 3. Judging from this consideration, significantly high con-

centration of Pd in the pictures is because the Pd/V interface was tilted 

against the analysis direction. The clear inverse correlation between the 

distribution of D and that of Pd can be understood from this point of view. 

That is, artificial alloying of Pd with V apparently found in the depth pro-

file was caused by this interface tilt. The real Pd/V interface is in fact as 

sharp as shown for 1D analysis. 

 

5.4.3.3 Impact of Fe and O atoms at the W substrate 

 

The correlation between D and Fe is not that straightforward as sug-

gested in the depth profile, though there are some overlaps especially at 

the cross sections 3 and 4 in Fig. 5.4.17. One should now focus on the 

column 4, where a small dense region of Fe can be confirmed at the 

right-bottom. Similar condensation of Fe in cross sections 1 ~ 3 must be 

ignored as they belong to the Pd layer (compare with Fig. 5.4.16). If the 

solubility limit of Fe in V layer at room temperature is 12 at% likely to 

that of bulk V (Fig. 2.6), even the Fe concentrated region in the column 4 

can be considered as solid solution phase. In fact, no cluster or platelet of 

Fe was found in this case. If the interface energy is reduced at the 

Fe-concentrated region, inhomogeneous nucleation [Beck38] of hydride 

may occur at this nucleation center. However, any mass peak arising from 

vanadium hydride was not detected. 

Concerning the D enrichment at the V/W interface, O distribution is 

compared with that of D in Fig. 5.4.18. A high D concentration is found 

just above the V/W interface, where O atoms are accumulated on W. The 

accumulation of O atoms on W is caused by exposure of W substrate to air 

atmosphere prior to film deposition. There, the O atoms are adsorbed on 

the W substrate. Upon the deposition of V onto this O-layer, it is reasona-

ble to assume that nonstoichiometric V-oxide is formed, as discussed al-

ready in Chap. 5.4.2.1. 

This enrichment of O atoms on W is true for all cases in this study, but 

considerably inhomogeneous distribution of D at V/W interface was found 



5. Results and discussion  125 

only in this case at 20 K. Similar picture (condensation of D near the V/W 

interface) was found also at 30 K (see Fig. 5.4.6 (b)). In both cases the cD 

was high, reaching over 0.3 D/Me. This point will be addressed in the dis-

cussion. 

The results of this chapter are summarized as follows. 

 

(i) Reliable D distribution was demonstrated for the analysis 

temperatures below 30 K.  

(ii) Accordingly, a high D concentration was successfully de-

tected. 

(iii) Thereby, interface effects at the V/W interface due to O 

segregation was commonly observed. 

(iv) This effect was observed at several nm away from the V/W 

interface. 
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Fig. 5.4.17 2D iso-concentration maps of D and Fe at each cross section (1 ~ 4). 

Sampling volume (3 nm x 3 nm x 0.5 nm) contains about 100 atoms in total. No 

correlation of lateral distribution between D and Fe is found. 
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5.4.4 Fe/V-Fe multi-layered film 

 

 In this section, the D atoms distribution in Fe/V multi-layered films 

will be studied. In order to investigate the influence of the D2 pressure on 

the local D concentration, the applied D2 pressure was changed from 0.05 

Pa to 1000 Pa. The general analysis temperature was 30 K. But, only for 

the sample loaded with D2 at 0.2 Pa, an additional analysis at 60 K was 

performed in order to study the surface segregation behavior.  

An EMF curve i.e. pressure-composition isotherm (p-c-T) of similarly 

structured film, Pd 20 nm / [(Fe 5 nm / V 5 nm) x 8], was measured ahead 

for comparison. From this EMF curve, it is possible to derive the expected 

hydrogen concentration at a certain hydrogen pressure.  

The result of EMF measurement is shown in Fig. 5.4.19. As discussed 

already in the section of stress measurement, the inflection points shown 

here agree well with deflection points of the stress development curve (Fig. 

5.1.16). The red lines crossing the curve in the figure indicate applied D2 
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pressures and corresponding cD for APT. However, the phase boundaries of 

such thin multi-layered system are still unknown.  

Based on this curve, therefore, the expected concentrations c0 are 

simply taken from the cross points shown in Fig. 5.4.19. The correspond-

ing cD and D2 loading pressures for the APT examination are summarized 

in Table 5.9.  

 

Table 5.9 Expected mean deuterium concentrations, c0 (D/Me) in Fe/V at 

different applied D2 pressures, derived from Fig. 5.4.19. (The phase 

boundaries are unknown in this case. Therefore, mean concentrations are 

given here.) 

60 30

0.05 - 0.035

0.2 0.053 0.053

0.5 - 0.08

2 - 0.15

10 - 0.22

1000 - 0.55

D2 pressure / Pa
Analysis temperature, T  / K

Fig. 5.4.19 EMF curve of Pd 20 nm / [(Fe 5 nm / V 5 nm) x 8] deposited on 

Al2O3 (0001) substrate at room temperature. Green lines indicate the in-

flection points observed in the stress curve. The black dot line RT/F shows 

the ideal solubility known as Sieverts’ law. The red lines show applied D2 

pressures and corresponding cD for APT analyses. The values are sum-

marized in Table 5.9. 
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5.4.4.1 Impact of analysis temperature 

 

- Analysis at 30 K, D2 0.2 Pa 

 

Even though the reference data of diffusion coefficient of D in V and 

actual APT results of D loaded V film implied that 30 K is not low enough 

to freeze D-mobility (2 nm/hour) [Qi83], reasonable D-distribution and 

concentration were observed (Fig. 5.4.7). 

From the results given in Chap. 5.4.2, the following two conditions as 

the touchstones of reliable analysis were pointed out as long as the 

-phase is concerned. 

  

 

 

 

Fig. 5.4.20 The reconstructed 

volume of Fe/V multi-layer (16 

nm x 16 nm x 50 nm), loaded 

with D2 0.2 Pa., analyzed at 30 

K. (a) The whole volume of 

reconstruction (grey: Pd, 

green: V, red: Fe, blue: W, light 

blue: D). (b) Iso-concentration 

map of D concentration (cD = 

0.05 D/Me) from the same re-

construction in (a). (c) Depth 

concentration profile from a 5 

nm cylinder. 
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(i) Lack of sloped D profile in V layer 

(ii) Lack of D atoms at Pd/V interface 

 

In Fig. 5.4.20 the 3D reconstruction, the iso-concentration map and its 

depth profile of Fe/V multi-layer that was loaded at 0.2 Pa D2, analyzed at 

30 K are shown. The conditions above (i) and (ii) are fulfilled and the 

iso-concentration map indicates that the lateral homogeneity of D distri-

bution is satisfactory.  

The average concentration in the 2nd V layer was checked by a histo-

gram (Fig. 5.4.21). The result showed a cD = 0.05(2) D/Me (the number in 

the bracket indicates the standard deviation), which is in excellent 

agreement with the expected concentration, c0 = 0.053 D/Me determined by 

the corresponding p-c-T curve (Fig. 5.4.19).  

 

- Analysis at 60 K, D2 0.2 Pa 

 

As expected from the results on the influence of analysis temperature 

discussed in the last section (Chap. 5.4.1.1), peculiar D distribution asso-

ciated with surface segregation appears at 60 K. The system D-Fe/V was 

not an exception, either. This confirms that the observed D-segregation at 

high analysis temperatures (> 30 K) is truly caused by the diffusion of D in 

the V layer. 

In Fig. 5.4.22, the reconstructed volume and corresponding depth pro-

file from a cylinder volume with 5 nm diameters are shown together. 

Clearly, the D concentration profile (b) shows surface segregation of D 

(light blue spheres) towards the Fe/V interfaces, indicating an asymmet-

ric D-distribution.  

The existence of D within the Pd/V interface also proves the occur-

Fig. 5.4.21 D concentration 

histogram summed up from 

individual 4 cylinders of 5 nm 

 placed at the 2nd V layer. 

400 data points were includ-

ed. The number 2 in the 

bracket indicates the stand-

ard deviation. 
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rence of surface segregation and subsequent loss of D, which is the same 

as the results of V-Fe single layered films (see e.g. Fig. 5.4.3 and Fig. 5.4.5) 

However, the loss of D is not as significant as in the case of the V single 

layered film at 60 K (Fig. 5.4.3), since the observed mean cD in the 2nd V 

layer is about 0.05 D/Me, which is same content as the expected cD.  

Comparing the results of 60 K with that of 30 K, the influence of sur-

face segregation is quite pronounced. Therefore, further analyses at 

different D2 loading pressure have been carried out at 30 K also because 

the risk of sample rupture is lower than that at 20 K. 

 

5.4.4.2 Impact of D2 pressure, at 30 K 

 

- D2 0.05 Pa 

 

At the D2 pressure of 0.05 Pa, the sample is in the -phase and c0 = 

0.035 D/Me is expected according to the p-c-T curve. The result of the 3D 

reconstruction, the iso-concentration map and the depth profile are shown 

in Fig. 5.4.23.  

The average cD of 0.013(4) D/Me was found in the 2nd V layer. This 

value is, however, only 1/3 of the expected value. The expected concentra-
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Fig. 5.4.22 The reconstructed volume of Fe/V multi-layer (12 nm x 12 nm x 

16 nm), loaded with D2 0.2 Pa., analyzed at 60 K. (a) The whole volume of 

reconstruction (grey: Pd, green: V, red: Fe, blue: W, light blue: D). (b) Cor-

responding depth profile taken from a 5 nm  cylinder. 
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tion c0 is 0.035 D/Me if significant H-trapping effect is taken into account. 

If no dislocation exists in the analyzed volume and thus no considerable 

trapping effect is expected, the cD at 0.05 Pa should almost follow the lin-

ear line indicated as RT/F in Fig. 5.4.19. This would give cD = 0.02 D/Me. 

Plotting the observed concentration of cD = 0.013(4) D/Me in Fig. 5.4.19 

agrees with this consideration if slight deviation is allowed.  

 

- D2 0.5 Pa 

 

The sample is considered to be in +phase with cD = 0.08 D/Me at 

this pressure, though it is close to the presumable solubility limit of cD = 

0.10 D/Me.  

In Fig. 5.4.24, the analysis results are shown. Unfortunately the film 

structure itself was not well deposited and the 2nd V layer is forming 

sloped interface with respect to the 1st Fe layer. Nevertheless, it clearly 

reveals laterally homogeneous D distribution in the V layers with even 
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(c) 

1 nm3 
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Fig. 5.4.23 Reconstructed volume of Fe/V multi-layer (14 nm x 14 nm x 

27 nm), loaded with D2 0.05 Pa., analyzed at 30 K. (a) The whole volume 

of reconstruction (grey: Pd, green: V, red: Fe, blue: W, light blue: D). (b) 

Iso-concentration map of D concentration (cD = 0.035 D/Me) from the 

same reconstruction in (a). (c) Depth concentration profile from 5 nm- 

cylinder volume. 
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high cD of 0.12(5) D/Me. If compared with the presumable solubility limit of 

bulk V, the V layers can be considered to be in the + phase. More inter-

estingly, the D depth distribution in the 3rd V layer shows relatively high 

cD at the V/W interface. This may seem to be analogous to the case of hy-

dride phase in the V single layer discussed in the last section. But, there 

was no influence of Pd distribution found in this case. One should also 

note that the slightly sloped cD profile in all of the V layers towards W, 

which was not observed in the analysis results of -phase. 

 

- D2 2 Pa 

  

At this pressure the sample is supposed to be in the -phase region for 

bulk V and the observed cD = 0.13(5) D/Me reached expected average con-

centration, cD = 0.15 D/Me within the error bar. Here, one should note that 

distinctively high cD is again found in the 3rd V layer just on W, which is 

almost twice a large than in the other two V layers (Fig. 5.4.25).  

Moreover, cD profile in the 2nd V layer is asymmetric and the concen-

tration maximum of cD does not accord with the concentration minimum of 

cFe. As a general trend, the peak of cD is slightly shifted towards W sub-

strate. 

Fig. 5.4.24 Reconstructed volume of Fe/V multi-layer (15 nm x 15 nm x 42 

nm), loaded with D2 0.5 Pa., analyzed at 30 K. (a) The whole volume of 

reconstruction (grey: Pd, green: V, red: Fe, blue: W, light blue: D). (b) 

Iso-concentration map of cD of (a). (c) Depth concentration profile from a 

5 nm- cylinder. The 1st Fe/V interface is tilted. 
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One should note that the cD is high at the 3rd V layer (on W substrate). 

Such enrichment of D was observed also in case of VFe single layered film. 

 

- D2 10 Pa 

 

The already observed high cD in the 3rd V layer and the shift of the cD 

peak towards W substrate is more pronounced and becomes clear at this 

pressure (Fig. 5.4.26). The stacking order of Fe/V seems to have a marked 

impact on the D distribution concerning the high cD region.  

The observed mean concentration cD = 0.22(9) D/Me was in excellent 

agreement with the expected cD = 0.22 D/Me. 

 

 

Fig. 5.4.25 The reconstructed volume of Fe/V multi-layer (12 nm x 12 nm x 

20 nm), loaded with D2 2 Pa., analyzed at 30 K. (a) The whole volume of 

reconstruction (grey: Pd, green: V, red: Fe, blue: W, light blue: D). (b) 

Iso-concentration map of cD of (a). (c) Depth concentration profile from a 

5-nm  cylinder. Notably high cD in the 3rd V layer is observed. (d) Magni-

fied plot of the 2nd V layer. The cD shows an asymmetric profile. 
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- D2 1000 Pa 

 

Fig. 5.4.27 shows the analysis results of the sample with 1000 Pa D2 

loading pressure. Similar distribution of cD to the results of 10 Pa is ob-

served also at 1000 Pa with more intensive degree, indicating that these 

curious observations of (i) depth shift of cD and (ii) high cD in the 3rd V layer, 

which might be universally related with hydride formation behavior. 

The cD was 0.28 D/Me, which is nearly a half of the expected concen-

tration. The isotope effect alone cannot explain such a huge difference 

between cD and cH as the phase boundaries of both are nearly the same. 

Since any loss of D atoms can be disregarded at this analysis temperature, 

other factors like the difference of the V layer thickness from that of the 

sample taken for p-c-T or different lattice strain state and the resulting 

stress contribution may be ascribed to the narrowed miscibility gap and 

the deviation of terminal concentration in the -phase.  
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Fig. 5.4.26 The reconstructed volume of Fe/V multi-layer (12 nm x 12 nm x 

23 nm), loaded with D2 10 Pa., analyzed at 30 K. (a) The whole volume of 

reconstruction (grey: Pd, green: V, red: Fe, blue: W, light blue: D). (b) 

Iso-concentration map of cD of (a). (c) Depth concentration profile from a 5 

nm- cylinder. The cD in the 3rd V is higher than in the other 2 V layers. 
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5.4.4.3 Comparison with EMF curve (pres-

sure-composition isotherm) 

 

It is now worth to compare those mean deuterium concentrations cD at 

different D2 pressures obtained by APT with the corresponding p-c-T curve. 

The results are plotted together in Fig. 5.4.28. All data points were rec-

orded at the analysis temperature of 30 K. The data points of APT results 

were taken from the cD in the 2nd V layer, which is put into two Fe layers.  

Altogether, the agreement is quite well within the error bar. In case of 

1000 Pa, the deviation from the corresponding EMF curve is rather large, 

which could be due to the difference of the thickness. For APT analyses, 

the thickness of 2 nm is sometimes necessary due to increased brittleness 

at low analysis temperatures. Such reduction of the thickness often re-

duces the terminal hydrogen concentration [Dornh02]. 

Conclusively, the APT analysis of deuterium in Fe/V can be carried out 

with enough reliability even at 30 K. 

Fig. 5.4.27 The reconstructed volume of Fe/V multi-layer (12 nm x 12 nm x 

16 nm), loaded with D2 1000 Pa., analyzed at 30 K. (a) The whole volume of 

reconstruction (grey: Pd, green: V, red: Fe, blue: W, light blue: D). (b) 

Iso-concentration map of cD of (a). (c) Depth concentration profile from a 5 

nm- cylinder. 
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Details on D-distribution at interfaces are discussed in the next sec-

tion. 

 

5.4.4.4 Local chemistry at Fe/V interface 

 

As it has been shown in the case of V single layered films, all of the W 

substrate used was covered with O atoms, but not shown to avoid 

over-loading of figures.  

For the samples with low cD, the D distribution shows some deficit at 

around Fe/V and V/Fe interface of the 2nd V layer, as shown in the ladder 

diagrams in Fig. 5.4.29. The red arrows show decrease of cD (= lower slope 

for D) even though these points are in the V layer and are 0.4 ~ 1 nm away 

from the interfaces. Such profile is reasonably expected from the concept 

of “dead layer” proposed by Hjörvarsson [Hjörv97]. Furthermore, the Fe/V 

interface layers contain almost no D atoms. This effect results from al-

loying. The thick intermixing layer at the 1st Fe/V interface (4.1 nm) is due 

to tilting of the interface against the sampling cylinder (Fig. 5.4.24). 

But, when the pressure is increased, i.e. at high cD, we have observed 

asymmetric D profile in the 2nd V layer (see Fig. 5.4.25 - Fig. 5.4.27). This 

Fig. 5.4.28 EMF curve of Pd 20 nm / [(Fe 5 nm / V 5 nm) x 8] deposited 

on Al2O3 (0001) substrate at room temperature and individual cD deter-

mined by APT on the [Fe 2-5 nm / V 2-5 nm / Fe 2-5 nm] stack loaded at 

different pD2
. The black dotted line RT/F shows the ideal solubility known 

as Sieverts’ law.  
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feature is visible also in ladder diagrams (Fig. 5.4.30). The interface layers 

in these cases absorb rather high amount of D, and this trend is more 

pronounced at the V/Fe interface than at the Fe/V interface. Thus, no 

dead-layer effect is visible at pD2 ≥ 2 Pa. It is worth to note that the Fe/V 

and the V/Fe interfaces behave different at higher pressures. 

By taking the cD at Fe/V interface and plot against Fe concentration 

from the sequence of Fe/V and V/Fe for comparison, the difference in cD 

will become more clearly visible. In Fig. 5.4.31 (a) and (b), the plots of cD 

against cFe taken from cD at the Fe/V and V/Fe interfaces are shown, re-

spectively. Corresponding interface is schematically illustrated as well. In 

the inset the concentration region around 15% Fe and 65% Fe is magnified. 

The red lines in the inset are drawn to guide eyes.  

In both of (a) and (b), it is commonly observed that the cD decreases as 

cFe increases, such that the two-phase region is narrowed. However, the 

slope of the curves are different. In (a), there is a clear discontinuity in the 

change of cD against cFe at the cFe of 35 at%, and the onset of slope change 

at around 60 at% Fe. In (b), there can also be seen the change of slope at 

cFe = 35 at%, for 2 and 1000 Pa. The mean concentration is higher for the 

V/Fe interface when compared to the Fe/V interface. This cannot be re-

lated to an increased defect concentration, since this is expected to be 

higher at the Fe/V interface (compare with Chap. 4.3.3). We suggest that 

different lattice strain is responsible for this effect. Electronic effect and 

Fig. 5.4.29 Ladder diagrams at Fe/V/Fe (a) the sample with 0.2 Pa D2, (b) 

the sample with 0.5 Pa D2. The red arrows indicate D deficiency, which is 0.4 

- 1 nm away from the Fe/V and V/Fe interfaces, indicative of the dead-layer, 

In (b), the Fe/V interface has rather thick intermixing (4.1 nm). But, this is 

due to tilted interface (see .Fig. 5.4.24). 
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stress effect should also be considered. For example, the SRIM simulation 

(Fig.4.23) suggested that the implantation impact of Fe into V and V into 

Fe is not identical. This might cause difference of initial stress state be-

tween the Fe/V and V/Fe interfaces. Hydrogen prefers less compressive 

region. In this sense, it is inferred that the V/Fe interface could be less 

compressive than at Fe/V interface. 

In case of (b), it can be seen that the cD at lowest cFe is even smaller 

than that at higher cFe (see 2, 10 and 1000 Pa at around 10 and 20 at% Fe). 

This peculiarity is caused by the shift of cD at this interface, which was 

observed already in Fig. 5.4.25, Fig. 5.4.26 and Fig. 5.4.27. 

The change of the slope seen at around 35at% Fe in Fig. 5.4.31 (a) and 

(b) is exactly at the concentration where Fe-V phase diagram shows the 

-phase formation [Land08]. 
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Fig. 5.4.30 Ladder diagram at Fe/V/Fe (a) the sample with 2 Pa D2, (b) the 

sample with 10 Pa D2. Note high cD at V/Fe interface. The dead-layers are 

not visible anymore. 
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Fig. 5.4.31 D concentration cD as a function of interface composition 

taken from the interface (a) Fe/V and (b) V/Fe (circled in the illustration). 

In (a), change of the slope with Fe concentration cFe can be seen at 60 

at% Fe and 35 at% Fe in the plots of 2, 10 and 1000 Pa. In (b), the same 

trend is observed except for the case of 10 Pa. 
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6. Global discussion 
 

In this chapter, the results obtained in different measurements (stress, 

in-situ XRD, acoustic emission and atom probe tomography) are synthe-

sized and discussed. First, H-related mechanical response of VFe thin 

films is interpreted at different H concentrations (cH), typically at cH = 0 - 

0.005 H/V, at cH = 0.005 - 0.1 H/V, at cH ~ 0.1 H/V and at cH = 0.1 - 0.4 H/V 

because different mechanisms should be taken into account separately.  

Later, peculiar stress response of Fe/V films is discussed in terms of 

preferential site occupation. The local chemistry of similar films with 

deuterium, elucidated by atom probe tomography is discussed further 

from a view point of trapping effects. 

 

6.1 At 0 < cH ≤ 0.005 H/V - Interaction of H 

with vacancy in VFe thin films 

 

In the results obtained by in-situ stress measurements, the films de-

posited at high temperatures (773 K and 1073 K) showed, at low cH (0.002 

and 0.005 H/V), remarkable tensile stress (Fig. 5.1.2). The results of 
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Fig. 6.1 Example of H loading curve of 100 nm V-Fe8at% film deposited at 

different temperatures. Note that the kinetics of the film deposited at 1073 

K is obviously slower than that of the other 2 films, at cH = 0.005 H/V. 
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in-situ XRD on the film deposited at 1073 K implied that there was no 

lattice parameter change up to the same concentration (cH = 0.005 H/V) 

apparently because of mechanical restriction (Fig. 5.2.3 and Fig. 5.2.4). 

Furthermore, the transition of EMF of this film showed slower kinetics 

than those of films deposited lower temperatures, as exemplary shown in 

Fig. 6.1 by the extended time scale for reaching the equilibrium 

EMF-value. 

These findings might hint on the preferential H occupation of sites, 

which is suggested by Hjorvarsson et al. In case of tetragonally strained 

lattice, H atoms prefer less compressive sites and thus Oz sites can be 

possessed in an extreme case e.g. Fe/V superlattice [Olsso03]. However, 

the V-Fe film deposited at 1073 K did not indicate such an initial lattice 

distortion (see Fig. 5.2.3 (a)), and the whole lattice volume was contracted 

-2% compared to that of bulk. Therefore, the preferential site occupation is 

not consistent.  

Another possibility is the trapping of H atoms at defects like disloca-

tions and/or vacancies. A contribution of H-trapping at pre-existing dislo-

cations is also possible. Due to the difference of thermal expansion coeffi-

cient th between the film and the substrate, the dislocation density might 

be higher for the film deposited at higher temperatures. Hence the EMF 

potential should be lower for the films deposited at higher temperatures. 

This is supported by the results (Fig. 6.1).  

However, the critical stress ,lim (stress at the initial bending point) 

was smaller for the films sputtered at higher temperatures (Fig. 5.1.2) and 

the dislocation rearrangement effect was not visible there. Both effects 

hint on a lower dislocation density for the films deposited at higher tem-

peratures. It is reasonable to assume that films deposited at higher tem-

peratures contain a higher amount of vacancies, regarding the equilibri-

um concentrations.  

The equilibrium concentration of vacancies cv depends exponentially 

on the formation energy of vacancy Ef and the temperature T [Haas78++]. 


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


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





RT

E
c

f

v exp                           (6.1) 

In V, Ef of a monovacancy is 2.2 eV [Jano82]. By applying this value as Ef 

and T = 1073 K as the maximum limit, the monovacancy (Vac) concentra-

tion cV in the V layer is approximately cV ≈ 5 x 10-11 Vac/V.  

Vacancies are known to trap H with strong affinity [Fukai05]. In case 

of V, the binding energy of H atoms to vacancies is 0.23 eV [Danie84] 

which is smaller than that of e.g. Nb, 0.55 eV [Haut85]. In Nb, one mon-

ovacancy is believed to trap up to four H atoms, forming a Vac-4H complex 
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[Cizek04]. If we assume this number also for V, the trapped hydrogen 

concentration in the film deposited at 1073 K would give 4H x 5 x 10-11 

Vac/V, thus ~2 x 10-10 Vac-H/V at maximum limit. This value is, however, 7 

orders of magnitude smaller than 0.005 Vac-H/V, which is the expected 

value of 4H x 0.00125 Vac/V. Therefore, it is not reasonable to explain the 

observed tensile stress seen in Fig. 5.1.2 by the trapping of H atoms at 

intrinsic thermal vacancies. 

Fukai has reported on the formation of superabundant vacancy (SAV) 

under the presence of H and found evidence of Vac-H clusters with anom-

alously high concentrations of 1 to 10 at% in various metals [Fukai05]. 

Fukai et al. firstly observed SAV under high temperature and high H2 

pressure conditions. Later, however, the existence of Vac-H clusters was 

confirmed in various electrodeposited [Fukai03+, Fukai03++] and electro-

chemically charged metals [Cizek04, Cizek07], as well as in thin surface 

films after plasma-based ion implantation [Semi80]. In summary these 

experiments showed that high hydrogen pressure and high temperature 

conditions are not thermodynamically necessary for SAV formation.  

If the degree of lattice contraction is known e.g. by XRD, the Vac-H 

concentration can be estimated via Eq. (6.2), with applying the relaxation 

volume of Vac-H, /R

cl , as ~ 0.30, which is known to be a good approxi-

mation for various metals [Fukai01]. 





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cl

cl

a

a

c


3

                            (6.2) 

By assuming Vac-4H complex formation and thus introducing ccl = 0.00125 

Vac/V in Eq. (6.2), the required relative contraction of the lattice parame-

ter aa  can inversely be estimated and, yields 1 x 10-4. For bulk metals, 

quantitative monitoring of tiny lattice parameter variation by careful 

XRD measurements enables to assess the vacancy concentration 

[Simmo60]. But, in case of a preferentially oriented thin film it is often 

difficult because the number of reflections is limited. Therefore, alterna-

tive methods like e.g. position annihilation spectroscopy (PAS) should be 

applied to estimate ccl at low concentrations. In total, the introduction of 

SAV can explain the observed behavior of films that were deposited at 

1073 K.  

Tensile stress components were also observed for some other films of 

200, 100 and 50 nm thickness which were deposited at room temperature. 

Even though some tensile stress components might be regarded as negli-
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gibly small (see Fig. 5.1.5, and Fig. 5.1.7), the initial slope of all of these 

stress curves commonly showed smaller values than that expected from 

linear elastic theory (compare with Chap. 2). As this is a trend similar to 

that of the films which were deposited at 773 K or 1073 K, it can be as-

sumed that this generally hints on the incorporation of a vacancy-H in-

teraction in VFe-thin films.  

Concerning the other films that did not directly show the vacancy-H 

interaction, other reasons must be considered, e.g. different contribution 

of micro-structural defects in the initial state which might work as a sink 

for vacancies. This would, however, also modify the elastic response of 

films from the linear elastic model. This was not observed in this study. 

Instead, the agreement with the linear elastic behavior was established in 

most cases. Here, another interest arises i.e. to conduct the same meas-

urement at higher temperatures. Such investigation would give more in-

sight about the question above. 

 

6.2 At 0.005 < cH ≤ 0.1 H/V - Quasiplastic 

response in the elastic regime of VFe thin 

films upon H uptake 

 

For thinner films less of than 200 nm thickness, small stress-releasing 

departures of the stress development (denoted as 1 or 2 in Fig.5.1.4 - Fig. 

5.1.9) were observed even in the elastic regime of the stress curve. This 

effect is surprising and needs special discussion because at this low stress 

state, dislocation generation is not reasonable. This is supported by the 

AE-signals of minor and localized intensity. But, considering the H intro-

duction and corresponding volume expansion, it is plausible to interpret 

this relaxation as that caused by propagation of pre-existing dislocations. 

This interpretation is supported by the results of AE measurements, for 

example on the 120-nm thick film (Fig. 5.3.1) that actually revealed a local 

increase of the AE-signal at the same concentration where the stress re-

laxation occurred in 100-nm thick film (cH = 0.04 H/V in the stress curve, cH 

= 0.039 H/V in the cumulative AE curve). This concentration corresponds 

to that value where the EMF curve finally follows Sieverts’ law. Below this 

concentration, the EMF curve suggests significant H-trapping at defects. 

Here, also the AE-signals were negligible. Also, above this value 

AE-signals were negligible.  

The onset of Sieverts’ type behavior, meaning the concentration above 

which hydrogen is predominately solved on interstitial sites in the 

V-lattice, the first AE-signal increase is initiated (compare Fig. 5.3.1 - Fig. 
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5.3.3). This can be interpreted by a rearrangement of pre-existing disloca-

tions in the lattice, which is initiated by hydrogen-induced stress. Ac-

cording to the orientation relationship between the film and the substrate, 

large misfit (~ 10%) is expected (see Fig. 4.4 and Fig. 4.11). Thus, the 

pre-existing misfit dislocation density in the film is considered to be large, 

too. Additionally to the effect of H on the deformation behavior of thin 

films, the impact of “deformation rate” should be addressed, since the 

yield stress depends on the deformation rate. With the H-loading tech-

nique employed in this study the deformation rate cannot be controlled. It 

depends on the thin film microstructure and stress state and thus the 

apparent diffusion coefficient of H in the film. The yield stress of poly-

crystalline bulk V at 298 K ranges around 0.2 - 0.55 GPa, significantly 

depending on the strain rate [Lennon97].  

This is graphically shown in Fig. 6.2. The diffusion coefficient of H in 

pure V at 298 K is 5 x 10-5 cm
2
s

-1 [Qi83], which corresponds to the defor-

mation rate of 7 x 10-3 s
-1 as the upper limit. The actual diffusion coeffi-

Fig. 6.2 (a) True stresses / true strain curve of pure V (polycrystalline) at 

298 K recorded at different deformation rates [Lennon97]. (b) Yield stress 

at different strain rates. Strong dependence of true stress on the strain rate 

was observed. 
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cient of H in V-films can be smaller due to trapping effects. As first ap-

proximation, the true stress t of the film studied corresponds to 0.27 GPa 

according to Fig. 6.2.  

In the Sieverts’ regime, the first AE-signals were observed at concen-

trations of cH = 0.039 H/V, cH = 0.018 H/V and cH = 0.018 H/V for 120 nm, 

210 nm and 400-nm thick films, respectively (Fig. 5.3.1 - Fig. 5.3.3). The 

corresponding stress at each concentration recorded in the stress meas-

urements for 100 nm, 200 nm and 400-nm thick films was, -0.21 GPa, -0.18 

GPa and -0.22 GPa, respectively (Fig.5.1.4 - Fig. 5.1.6). These values are in 

remarkable agreement with the true stress-values of polycrystalline V, 

shown in Fig. 6.2, that range from 0.27 GPa to 0.35 GPa [Lennon97]. These 

values are slightly higher than those found for hydrogen loaded VFe-films, 

indicating an easier initiation of pre-existing dislocation’s motion under 

the presence hydrogen. This is in good agreement with results of H. Bar-

noush et al. [Barn09] who have reported that, under presence of H, the 

nucleation of a new dislocation loop occurs at lower mechanical load than 

in samples without H. Barnoush recorded this phenomenon using 

nano-indentation, as a departure (called often “pop-in”) from the elastic 

behavior of the load-displacement curve. Tal-Gutelmacher et al. 

[Tal-G10+] have detected the same effect in V (100) single crystals. This 

effect is currently understood well by using the defect-acting-agent 

(defactant) model, proposed by R. Kirchheim [Kirch07]. Thereby, the re-

duction of the dislocation line energy by H-segregation is ascribed for the 

observed reduction of “pop-in” load.  

One should note, however, that the nano-indentation is carried out on 

large single grains with an extremely low initial dislocation density. Thus, 

the observed “pop-ins” are generated by newly created dislocation loops. 

Therefore, a direct agreement of the stress obtained by nano-indentation 

with that of stress measurement of the films used in this study is not ex-

pected.   

Up to now, the discussion does not take twinning deformation into 

account. But, it has been reported recently by Yu et al. [Yu10], that the 

twinning process is suppressed as the dimension of specimen is decreased 

and plastic deformation by dislocations becomes dominant. In this sense, 

detailed microscopic observations are necessary by paying attention also 

on the reduction of the stacking fault energy under the presence of hy-

drogen [Ferre96]. 

The onset of the above mentioned rearrangement might also be linked 

to the initial stress state of the film. It was shown that the initial in-plane 

compressive stress was larger for thinner films than that of thicker films, 

as shown in Table 5.4. By H atom introduction the elastic response is ex-
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pected to be larger in an in-plane-compressed lattice than that in a 

non-stressed lattice. Thus, the final H-induced in-plane compressive 

stress is also expected to be larger for thinner films [Lauda98]. Such 

larger stress as a driving force for dislocation motion, would initiate the 

above mentioned rearrangement more significantly. In fact, the observed 

“first” small relaxation (either at concentration c1 or at c2) became more 

visible (distinct) as the thickness decreases. This trend suggests that the 

dislocation rearrangement tends to occur altogether for thinner films, 

while the thicker films (with multiple domains) deform more moderately. 

The same trend by the reduction of the film thickness is supported by the 

results of AE measurements, as it is discussed below. 

Further H uptake yields large departures from the Sieverts’ law at 

0.10 H/V. At this concentration the V-H films are at the concentration of 

the solid solution limit. Here, the stress curve starts to deviate from the 

linear elastic behavior due to more significant hydrogen-induced plastic 

deformation, and the AE curve shows a remarkable increase, too. This 

behavior suggests that the “avalanche” of misfit dislocation formation by 

hydride precipitation marking the onset for misfit generation. At this 

concentration all of the films showed large stress relaxation of lim = -0.3 

~ -1 GPa. When considering the Peierls stress of V, being p ~ 0.03G (which 

is reasonable for bcc crystals [Wang01]), the p would result in 1.4 GPa 

using the shear modulus G = 46.7 GPa for V [Bolef61]. The observed values 

of lim are smaller than this theoretical strength. But it is qualitatively 

consistent taking contributions of internal defects and hydrogen into ac-

count.  

Hydrogen segregation at dislocations is expected to lower the yield 

strength [Kirch07]. Other factors like cross slip are also of importance for 

bcc crystals. But, as a first approximation, the upper limit of dislocation 

density  of the film can be estimated by taking the lim as the yield stress 

of the film (= the onset of dislocation multiplication). Following Barrett, 

the boundary condition for multiplication of dislocations is [Barrett73], for 

bulk material, 

l

Gb2
          (6.3). 

Here, G is the shear modulus   3/441211 CCC  , l is the length of the dis-

location, and b is the Burger’s vector. Since l is defined as /1 , the dis-

location density  can be approximated by the following relationship 

[Barrett73]. 
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By taking b = 0.2624 nm (1/2 <111>), G = 46.7 GPa [Bolef61], and lim   

into consideration, the relationship between the upper limit of  and  is 

shown in Fig. 6.3. Corresponding  for VFe films deposited at different 

temperatures on Al2O3 (11-20) are implemented together. As indicated,  is 

smaller for the films deposited at higher temperatures. The estimated  

for the film deposited at 1073 K ( = 1 x 109 cm
-2) is somewhat smaller than 

the result obtained for epitaxial Nb 100-nm thick film on Al2O3 (11-20) 

through STM study revealing  = 7 x 1010 cm
-2 [Nörth06], but in a rea-

sonable order, even though Eq. (6.4) is not directly addressing for thin 

films.  

It is known classically by the Hall-Petch relationship, that the dislo-

cation pile-up at grain boundaries induces a high yield strength of solid 

[Haas78+]. Laudahn et al. showed that thin Nb-films composed of 

nano-grains show larger in-plane stress upon H uptake than epitaxial 

films [Lauda98]. This was also found to be valid for VFe films (see Fig. 

5.1.2, Fig. 5.1.3, and also Fig. 5.1.10). The observed dependence of hydro-

gen induced stress on the reciprocal of square root thickness was found to 

be linear, which qualitatively supports this consideration in the thickness 

range from 10 nm - 400 nm (compare Fig. 5.1.10). 

If the adhesion between the film and the substrate is weak, hydride 

formation is accompanied with the onset of film delamination due to high 

in-plane compressive stress. However, in this study, it should be reminded 

again that delamination of the film was not observed until cH exceeds 0.3 ~ 

Fig. 6.3 Estimated upper 

limit of dislocation density 

in the film given by Eq. 

(6.4). The critical stress lim 

of each VFe (110) sin-

gle-layered 100-nm thick 

film deposited at different 

temperature was consid-

ered and corresponding  

of these films are imple-

mented. Initial stress for 

each film is taken into con-

sideration. 
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0.4 H/V, depending on the film thickness. For the films thinner than 100 

nm no buckling was observed even after full loading, while the films of 

100-nm - 400-nm thick showed significant delamination. 

Nikitin [Nikit05] has successfully reported the influence of adhesion 

energy on delamination phenomenon through “buckle” formation (linear 

detachment of film from substrate). In case of Nb film on sapphire, the 

adhesion energy is very large and no buckling was observed even with Nb 

thickness of 1.95 m, while on polycarbonate (PC) the buckling was always 

present when the cH exceeds the solubility limit. This study, using the 

combination of V and sapphire, is in accordance with the findings by Ni-

kitin. Moreover, the buckled region is under less compressive stress and H 

atoms tend to diffuse to this relaxed region (Gorsky effect). This is known 

to discontinuously lower the plateau pressure [Wagn08]. In this study, any 

EMF drop in the plateau region was not observed. Thus, the observed AE 

behavior at cH = 0.10 H/V can reasonably be ascribed to misfit dislocation 

formation. 

The AE technique is a non-quantitative method to investigate the 

mechanical response. But, according to the results obtained, one can ex-

tract a notable behavior of the thickest films (V-Fe5at% 400 nm and [Fe 20 

nm / V 42 nm] x 2). It shows a continuous increase of AE signal, increasing 

with the sample thickness as shown in Fig. 5.3.3 and Fig. 5.3.6. Vice versa, 

the thinner films show distinct change of the AE slope as if elastic energy 

release in the film “bursts” at certain hydrogen concentrations i.e. at cer-

tain stress states (Fig. 5.3.1, Fig. 5.3.2, Fig. 5.3.4, Fig. 5.3.5). This trend, 

again, implies an analogy to the Hall-Petch relationship [Haas78+], which 

qualitatively explains the results of stress measurements on VFe sin-

gle-layered films. The onset of the relaxation (presumably the first motion 

of the pre-existing dislocations) in the elastic regime tends to shift from 

large  to small  as the thickness increases (see e.g. Table 5.3). For the 

films with thicknesses above 100 nm this small relaxation disappears and 

the AE increases constantly, implying that the dislocation motion in 

thicker films (l > 100 nm) happens one after the other, but not all at the 

same time.  

Additionally, one should consider the possibility for dislocation 

movement at multiple slip systems. In bcc systems, Schmidt’s law often is 

not valid [Barrett73]. The probability of multiple slip is expected to in-

crease with the domain number in the film. If only one slip system in the 

film is activated, the total response of the stress relaxation becomes more 

visible in the stress measurement. But, the films deposited at room tem-

perature commonly showed multiple domain structure. To conclude, oc-

currence multiple slip would be of minor importance. 
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Conclusively, the applied AE technique was found to be more sensitive 

than the stress measurement to detect initial dislocation operation, when 

limited to the film thickness of > 100 nm. 

 

6.3 At cH ~ 0.1 H/V  

 

At around cH ~ 0.1 H/V, strong relaxation of film stress was observed. 

The EMF curves also showed deviation from the Sieverts’ type behavior 

(see Fig.5.1.4 - Fig. 5.1.9). These behaviors are generally interpreted as 

the onset of hydride precipitation [Lauda99], which is accompanied with 

misfit dislocation emission due to coherency stress between the hydride 

and the matrix [Schob73, Make80]. Certainly, the AE signal showed a 

remarkable increase at around 0.1 H/V, too (Fig. 5.3.1 and Fig. 5.3.2).  

However, the XRD scans did not reveal clear development of hydride 

peak until cH = 0.4 H/V (Fig. 5.2.1 and Fig. 5.2.2). Instead, the slope of the 

relative change of d(110) showed a slight deviation from its linearity at 

above cH = 0.15 H/V (Fig. 5.2.3). This is possibly explained by that, a small 

or coherent precipitate cannot be explicitly monitored by XRD [Micha95].  

Therefore, in case of VFe-thin film used in this study, any deviation 

from linear elastic behavior i.e. mechanical relaxation does not immedi-

ately account for incoherent hydride precipitation. Recently, through 

in-situ XRD measurement on Pd/sapphire, Pundt and Wagner have sug-

gested a coherent Pd-hydride phase which is coherent with the matrix and 

incoherent to sapphire substrate [PW10]. Similar interpretation might be 

valid also for this film according to the results given here, though it calls 

further investigation in the future. 

 

6.4 At 0.1 H/V < cH < 0.3 ~ 0.4 H/V - Hydride 

formation in V-Fe thin films 

 

As described above, hydride formation in the 100-nm thick epitaxial 

V-Fe film has been monitored by in-situ XRD, and was observed at above 

cH = 0.40 H/V (Fig. 5.2.2). By this, it is also suggested that films thicker 

than 100 nm went through the formation of incoherent hydride phase 

when H was fully loaded through the plateau region. This is supported by 

the result of the H-unloading EMF-curve of a 200 nm film showing large 

stress hysteresis (Fig. 5.1.12 (a)). When cH in 100-nm thick films reaches 

0.36 ~ 0.42 H/V, both, AE and EMF, as well as the compressive stress in-

creases further. There are two possibilities to interpret the increase of the 

AE signal at this stage. One possibility is buckle formation. Another pos-
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sibility is due to further precipitation and/or growth of hydride phase and 

resulting dislocation emission [Make80], which accordingly relaxes com-

pressive biaxial stress in thin films [Lauda98]. The plateau region in the 

EMF curves of the films is flattened by this relaxation, which is assigned 

as film delamination [Wagn08]. The AE measurement of 100 nm-thick 

film showed that the EMF curve starts to increase at the concentration of 

0.4(3) H/V, while AE signal increased already at 0.36 H/V (Fig. 5.3.1). Thus, 

the beginning of the AE signal-increase at 0.36 H/V is attributed to acous-

tic emission by delamination of the film. Commonly, the buckling also was 

visible at above this concentration for the films thicker than 100 nm, one 

cannot explicitly distinguish the influence from these two factors on AE at 

concentrations higher than 0.4 H/V.  

The mechanical irreversibility was actually observed by comparing the 

unloading EMF-curve with the loading EMF-curve of a 200-nm thick film 

(Fig. 5.1.12 (a)): Both curves differ strongly opening a hysteresis loop. 

Contrary to this, the unloading curve of a 20-nm thick film reversibly 

traced the H-loading curve almost identically (compare Fig. 5.1.12 ( b)), 

and the in-plane stress after unloading was still compressive as in the in-

itial state (Fig. 5.1.12 (b)). No hysteresis loop is detected for this case. This 

difference may call to consider the formation of a coherent phase and a 

lowering of the critical temperature.  

Nörthemann et al. [Nörth08] have recently given experimental proofs 

on the existence of a coherent and, for larger hydrides, semi-coherent hy-

dride phase in epitaxial Nb (110) thin films grown on Al2O3 (11-20) sub-

strate. They concluded that the semi-coherent hydride phase should pos-

sess cylindrical shape. By considering the formation energy of a disloca-

tion loop in these films with various thicknesses, it was suggested that the 

creation of dislocation loops is not possible when the thickness of Nb is 

reduced to less than 26 nm. There, semi-coherent or incoherent hydride 

cylinder cannot be formed. Their experimental results suggest, however, a 

significant hysteresis at the plateau region because large strain energy in 

the films remain almost unreleased and the thermodynamics of the open 

coherent system operates [Pundt10, Schw06]. This was not observed for 

the V-Fe films, regarded in this work, even for a film thickness of 20 nm. 

Concerning the reduction of the critical temperature Tc, that temper-

ature where the miscibility gap vanishes, p-c-T curves taken at different 

temperatures are necessary to discuss. It has been generally suggested for 

thin films of Pd-H [Weiss99, Feens83], Nb-H [Song96] and Fe/V-H systems 

[Olsso01], that the Tc is considerably lowered (~ 100 K) as the film thick-

ness decreases to several tens of nm. This can be explained by increased 

repulsive H-H interaction [Gries99, Olsso01]. This consideration is quali-



6. Global discussion                                              151 

tatively true when the site occupation of H is random and the H-H inter-

action is isotropic. For the bulk V-H system, the Tc of VH0.5 is at 423 K (150 
o
C). Olsson et al. [Olsso01] have reported for Fe/V (001) superlattices that 

the transition between the lattice gas to the anisotropic liquid (< cH = 0.35 

H/V) shows no hysteresis and that Tc reduces to 316 K (43 o
C). This tem-

perature is close to the experimental condition in this study, 294 K. This 

model assumes lattice coherency and does not include the formation of 

dislocations. 

Thus, in order to explain the lack of a hysteresis for 20-nm thick VFe 

films, the repulsive H-H interaction of this V-Fe film should be larger than 

those of Fe/V films by Olsson et al., thereby reducing the critical temper-

ature Tc below 294 K. Then, the film would remain in a single phase region 

and a hysteresis would not be expected anymore. 

This assumption of Tc lowering is, however, not consistent with the 

results of the stress measurements shown in Chap. 5.1.2 (Fig. 5.1.8 and 

Fig. 5.1.9) because the H-loading stress curve shows relaxation (deviation 

from linearity), which is usually interpreted as hydride formation and 

thus dislocation emission. This might be due to equilibrium pressure in-

crease by Fe content. If any other film-stress relaxation process is ad-

dressed, for such thin films, the Tc lowering and the missing hysteresis 

loop observed in Fig. 5.1.12 (b) can be understood. The microstructural 

origin of this stress relaxation is, however, yet known. Assuming that the 

in-plane stress is released below the hydrided volume and the vertical 

stress to the matrix is not relaxed, there is no concrete description given 

yet whether this situation causes a lowering of the critical temperature, or 

not.  

Therefore, to answer this question, further EMF measurements taken 

at different temperatures need to be carried out in a future work. Addi-

tionally, it will be of particular interest to investigate such thin V films 

especially with thicknesses below 50 nm by acoustic emission (AE). For 

this purpose, an improvement of the sensitivity of the AE set-up is needed 

and should be of major future interest. 

 

6.5 Fe/V multi-layered films 

 

In case of Fe/V multi-layered films, further boundary condition is 

added due to adjacent Fe layers. Both electronic and elastic contributions 

of these Fe layers have a marked impact on the H-related behavior of V or 

vise versa. For example, the magnetic coupling between 2 Fe layers can be 

altered from ferromagnetic to antiferromagnetic by H insertion into the V 

layer [Hjörv97++]. Andersson et al. [Ander97+] have reported that the V 
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lattice between Fe layers is compressed in in-plane, and that the Oz site 

occupation is initiated. Thereby, within the range of cH = 0 - 0.1 H/V, at-

tractive H-H interaction in the in-plane, and repulsive one in out-of-plane 

directions are suggested, respectively. Such an anisotropic interaction is 

equivalent to induce elastic dipole formation [Olsso01] and, thus causes 

deviation from the linear elastic model. 

The experimental results of stress measurements on single layered 

films were in agreement with the Hall-Petch relation (Fig. 5.1.10). The 

initial stress state was found to have an impact on the H-induced stress, 

too (Fig. 5.1.11). Concerning the H-induced stress at 0.4 H/V, three of four 

Fe/V multi-layered film samples also show a dependence similar to the 

single-layered films (Fig. 5.1.17). An exception to this is the thinnest one, 

the Fe 5.95 nm / V 6.04 nm film. Surprisingly, this film showed tensile 

stress in the course of H loading (Fig. 5.1.17). This is contrary to the the-

oretical prediction and can also not be attributed to the SAV, only. 

There are several considerations needed to interpret the observed 

tensile stress. The first one is the possibility of film detachment from the 

substrate right at the beginning of the measurement. But, since no film 

detachment was observed until 0.3 H/V, this possibility can be immedi-

ately dropped. Second, the H trapping effect at defects should be ad-

dressed as it is discussed in Chap. 6.1. This effect is usually significant at 

low concentrations, because the occupation of H at such energetically fa-

vorable sites as defects is terminated as soon as these sites are fully occu-

pied. The maximum hydrogen concentration addressed by this effect, is in 

the range of 10-4 H/V. Therefore, only the tensile stress at the very begin-

ning of the stress curve may be explained by this trapping idea. That is, 

the tensile stress in the whole concentration range is not consistent with 

this consideration.  

The third possibility that needs to be considered is the idea of prefer-

ential site occupation, as suggested by Hjörvarsson et al. (see e.g. Ref 

[Olsso03] or Chapter 2.1.5).The in-plane compressive stress in thin films 

that builds up upon H-loading as predicted by linear elasticity theory (see 

Chapter 2.2) is expected only when the site occupation of H is assumed to 

be random. But, if the H atoms are preferentially distributed at specific 

sites, this assumption fails. Hjörvarsson et al. found preferential Oz site 

occupation in Fe/V superlattice, and he also found that the host V lattice 

tries to expand in z direction i.e. perpendicular to the film plane of 

(100)-oriented film more than that expected by linear elasticity theory. At 

the same time, the lattice in in-plane direction tends to shrink rather to 

expand. It is therefore expected that the film, at this state, shows tensile 

stress. Since the films in this study are (110)-oriented, a direct correlation 
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with this idea is not possible. But, similar interpretation is possible as 

discussed below. 

In an unstrained lattice e.g. a well-annealed massive V single crystal, 

H atoms usually occupy T-sites at low cH below the solubility limit. Above 

the solubility limit, further H loading induces then O-site occupation as a 

result of H induced lattice expansion. V2H phase has this O-site occupa-

tion, as shown in Chapter 2.1.5.  

In Fig. 6.4, the difference of the lattice orientation and the corre-

sponding O-site configuration between (100)- and (110)-oriented lattices is 

schematically illustrated. Concerning an (100) film, if the film is initially 

in tetragonal distortion as in the case of the Fe/V superlattice of 

Hjövarsson, the Oz -sites are energetically preferential for H atoms, since 

Ox- and Oy-sites are contracted (see Fig. 6.4 (a)). This initially expanded 

lattice can induce preferential Oz occupation even at cH below the H solu-

bility limit and, thus giant lattice expansion in the film out-of-plane di-

rection should be observed for V-films, as reported by Andersson et al. 

[Ander97].  

For the films with (110) out-of-plane orientation, the situation is dif-

ferent because the <001> direction of the lattice is not parallel to the 

out-of-plane direction of the film. According to the results of XRD (Fig. 

5.2.7), the initial lattice distortion of Fe/V films prepared in this study 

could be close to a rhombohedral distortion and can be drawn as shown in 

Fig. 6.4 (b). This drawing is rather exaggerated and simplified to empha-

size the loss of cubic symmetry. A rhombohedral phase of bulk vanadium 

metal is established only under ultra high pressure of around ~ 0.15 TPa, 

which was expected by theoretical calculation [Landa06] and recently also 

found by experiment [Ding07] (for details, see e.g Ref. [Lee08]). The dis-

tortion of this phase is reported to be along the <111> axis and, thus, it is 

not identical with that illustrated in the figure. Nevertheless, it is obvi-

ously seen that not only Oz, but also Oy occupation is possible, if the dis-

tortion shown in Fig. 6.4 (b) is assumed. Additionally, the axis strain field 

of each O-site is not aligned with that of the film. Due to these geometrical 

differences between (100) and (110), it is inferred that the H-induced 

out-of-plane lattice expansion of a (110)-oriented film can be smaller than 

that of a (100)-oriented film. This is in good agreement with results re-

ported for Mo/V superlattices [Hjörv97]. It is suggested here that the same 

situation should be true also for the Fe/V system, which shows attractive 

H-H interaction in in-plane direction. 
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In order to explain the observed in-plane tensile stress, a similar at-

tractive H-H interaction found in Fe/V (100) superlattices should be pre-

sent also for (110)-oriented films with an out-of-plane strained lattice. In 

this study, the tensile stress upon hydrogen loading was found only in case 

of the thinnest Fe 5.95 nm / V 6.04 nm (110) layered stack. Other thicker 

films showed compressive stress. But the shape of the curve loses its 

compressive trend with decreasing the double layer thickness (Fig. 5.1.13 - 

Fig. 5.1.15), regardless how the initial out-of-plane expansion of V layer is 

large. These results indirectly support the interpretation concerning the 

dominant influence of thickness reduction on the observed tensile stress 

development. 

Andersson et al. [Ander02] have also investigated hydrogen absorp-

tion behavior of thick single layered V film with thicknesses of 50 nm and 

100 nm. Contrary to the case of Fe/V, the Oz site occupation is not sug-

gested, possibly due to deterioration of lattice coherency and relaxation of 

biaxial stress by misfit dislocation implementation. Therefore, the impact 

of thickness reduction and biaxial stress cannot be distinguished. 

One should note that, the thinnest Fe/V was deposited directly on 

sapphire substrate, while the others were on 21.4-nm thick V buffer layer. 

It has been shown that 20-nm thick single VFe-film indicates highly com-

pressive biaxial stress upon H-loading (Fig. 5.1.8). The 10-nm thick VFe 

single layered film showed significant high compressive stress, too (Fig. 

z

x

y

Oy

Oz

Ox

Oy

Oz

Ox

a

c ~ 1.1a

[010]

[001], film out-of-plane

Oy

Oz

Ox

z y

x

[1-10]

a

c = a

[011], film out-of-plane

Fig. 6.4 Schematic illustration of O sites in (a) a tetragonally distorted V 

(100)-oriented film and in (b) a rhombohedrally distorted V (110)-oriented 

film. Note the difference of the strain field contributions of O sites against 

the film out-of-plane, as indicated by red arrows. 

(a) (b) 



6. Global discussion                                              155 

5.1.9). Therefore, the expected tensile stress development might be can-

celled out due to the presence of the buffer layer. 

To conclude, the thinnest multi-layered stack showed the H-induced 

tensile stress development which is probably related attractive in-plane 

H-H interaction. As suggested by Alefeld [Alefeld72], the H-H interaction 

is linked to elastic dipole interaction. Thus, the mechanical boundary 

condition such as in-plane strained situation of V lattice between Fe lay-

ers would play a role on the H-H interaction in the V layer. The stress 

measurement of Fe 5.95 nm / V 6.04 nm (110) multi-layered film seems to 

follow this prediction, also implying excess lattice expansion from the 

linear elastic prediction. Unfortunately, in-situ XRD data of this film was 

not available in this thesis. Therefore, further in-situ XRD as well as 

stress investigations on the same system without V buffer layer would be 

rather important for future studies. 

 

6.6 Investigation of local chemistry by APT 

 

In Chap. 5.4.1 the influence of the APT measurement temperature on 

the detected chemistry was studied, yielding realistic concentrations for 

temperatures below 45 K. Further, it was shown that (011) pole regions 

apparently showed high cD, which was caused by low relative density of V 

atoms, due to an aberration effect. The results discussed below are, 

therefore, obtained at low temperatures and mostly not at pole regions to 

reasonably evaluate the D-distribution. 

 

6.6.1 Impact of oxygen adsorbates on the local D 

distribution in V-Fe single-layer and Fe/V mul-

ti-layered films 

 

In V-Fe films deposited on W substrates, a D-enrichment was com-

monly observed (Fig. 5.4.13 - Fig.5.4.15). 

The dead-layer effect as suggested previously in Refs. [Hjörv91, An-

der97+] resulting from electron transfer at the interfaces of Fe/V and 

Mo/V system, cannot explain the observed D-enrichment at this V/W in-

terface. The Fermi-level of electrons in W is much higher than in V 

[Watson78] (But, isomer shift of V in 182W in Mössbauer measurements 

did not reveal clear difference [Watson77]), thereby resulting in an elec-

tron transfer towards the V layer. This electron transfer should decrease 

of the local solubility of hydrogen at the V-side of the interface, which is 
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opposite to the experimental finding. Recently, Meded et al. [Mede05] have 

shown that elastic contribution from the adjacent Fe layers would affect 

the solubility of hydrogen in the V layer, i.e. larger shear modulus of Fe 

hinders H absorption in the V layer nearby. But, the shear modulus of W 

(   12EG =  28.012411 G  = 160.5 GPa [Hear84]) is much larger 

than that of V (G = 46.7 GPa [Bolef61]). Thus, the elastic contribution 

cannot explain either. 

Considering the impact of mechanical stress occurring at the interface 

of V and W, a (110)-plane matching of V-Fe8at% (with a = 0.3006 nm) onto 

W (with a = 0.3165 nm) results in 5.28% lattice mismatch. According to 

this, the V lattice is in a tensile strain state. Regarding the high stress 

sensitivity of the hydrogen site occupation in V [Koike81, Sugi84], pref-

erential formation of a D concentrated region caused by stress-induced 

site change at the V/W interface might explain the observed discontinuous 

D distribution. But, according to the model of Matthews and Blakeslee 

[Matth74], formulated as in Eq. (6.3), the corresponding critical thickness 

for the implementation of misfit dislocations is 0.7 nm, for an ideal film. 

The result of calculation is shown in Fig. 6.5.  
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For the calculation of critical thickness, Burger’s vector b (typically a/2 

<111> for a bcc structure), Poisson’s ratio  = 0.37, angle between the dis-

location line and the Burger’s vector = 35.7o, angle between the slip di-

rection and the direction which is perpendicular to the line of intersection 

of the slip plane and the interface  = 35.7o and lattice mismatch f between 

the film and the substrate, are applied. 

Both analyzed films have thicknesses above the critical value and, 

thus the presence of misfit dislocations is very likely. Since the V lattice 

 

Fig. 6.5 Calculated critical 
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constant is smaller than the W one, extra half planes are implemented in 

the V lattice. If the dislocation lines were located right at the interface (to 

accommodate maximum stress) compressive stress fields are expected 

above the V/W interface. D does not favor such regions. If the dislocation 

lines were located above the interface, D could be trapped there. This 

could, then, explain a deuterium segregation. But, the deuterium peak is 

located further away from the interface for the 2-nm thick V-Fe5at% film. 

There, the cD maximum is about 0.4 nm away from V/W interface. Taking a 

trapping region of 1-2 nm below the dislocation line into account [Maxel01] 

this would result in a further displacement of the dislocation line from the 

V/W interface.  

However, the W substrate used in this study was exposed to air prior 

to deposition. The result of APT analysis revealed some O atoms adsorbed 

on the W substrate. On top of this O-adsorbed layer, in the V-Fe films, the 

D-enrichment was observed (Fig. 5.4.13 - Fig.5.4.15). Therefore, it is likely 

that at certain positions at the V/W interface, nonstoichiometric V-oxide is 

formed as islands (see Fig. 5.4.18). This precipitate does not absorb hy-

drogen, but due to its larger lattice constant than that of the V-Fe layer, 

misfit dislocations could be present above these precipitates. In the tensile 

strain field of these dislocations, deuterium could accumulate resulting in 

the observed cD enrichments, simply also explaining the position of high cD 

region for both films. This situation is schematically drawn in Fig. 6.6. 

Additionally, the structural vacancies at the metal/metal-oxide inter-

face induce irreversible hydrogen trapping [Kirch03]. The above men-

tioned microstructural aspects can be considered for the D enrichment at 

V/W interface. One should also keep in mind a possible influence of me-

chanical stress induced by high electric field, which can reach as high as 
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Fig. 6.6 A schematic drawing of VOx 

islands formed on W substrate and 

misfit dislocations implemented 

above. D atoms are accumulated 

under the dislocations, resulting in 

high D concentration. 



158  6.6 Investigation of local chemistry by APT 

several GPa [Mill96], on the D distribution. The applied voltage, thus the 

surface stress changes with increasing the tip radius during analysis. In 

this study, the tip radius of the sample demonstrated in Fig. 5.4.13 and 

Fig.5.4.15 was estimated to be 41 nm and 31 nm, respectively. Although 

nearly common feature for both of these samples have been observed, 

more detailed study focusing on such essential aspect should be one of the 

future subjects concerning analysis of deuterium in materials. 

To summarize, single adsorbate atoms of oxygen can have a tremen-

dous effect on the local deuterium distribution.  

 

6.6.2 D distribution in V-layer affected by the pres-

ence of the Fe-interface 

 

The investigation of the local chemistry of D at the Fe/V interface 

some interesting features have been found as summarized in chapter 5. At 

low pD2 (0.2 and 0.5 Pa), as demonstrated in Fig. 5.4.29, lack of D at above 

the Fe/V intermixing layer which indicates the “dead-layer” effect (refer 

Chap. 1). From this measurement, the thickness of the “dead-layer” was 

estimated to be of 0.45 nm according to Hjörvarsson [Hjörv89]. The results 

of APT analyses on different interfaces showed the dead-layer thickness 

ranging about 0.4 ~ 1 nm (Fig. 5.4.29), which are in agreement with 

Hjörvarssons results.  

In the Fe/V intermixing layer at low pD2 (0.2 and 0.5 Pa) (Fig. 5.4.29), 

no D-atoms were observed. This indicates the impact of local alloying on 

the hydrogen solubility when the number of energetically favorable sites is 

reduced. In FeV alloy systems the H-solubility is known to decrease 

[Egu74].  

At high pressures pD2 = 2 - 1000 Pa (= cD > 0.1 D/Me), however, this 

“dead-layer” region disappeared. This is exemplarily shown in Fig. 5.4.30. 

This is contrary to the actual picture of the “dead-layer” effect which is 

reported to exist independent of cD. However, it is reported that the 

“dead-layer” thickness slightly decreases from 0.45 nm approximately to 

0.28 nm as the cD increases [Hjörv93]. In our APT results this thickness 

reduction was not confirmed. 

The origin of this dead-layer effect was, in their early investigations, 

explained by charge transfer. But, recently, Meded et al. [Mede05] have 

concluded that the electronic effect is not responsible for the dead-layer. 

Instead, the H-induced volume expansion and associated screening length 

to be of 2 -3 ML was suggested via computer simulation. Simply, the 

dead-layer appears because Fe and Mo have higher shear moduli than 
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that of V 

Even more interestingly, there was a strong influence of stacking se-

quence on D distribution was inferred at high cD > 0.1 D/Me (Fig. 5.4.25 - 

Fig. 5.4.27, and Fig. 5.4.31). Fig. 5.4.31 showed asymmetric D profiles at 

the Fe/V and at the V/Fe interface (i.e. higher cD at the V/Fe interface), 

also at high pD2 (2 - 1000 Pa). A monotonic decrease of cD with increasing cFe 

was generally observed for both interfaces (compare Fig. 5.4.31), following 

the lattice parameter change of the FeV alloy, as demonstrated in Fig. 2.7. 

This results in narrowing of the plateau region. Corresponding shrinkage 

of lattice size due to alloying of V with Fe (Fig. 2.7) would support this 

result. But, the V/Fe interface tends to absorb more D than in the Fe/V 

interface (Fig. 5.4.31). This difference might be attributed to a different 

strain state at the Fe/V and V/Fe interfaces. We note that the mechanical 

stress may also influence the critical behavior and thus modifies the phase 

diagram.  
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7. Summary and outlook 
 

The intension of this thesis is to study the local hydrogen distribution 

in thin films with focus on the impact of interfaces and the related defects. 

This topic is addressed by studying the hydrogen (H)-related mechanical 

response of V1-xFex (x = 0.02 ~ 0.08) single layered (SL) films and Fe/V 

multi-layered (ML) films in combination with different substrates. The 

H(D)-distribution was determined using different experimental maneu-

vers. In particular, in-situ acoustic emission (AE) and atom probe tomog-

raphy (APT) analysis have been successfully developed and applied for 

such purposes. In combination with in-situ stress and in-situ XRD meas-

urements, these methods supply important physical insights on metallic 

thin film-hydrogen systems, present at different mean hydrogen concen-

trations. 

Generally, H-insertion in the lattice of metallic thin films induces 

large in-plane compressive stress as predicted by linear elasticity theory. 

Contrary to this, some of the epitaxially grown V0.92Fe0.08 single layered 

(SL) films on sapphire substrates, which were sputtered at high temper-

atures, showed biaxial tensile stress in the beginning of stress-hydrogen 

concentration curve. This phenomenon is explained by trapping of H at 

vacancies differentiating between those induced by hydrogen (supera-

bundant vacancies, SAV) and those at thermal equilibrium (thermal va-

cancies). The effect was judged to occur by trapping at SAVs. The impact of 

H-trapping at misfit dislocations at film/substrate interface cannot be 

avoided either. But, estimated dislocation density by stress measurement 

was suggested to be lower for the films deposited at higher temperatures.  

After saturation of H-trapping at vacancies, the stress curve finally 

shows the expected linear increase of compressive stress. In most cases, 

linear increase of the slope following the linear elastic model has been 

established. But, this linearity is intermittently broken, especially for 

thinner films than 200-nm thick. This behavior is attributed to rear-

rangement of pre-existing dislocations in the films under high compres-

sive biaxial stress and by the presence of hydrogen. Especially, AE results 

of 100-nm thick SL film support this interpretation. 

Above the Sieverts’ solubility limit, all of the SL films showed consid-

erable departure from the trend of linear compressive stress development. 

For the films with a good adhesion on the substrates, this is regarded as 

the onset of hydride formation. In-situ XRD measurements did not trace 

this hydride formation, while AE measurements detected a remarkable 

increase of the AE-signal at the very same concentration, confirming dis-

location nucleation. This could be interpreted by the formation of coherent 
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hydride phase with matrix, but incoherent with respect to the substrate 

due to large misfit to the substrate. Such a behavior has recently also been 

found for Pd-thin films. 

Thereafter, an incoherent hydride phase develops, at cH = 0.4 H/V de-

tectable by in-situ XRD, which is accompanied often by film delamination. 

At this stage, a strong AE signal due to film delamination could not be 

avoided.  

For Fe/V multi-layered (ML) films, thicker layered-stack grown on V 

21 nm buffer layer showed similar stress development and AE characters 

as those of SL films. However, the thinnest one grown directly on sapphire 

had huge tensile stress component (+2 ~ +3 GPa) in the whole concentra-

tion range investigated. In this case, only preferential Oz- or Oy- site oc-

cupation of H can explain the experimental result. Clearly, the V buffer 

layer shows compressive stress component upon H uptake. In order to 

address this preferential site occupation effect more clearly, the ML films 

should be grown on H-inactive buffer layer or directly on the sapphire 

substrates, as suggested for future studies. Also, the improvement of AE 

sensitivity is necessary to investigate films thinner than 100 nm.  

The determination of the local hydrogen (using its isotope deuterium 

D) distribution was addressed by exerting the highly sensitive atom probe 

tomography. But, reliable analysis of D in metals has been a hard task 

since long time, because of hydrogen embrittlement raising tip rupture 

and loss of the light H or D atoms during the destructive measurement. In 

this thesis it was shown that (i) avoiding any air exposure of D containing 

films and (ii) avoiding surface segregation of D are the key factors for a 

correct analysis. Thus, a new experimental set up and new procedures 

have been designed. For VFe-D and Fe/V-D systems, reliable analysis 

could be obtained at analysis temperatures below 30 K, at which temperature 

the possibility of tip rupture is also reduced when compared to that at 20 K. All of 

the analysis results given below this temperature agreed well with ex-

pected D concentration. Equipped with this knowledge the local atomic 

arrangement in films as influenced by interfaces could be successfully 

addressed. 

A large impact of O interface adsobates on the local D-distribution was 

revealed. In this study, a W substrate was exposed to air prior to the dep-

osition, resulting in surface adsorbates. After deposition of a V layer, 

strong D-segregations are found at the interface. These segregations could 

be interpreted by the formation of VOx present at the W substrate and 

misfit dislocations are created in the V layer. The D atoms are trapped 

below these dislocations and, thus high local D concentration results. ML 

samples grown on W substrate showed similarly high D concentration 
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near the W substrate, confirming this effect well. 

At interfaces of Fe and V layer, interface mixing (alloying) of about 1.4 

nm thickness was detected, even by deposition at room temperature. This 

is in accordance with the large solubility of Fe in V and vise versa. This 

local concentration affects the D-distribution at the interface. But, a more 

far-reaching impact of Fe layers on the D-solubility in V-layers was ob-

served. The measurements confirm the existence of dead-layers, where the 

D is depleted at the adjacent Fe layers. This dead-layer was not observed 

by local measurements before. The thickness of this dead-layer was found 

to be of 0.4 - 1 nm. This layer, however, disappears as the concentration 

increases above cH = 0.1 D/V. Moreover, at above cH = 0.1 D/V, the D dis-

tribution in the Fe/V/Fe stack was found to be not symmetric anymore. 

The V/Fe interface showed a higher D-concentration compared to the Fe/V 

interface. This is interpreted to result from local mechanical stress, which 

differs for a Fe film growing on V compared to a V film growing on Fe, as 

suggested by SRIM-simulations. An impact of the high voltage applied 

during the analysis cannot be excluded. Furthermore, the influence of 

mechanical stress on the local D distribution is still unclear and, thus is 

one of important future topics in the APT investigation. 

To summarize, hydrogen-absorption in thin films results in different 

kinds of defects (namely SAV and dislocations) that modify the local hy-

drogen distribution and mechanical stress. Impurities at interfaces like 

oxides lead to local hydrogen enrichments. For V films the local stress 

development is also influenced by a change of the O-site occupation that, 

for very thin ML-films, results even in tensile stress up to high concen-

trations.  
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Appendix
 

Characterization of hydrogen distribution in 

Fe/V multi-layered films by using Glow Dis-

charge Optical Emission Spectroscopy 

(GDOES) 
 

H-segregation behavior at room temperature 
 

In this chapter, the observed surface segregation of hydrogen observed 

in the atom probe tomography (APT) analysis is confirmed by using dif-

ferent technique, namely “sputter-assisted” analysis called Glow Dis-

charge Optical Emission Spectroscopy (GDOES), which is different in 

phenomenology from that of the APT. 

GDOES analysis [Payle97] was carried out in cooperation with Mr. 

Marcus Wilke and Prof. Dr. Peter Schaaf in Technische Universität Il-

menau, as an alternative method for hydrogen depth-profiling. This spec-

troscopy is in principle composed of a Grimm-type glow discharge source 

[Grimm68] and a spectrometer designed by Rowland [Rowl82]. Based on 

its multi-element capability, GDOES has become a widely used technique 

for depth profile analysis of coatings and thin films with a depth resolu-

tion of ~ 10 nm. Yet, this technique has not been applied to analyze hy-

drogen in thin films. 

As it is schematically shown in Fig. A1, cathodic sputtering is used for 
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Fig. A1 A schematic illustration of 

GDOES at analysis chamber. 

The sample as cathode is sput-

tered by Ar ion. Sputtered atom 

then impacts with electron, 

thereby the atom is excited. 

Corresponding luminescence is 

then recorded by a spectrometer 

placed after the lens shown in the 

figure. 
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this analysis, to remove material layer by layer from the sample surface. 

The atoms removed migrate into the plasma, where they are excited 

through collisions with electrons. Through the lens, the characteristic 

spectrum emitted by each excited atom is monitored by the spectrometer. 

The total analysis time is equal to the sputtering time of the sample, 

which is typically within several minutes for thin films. The back side of 

the film is cooled by a Cu block, which is water cooled only. Hence, the 

heating of the sample by the discharge cannot be completely avoided. This 

is expected to cause strong surface segregation of H and, thus to influence 

the depth profile of H.  

The Fe/V multi-layered film with [Fe 20 nm / V 42 nm] stacking se-

quence was prepared ahead in the same manner as described in Chap. 3.1. 

The surface was thus capped with 20-nm thick Pd layer. The substrate 

geometry for this sample was 7 mm x 30 mm x 0.2 mm. Before the analysis, 

hydrogen was loaded electrochemically up to cH = 0.05 H/V (Chap. 3.3). 

After removing the residual electrolyte on the film sample with water, the 

film surface was intentionally contaminated by immersing the sample into 

Xylene (C8H10) to avoid any hydrogen desorption from the sample before 

the analysis was carried out. 

The GDOES system used in this study was GDA 750 spectrometer 

(Spectruma Analytik GmbH) equipped with a Grimm-type glow discharge 

source of 2.5 mm in diameter and a Paschen-Runge type polychromator. 

The depth profiles were measured in DC excitation mode with optimized 

parameters 1200 V, 13 mA (constant voltage, constant current mode). Af-

ter reaching vacuum of ~ 1Pa, the discharge was initiated. 

Before the analysis, the intensity of H was calibrated by using a ref-

erence sample of TiH. 

In Fig. A2, the results of 3 subsequent analyses (H1, H2, H3) on 3 

different analysis points (2.5 mm ) along the longitudinal direction of the 

sample are shown. These measurements were carried out 60 s (H1), 240 s 

(H2) and 320 s (H3) after the hydrogen loading. 

In the analysis H1, the hydrogen depth profile traces that of vanadium 

layer to certain extent. The 1st V layer, however, showed extremely sloped 

profile towards the surface. Moreover, considerable amount of H (cH = 

0.005 H/Me) is observed even in the Fe layers. The observed hydrogen 

concentration in the 2nd V layer was cH = 0.010 H/V (Me) for the profile H1, 

which is certainly higher than that in the Fe layers. But, it amounts to 

only 20 % of the expected H concentration, cH = 0.05 H/V. The 2nd Fe layer 

and the 3rd V layers show slightly higher cH than those in the 1st Fe layer 

and in the 2nd V layers. It should be noted that the H-depth profile in the 

2nd V layer and in the 3rd V layer shows “tail”, which is already ascribed as 
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a trace of H-segregation in the results of atom probe analysis (see Fig. 

5.4.3 and Fig. 5.4.22). 

Further, the next analysis results, H2 and H3, showed even lower cH. 

This is globally observed in every V layers. It is thus reasonable to con-

sider that the H atoms in the sample are lost against the time elapsed.  

In the V layer, which is close to the surface (i.e. the 1st V layer), the 

difference of H concentration among the 3 measurements is small, when 

compared to those in the 2nd and in the 3rd V layer. This indirectly suggests 

that the H-loss behavior occurs mainly at the surface of the film, namely 

the Pd capping layer. Thus the deeper V layers conserve more H atoms 

than those layers near the surface. The Pd layer is practically not seen in 

the figure because of pre-sputtering just before the recording of analysis is 

initiated, which is only a technical problem. 

It is also noticeable that the intermixing thickness of Fe and V in-

creases as the depth increases. This is caused by sputter-induced inter-

mixing and increased interface roughness, which is always present in a 
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Fig. A2 GDOES results of H-loaded Fe 20 nm / V 42 nm mul-

ti-layered film, with nominal cH of 0.05 H/V. Three measurements 

were carried out in the sequence after 60 s (H1), 240 s (H2) and 

320 s (H3) after H-loading. These measured points on the sample 

are illustrated on the right hand side of the figure. 



166  Appendix 

sputter-assisted depth-profiling. 

To conclude, the results obtained by GDOES confirm the experimental 

findings in the XRD study (Fig. 3.12) and atom probe tomography analysis 

(Fig. 5.4.3 and Fig. 5.4.22) concerning the following points. 

 

(i) Hydrogen can segregate towards the film surface unless 

“freezing” condition for H is established. 

(ii) In the course of such segregation, hydrogen can be lost by re-

combination and H2O formation under the presence of Pd at the 

surface. 

(iii) To avoid this H-loss, O2-free condition is absolutely necessary. 
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