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1. Introduction

1.1. Synaptic transmission in the brain

The synapse is the point of functional contact between one neuron and another. It is the

primary place at which information is transmitted from neuron to neuron in the central

nervous system (CNS). Most inter-neural communication relies on the use of a chemical

intermediary, or neurotransmitter , which is secreted following an action potential (AP) by

presynaptic cells to influence the activity of postsynaptic cells. These sites of functional

contact are called chemical synapses.

potential
action-

potential
action-

presynaptic neuron postsynaptic neuron

neurotransmitter

receptor

synaptic potential

Figure 1.1.: Transmission of information between neurons by chemical and electrical sig-

nals. Following an electrical signal neurotransmitter is secreted from the

presynaptic nerve terminal of a chemical synapse. The neurotransmitter binds

to postsynaptic receptors to mediate flux of ions across the membrane, driv-

ing the membrane potential away from resting value and causing a so called

postsynaptic potential. Synaptic potentials may trigger an action potential

in the cell body, which runs down the axon to be conveyed from the nerve

terminal onto the next cell (from Hall, 1992).

At each chemical synapse a region of membrane in the presynaptic cell that is specialized

for rapid secretion is closely and firmly attached to a particular region on the postsynaptic

cell containing a high density of receptors for the neurotransmitter. In this way, chemical

communication in the CNS is specifically directed from one cell to another. Electrical
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4 Introduction

signals in the presynaptic cell cause the release of neurotransmitter; its binding to surface

receptors triggers an influx of ions into the postsynaptic cell causing the synaptic potential

(see Fig. 1.1), i.e. a shift of the postsynaptic membrane potential away from resting value.

The number of synaptic connections a neuron forms can be extraordinarily large and

many afferents can interact and influence a postsynaptic neuron, by either excitatory or

inhibitory effects, depending on the ions that permeate the channels on the postsynaptic

side operated by the receptor. The resulting responses are either excitatory postsynaptic

potentials (EPSPs) or inhibitory postsynaptic potentials (IPSPs), depending on whether

they drive the cell towards a point above or below its firing threshold.

Most central neurons exhibit a clearly defined cell body, called soma, from which neurites

arise. In most cases these neurites can be divided into a single axon, which may branch

into a few or many collaterals at some distance from the cell and in an often elaborated,

highly branched network of dendrites. In general, axons form the presynaptic elements

enlarging into a single axon terminal at the end of each collateral. The postsynaptic

element is most commonly the dendritic spine, the shaft of the dendrite, or the cell soma.

Figure 1.2.: Schematic picture of a simple spine synapse. Pre- and postsynaptic part are

separated by a very narrow synaptic cleft. The presynaptic bouton contains

vesicles, some of which are docked at the active zone. The postsynaptic den-

sity opposite the active zone contains postsynaptic receptors (from Edwards,

1995a).
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1.2. Glutamatergic synapses

The major part of excitatory contacts between neurons in the cortex release glutamate

as their transmitter. In most parts of the work presented here we will focus on the

common form of glutamatergic synapse displayed in Fig. 1.2, which is formed between

axons and dendritic spines and is found throughout the cortex, on hippocampal CA1 and

granule cells, on cerebellar Purkinje cells, interneurons in the brainstem and in many other

areas of the brain. This synapse consists of three basic elements (Fig. 1.2): First, the

axonal enlargement forming the presynaptic terminal, which we also refer to as presynaptic

bouton, second, the gap between the pre- and postsynaptic part, the synaptic cleft, and

third, the small extension from the dendrite of the postsynaptic cell, the dendritic spine,

which contains the postsynaptic receptors.

Upon arrival of an AP voltage-gated calcium channels, which are strategically colocalized

with the synaptic vesicles docked within the active zone (= readily-releasable vesicles),

give way for calcium entering the postsynaptic terminal. The local intense rise in Ca2+

concentration triggers the fusion of docked vesicles with the cell membrane and the re-

lease of their contents in the synaptic cleft, which is approximately 15 nm wide (Edwards,

1995b). The fusion of one vesicle releases about 1000 to 4000 transmitter molecules in

less than a millisecond, which activate glutamatergic postsynaptic receptors that medi-

ate the current (= excitatory postsynaptic current, EPSC ) recorded on the postsynaptic

side (Clements, 1996; Edwards, 1995b). After release transmitter molecules are rapidly

removed from the cleft by diffusion or binding to glutamate transporters which ensure

glial and neuronal uptake and a rapid clearance of abundant transmitter molecules from

the cleft and its vicinity (Diamond and Jahr, 1997; Dzubay and Jahr, 1999; Wang et al.,

1998; Rusakov and Kullmann, 1998; Kullmann and Asztely, 1998).

The release of glutamate activates two different types of ligand-gated ion channels, first

AMPA (α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid)/kainate receptors and,

second, NMDA (N -methyl-D-aspartate) receptors. AMPA receptors activate quickly in

less than a millisecond and mediate the major contribution of glutamate activated excita-

tory transmission. The activation of NMDA receptors occurs on a much slower time-scale

of several milliseconds. Around resting potential of -70 mV NMDA receptors are non-

conducting due to a voltage dependent magnesium block and activate after membrane

depolarization (Kaczmarek et al., 1997). The number of AMPA receptors within a gluta-

matergic synapse has been estimated as 30 to 100 receptors, whereas there are only few,

i.e. less than ten NMDA receptors (Edwards, 1995b; Spruston et al., 1995). The latter

hardly contribute to fast excitatory transmission and phenomena of short-term plastic-

ity, but may be important for development and long-term changes in synaptic efficacy

(Castro-Alamancos and Connors, 1997; Kaczmarek et al., 1997; Markram et al., 1998b).

Although a variety of electrophysiological and anatomical studies have been performed

on glutamatergic synapses (Edwards, 1995a; Walmsley et al., 1998, for reviews), essential

steps of the transmission process are not understood in detail. This has inspired several

attempts to gain further insight in the primary determinants of synaptic transmission on



6 Introduction

the basis of theoretical models. In the following section we will briefly summarize previous

theoretical work before giving an outline of our approach chosen in the present work.

1.3. Theoretical approaches to synaptic transmission

Approaches to model synaptic transmission usually follow two different lines: first, phe-

nomenological approaches trying to comprise the essentials of synaptic transmission by a

few model parameters which do not necessarily need a physiological or biophysical coun-

terpart in the “real” cell. The aim of these models is a complete characterization of

certain aspects of synaptic transmission, e.g. the average synaptic activity for a given

presynaptic stimulus pattern. These models use a minimal number of parameters to al-

low a quantitative description and prediction of changes in synaptic efficacy and aim for

a general applicability to a variety of experimental data. Phenomenological models of

dynamic synapses as well as the analysis of distributions of EPSC amplitudes by quantal

analysis belong in this category of modeling approaches.

Second, a different strategy of modeling is based on electrophysiological experiments and

intends to formulate kinetic models of the underlying physiological mechanisms in order

to reproduce experimentally observed responses and time scales. These models attempt

to be closely tied to underlying physiological mechanisms. For instance, kinetic schemes

are used to model the dynamics of presynaptic release and form the theoretical fundament

of Monte Carlo simulations of transmitter diffusion and receptor kinetics.

Phenomenological models of dynamic synapses

A phenomenological model of synaptic transmission has been designed in oder to study

synaptic transmission between pairs of neurons (Tsodyks and Markram, 1997; Varela

et al., 1997; Zador and Dobrunz, 1997). Without specifying the underlying physiological

mechanisms it is assumed that a synapse is characterized by a finite amount of resources.

These resources occur in the three states “effective”, “inactive”, and “recovered”. Each

AP activates a fraction of the resources which are available in the recovered state and

subsequently quickly inactivate, from where they return on a much slower time-scale into

the recovered state. In addition facilitation of release as experimentally observed after

repetitive presynaptic stimulation is implemented by increasing the amount of resources

activated per AP.

After fit of the model to experiments this theoretical approach yields the synaptic ac-

tivity as function of input-frequency. It manages to reproduce averaged experimentally

recorded synaptic responses between pyramidal neurons (Abbott et al., 1997; Tsodyks and

Markram, 1997). The model has been implemented in larger models of neural networks

and shown to generate complex patterns of regular and irregular regimes of network activ-

ity (Tsodyks et al., 1998). It computes properties of synaptic transmission as function of

“limited synaptic resources”. The model, however, does not allow to differentiate between
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pre- or postsynaptic processes contributing to synaptic transmission. Furthermore, only

average synaptic responses as generated by taking the mean over many measurements are

calculated, whereas the experimental outcome of individual measurements is usually very

noisy.

Quantal analysis

The noise in synaptic responses can be seen in broad distributions of amplitudes of synap-

tic currents. Quantal analysis is a method used for analyzing these distributions and for

infering functional significance from their shape. It is based on the idea that transmitter

is packaged in individual vesicles and that synaptic currents are due to the stochastic

release of individual vesicles of transmitter into the synaptic cleft (del Castillo and Katz,

1954; Boyd and Martin, 1956). It is assumed that a number of n quanta of transmitter is

available in the presynaptic terminal to be released, and every quantum gives roughly the

same electrical signal in the postsynaptic cell. This is the quantal amplitude Q, which

sums linearly with all other quanta released. If p denotes the average release-probability

for the release of a single quantum, the relative probability of observing 0,1,. . . , n quanta

released is then given by a binomial distribution.

This binomial function can be fitted to distributions of EPSC amplitudes to extract the

three parameters Q, p, and n. The quantal size Q represents the mean amplitude of

the miniature distribution,1 or the first peak in the distribution of evoked postsynaptic

currents. The release-probability of individual vesicles p is given by the relative height of

the peaks and the number of (readily-releasable) vesicles n by the total number of peaks

in a distribution of indefinite sample size. Quantal analysis has not only been used to

characterize properties of synaptic connections by estimating Q, n and p (Bekkers and

Stevens, 1995; Edwards et al., 1990; Frerking et al., 1995; Hessler et al., 1993; Jonas et al.,

1993; Rosenmund et al., 1993, for instance), but also to describe short- and long-term

changes in synaptic efficacy (Ambros-Ingerson and Lynch, 1993; Bekkers and Stevens,

1990; Foster and McNaughton, 1991; Kullmann and Nicoll, 1992; Malinow and Tsien,

1990).

Originally designed for the analysis of synaptic responses at the neuromuscular junction

(del Castillo and Katz, 1954; Boyd and Martin, 1956), the transfer of quantal analysis

to central synaptic transmission requires some caution (see Edwards, 1995a and 4 for a

detailed discussion): First, the quantal size as determined by the first peak in amplitude

distributions is very small and often strongly fluctuating. This suggests that postsynaptic

receptors are saturated by the release of a single vesicle and fluctuations in quantal size

are due to variations in the receptor number. Additionally the assumptions of quantal

analysis concerning the uniformity, independency and synchrony of vesicle release often

appear problematic.

1Miniature synaptic currents occur in the absence of APs and are thought to be due to the release of
the contents of individual vesicles.



8 Introduction

Kinetic models

Kinetic models which intend to incorporate specific properties of the underlying phys-

iological mechanisms have been formulated either for presynaptic processes of vesicle

recruitment and release or for the diffusion and interaction of neurotransmitter with the

postsynaptic receptor population.

Kinetic models of presynaptic vesicle dynamics

The amount of presynaptic vesicles released for a given stimulus protocol can be theoret-

ically modeled by kinetic rate equations. The idea is that upon stimulation presynaptic

vesicles are released and the number of vesicles docked within the active zone, the so

called pool of readily-releasable vesicles, is depleted. The readily-releasable pool is slowly

replenished within a few seconds, a process that first has been been modeled by a ki-

netic two-state model, comprising a filled and empty release-site (Liley and North, 1953).

Subsequently the comparison of theory and experiments has lead to modifications of this

simple depletion model by suggesting activity-dependent recruitment rates (Fisher et al.,

1997; Dittmann et al., 2000; Zucker, 1999).

Analytical and Monte Carlo models of transmitter diffusion and postsynaptic
receptor kinetics

In close connection to electrophysiological experiments analytical and stochastic models of

transmitter diffusion and receptor kinetics have been developed. Analytical descriptions

of the diffusion of neurotransmitter in the cleft are coupled to kinetic models of receptor

kinetics and are solved analytically (Eccles and Jaeger, 1958; Kleinle et al., 1996; Uteshev

and Pennefather, 1996a) or numerically (Land et al., 1981; Holmes, 1995).

Monte Carlo simulations are performed to capture spatial and stochastic effects of neu-

rotransmitter diffusion as well as the intrinsic noise of the receptors dynamics. Following

the work of Bartol et al. (1991) transmitter motion is modeled by a random walk for

individual transmitter molecules. The stochasticity of receptor kinetics is included by

simulating individual receptors on the basis of their corresponding kinetic schemes for

channel opening (see Sec. 4.2 for details and references). For a given set of synaptic

parameters Monte Carlo simulations yield distributions of postsynaptic responses which

can be compared to experiments on miniature EPSCs, i.e. postsynaptic currents caused

by the release of a single vesicle, and are used to study transmission characteristics as

function of the chosen synaptic scenario.

Biophysical model comprising pre- and postsynaptic mechanisms

Still, a quantitative dynamic model comprising pre- and postsynaptic processes, which is

able to capture and explain the diversity of experimental observations, is missing. In this
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work we design a model of synaptic transmission by combining theoretical approaches to

model both, presynaptic and postsynaptic processes. Notice, that experiments on central

synapses suggest that synaptic transmission is influenced by a variety of factors, such as

postsynaptic receptor number, amount of neurotransmitter released, synaptic morphology

and the anatomy of the synaptic cleft, and that these properties most probably vary from

one synapse to the next (Clements, 1996; Edwards, 1995a; Frerking and Wilson, 1996;

Harris and Kater, 1994; Liu et al., 1999; Liu and Tsien, 1995; Min et al., 1998; Oleskevich

et al., 1999; Rossi et al., 1995; Silver et al., 1996; Walmsley et al., 1998). Therefore

our aim is to derive a model as simple, transparent and general as possible and, yet,

detailed enough to comprise the essential underlying physiological mechanisms to account

for specific conditions at distinct synaptic connections.

1.4. Overview and objectives of this work

The main goal of this work is the design of a biophysically motivated theoretical model of

synaptic transmission, which quantifies the propagation of signals from the presynaptic

towards the postsynaptic side on the basis of modeling the essential underlying physiolog-

ical mechanisms. We pursue this aim by successively describing the sequence of processes

that evolve from the presynaptic towards the postsynaptic side after the arrival of an AP.

Step by step we will derive a model for presynaptic vesicles dynamics (Chapter 2), the

dynamics of transmitter in the cleft (Chapter 3) and its interaction with postsynaptic

receptors (Chapter 4). These different model-parts will be combined in (Chapter 5) to

describe a single synaptic connection between two neurons, such that the postsynaptic

response can be computed for a given presynaptic input.

The work is organized as follows:

Motivated by experimental work on a central mammalian synapse in the auditory path-

way we will derive a model of presynaptic mechanisms in Chapter 2 that goes beyond

the commonly used simple depletion model of vesicle release. In our approach we will

consider stochastic release of presynaptic vesicles from two pools, which differ concerning

the probability of release and recruitment of vesicles after exocytosis, as well as calcium

related facilitation mechanisms. It will be shown that our model is able to account for

the experimentally observed features of synaptic short-term depression. This is due to an

intrinsic, i.e. calcium-independent, activity induced extra-recruitment of vesicles, which

occurs as consequence of the different release-probabilities and rates of recruitment of the

two pools. The work of this chapter has been done in cooperation with Erwin Neher and

Ralf Schneggenburger who in the Department of Membrane Biophysics at the MPI für

Biophysikalische Chemie in Göttingen have initiated and performed the experiments this

chapter is based on.

Chapter 3 deals with the dynamics of neurotransmitter in the cleft. We present a simple

model of the synaptic cleft and analytically compute the spatio-temporal concentration

profile of transmitter after exocytosis from a vesicle. It will be demonstrated that trans-
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mitter motion within the cleft can be considered as a two-dimensional diffusion process.

We will provide an estimate of the effective diffusion coefficient, which turns out to be

considerably smaller than in aqueous solution.

In Chapter 4 we use the complementary theoretical approaches of Monte Carlo simula-

tions and master equations to calculate miniature EPSCs and to compare our results to

experimental recordings from hippocampal and brainstem interneurons. We find that the

population of postsynaptic receptors in single bouton-like synapses is almost saturated by

the release of single vesicles and that long-term changes in synaptic efficacy are most ef-

fectively achieved by an increase in receptor number and drastic structural modifications

as suggested by Edwards (1995b). It is demonstrated that the theoretical analysis of

distributions of amplitudes, rise and decay times of miniature currents yields information

about the specific synaptic properties, in particular the synaptic morphology. The work

on brainstem interneurons is directly related to experiments by Stefan Titz and Bernhard

Keller in the Zentrum für Physiologie at the Georg-August University of Göttingen.

In Chapter 5 the modeling approaches of Chapters 2 to 4 are combined in a computer

model of synaptic transmission. Simulations of the complete process of synaptic trans-

mission are performed to generate individual postsynaptic responses of single synaptic

connections: For a given stimulus protocol the change in presynaptic calcium is calcu-

lated, vesicles are released (considering a calcium dependent release-machinery) and the

activation of postsynaptic receptors due to the exocytosis of neurotransmitter is com-

puted. We find that synapses depress during repeated stimulation due to depletion of

presynaptic vesicles as well as due to receptor desensitization. Only for stimulation fre-

quencies below 50 Hz depression is caused solely presynaptically by depletion of vesicles.

Under physiological conditions the steady-state depression current is shown to exhibit a

frequency-dependency which allows a rate-coded propagation of the input stimulus over a

wide frequency-range. This range of frequencies is limited for elevated release-probabilities

and furthermore depends on the specific properties of the presynaptic release-machinery.



2. Presynaptic vesicle dynamics

Synapses in the CNS are generally very small in size and hence do not allow a direct

application of the initiating stimulus to a single presynaptic terminal. That is the reason

why many models of presynaptic vesicle dynamics are based on studies of experimentally

accessible synapses, such as the neuromuscular junction (Bain and Quastel, 1992; Betz,

1970; del Castillo and Katz, 1954; Katz and Miledi, 1968; Liley and North, 1953; Quastel,

1997; Zucker, 1996), neuroendocrine cells (Heinemann et al., 1993), or connections in

invertebrates (Gingrich and Byrne, 1985; Kusano and Landau, 1975; Ravin et al., 1999).

However, these experimental model systems differ in function and complexity, making a

transfer of the derived models to central synaptic mechanisms questionable.

Figure 2.1.: Schematic picture of the calyx of Held synapse. The calyx-like presynaptic

terminal encloses the postsynaptic cell and contains hundreds of individual

synaptic specializations (from Walmsley et al., 1998).

Recently simultaneous electrophysiological recordings from the pre- and postsynaptic ter-

minal of the calyx of Held, a giant excitatory central synapse in the mammalian auditory

pathway (Held, 1893), have become feasible and allow a direct experimental approach to

11
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presynaptic mechanisms of central synaptic transmission (Borst et al., 1995; Forsythe,

1994).

The calyx of Held synapse (Fig. 2.1) is a fast excitatory, glutamate mediated connection,

which is large in size (diameter of ∼ 12 µm) and contains hundreds of individual synaptic

specializations. Although quite specific in function and morphology, the calyx of Held can

be considered as an ensemble of individual, in parallel operating synaptic connections,

activated by the same presynaptic input and acting on the same postsynaptic target. We

therefore consider it as a useful model system to study synaptic transmission in the CNS.

During repetitive presynaptic stimulation EPSC amplitudes decay until reaching a steady-

state level of depression (von Gersdorff et al., 1997; Weis et al., 1999). This decline

of amplitudes occurs to the same extent in AMPA and NMDA mediated EPSCs (von

Gersdorff et al., 1997), as well as under block of desensitization (Wang and Kaczmarek,

1998). Therefore it has been suggested that depression is induced presynaptically and

reflects the depletion of presynaptic resources (von Gersdorff et al., 1997; Schneggenburger

et al., 1999; Weis et al., 1999).

In the following chapter we will evaluate experimental observations during depression to

derive a theoretical model of the underlying presynaptic mechanisms. An early approach

to model release and recruitment of vesicles, the simple depletion model , dates back to

Liley and North (1953). In this model every action potential (AP) depletes the pool of

readily-releasable vesicles by a constant fraction, while the pool is simultaneously replen-

ished with a single slow time constant. Several studies of synaptic short-term depression

have revealed the limits of this model (Neher, 1998b; Weis et al., 1999; Zucker, 1989). At

the calyx of Held the simple depletion model underestimates the observed steady-state

activity during depression (Weis et al., 1999). Attempts to extend the simple depletion

model by adding an activity dependent extra-recruitment of releasable vesicles (Dittmann

et al., 2000; Gingrich and Byrne, 1985; Heinemann et al., 1993; Kusano and Landau, 1975;

Stevens and Wesseling, 1998) are not supported by experiments at the calyx of Held (Weis

et al., 1999; Wu and Borst, 1999). Nevertheless, experimental attempts to empty the

pool of readily-releasable vesicles by strong continuous presynaptic stimulation yield an

additional slow current contribution which points to an activity-induced extra-release of

vesicles (Wu and Borst, 1999).

This observation has motivated us to modify the simple depletion model by including a

second pool of more reluctantly-releasable vesicles in our theoretical model. Following

an AP we will consider simultaneous release of presynaptic vesicles from two pools which

differ in their probability of release. The major part of vesicles rests in pool 2 and is easily

released, whereas a smaller fraction of vesicles in pool 1 exhibits a much lower release-

probability. This idea of two types of readily-releasable vesicles which differ regarding the

probability of release may serve as a first approximation to a continuum of heterogeneous

probabilities of release. It should be noted that experimental evidence for a variability

in release-probabilities has been obtained for hippocampal synapses (Rosenmund et al.,

1993; Hessler et al., 1993; Murthy et al., 1997).

In our model vesicles in pool 2 are only recruited via pool 1, with a much slower time
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constant than the one for refilling of pool 1. We will show that this sequential two-pool

model of vesicle release and recruitment contains an intrinsic dynamic of activity depen-

dent vesicle replenishment and manages to explain a variety of experimental findings.

This chapter is organized as follows: We will introduce our model of vesicle dynamics

(Sec. 2.1), as well as the implementation of resting conditions and evoked release (Sec. 2.2).

Subsequently we will extend the model in order to account for mechanisms of presynaptic

facilitation of release, which occur during high-frequency stimulation (Secs. 2.3). Finally

we will compare the model to experiments (Sec. 2.5), discuss the results and suggest how

to further validate our approach experimentally (Sec. 2.6).

2.1. Two-Pool-model of vesicle recruitment

The simple depletion model fails to account for experimental observations at the calyx of

Held and a calcium related enhanced recruitment of vesicles failed to be verified experi-

mentally (Weis et al., 1999). Based on the observation of two distinct time-scales during

recovery from strong depletion (Wu and Borst, 1999) we extend the simple depletion

model by adding a second type of reluctantly-releasable vesicles. Like the immediately-

releasable pool of vesicles we assume them to be located close to the cell membrane

within the area of the active zone. Upon arrival of an AP, vesicles from both pools may

be released. Reluctantly-releasable vesicles (pool 1, see Fig. 2.2) are released with a

release-probability w1, which is lower than the release-probability w2 for vesicles from the

immediately-releasable pool (pool 2).

Ultra-structural studies show that presynaptic vesicles are clustered adjacent to a special-

ization of the presynaptic membrane, the so called active zone (see for instance Edwards,

1995a). While small bouton-like synapses mostly exhibit a single active zone, which con-

tains approximately four to ten docked vesicles (Schikorski and Stevens, 1997), several

hundred active zones have been estimated for calyceal synapses (Lenn and Reese, 1966).

It is not well understood how individual presynaptic docking-sites relate to the morpho-

logically defined active zone, e.g. the exact number of functional release-sites per active

zone is not known. Electrophysiological recordings at the calyx of Held yield an esti-

mate of about 700 readily-releasable vesicles (Schneggenburger et al., 1999). Furthermore

the analysis of fluctuations of EPSCs indicates that maximum amplitudes are caused

by approximately 80 % of the available presynaptic resources (Meyer, 1999). We there-

fore assume that the presynaptic terminal contains a limited number of ntot release-sites,

whereof approximately twenty percent are empty and the rest is either occupied with

immediately-releasable or reluctantly-releasable vesicles. In our model the ntot release-

sites are identical, operate independently and appear either empty or occupied by a vesicle

from pool 1 or 2 (see Fig. 2.2). Empty release-sites are refilled with vesicles of pool 1 with

the constant rate kr, which implies that recruiting of releasable vesicles occurs activity-

independently and is provided by an infinite reserve pool. Experiments studying recovery

from depletion (Wu and Borst, 1999) allow the conclusion that the total number of re-
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leasable vesicles recovers faster than the immediately-releasable vesicles in pool 2. In our

model a release-site filled with a pool 2-type vesicle has emerged from being occupied by

a vesicle of pool 1 first. Transitions between the states of occupancy occur with the rates

as denoted in Fig. 2.2. Vesicles from pool 1 are released with the probability w1, which

is lower than the probability of release w2 for a vesicle from pool 2. Once a vesicle is

released, the release-site immediately returns into the empty state.

���
���
���
���
���

���
���
���
���
���

k

k k

k

r s

t-r

release-site
empty

reluctantly-
releasable
vesicles

pool 1
pool 2

immediately-
releasable
vesicles

w w1 2

Figure 2.2.: Model of vesicle recruitment and release. Release-sites are either empty, oc-

cupied with immediately-releasable vesicles (pool 2, release-probability w2)

or filled with more reluctantly-releasable vesicles (pool 1, release-probability

w1); w2 > w1. Transition rates kr, k−r, ks and kt denote the corresponding ki-

netic rate constants for filling of sites. Vesicles of pool 2 have to be recruited

via pool 1. Once a vesicle is released the release-site immediately returns into

the empty state.

On the basis of the kinetic scheme in Fig. 2.2 (and neglecting spontaneous release events

in the absence of presynaptic stimulation) we are able to formulate master-equations for

the occupancy-probabilities p0(t), p1(t) and p2(t) of a single release-site to be empty or

filled with a vesicle from pool 1 or pool 2:

d

dt
p0 = −kr p0 + k−r p1

d

dt
p1 = −(ks + k−r) p1 + kr p0 + kt p2 (2.1)

d

dt
p2 = −kt p2 + ks p1 ,

with kr, k−r, ks and kt denoting the transition rates between the different states of occu-

pancy as assigned according to Fig. 2.2. As the release-site is either empty or filled with

vesicles from pool 1 or 2, the relation

p0(t) + p1(t) + p2(t) = 1
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holds.

At rest the ratio of sites occupied with vesicles from pool 1 and 2 is given by the steady-

state solutions of Eqs. 2.1

ps1 =
kr kt

ks kr + k−r kt + kr kt
and ps2 =

kr ks
ks kr + k−r kt + kr kt

. (2.2)

For given initial conditions p1(t0) and p2(t0) at time t0 the solutions of Eqs. 2.1 yield the

time-evolution of the occupancy-probabilities p1(t) and p2(t):

p1(t) = e−(t−t0)/τP1

2Ω
[(kr + k−r + ks − kt + Ω)∆p1 + 2(kr − kt)∆p2]

+e−(t−t0)/τP2

2Ω
[−(kr + k−r + ks − kt − Ω)∆p1 − 2(kr − kt)∆p2] + ps1 ,

p2(t) = e−(t−t0)/τP1

2Ω
[−2ks∆p1 − (kr + k−r + ks − kt − Ω)∆p2]

+e−(t−t0)/τP2

2Ω
[2ks∆p1 + (kr + k−r + ks − kt + Ω)∆p2] + ps2 ,

(2.3)

where

∆pj = pj(t0)− psj , (j = 1, 2) ,

τ−1
P1 =

1

2
(kr + k−r + ks + kt + Ω) ,

τ−1
P2 =

1

2
(kr + k−r + ks + kt − Ω) , (2.4)

Ω =
√

(kr + k−r + ks − kt)2 + 4ks(kt − kr) ,

and τP1 and τP2 denoting the two intrinsic time-constants. The dynamics is completely

determined if the four kinetic rate constants ki, (i = r,−r, s, t) are known. Notice that

the kinetic rate constants do not directly correspond to measurable quantities (Colquhoun

and Hawkes, 1995). Hence we have to express the four kinetic rates ki in terms of four

experimentally accessible observables.

Two of the kinetic rate constants are defined by identifying the two intrinsic time-constants

τP1 and τP2 (Eqs. 2.4) with the two clearly distinguishable time-constants in the joint

recovery of both pools after complete depletion (Wu and Borst, 1999). The remaining

two kinetic rate constants are first expressed by means of the occupancy of release-sites at

rest, which reaches about 80 % (Meyer, 1999). We define the ratio F of filled release-sites

at rest, which is given as fraction of the joint number of vesicles in pool 1 and pool 2,

nrel = n1 + n2, divided by the total number of release-sites, ntot,

F :=
nrel

ntot

= ps1 + ps2 . (2.5)
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Second, we consider the ratio at steady-state between the two pools (Neher, 1999). We

define this quantity using the parameter R (0<R<1), such that the ratio between the

two pools in the steady-state is given by

ps1 : ps2 = R : (1−R) . (2.6)

This yields the kinetic rate constants kr, k−r, ks and kt in terms of F , R and the two

time-constants τP1 and τP2:1

k−r =
1− F

2(1− F + FR)

[
Λ+

+
(−)

√
Λ2

+ +
1

R
(1− F + FR)(Λ2

− − Λ2
+)

]
,

ks = (R− 1)

[
k−r

1 + F (R− 1)

1− F
− Λ+

]
, (2.7)

kr = k−r
F R

1− F
and kt = ks

R

1−R
,

where Λ+ = 1/τP1 + 1/τP2 and Λ− = 1/τP1 − 1/τP2.

2.2. Resting conditions and release following a single

action potential

At rest the system is in steady-state, i.e. the number of release-sites occupied with vesicles

from pool 1 or 2 is given by the corresponding steady-state values ntot p
s
1 and ntot p

s
2 in

Eq. 2.2. An AP at time tAP causes release of vesicles from both pools: the number of

vesicles released is proportional to the respective pool-occupancy and the corresponding

release-probability. If we assume that the postsynaptic current is directly proportional to

the number of vesicles released the AP-generated EPSC is given by

IAP(tAP) = Qntot [w1 p
+
1 (tAP, t0) + w2 p

+
2 (tAP, t0)] , (2.8)

with Q denoting a proportionality factor assigned to the release of a single vesicle. Here

p+
j (tAP, t0) (j=1,2) denotes the pool-occupancy immediately before the release of vesicles

at time t = tAP for given initial conditions at time t = t0. Right after the release of

vesicles the pool-occupancy is given by p−j (tAP) (j=1,2), which is

p−1 (tAP) = (1− w1) p+
1 (tAP, t0) and p−2 (tAP) = (1− w2) p+

2 (tAP, t0) .

If no further stimulation occurs, both pools recover towards their resting states according

to Eqs. 2.3, initial conditions in these equations given by p−1 (t0) and p−2 (t0), respectively.
1The two solutions for k−r in Eqs. 2.7 represent the two possibilities to assign the observed time-

constants τP1 and τP2 to the two transitions between the three occupancy-states. The recovery from
complete depletion indicates that pool 1 is refilled with a very fast time-constant of τP1 ∼ 0.3 s,
while the recovery of pool 2 occurs on a much slower time-scale (Wu and Borst, 1999). Hence we
identify the fast time-constant with the refilling of pool 1, which corresponds to the “+”-solution of
k−r.
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2.3. Facilitation of release-probability

Although the overall pattern during stimulus trains is a decay of EPSC amplitudes, the

opposite effect, i.e. the facilitation of subsequent amplitudes, has also been observed

under certain conditions (Schneggenburger et al., 1999). While the depression is widely

attributed to depletion of the pool of readily-releasable vesicles, the detailed mechanisms

of facilitation are not clear at all.

A common idea, the so called residual calcium hypothesis (Katz and Miledi, 1968), corre-

lates the increase in EPSC amplitudes during repetitive stimulation with the simultane-

ously observed rise in the global presynaptic calcium concentration. The global calcium

accumulates during repetitive activity in the presynaptic terminal and is thought to en-

hance the probability of release, whereas the detailed mechanisms causing the effects of

global residual calcium on the release-process remain unclear (Fisher et al., 1997; Zucker,

1999).

In the following we will present a model of presynaptic facilitation based on ideas about

buffered diffusion of Ca2+ in the presynaptic terminal (see Neher, 1998a for a review).

This approach will allow us to compute alterations in the two release-probabilities w1

and w2 due to changes in residual as well as extracellular calcium concentrations. The

detailed physiological mechanisms of facilitation are point of an ongoing debate and we will

additionally show that the facilitation of release probability as derived and subsequently

used within our model does not crucially depend on assumptions about the underlying

mechanisms: An alternative approach attributes calcium related facilitation of release to

a high affinity Ca2+-binding site responding to global Ca2+-changes (Bertram et al., 1996;

Dittmann et al., 2000; Yamada and Zucker, 1992). We will compare the two facilitation-

models and present a coherent picture of the release-probability as function of changes in

global calcium within the two approaches.

Here we are primarily interested in a model of facilitated release due to repeated stim-

ulation, which yields a quantitative description of changes in release-probability with

alterations in intra- and extra-cellular calcium. We address this problem on the basis of

previous theoretical work on buffered calcium diffusion within the presynaptic terminal

(Naraghi and Neher, 1997; Neher, 1986; Neher, 1998a). Within this approach the local

calcium which initiates the release of vesicles is influenced by the global, spatially averaged

calcium concentration and hence varies with changes in the global calcium concentration.

The details of our approach are explained in Appendix A and will be summarized in the

following.

2.3.1. Buffered calcium diffusion and facilitation of release

To include facilitation we first take into account that four calcium binding sites are re-

quired to activate transmitter release (Borst and Sakmann, 1996; Dodge and Rahamimoff,

1967; Heidelberger et al., 1994; Schneggenburger et al., 1999). We use a Hill equation with
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a forth-order dependency of the release-probability wrel on the local Ca2+-concentration

[Ca2+]RS at a presynaptic release-site,

wrel = wmax
[Ca2+]4RS

[Ca2+]4RS +K4
1/2

, (2.9)

with K1/2 denoting the calcium concentration for half maximal release and wmax indicating

maximal release.

Local domains of high calcium concentration exist in the close vicinity of open Ca2+-

channels or clusters of Ca2+-channels and are thought to play a major role in control-

ling the mechanisms of neurotransmitter release (Aharon et al., 1994; Chad and Eckert,

1984; Fogelson and Zucker, 1985; Neher, 1998b; Rios and Stern, 1997; Simon and Lli-

nas, 1985). When calcium enters the presynaptic terminal through open channels local

Ca2+-microdomains build up quickly and are strongly influenced by the presence of mo-

bile Ca2+-buffers (Naraghi and Neher, 1997; Neher, 1998a; Roberts, 1994). Theoretical

studies point towards microdomains exhibiting Ca2+-concentrations as high as 100 µM

(Yamada and Zucker, 1992), whereas experimental estimates of these local concentra-

tions are missing. In contrast estimates of the global Ca2+-concentration are known from

experiments with Ca2+-indicator dyes (Takahashi et al., 1999).

0 0.2 0.4 0.6 0.8KD

∆resCa
2+

  [µM]

[Ca
2+

]r

[C
a2+

] R
S

Figure 2.3.: Dependence of the local calcium concentration [Ca2+]RS on changes in residual

calcium ∆resCa2+ as computed from Eq. 2.10. The parameter KD denotes

the elevation in ∆resCa2+ for half-maximal increase in [Ca2+]RS.

We assume that the local calcium concentration at the release-site [Ca2+]RS increases with

changes in the global residual calcium ∆Ca2+
res and also depends on the calcium influx

JCa([Ca2+]out), which is a function of the extracellular calcium concentration [Ca2+]out.

The dependence of [Ca2+]RS on the residual calcium concentration ∆Ca2+
res is modeled (for

∆Ca2+
res > 0) by

[Ca2+]RS = [Ca2+]r + JCa([Ca2+]out)α

[
1 + η

(
1− γ

1 + ∆resCa2+

KD

)]
. (2.10)
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with α, η, and γ denoting free model parameters and KD the effect of half-maximal

elevation of [Ca2+]RS. The elevation of [Ca2+]RS above resting level due to changes in

residual calcium is illustrated in Fig. 2.3. In Appendix A it is explained in detail how

Eq. 2.10 can be derived under the assumption that the presynaptic calcium interacts

with mobile calcium buffers. After entering the presynaptic terminal the calcium rapidly

equilibrates with two endogenous calcium buffers, one being present in high, the second

in low concentration and almost saturated by the global calcium (see Appendix A). The

influx of calcium JCa is taken to be constant for a given extracellular calcium concentration

[Ca2+]out.

Variations in extracellular Ca2+ are often used to experimentally manipulate the proba-

bility of release. We include effects of altered extra cellular Ca2+-concentration by taking

into account that Ca2+-influx saturates with increasing concentrations of extra-cellular

calcium [Ca2+]out (Church and Stanley, 1996; Schneggenburger et al., 1999). Measure-

ments indicate that Ca2+-influx exhibits strong saturation (half-maximal Ca2+-influx at

EC50 ∼ 2.6 mM [Ca2+]out) and is described by a Michaelis-Menten saturation equation

(Schneggenburger et al., 1999)

JCa([Ca2+]out) = JCa,max
[Ca2+]out

[Ca2+]out + EC50

, (2.11)

JCa,max indicating the maximal value of saturation.

Combining Eqs. 2.10 and 2.11 yields the dependency of [Ca2+]RS on the extra-cellular

Ca2+-concentration [Ca2+]out, as well as on changes of the global residual calcium ∆resCa2+

[Ca2+]RS = [Ca2+]r + JCa,max
[Ca2+]out

[Ca2+]out + EC50

α

[
1 + η

(
1− γ

1 + ∆resCa2+

KD

)]
︸ ︷︷ ︸

=:ξ(∆resCa2+)

. (2.12)

Under resting conditions ∆resCa2+ is zero and [Ca2+]RS equals the global basal Ca2+-

concentration [Ca2+]r. The constants η, γ and α (in units of K1/2 in Eq. 2.9) serve as free

fit parameters in our model.

Distinguishing between two vesicle pools

In the following we will show how to incorporate the facilitation model into our approach

of two different vesicle-pools. As suggested for neuroendocrine cells (Klingauf and Neher,

1997; Xu et al., 1999) we follow the idea that a presynaptic release-site of an immediately-

releasable vesicle (=pool 2) is colocalized with a Ca2+-channel. This specific channel might

be missing for reluctantly-releasable vesicles from pool 1. It has been suggested that

calcium channels of different efficiency can cause release, whereas low efficient channels

seem to be located distantly from release-sites (Wu et al., 1999). We will assume that

vesicles from pool 1 are exposed to a lower Ca2+-concentration and according to Eq. 2.9

are released with a lower probability. We account for the reduced local Ca2+-concentration
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due to the lack (or inefficiency) of a colocalized Ca2+-channel by setting the first addend

in Eq. 2.10 to zero for vesicles of pool 1 (see Appendix A for details).

The release-probability of vesicles in pool j depends on changes in the global residual

Ca2+ and the extra-cellular Ca2+-concentration in the following way:

wj =
[Ca2+]4RS

[Ca2+]4RS +K4
1/2

, j = 1, 2

with (2.13)[
Ca2+

]
RS,j

= JCa,max
[Ca2+]out

[Ca2+]out + EC50︸ ︷︷ ︸
=JCa([Ca2+]out)

[
δj2 + η

(
1− γ

1 + ∆resCa2+

KD

)]
︸ ︷︷ ︸

= ξj(∆resCa2+)

,

with δj2 (j=1,2) denoting Kronecker’s symbol. Here K1/2, η, γ and KD are free parameters

of the model. The values for JCa,max and EC50 have been estimated by measurements with

varying concentrations of [Ca2+]out (Schneggenburger et al., 1999). Notice, that two of

the above four model parameters are determined by the choice of the release-probabilities

at rest, i.e. wj(∆resCa2+ = 0).

2.3.2. Calcium-binding site model of facilitation

Even if there seems to be agreement about facilitation being related to changes in the

global intracellular calcium, it is not clear, how the residual calcium interacts with the

release-machinery. In our approach it is assumed that due to the lack of a colocalized

calcium channel, vesicles from pool 1 are exposed to a lower local calcium concentra-

tion. A different approach has been proposed by Bertram et al. (1996), Dittmann et

al. (2000), and Yamada and Zucker (1992). In their model release is triggered by a

high-affinity calcium-binding site and inhomogeneities in release-probability are due to

different calcium-affinities of the binding site. We subsequently demonstrate that this

approach yields alterations in the release-probability with changes in global presynaptic

calcium in accordance with the model presented in the previous section.

In the work of Yamada and Zucker (1992), Bertram et al. (1996) and Dittmann et al.

(2000) it is assumed that the release of vesicles is controlled by a high affinity Ca2+-

binding site, responding to global changes in residual calcium ∆resCa2+, such that the

release-probabilities wj vary according to

wj = w0
j +

[wffj − w0
j ] ∆resCa2+

∆resCa2+ +Kd,j

, j = 1, 2 , (2.14)

with Kd,j denoting the two dissociation constants of the binding sites assigned to pools 1

and 2, w0
j the probability of release at rest, i.e. ∆resCa2+ = 0, and wffj at full facilitation

(∆resCa2+ =∞). These parameters are treated as free model parameters.
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Figure 2.4.: Comparison of the two facilitation models for varying concentrations of

[Ca2+]out. The solid line corresponds to the buffered diffusion model

(Eq. 2.13); see Tab. 2.1 (set 2) for the values assigned to the model parame-

ters. White symbols represent the calcium binding-site model (Eq. 2.14); the

values for Kd,1 = 0.0985 µM and Kd,2 = 0.074 µM are gained from fitting for

[Ca2+]out = 2 mM. The rest of parameters (w0
j and wffj for j=1,2) is chosen to

assure equivalent initial release-probabilities and an optimum correspondence

between the two models. Top panel: Release-probability w1 from pool 1 as

function of changes in global calcium. Bottom panel: Release-probability w2.
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We want to emphasize two points: First, although based on different physiological mecha-

nisms the two approaches reveal very similar quantitative features. As displayed in Fig. 2.4

for a reasonable set of parameters (see Sec. 2.5 and Fig. 2.6 for details), the two facilitation

models discussed here exhibit almost the same dependence of both release-probabilities

on ∆resCa2+ and coincide within the range of experimental accuracy. Second, due to the

lack of knowledge about the physiological mechanisms involved we are not interested in a

detailed analysis of the underlying mechanisms, but in formulating a model with a mini-

mal number of parameters. The basic assumption here only concerns the residual calcium

hypothesis (Katz and Miledi, 1968) assuming that facilitation is related to an increase in

global residual Ca2+, which itself changes as result of presynaptic stimulation.

Although the calcium binding-site approach seems to be based on less specific assump-

tions, it carries a larger amount of free parameters: In contrast to the facilitation model

based on buffered calcium diffusion it is not possible to differentiate between facilitation

effects due to variations of the residual calcium or the extra-cellular Ca2+-concentration.

An elevated extra-cellular Ca2+-concentration for instance requires a new set of estimates

for w0
j and wffj , whereas one set of fit parameters in Eqs. 2.13 covers the whole range of

Ca2+-dynamics. Hence, for the following calculations we will employ Eqs. 2.13 to model

presynaptic facilitation.

2.4. Calculating EPSCs evoked by a sequence of action

potentials

We calculate the dynamics of the presynaptic spatially averaged Ca2+- concentration

[Ca2+]global using the single compartment model (Neher and Augustine, 1992). In this

model the spatially averaged time course of the free Ca2+-concentration is calculated by

treating the presynaptic terminal as a single cell compartment. Furthermore it is assumed

that the intracellular Ca2+-concentration rapidly equilibrates with calcium buffers. The

Ca2+-influx due to an AP is then modeled by an instantaneous increase x0 of the global

Ca2+-concentration. The residual Ca2+ is brought back to resting level by Ca2+-pumps

on a much slower time scale, which is characterized by the time constant τx. The time

course of the free global calcium [Ca2+]global is then given by

[Ca2+]global (t) = x0 e−t/τx︸ ︷︷ ︸
=∆resCa2+(t)

+[Ca2+]r . (2.15)

The range of τx and x0 has been measured experimentally for the calyx of Held (Helmchen

et al., 1997) and our estimates are displayed in Tab. 2.1.

For repetitive presynaptic stimulation we assume linear superposition of calcium transients

due to individual APs as given by Eq. 2.15 (Borst and Sakmann, 1999; Helmchen et al.,

1997; Weis et al., 1999). The increase in global residual calcium ∆nCa2+ after a sequence

of n stimuli, applied with frequency fstim, i.e. corresponding to an inter-stimulus interval
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of ∆t = 1/fstim is then given by (if the first stimulus occurs at time t = 0) (Helmchen

et al., 1996)

∆(n)
res Ca2+ (t) = x0

n∑
v=1

e−(t−(v−1)∆t)/τx , t > (n− 1)∆t . (2.16)

An example is displayed in Fig. 2.7C, where the change in global calcium as calculated

by Eq. 2.16 is shown for stimulus trains of 10 and 100 Hz.

By summing over Eq. 2.15 we are able to calculate the actual global residual calcium

∆Ca2+ (t) reflecting and “remembering” the sequence of previous APs. Inserting ∆Ca2+ (t)

into Eqs. 2.13 yields the corresponding, due to previous stimulation possibly facilitated,

release-probabilities w1 and w2. Figures 2.7D and E display an illustration of presynaptic

facilitation due to 10 Hz and 100 Hz stimulus-trains as calculated by Eqs. 2.13.

During a sequence of several APs the postsynaptic current initiated by the nth stimulus

is calculated in analogy to Eq. 2.8 by

I
(n)
AP(tn) = Qntot [w1(∆(n−1)

res Ca2+) p+
1 (tn, tn−1) + w2 (∆(n−1)

res Ca2+) p+
2 (tn, tn−1)] , (2.17)

where ∆(n−1)Ca2+ denotes the change in global calcium due to the previous (n-1) stimuli

and is computed by Eq. 2.16. The occupancy in pool 1 immediately before release caused

by the nth stimulus, p+
1 (tn, tn−1) is calculated from Eq. 2.3 with initial conditions given

by the pool-occupancy p−1 (tn−1, tn−2) immediately after the prior, (n-1)th stimulus

p−1 (tn−1, tn−2) = [1− w1(∆(n−2)
res Ca2+)] p+

1 (tn−1, tn−2) . (2.18)

Hence, successively applying Eqs. 2.18 and 2.17 enables us to calculate the postsynaptic

current for a given sequence of APs.

We set the initial conditions to the resting conditions in Eq. 2.2 and keep track of effects

from subsequent stimuli by “updating” the pool-occupancies pj (using Eqs. 2.18 and 2.3)

and release-probabilities wj (Eqs. 2.13 and 2.16).
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2.5. Results

In the previous sections the complete dynamics of release and recruitment of presynaptic

vesicles, including facilitation of release due to repetitive stimulation has been formu-

lated. Fitting the model to experiments requires setting the model parameters, which

are summarized in Tab. 2.1. Some of these parameters can be identified directly with

experimental observables. These are the two time constants of vesicle recruitment, τP1

and τP2 (Eqs. 2.4), which are known from studying the recovery of synaptic transmission

after repetitive high-frequency stimulation (Schneggenburger, 1999) or application of a

strong, depolarizing voltage-step pulse (Wu and Borst, 1999). Furthermore the analysis

of EPSC-amplitude fluctuations indicates that the release-sites are occupied up to ∼ 80 %

(Meyer, 1999), which we use as an estimate for the ratio of filled sites at rest, R (Eq. 2.6).

Data concerning the Ca2+-influx, JCa,max and EC50 (Eq. 2.11), have been measured by

Schneggenburger et al. (1999). Although employed as fit parameters, the range of values

for x0 and τx (Eq. 2.15) to model the global Ca2+-dynamics is restricted and chosen close

to the estimates given in by Helmchen et al. (1997).

The remaining model-parameters (see Tab. 2.1) are taken as free parameters to fit the

model to three sets of experimental data. The first set is given by recordings of the depres-

sion of EPSC-amplitudes following a 10 Hz-train of 30 stimuli (von Gersdorff et al., 1997;

Weis et al., 1999) (normalized by dividing by the first EPSC response). After approx-

imately 10 stimuli the normalized current reaches a steady-state value (see Fig. 2.5B),

which decreases for increasing frequency (von Gersdorff et al., 1997; Weis et al., 1999).

Its frequency-dependence is displayed in Fig. 2.5D. The recovery of release from high-

frequency stimulation as studied by a test-AP after a time interval ∆t following the last

depressing stimulus (Fig. 2.5A) provides a third set of experimental estimates (Schneggen-

burger, 1999).

As shown in Figs. 2.5 and 2.6 and given by the values in Tab. 2.1 two sets of parameters

have been found, which are able to comprise the experimentally observed depression of

EPSC amplitudes, recovery from depression as well as the frequency-dependence of the

steady-state depression current. Systematic deviations of theory and experiments are only

seen for the response of the second stimulus in a 10 Hz stimulus train, where the theory

fails to reproduce the strong decay in the amplitude of the second stimulus compared to

initial amplitude.

It should be taken into account that the experimental data itself exhibit a large variability

between individual cells: During a 10-Hz-stimulus train, steady-state level and relative

amplitude of response to the second stimulus seem to correlate with absolute amplitude

of the first response (von Gersdorff et al., 1997). Larger responses (white rectangles in

Fig. 2.6) come along with a stronger relative decay in the second amplitude and reach a

lower level of steady-state depression. This effect most probably reflects the abundant use

of limited resources by a first strong release. Cross-correlations between subsequent stimuli

are currently being studied by an extended theoretical and experimental analysis (Neher,

1999). In this context we want to point out that variations in the kinetic parameters of
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Figure 2.5.: Synaptic depression and recovery from depression as recorded in experiments

(black symbols) and calculated by the theoretical model (solid line, parame-

ters from set 1 in Tab. 2.1). A: Recovery as tested by a subsequent AP at

t = ∆t after high-frequency stimulation with 100 Hz. B: Normalized EPSC

amplitude during stimulation with 10 Hz. C: Theoretically calculated re-

covery from complete depletion, for the joint occupancy in both pools (solid

line) and as tested by a subsequent AP t = ∆t after complete depletion (white

circles). D: Frequency-dependence of the normalized steady-state depression

current on the stimulus frequency.
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Figure 2.6.: Synaptic depression and recovery from depression as recorded in experiments

(black and white symbols) and calculated by the theoretical model (solid line,

parameters from set 2 in Tab. 2.1). A: Recovery as tested by a subsequent AP

at t = ∆t after high-frequency stimulation with 100 Hz. B: Normalized EPSC

amplitude during stimulation with 10 Hz. Cells with a first large response

exhibit a lower steady-state depression current level (white rectangles) than

those with a smaller first response (black circles). C: Theoretically calculated

recovery from complete depletion, for the joint occupancy in both pools (solid

line) and as tested by a subsequent AP t = ∆t after complete depletion (white

circles). D: Frequency-dependence of the normalized steady-state depression

current on the stimulus frequency.
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our model (Tab. 2.1, set 2) also manage to cover the depression of EPSC-amplitudes for

large first amplitudes, shown in Fig. 2.6B (white rectangles).

In Fig. 2.6C the theoretically predicted recovery after complete depletion of both pools is

displayed. In accordance with the findings of Wu and Borst (1999) and with experimental

results at the rat climbing fiber-Purkinje cell synapses (Silver et al., 1998) our calculations

indicate that the joint occupancy of both pools recovers with a two-exponential time course

(solid line in Fig. 2.6C). The initial rapid increase in the total number of occupied sites is

due to the rapid replenishment of pool 1 with a fast time-constant τP1 ∼ 0.3 s, while the

slow component in the time-course of recovery reflects the much slower shuffling of vesicles

from pool 1 to pool 2 (time constant, τP2 ∼ 5.2 s; see also Fig. 2.7 and next section). The

recovery from complete depletion as tested by a subsequent single test-AP occurs with a

single exponential time course (time-constant τ ∼ 4.76 s), which is about three times

faster than the time constant observed by Wu and Borst (1999), but in the same order

of magnitude as the estimates by Silver et al. (1998) and the measured recovery from

depletion by a 100 Hz-stimulus train (τ ∼ 4.92 s) displayed in Figs. 2.5 and 2.6. Finally

notice, that the small bump in the early recovery from 100 Hz-stimulation is also seen

in the model-calculations and, as demonstrated in the next section, arises as a combined

effect of facilitation and “overshooting” of pool 1.

2.6. Discussion

We have proposed a model of vesicle release, recruitment and facilitation of release due to

repetitive activity, which can account for the experimentally observed patterns of synaptic

depression (and facilitation) at the calyx of Held. Our model considers two types of

vesicles, an immediately-releasable pool of vesicles and an additional, more reluctantly-

releasable type of vesicles. These two types of vesicles do not only differ in their release-

probability, but also regarding the time scales of replenishment. We discus in the following

that this sequential arrangement of refilling of the two pools with two different time

constants provides an intrinsic dynamic mechanism of activity induced extra-recruitment

of vesicles.

A previous attempt to model depressing and steady-state behavior at the calyx of Held

had to assume an activity-, i.e. Ca2+-dependent extra-recruitment of vesicles to com-

pensate for the shortcomings of the simple depletion model, but failed to be confirmed

experimentally (Weis et al., 1999; Wu and Borst, 1999). We have followed a different

idea: Compared to the simple depletion model our approach considers an additional

pool of reluctantly-releasable vesicles (pool 1), which are released with a lower release-

probability than the immediately-releasable vesicles from pool 2.

At rest the majority of presynaptic release-sites is occupied with immediately-releasable

vesicles. During repetitive stimulation this pool 2 is quickly emptied by a few stimuli (see

Fig. 2.7B). It is slowly refilled after (partial) depletion via pool 1, which first replenishes
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with a very fast time constant of 0.3 s, before transitions to pool 2 occur on a much

slower time scale (∼ 5.2 s).

Concerning pool 1 the situation is different. Once a sequence of APs has cleared most of

the release-sites (which beforehand have been occupied to a large extent with immediately-

releasable vesicles) those empty sites are quickly refilled, but due to the rapid transition

between the reserve pool and pool 1 mostly with vesicles from pool 1. In other words,

the depletion of pool 2 operates as a driving force on pool 1, causing an overshooting of

the occupancy in pool 1 (compared to the occupancy at rest). This means, that pool 1

exhibits an intermediate occupancy higher than its value at rest (Fig. 2.7A).

For stimulus frequencies low enough to allow an overshooting of pool 1 in between two

subsequent stimuli, pool 1 already reaches a level of occupancy higher than rest during

steady-state depression. This effect is illustrated in Fig. 2.7A for a 10-Hz stimulus train,

where the occupancy during steady-state depression is higher than at rest. The overshoot-

ing of pool 1 during steady-state depression is caused by the combined effects of repetitive

depletion due to stimulation and rapid refilling within the inter-stimulus intervals.

For low stimulation frequencies (< 2 Hz for [Ca2+]out = 2 mM) the overshooting of pool 1

already decays towards the resting value before the next stimulus is applied, while for high

stimulus frequencies the effect is impeded due to repeated depletion before recovery to

resting values. Hence for a given frequency we expect a maximum overshooting of pool 1

during steady-state depression. This is confirmed in Fig. 2.8A, where the occupancy

of pool 1 during steady-state depression is shown as function of stimulation frequency.

Maximum overshooting of pool 1 appears for a stimulation frequency of 2.3 Hz (at normal

extracellular calcium, [Ca2+]out = 2 mM). For higher release-probabilities, as caused by

an increase in extracellular Ca2+, the frequency of maximum overshooting is shifted to

lower frequencies, e.g. maximum at 1 Hz for [Ca2+]out = 15 mM (Fig. 2.8).

The overshooting of pool 1 is partly visible in the experimental data as the small bump for

short time-intervals ∆t in the recovery from 100 Hz-stimulation (Figs. 2.5A and 2.6A):

Immediately after the last stimulus the release-probabilities from both pools are still

facilitated due to accumulation of residual calcium in the presynaptic terminal (Figs. 2.7C,

D and E). This elevated probability interacts with the overshooting of pool 1. Hence a

following test-AP causes an enhanced release out of pool 1 because the facilitated release-

probability w1 interacts with the overshooting occupancy in pool 1. The effect decays

after approximately 1 s when w1 has returned to resting-level and the “extra-occupancy”

in pool 1 slowly replenishes pool 2.

Our model yields the maximum of the small bump in the recovery at ∆t = 0.5 s after

the last stimulus in a 100 Hz-train (arrow in Fig. 2.6A). As displayed in Fig. 2.7 pool 1

is filled with ∼ 190 vesicles (resting level = 105 vesicles) at ∆t = 0.5 s and is depleted

by w1 ∼ 0.27, whereas pool 2 contains only about 14 vesicles (corresponding release-

probability w2 ∼ 0.58). This implies, that the AP to test recovery is supplied to ∼ 86 %

by pool 1.

However, when at ∆t ∼ 1 s the occupancy of pool 1 is close to its maximum, only
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∼ 56 % of the recovery is carried by release from pool 1. At that time w1 (∼ 0.14) has

almost returned to resting level and the higher probability w2 (∼ 0.44) causes a larger

contribution from pool 2, which in the mean time has been refilled with ∼ 60 vesicles.

We conclude that the small bump seen in the recovery from depletion by high-frequency

stimulation is a combined effect caused by facilitated release and overshooting of pool 1.

We stress that our model is able to account for the patterns of short-term depression,

without requiring Ca2+-dependent transition rates for pool-refilling. The dynamics of our

model, arising from introducing two pools, their sequential arrangement and distinct time-

scales of refilling, contains an intrinsic mechanism of extra-recruitment, the overshooting

of pool 1. We finally discuss how the predicted dynamics of pool 1 can be checked experi-

mentally. As demonstrated above for stimulation-frequencies of ∼ 2 Hz the overshooting

of pool 1 is already seen during steady-state depression. This behavior for low frequencies

is displayed in Fig. 2.8C, where the increase in release-probabilities, e.g. by raising the

extracellular calcium concentration, causes an enhanced release from pool 1 during steady-

state depression compared to normal [Ca2+]out (= 2mM). In contrast the contribution of

pool 2 to the steady-state depression decreases slightly for higher Ca2+-concentrations

(∼ 24 vesicles per stimulus at [Ca2+]out = 15 mM, ∼ 35 at [Ca2+]out = 2 mM, see also

Fig. 2.8D).

The combined effect of both pools leads to the characteristic change in the (normalized)

steady-state depression current with changes in extra cellular calcium, which is demon-

strated in Fig. 2.8B for three different stimulus frequencies. The plateau-like dependence

of the (normalized) steady-state depression current on increasing extracellular calcium

concentrations occurs only for frequencies which enable an overshooting of pool 1. For

higher stimulus frequencies the steady state depression current decreases with higher

extracellular Ca2+. In this case overshooting is repressed by repetitive pool-depletion,

which is even more effective due to the overall enhanced release. This is also depicted in

Fig. 2.8A, where not only the maximum overshooting of pool 1 is seen to shift to lower

frequencies for higher extracellular Ca2+, but also the steady-state depression-occupancy

in pool 1 already drops below resting level for stimulation frequencies of ∼ 9 Hz.

We want to stress that the plateau-like shape of the (normalized) steady-state depression

current for increasing extracellular calcium in our model depends on the extra-recruitment

of vesicles into pool 1. Studying it experimentally could provide an additional validation

of our model. We conclude that a heterogeneity in release probability, as e.g. observed

in hippocampal connections (Rosenmund et al., 1993; Hessler et al., 1993; Murthy et al.,

1997), may — in combination with specific time scales of replenishment — build the

fundament of an intrinsic and activity-induced recruitment of vesicles.

In Chapter 5 we will utilize the results of this chapter to include presynaptic dynamics of

vesicle recruitment, release and facilitation in our approach to study the transmission of

information at central synapses.



3. Transmitter dynamics within the
synaptic cleft

In the previous chapter a model for presynaptic processes of vesicle recruitment and release

has been derived. Our next step addresses the question how to calculate the change of

transmitter concentration within the synaptic cleft after its release from a presynaptic

vesicle.

Models of transmitter diffusion have been included in several theoretical approaches to

modeling synaptic transmission at the neuromuscular junction (NMJ) (Agmon and Edel-

stein, 1997; Bartol et al., 1991; Bennett et al., 1997; Faber et al., 1992; Stiles et al., 1996)

as well as at central synapses (Bartol et al., 1991; Busch and Sakmann, 1990; Holmes,

1995; Kleinle et al., 1996; Kruk et al., 1997; Marienhagen and Zippelius, 1995; Uteshev

and Pennefather, 1996a; Uteshev and Pennefather, 1997; Wahl et al., 1996) . All these

models generically involve free parameters which either have not been determined exper-

imentally or are not accessible. For example the diffusion coefficient of glutamate has

only been measured in aqueous solution (Longsworth, 1953) and not in the cleft. The

values assigned to this parameter in various models of synaptic transmission vary from

10 nm2/µs (Kleinle et al., 1996) to 760 nm2/µs (Barbour et al., 1994), corresponding to

its value in aqueous solution. Assumptions regarding mechanisms of transmitter release

(see e.g., Kleinle et al., 1996) and uptake (see e.g., Holmes, 1995, Rusakov and Kullmann,

1998, Uteshev and Pennefather, 1997) also differ remarkably. Being aware of the large

number of poorly known model parameters we design a theoretical model of diffusion

within the synaptic cleft using the minimal number of free parameters necessary to ac-

count for the basic features of release from a vesicle, spreading of transmitter and uptake

by transporter molecules or diffusion into extracellular space.

In the following we will estimate a net-diffusion coefficient Dnet to characterize the net-

dynamics of transmitter molecules, using information about the average residence time

of transmitter molecules inside the cleft (Clements et al., 1992; Clements, 1996). We

use the diffusion equation to model the net-movement of transmitter molecules inside

the synaptic cleft, which is most likely slowed down compared to aqueous solution due

to the tortuosity of the synaptic cleft (Garthwaite, 1985; Nicholson and Phillips, 1981;

Rice et al., 1985; Ichimura and Hashimoto, 1988) or a cleft filled with dense staining, gel-

like material (Edwards, 1995a; Harris and Kater, 1994; Peters and Kaiserman-Abramof,

1969; den Loos, 1963). In the close vicinity of the cleft transporters assure rapid binding

33
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of abundant transmitter (Asztely et al., 1997; Bergles and Jahr, 1997; Diamond and Jahr,

1997; Dzubay and Jahr, 1999; Edwards, 1995a; Isaacson and Nicoll, 1993; Mennerick

et al., 1998; Otis et al., 1997; Takahashi et al., 1996; Tong and Jahr, 1994; Wang et al.,

1998).

We will introduce a simple geometrical model of the cleft to comprise these features. We

show that concentration fluctuations equilibrate rapidly across the height of the synaptic

cleft, so that a two-dimensional profile is sufficient to account for spatial fluctuations

in transmitter concentration. From the concentration profile of our model, we calculate

the average residence time of transmitter molecules in the cleft and compare it to the

experimentally observed time (Clements et al., 1992). This yields an estimate of the

net-diffusion coefficient of Dnet = 20-50 nm2/µs.

3.1. Diffusion of transmitter in the synaptic cleft

As pre- and postsynaptic terminal stick together closely in central synapses, we model

the synaptic cleft as a flat cylinder with height h (Fig. 3.1A). The transmitter is released

from a point source at the presynaptic side of the cleft1 and spreads inside the cylindrical

cleft according to Fick’s second law. Certainly the transmitter movement inside the cleft

is different from free diffusion in aqueous solution due to interactions with transporters or

a dense, gel-like material (Edwards, 1995a; Harris and Kater, 1994). The effects of these

interactions are twofold: First, frequent fast binding of transmitter to buffers or other

molecules, as well as the tortuosity of the cleft, will slow down diffusion, but will not

remove transmitter irreversibly from the cleft. Hence the transmitter dynamics remains

diffusive for time scales relevant to the receptor kinetics and is modeled by a net diffusion

coefficient Dnet, smaller than the free diffusion coefficient Dwater.

Second, uptake and transport into intracellular compartments causes depletion of trans-

mitter. Although detailed information about the distribution and density of transporters

in- and outside the cleft is not available so far, there seems to be agreement about the

existence of intra- and extra-synaptic transporter mechanisms to ensure a rapid clear-

ance of abundant transmitter molecules (Bergles and Jahr, 1997; Dzubay and Jahr, 1999;

Hertz et al., 1978; Holmes, 1995; Kullmann and Asztely, 1998; Rusakov and Kullmann,

1998; Takahashi et al., 1996; Wang et al., 1998). We model neuronal and glial transmit-

ter uptake by introducing an absorbing boundary for the diffusion field. Its location is

chosen outside the postsynaptic density (PSD), which contains the postsynaptic receptors

and typically exhibits a radius of R = 50 to 200 nm (see e.g., Edwards, 1995b), so that

the absorbing boundary is set in the range of rabs = 500 to 1000 nm, i.e., comparable

to the typical distance between neighboring synapses (Rusakov and Kullmann, 1998).

1There has been a discussion in the literature about the effect of diffusion pores on transmitter diffusion
(Khanin et al., 1994; Holmes, 1995; Kleinle et al., 1996; Clements, 1996; Uteshev and Pennefather,
1996a). As the authors come to differing conclusions about the necessity of including a diffusion pore
into theoretical modeling, we want to restrict our model to the simplest case for the beginning.
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Figure 3.1.: A: Model of the synaptic cleft. The cleft is modeled by a flat cylinder of

height h and radius rabs. Postsynaptic receptors are distributed within the

postsynaptic density (PSD) of radius R. Once the transmitter molecules

hit rabs they are absorbed. B: Difference Λ between a two- and a three-

dimensional model of the synaptic cleft as function of time and for different

heights h of the synaptic cleft. The three-dimensional model is averaged over

the small interval of height δ = 5 nm.

An absorbing boundary at larger distances has the same effect as less efficient uptake

mechanisms.

Computation of the diffusive concentration profile

The spatio-temporal concentration profile c (r, ϕ, z, t) of a number of NT transmitter

molecules in the cleft is calculated by solving the three-dimensional diffusion equation

∂

∂t
c (r, ϕ, z, t) = Dnet

[
∂2

∂r2
+

1

r

∂

∂r
+

1

r2

∂2

∂ϕ2
+

∂2

∂z2

]
c (r, ϕ, z, t) . (3.1)

Since the synaptic cleft is chosen as a flat cylinder of height h and radius rabs (Fig. 3.1A)

cylindrical coordinates z, r, ϕ are used. The solution of the diffusion Eq. 3.1 is unique,

provided we specify initial and boundary conditions. We assume that all molecules start

at t = t0 from a point at position r0, which is located somewhere on the upper lid of the

cylindrical cleft corresponding to the release of a vesicle from the presynaptic terminal,

i.e.,

c (r, t = 0) =
NT

r
δ(r − r0) δ(ϕ− ϕ0) δ(z − h) .
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Diffusing molecules which reach the absorbing boundary at rabs are taken out of the

system. Transmitter molecules cannot escape in the z-direction, corresponding to a re-

flecting boundary at z = 0 and z = h. These boundary conditions are summarized by the

equations

reflecting boundary at z = 0, z = h :
∂

∂z
c (r, t)

∣∣∣∣
z=0

=
∂

∂z
c (r, t)

∣∣∣∣
z=h

= 0

absorbing boundary at r = rabs : c (r, t)|r=rabs
= 0 .

Because of the specific form of boundary and initial conditions the solution of Eq. 3.1 sepa-

rates into a one-dimensional probability distribution pz(z, t) to account for the distribution

of molecules in z-direction and into a two-dimensional “lateral” probability distribution

pΦ(r, ϕ, t)

c(r, t) = NT pΦ(r, ϕ, t) pz(z, t) ,

with

pz(z, t) =
∞∑
−∞

(−1)n

h
cos
(nπz
h

)
e−

n2π2

h2 Dnett ,

pΦ(r, ϕ, t) = − 1

r2
absπ

[ ∞∑
m=0

∞∑
n=1

Jm(αmnr0)

Jm−1(λmn) Jm+1(λmn)
Jm(αmnr) e−α

2
mnDnett (3.2)

{
[1 + (−1)m] cos(mϕ0) cos(mϕ) + [1− (−1)m] sin(mϕ0) sin(mϕ)

}]
.

Here Jm denotes the mth Bessel function of the first kind, λmn the nth zero of Jm and

αmn = λmn/rabs.

3.2. Two-dimensional model of the synaptic cleft

The extension h of the synaptic cleft in the z-direction (∼ 15-20 nm) is more than ten

times smaller than in lateral direction, so that it seems reasonable to reduce the model to

a two-dimensional model of the synaptic cleft. To obtain a quantitative measure for the

difference between two- and three-dimensional concentration profiles just above the PSD

(0 ≤ z ≤ δ), we integrate the three-dimensional profile over a small interval δ (located

right above the postsynaptic membrane at z = 0)

cδ(r, ϕ, t) = NT pΦ(r, ϕ, t)

δ∫
0

dz pz(z, t) (3.3)

and compare it to the two-dimensional concentration profile, given by

cΦ(r, ϕ, t) = NT pΦ(r, ϕ, t).
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The relative deviation Λ is defined as

Λ =
cΦ(r, ϕ, t)− cδ(r, ϕ, t)

cΦ(r, ϕ, t)
= −2

h

δ

∞∑
n=1

(−1)n

nπ
sin

(
nπδ

h

)
e−

n2π2

h2 Dnett ,

and shown in Fig. 3.1B as a function of time for δ = 5 nm, different heights h of the

synaptic cleft and a relatively slow diffusion coefficient of Dnet = 30nm2/µs.2 The differ-

ence between a three- and a two-dimensional model of the synaptic cleft vanishes within a

few microseconds. This indicates that we find a stationary state in the z-direction within

microseconds, which is very fast compared to the time scale of receptor kinetics (∼ ms),

and hence rationalizes our approach to use a two dimensional model.

3.3. Estimate of the diffusion coefficient

By means of the spatio-temporal concentration profile cΦ(r, ϕ, t) = NT pΦ(r, ϕ, t) (Eq. 3.2)

we will compute the residence time 〈T 〉 of neurotransmitter in the cleft. Subsequently we

will compare 〈T 〉 to experimental findings for the synaptic geometry and the time-course

of transmitter in the cleft to compute an estimate for the diffusion constant.

The residence time 〈T 〉 of a particle, which diffuses along the path X(t), is given as the

integral over all times, which the particle spends inside the area KR = πR2 of the PSD,

i.e.,

〈T 〉 =

∞∫
0

dt 〈ΥKR (X(t))〉 , ΥKR(x) :=

{
1 x ∈ KR

0 elsewhere

=
1

NT

∞∫
0

dt

2π∫
0

dϕ

R∫
0

dr r cΦ (r, ϕ, t)

= − 1

r2
absπ

∞∑
m=0

∞∑
n=1

∞∫
0

dt e−α
2
mnDnett

R∫
0

dr r
Jm(αmnr0)

Jm−1(λmn) Jm+1(λmn)
Jm(αmnr)

2π∫
0

dϕ
{

[1 + (−1)m] cos(mϕ0) cos(mϕ) + [1− (−1)m] sin(mϕ0) sin(mϕ)
}

︸ ︷︷ ︸
=4πδ0n

=
2Rrabs

Dnet

∞∑
n=1

1

λ3
0n

J0(α0nr0) J1(α0nR)

[J1(λ0n)]2
, (3.4)

with Jm denoting the mth Bessel function of the first kind, λmn the nth zero of Jm and

αmn = λmn/rabs.

2Larger values of the diffusion constant give rise to an even faster decay of Λ.
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Equation 3.4 relates the mean residence time 〈T 〉 to the radius R of the PSD, the radius

of the absorbing boundary rabs and the net-diffusion coefficient Dnet. Experiments on

glutamatergic synapses yield the following estimates: 〈T 〉 ∼ 1 ms for the residence time

(Barbour et al., 1994; Clements et al., 1992; Spruston et al., 1995), R ∼ 200 nm for the

radius of the PSD (see e.g., Edwards, 1995b) and rabs ∼ 500 − 1000 nm (Rusakov and

Kullmann, 1998; Dzubay and Jahr, 1999). For an absorbing boundary set in the range

R ≤ rabs ≤ 10R we get Dnet ∼ 20− 50 nm2/µs (Fig. 3.2).

If the range of transmitter diffusion is unbounded (rabs =∞), i.e., no uptake is considered

at all (as done e.g., by Barbour et al., 1994, Kleinle et al., 1996, Wahl et al., 1996), the

concentration profile is given exactly by cΦ(r, ϕ, t) = NT exp (−r2/(4Dnett))/(4πDnett).

The mean residence time is then infinite due to a logarithmic divergence of the integral

in Eq. 3.4 at long times and cannot be used to estimate Dnet. Variations in the point of

release do not contribute essentially (data not shown here), in contrast to differences in

the extension of the PSD, which effect the estimate of Dnet (Fig. 3.2B).
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Figure 3.2.: Estimate of the net-diffusion coefficientDnet as a function of the model param-

eter rabs. A: The spatio-temporal concentration profile (small upper inset)

is averaged over time and area of the PSD. The diffusion coefficient Dnet is

shown for R = 200 nm and several estimates of 〈T 〉. Upper inset: Concentra-

tion profile as function of the radial component r as calculated from Eq. 3.2,

at times t = 10, 20, 50 and 100 µs; transmitter release in the middle of the

synaptic disc. B: Estimate of Dnet for 〈T 〉 = 1 ms and different radii of the

PSD (R = 100, 150, 200 and 250 nm).

The calculated value of Dnet is one order of magnitude smaller than the free diffusion

coefficient of glutamate Dwater = 760 nm2/µs in water (Longworth, 1953) and indicates



3.4 Outlook: Postsynaptic currents yield information
about the transmitter time course in the cleft 39

that the transmitter molecules in the cleft are slowed down compared to free diffusion in

aqueous solution. A reduction of the diffusion coefficient to a value of Dnet ∼ 300 nm2/µs

due to tortuosity of the cleft has been suggested (Garthwaite, 1985; Nicholson and Phillips,

1981; Rice et al., 1985; Ichimura and Hashimoto, 1988). Several theoretical approaches

have followed this idea (Barbour et al., 1994; Holmes, 1995; Uteshev and Pennefather,

1997; Wahl et al., 1996). The reduction which we find (Dnet ∼ 30 nm2/µs) is much

stronger and in correspondence with Kleinle et al. (1996) and Bennett et al. (1997), who

obtained reasonable time courses in calculated postsynaptic currents (EPSCs) using such

a small diffusion coefficient as a free fit parameter.

Our intention was to keep the number of free model parameters low and the comparison

to experiments as transparent as possible. We have proposed a simple description of

the synaptic cleft as a flat disc with finite lateral extension. Transmitter molecules are

allowed to diffuse up to a maximum distance, which is identified with the typical distance

to neighboring synapses and which is modeled theoretically as an absorbing boundary.

We emphasize that the estimated diffusion coefficient Dnet is independent of any kinetic

receptor model, and is determined by the parameters R, rabs and 〈T 〉 only. Within our

approach we are able to estimate the net-diffusion coefficient Dnet of transmitter inside the

cleft on the basis of experimentally known parameters only. We find Dnet ∼ 20−50 nm2/µs

for glutamate inside the cleft, implying a strong reduction as compared to free diffusion

in aqueous solution. The parameter range is chosen to give an upper limit of the diffusion

coefficient Dnet, which still is about an order of magnitude smaller than the free diffusion

coefficient.

3.4. Outlook: Postsynaptic currents yield information

about the transmitter time course in the cleft

Postsynaptic responses can serve as indirect measurements of the transmitter transient

in the cleft — provided the corresponding receptor kinetics is known from independent

experiments as for instance patch-recordings (see Sec. 4.1). We will show in Chapter 4 that

in this case the analysis of decay times or the distributions of decay times, respectively,

allows additional conclusions about the residence time of transmitter in the cleft.

For example decay times of AMPA mediated EPSCs in hippocampal pyramidal cells

(Jonas et al., 1993; Glavinovic, 1999), cerebellar Purkinje cells (Barbour et al., 1994;

Häusser and Roth, 1997; Marienhagen et al., 1997) and brainstem interneurons (Chap-

ter 4) are slower than the fast deactivation of AMPA channels (Sec. 4.1.2, see also Spruston

et al., 1995, Jonas et al., 1993), so that desensitization contributes to shaping the time

course of postsynaptic currents (Glavinovic, 1999; Häusser and Roth, 1997; Jonas et al.,

1993; Jones and Westbrook, 1996; Spruston et al., 1995; Wahl et al., 1996). This means

that glutamate has to be present in the cleft long enough to initiate receptor desensitiza-

tion, which is in accordance with measurements indicating that glutamate remains in the

synaptic cleft for almost a millisecond (Clements et al., 1992; Clements, 1996). A similar
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line of reasoning has been pursued in several experiments and simulations (Barbour et al.,

1994; Diamond and Jahr, 1997; Holmes, 1995; Tong and Jahr, 1994), where it was shown

that changes in the time course of glutamate, e.g. by block of glutamate uptake, lead to

alterations in EPSC decay times. We therefore expect that decay times of EPSCs can

provide additional information about the time course of glutamate in the cleft and in

Sec. 4.6 will study distributions of decay times to trace the origin of synaptic variability

back to heterogeneities in synaptic morphology affecting the transmitter time course in

the cleft.



4. Studying the postsynaptic side

In this chapter we will complete our collection of theoretical model building blocks of

synaptic transmission by introducing a model of receptors in a single spine synapse

(Fig. 1.2). We will explain how the theoretical analysis of miniature currents is able to

provide information about receptor number, arrangement, saturation and synaptic mor-

phology. We first will illustrate how receptors are modeled by Markov models, discuss two

different kinetic models for glutamate activated AMPA receptors and demonstrate how

the model parameters are extracted from experiments (Sec. 4.1). The current response

of a population of postsynaptic receptors to the release of a single presynaptic vesicle, a

so called miniature postsynaptic current (mEPSC), will be computed. This will be done

using a complementary theoretical approach of Monte Carlo simulations (Sec. 4.2) and

local chemical kinetics (Sec. 4.3) to calculate EPSCs. While Monte Carlo simulations pre-

serve the typically observed noisy character of postsynaptic responses and hence allow an

analysis of experimentally recorded distributions of amplitudes, rise and decay times, the

“mean-field” approach of local chemical kinetics proves useful to study average quantities

and possible effects due to a spatial arrangement of individual receptors.

We will carry out the analysis of miniature EPSCs for two different types of synapses to

compare two types of fast excitatory glutamatergic synapses from two different parts of

the brain with each other regarding their transmission properties. First, we will study

experimental (Jonas et al., 1993) and simulated miniature distributions of hippocampal

synapses. A wide range of experiments have been performed and a variety of models have

been employed to understand the mechanisms of synaptic transmission in the hippocam-

pus (Edwards, 1995a; Huang and Stevens, 1998; Malenka and Nicoll, 1999), which is

thought to be crucially involved in storage of memory (Kandel et al., 1996). In particular

it has been suggested that modifications in synaptic morphology can account for long-

term changes in synaptic transmission (Edwards, 1995b; Engert and Bonhoeffer, 1999).

We follow this idea and study how synaptic responses depend on spatial rearrangements of

postsynaptic receptors and discuss possible mechanisms of long-term changes in synaptic

efficacy (Sec. 4.5).

Second, we will analyze recordings from neurons of the nucleus tractus solitarius (NTS)

in the brainstem (Titz and Keller, 1997), which exhibit extremely large fluctuations in

the EPSC time course. We will demonstrate that the large fluctuations observed in

miniature amplitudes are resolved by variations in the synaptic receptor number. In

contrast the variability of EPSC decay times proves to be independent of fluctuating

41
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receptor numbers, but is explained by a heterogeneity in synaptic morphology affecting

the transmitter motion (Sec. 4.6). This effect of the synaptic morphology does not occur

in any other observable, suggesting that the analysis of the distribution of decay times

yields additional insight in synaptic function.

Miniature currents as the elementary transmission event

To learn about postsynaptic features of synaptic transmission we choose to study so-called

miniature synaptic currents (mEPSCs) — postsynaptic responses which result from the

spontaneous release of a single vesicle (see Edwards, 1995b for review). Experiments

generally yield a wide range of variability of these responses. Since mEPSCs are attributed

to the release of a single vesicle they can be understood as elementary transmission events.

Learning about the origin of their variability might elucidate basic mechanisms of synaptic

function.

The large variability has predominantly been observed in the miniature amplitude dis-

tribution of postsynaptic currents (see Liu et al., 1999, Nusser et al., 1997 for further

references) and its origin has been discussed controversially since. It has been suggested

that variations in mEPSC amplitudes arise from presynaptic mechanisms such as trans-

mitter release (Bekkers et al., 1990; Glavinovic, 1999; Forti et al., 1997; Frerking et al.,

1995; Liu et al., 1999) or that they are caused by fluctuations located on the postsynaptic

side as for instance variations in the receptor number (Borst et al., 1994; Edwards et al.,

1990; Nusser et al., 1997; Tang et al., 1994).

Closely related to this discussion is the question whether synapses are saturated after the

release of a single vesicle. It is widely believed that at central synapses an abundance of

neurotransmitter hits a very limited number of postsynaptic receptors (see Edwards, 1995

and Walmsley, 1998 for reviews). Still, agreement regarding the question of saturation

of postsynaptic receptors is lacking. Experimental and theoretical approaches have been

chosen to address this question and have lead to the conclusion that the release of a

single vesicle of glutamate activates most of non-NMDA receptors, i.e. causes an open

probability larger than seventy percent (Jonas et al., 1993; Kleinle et al., 1996; Kullmann

et al., 1999; Min et al., 1998; Silver et al., 1996; Spruston et al., 1995; Tang et al., 1994;

Wahl et al., 1996). But also contradicting results, i.e. open probabilities of less than

fifty percent, have been observed in mEPSCs (Liu et al., 1999; Mainen et al., 1999; Silver

et al., 1996). The observed large fluctuations in mEPSC amplitudes are then are thought

to be due to fluctuations in vesicle content (Harris and Sultan, 1995; Liu et al., 1999)

or point of release (Uteshev and Pennefather, 1996a). These inconsistent findings for the

open probability are resolved by the idea that receptor occupancy might be sensitive to

several factors, such as synaptic morphology, the anatomy of the synaptic cleft, the time

course of transmitter clearance, and that these properties most probably vary from one

synapse to the next (Clements, 1996; Edwards, 1995a; Frerking and Wilson, 1996; Harris

and Kater, 1994; Lim et al., 1999; Liu and Tsien, 1995; Min et al., 1998; Oleskevich et al.,

1999; Rossi et al., 1995; Silver et al., 1996; Walmsley et al., 1998).
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Here we will address the question of origins of synaptic variability from a novel point of

view by not only studying mechanisms that shape the distribution of amplitudes, but also

those of rise and decay times . As pointed out in Sec. 3.4 decay times of AMPA mediated

mEPSCs are slower than the fast deactivation of AMPA channels and we therefore expect

that decay times of mEPSCs are partly determined by desensitization due to the prolonged

presence of transmitter and can provide information about the time course of glutamate

in the cleft.

4.1. Receptor kinetics

Single channel recording techniques (Sakmann and Neher, 1995) have been used to prove

that transmitter activated currents arise from populations of individual ion channels un-

dergoing rapid transitions between conducting and non-conducting states. The macro-

scopic behavior of the currents can be accurately captured using kinetic models that

describe the transitions between conformational states of the receptors that gate the re-

spective ion channels. These kinetic models belong to the class of so called Markov models :

the transition probability into a new state depends only on the actual and the new state

and is independent of previously accessed states. The models of receptors differ in their

level of detail, ranging from the most detailed and biophysically realistic gating models

to highly simplified representations. Models of transmitter mediated synaptic currents

based on activation by brief increase in transmitter concentration after the release of a

presynaptic vesicle should capture three aspects of receptor gating kinetics:

1. Activation/binding. The time course of the rising phase of the synaptic current is

determined by the rate of opening after transmitter has been bound to the receptor.

It is delayed, i.e. more sigmoidal, if more than one transmitter molecule has to be

bound for the receptor to open.

2. Deactivation/unbinding: The time course of decay of postsynaptic currents is de-

termined by either deactivation following transmitter removal or desensitization

(see 3.). The rate of deactivation is limited either by the closing rate of the receptor

or typically by the rate of unbinding of transmitter from the receptor.

3. Desensitization: Synaptic receptor-gated channels can be closed by entering a de-

sensitized state, i.e. an in-activated, non-conducting state of the channel in which

transmitter is bound to the receptor. Typically desensitization is slower than deac-

tivation.
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Figure 4.1.: Kinetic 7-state model of AMPA receptor (Jonas et al., 1993). The

transitions marked by k̃ require the binding of a glutamate molecule.

Kinetic rate constants are given by set 2 in (Jonas et al., 1993) as

k̃+1 = 26.6 mM−1ms−1, k−1 = 6.24 ms−1, k̃+2 = 13.3 mM−1ms−1,

k−2 = 12.5 ms−1, k̃+3 = 2.41 mM−1ms−1, k−3 = 0.057 ms−1, α = 4.2 ms−1,

β = 0.302 ms−1, α1 = 0.513 ms−1, β1 = 0.0281 ms−1, α2 = 0.395 ms−1,

β2 = 0.546 s−1, α3 = 0.109 ms−1, β3 = 0.0334 ms−1, α4 = 0.00815 ms−1,

β4 = 0.0103 ms−1.

4.1.1. Kinetic seven-state model of AMPA receptors

To undergo a transition into the open or desensitized state the AMPA receptor has to bind

two glutamate molecules (Edmonds et al., 1995; Jahn et al., 1998). The kinetic scheme

which is displayed in Fig. 4.1 comprises an unbound receptor state (C0), a single bound

state (C1), a double bound state (C2), and an open state (O), as well as corresponding

desensitized states (C3, C4, C5).

This kinetic seven-state model of AMPA receptors has been derived on the basis of exper-

iments at CA3 pyramidal cells in the hippocampus (Jonas et al., 1993) and has become

a general standard to model AMPA receptors. The transition rate constants are gained

from experimental estimates for receptor activation, deactivation, de- and resensitization

as studied in outside-out patch recordings for varying glutamate concentrations (see below

for further illustration of the experimental procedure). We will use this kinetic seven-state

model of Jonas et al. (1993) in Sec. 4.5 to study sources of synaptic variability in hip-

pocampal miniature currents.

The seven-state model, however, requires the knowledge of all 16 rate constants. In

order to adapt the kinetic model to AMPA receptors in other areas of the brain we will

introduce a simplified three-state model. Due to its simplicity the model avoids problems

of ambiguity for the fit to experimental data, but still manages to comprise the basic

features of the synaptic transmission process (Destexhe et al., 1994; Destexhe et al., 1998;

Marienhagen et al., 1997; Uteshev and Pennefather, 1996b; Uteshev and Pennefather,

1997).
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4.1.2. Kinetic three-state model of AMPA receptors

Following the work of Marienhagen et al. (1997) the AMPA receptor is modeled using

the kinetic three-state model defined by

D
kr
�
k̃d

R
k̃o
�
kc

O . (4.1)

Here R denotes the closed unbound, O the open conducting and D the desensitized state.

As seen in the previous section the transition rates between the open state O and desen-

sitized states are relatively small (α3,α4, β3 and β4 in Fig. 4.1) and are neglected in this

context for the sake of simplicity.

To undergo a transition into the open or desensitized state the receptor binds two glu-

tamate molecules (Edmonds et al., 1995; Jahn et al., 1998), which is reflected by the

transmitter dependency of the transition rates k̃o and k̃d. In a first approximation the

two binding steps of glutamate are assumed to be rapid compared to the time scales of

channel opening and desensitizing (see also Häusser and Roth, 1997; Jahn et al., 1998;

Jonas et al., 1993; Spruston et al., 1995). We assume that the glutamate binding reaction

is at equilibrium compared to the time scales of channel opening and desensitization. The

concentration dependency of k̃o (k̃d, respectively) is then given by

k̃o = ko [Glu]2 / ([Glu] +KB)2 , (4.2)

with KB denoting the dissociation constant (Colquhoun and Hawkes, 1995).

Assuming that KB is the same for activation and desensitization the kinetic behavior of

the AMPA receptor is determined by the five constants kr, kd, ko, kc and KB. In the

following we describe how they are estimated from experiments.

4.1.3. Fit to experimental data:

insight from outside-out patch recordings

In general the study of central synapses is hampered by inaccessibility, rapid kinetics,

the difficulty of measuring or controlling the time course of neurotransmitter, and the

electronically remote location of synapses from somatic recording sites. Nevertheless,

progress in understanding the gating of these receptors has been made through the fast

perfusion of transmitter to excised membrane patches containing receptors (Kandel et al.,

1996; Sakmann and Neher, 1995). In these patch-experiments a small piece of membrane

is removed from the cell and kept in a small glass pipette. In the outside-out configuration

the outside of the cell membrane is directed towards the outside of the patch-pipette. With

this experimental set-up chemical solutions of known consistence can be applied to the

receptors in the membrane patch and the initiated current through the membrane can be

measured. Systematic variations in transmitter concentration, as well as its duration of



46 Studying the postsynaptic side

0 100 200 300 400 500
< I > [pA]

0

20

40

60

80

σ I t2  [(
pA

)2 ]

B

Figure 4.2.: A: Current responses of AMPA receptor channels in outside-out patches

pulled from cerebellar Purkinje cells (taken from Barbour et al., 1994). B:

Mean variance for a total of 10 responses obtained in outside-out patches of

brainstem interneurons as a function of the mean current for all 10 responses.

The data are fitted with Eq. 4.3 to determine nrec and Popen,max.

application are then used to study characteristics of rise, decay and desensitization in the

receptor mediated current responses (Fig. 4.2A).

As shown in Fig. 4.2A for outside-out recordings from cerebellar Purkinje cells (Barbour

et al., 1994) responses of AMPA receptors exhibit a very fast rise time in the submillisec-

ond range. After the fast removal of transmitter the current decays within approximately

∼ 1 ms. Desensitization of receptors in the permanent presence of transmitter occurs

on a slower time scale of a few milliseconds. Recovery from desensitization is studied by

application of two subsequent transmitter pulses, which yield a very slow time-constant

of recovery of about 50 to 100 ms (Barbour et al., 1994; Häusser and Roth, 1997; Titz

and Keller, 1997).

Patch-experiments do not only serve to study the different time scales of receptor activa-

tion or deactivation, but also yield information about the number of receptors activated

at peak amplitude, i.e. about the maximum open probability Popen,max.

4.1.4. Non-stationary fluctuation analysis

The question of maximum activation is of interest concerning questions of postsynaptic

receptor-saturation (see Sec. 4.5 and 4.6) and is addressed by means of non-stationary

fluctuation analysis (Hille, 1992; Sigworth, 1980). The key idea here is to treat every

individual receptor as a binary random variable. The two states of the variable are

“conducting” and “non-conducting”. Suppose there is only one channel which opens with
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the probability Popen to pass a current iS. If the current is recorded long enough for the

channel to open many times, the mean current is iSPopen and the variance is given by

σ2 = i2SPopen − i2SP 2
open .

As the membrane-patch is exposed to a spatially homogeneous transmitter concentration,

each of the nrec receptors can be assumed to operate independently under the same con-

ditions. Then the variances for the nrec independent and identical channels add, which

yields the mean 〈I〉 and variance σ2
I of the total current I:

〈I〉 = nrec iS Popen and σ2
I = nrec i

2
S Popen − nrec i

2
S P

2
open .

Combining the two equations yields a quadratic relation between σ2
I and 〈I〉,

σ2
I = iS 〈I〉 −

1

nrec

〈I〉2 . (4.3)

Here the open probability varies as function of time. In this case the mean current 〈I〉 and

the variance σ2
I are computed within small time-intervals from an ensemble-average over

many current time-courses. As shown in Fig. 4.2B the membrane current is averaged over

several measurements and the variance is computed within short time intervals. Then the

variance is plotted as function of the corresponding mean current. A fit of Eq. 4.3 to the

set of experimental data yields estimates of iS and nrec. The maximum fraction of open

channels can be computed by means of iS and nrec from the largest value of 〈I〉.

In Fig. 4.2B the maximum open probability of AMPA receptors in brainstem outside-out

patches which have been exposed to 1 mM of glutamate is estimated using the method of

non-stationary fluctuation analysis. The (time-dependent) average current 〈I〉t is calcu-

lated averaging 10 individual current responses from nucleated outside-out patches (Titz

and Keller, 1997). To obtain the variance σ2
It

every individual response is subtracted

from the averaged current and the difference is squared. The 119 data points for σ2
It

are

then fitted by Eq. 4.3 for a single channel current i of 0.372 pA (Titz and Keller, 1997).

The fit (solid line in Fig. 4.2B) yields an average number of 1431 ± 24 receptors (68.3 %

confidence interval) in these large nucleated outside-out patches. This corresponds to a

maximum open probability of 75 % at peak amplitudes of 420 pA (Fig. 4.2B).

4.1.5. Estimate of kinetic rate constants from experiments

The kinetic parameters of reaction scheme (4.1) are estimated by calculating the open

probability PO(t) as described in Marienhagen et al. (1997). In their work the time-

constant of desensitization has been computed as τdes = τ+, with

1

τ±
=
kc + kr + k̃o + k̃d

2
∓
√

1

4

(
kc − kr + k̃o − k̃d

)2

+ k̃ok̃d . (4.4)
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observable experimental estimate

desensitization time constant τdes(1 mM) = 5.47 ± 1.3 ms

deactivation time constant τdea = 0.8 ± 0.3 ms

resensitization time τres = 50 ± 12 ms

maximum open probability PO,max([1mM]) = 75 % (Fig. 4.2B)

Table 4.1.: Kinetics of AMPA receptor as estimated from rapid application of glutamate

to outside-out patches in brainstem interneurons (Titz and Keller, 1996; Titz

and Keller, 1997).

In our approach the concentration-dependency of the transition rates k̃o and k̃d is given

by Eq. 4.2.

Furthermore the maximum open probability PO,max has been calculated as

PO,max = psso +
[
e−tmax/τ−(1− krτ−)− e−tmax/τ+(1− krτ+)

] k̃o
1/τ+ − 1/τ−

, (4.5)

with

tmax =
τ+τ−
τ+ − τ−

(
ln
τ+

τ−
+ ln

1− krτ−
1− krτ+

)
and psso =

krk̃o

(kr + k̃d)(kc + k̃o)− k̃ok̃d
.

The complete characterization of the receptor dynamics requires the knowledge of the

kinetic rate constants ki (i = c, d, o, r) and of the equilibrium constant KB, which subse-

quently are estimated by identifying the theoretical expressions with the results of outside-

out patch recordings. The rate constant kc is given as the inverse of the deactivation time

τdea, i.e. kc = 1/τdea, and similarly the rate of resensitization kr by 1/τres. The re-

maining two rates ko and kd, as well as the equilibrium constant KB are computed by

simultaneously fitting Eq. 4.4 for a known transmitter concentration to the experimentally

determined time constant of desensitization and Eq. 4.5 to the maximum open probability

PO,max.

As explained in the previous section outside-out recordings at brainstem interneurons

(Titz and Keller, 1996; Titz and Keller, 1997) provide an estimate for the maximum

open-probability of PO,max = 75%. The experimental findings for τdea, τres and τdes are

summarized in Tab. 4.1. The simultaneous fit of τdes(1 mM) (Eq. 4.4) and PO,max([1mM])
(Eq. 4.5) yields the kinetic rate constants in Tab. 4.2 which will be used in the Monte

Carlo simulations of brainstem interneurons to model the individual AMPA receptor. The

computed equilibrium constant KB = 450 µM is in the same order of magnitude as the

EC50 estimates for half-maximal activation given by Hässer and Roth (1997) for cerebellar

Purkinje cells (EC50 = 431 µM) and by Jonas et al. (1993) for hippocampal CA3 cells

(EC50 = 355 µM).

For the simulations of AMPA receptors in hippocampal synapses we will use the seven-

state model introduced in Sec. 4.1.1 and employ estimates from the literature (Jonas et al.,

1993); values of the respective rate constants are shown in the figure caption of Fig. 4.1.
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ko kd kc kr KB
6 ms−1 1.1 ms−1 1.25 ms−1 0.02 ms−1 450 µM

Table 4.2.: Kinetic rate constants for the AMPA receptor

The rate constants for the two kinetic models of AMPA receptors introduced here are

estimated from patch-experiments where the applied transmitter concentration is assumed

to be approximately spatially homogeneous for a known time window. This is not the

situation in the synaptic cleft after the release of transmitter from a presynaptic vesicle.

Shortly after the release from a vesicle the transmitter concentration peaks around the

point of release and subsequently spreads within the cleft as calculated in Chapter 3 and

illustrated in Fig. 3.2. In the simple spine synapse a limited number of individual receptors

is distributed across the postsynaptic density (PSD) and due to varying distances from

the point of release each receptor faces a different (time-dependent) local transmitter

concentration. Our combined approach of Monte Carlo simulations and local chemical

kinetics tries to map this scenario and is explained in the following.

4.2. Monte Carlo simulations of miniature EPSCs

Monte Carlo simulations of a postsynaptic receptor population exposed to transmitter

released from a single vesicle are designed following Bartol et al. (1991) and Wahl et

al. (1996). A number of nrec individual AMPA receptors are placed at random positions

ri (i = 1, . . . , nrec), uniformly distributed across the PSD. Instead of describing the change

in transmitter concentration by the concentration profile derived in Sec. 3.1 we compute

individual stochastic trajectories of transmitter molecules. In contrast to most Monte

Carlo studies, which treat diffusion on a grid model of the cleft (Agmon and Edelstein,

1997; Bartol et al., 1991; Bennett et al., 1995; Bennett et al., 1997; Faber et al., 1992;

Kruk et al., 1997; Stiles et al., 1996) we chose a continuous model of diffusion steps

for discrete time steps ∆t. As explained in Chapter 3 all transmitter molecules are

released at once from a point source. The subsequent diffusion steps of single transmitter

molecules are then given by a Langevin equation (Gardiner, 1983) for the position rj(tk) =

(xj(tk), yj(tk) ) of the jth molecule at time tk

xn(ti+1) = xn(ti) + η1(ti)
√

2D∆t ,

yn(ti+1) = yn(ti) + η2(ti)
√

2D∆t , (4.6)

where η1(ti) and η2(ti) denote Gaussian distributed random numbers with

〈η(t)〉 = 0 ; 〈ηi(t)ηj(t′)〉 = δijδ(t− t′) .

As shown in detail in Bartol et al. (1991) statistical averages can either be calculated by

averaging over many possible diffusion paths or equivalently by using the spatio-temporal

concentration profile cΦ(r, ϕ, t), as calculated in Sec. 3.1.
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For a given distribution of transmitter molecules the receptors are updated in fixed order

by calculating the transition probabilities kj ∆t (j = +1,−1, etc.) for the respective

accessible states and comparing them to a random number. In order to model AMPA

receptors at hippocampal pyramidal cells we use the kinetic seven-state model (Fig. 4.1)

by Jonas et al. (1993) as introduced in Sec. 4.1.1. When studying recorded miniature

currents at brainstem interneurons we employ the three-state model of AMPA receptors

as defined in Sec. 4.1.2 with the corresponding transition probabilities per unit time given

in terms of the rates in Tab. 4.2.

Transitions between some of the receptor states require the binding of glutamate molecules.

In the simplest approximation, this process is modeled by transition rates which depend

on the local transmitter concentration. In the seven-state model (Fig. 4.1) these are:

k̃+1, k̃+2, and k̃+3. To estimate the local transmitter concentration we count the number

of molecules inside a disc of “binding-radius” rjbind around the jth receptor. The con-

centration in units of mM is given by dividing this number by the small volume element

∆V = hπ(rjbind)2. For instance the transition rate of the jth receptor to make a transition

from C0 to C1 is computed as

k̃
(j)
+1 =

(
no of molecules inside
disc of radius rjbind

)
k+1

(r
(j)
bind)2 π hNA

, (4.7)

with h denoting the height of the synaptic cleft and NA Avogadro’s number. If a transition

into the states C1, C2 (from C1) or C4 (from C3) occurs, the receptor binds a transmitter

molecule, which is being released if the back-transition follows. It should be noted here

that the parameter rbind is necessary to determine the local concentration. We checked

that the results discussed further down do not depend on the specific choice of rbind, which

in our simulations was set to 6 nm.

For each discrete time step ∆t the concentration profile of neurotransmitter and the states

of all receptors are modeled as follows:

1. A new distribution of transmitter molecules is generated according to Eq. 4.6.

2. The “local” number of transmitter molecules in the vicinity of every individual

receptor is computed and the individual transition probabilities are calculated by

Eq. 4.7 with the kinetic rate constants of Fig. 4.1.

3. The states of all receptors are updated by comparing the individual transition prob-

abilities to a random number.

4. The number of receptors in the open state is counted.

This yields the number of open channels or the open probability, respectively, as a function

of time. For a series of sweeps, which are run for a set of given synaptic parameters but

varying initializations of the random number generator, distributions of amplitudes, rise
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and decay times are generated and compared to recordings of mEPSCs. The coefficient

of variation (CV – standard deviation/mean) is taken as an index of variability.

The computer simulations have been written in C language, compiled and run on Pen-

tium PCs. Random numbers are generated using the ran2 routine (Press et al., 1992).

Tabular 4.3 contains the values, which in the simulations have been assigned to the model

parameters. The simulation time step is chosen to be 4 µs, which is considerably smaller

than the fastest kinetic rate constant of channel opening and fast enough to account for

the diffusion of transmitter molecules.

Table 4.3.: Parameters as used in the Monte Carlo simulations of a receptor population

in a simple spine synapse in the hippocampus.
Symbol Definition Value Comment

Time step

∆t time step 4 µs

Geometry

h height synaptic cleft 15 nm from Edwards, 1995b

R radius PSD 50 - 400 nm from Edwards, 1995

rabs radius absorbing 200 - 2000 nm from Rusakov and

boundary Kullmann, 1998

∆F binding area 113.1 nm2 free parameter,

kinetic model

rbind “binding radius” 6 nm free parameter,

Monte Carlo simulation

Transmitter

NT no. of molecules 2000 - 4000 from Edwards, 1995b

per vesicle

Texp, 〈T 〉 Time constant 0.8 - 2 ms from Clements, 1992

Kinetic rate

constants

AMPA-receptor see Fig. 4.1 set 2 from Jonas et al., 1993
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4.3. Receptor dynamics calculated by local chemical

kinetic equations

In the following we present a model to calculate postsynaptic EPSCs using chemical

kinetic (master) equations, which explicitly account for the spatial distribution of indi-

vidual receptors on the postsynaptic membrane. We model an ensemble of many spatially

distributed receptors, each characterized by a set of probabilities to be in one of its acces-

sible states. In addition, each receptor is exposed to a different concentration of glutamate

which determines its individual transition rates.

Following (Land et al., 1981; Land et al., 1984) EPSCs are commonly calculated by

kinetic rate equations under the assumption that each receptor in the postsynaptic density

“sees” approximately the same glutamate concentration (Bartol et al., 1991; Holmes, 1995;

Kleinle et al., 1996; Uteshev and Pennefather, 1997). Then it is sufficient to solve one

set of kinetic equations (representing the average over all receptors). The transition rates

are determined by the spatially averaged glutamate concentration. The fraction of open

channels is obtained by multiplying with the total number of receptors in the PSD. For a

given time t the partial differential Eq. 3.1 is first integrated numerically. The resulting

concentration profile is then averaged over the PSD and used in a set of kinetic master

equations which are solved subsequently (Bartol et al., 1991; Holmes, 1995; Kleinle et al.,

1996; Uteshev and Pennefather, 1997). Numerical procedures to solve partial differential

equations as Eq. 3.1 are costly and limit the application of this approach (Bartol et al.,

1991).

We briefly explain our approach. Instead of following the stochastic transitions of nrec, as

done in the Monte Carlo simulation, we may alternatively consider the joint probability

distribution, to find receptor 1 in state s1, receptor 2 in state s2,... receptor n in state

sn. This description in terms of probabilities in general involves nrec interacting receptors

and is completely equivalent to the stochastic dynamics as modeled by the Monte Carlo

simulations, as far as averaged quantities are concerned (Gardiner, 1983). Such n particle

distribution functions are however difficult to treat analytically or numerically. In our

model the interaction among receptors is weak, and only arises from the competition of

receptors for neurotransmitter which is abundant at central synapses. If we ignore this

interaction, i.e. assume that the number of transmitter molecules temporarily bound to

receptors is small compared to the total number, then the distribution for nrec receptors

factorizes and we can solve the master equations for each receptor separately.

Note however that each receptor i at a given position ri “sees” a time-dependent local

transmitter concentration C
(∆F )
i (t), which explicitly depends on the position of the re-

ceptor and is obtained by integrating c(r, t) over the small area increment ∆F around

ri shown in Fig. 4.3. In the simplest case the transmitter molecules are released in the

middle of the synaptic disc, so that the spatio-temporal concentration profile from Eq. 3.2
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ε

∆ϕ

r R
abs

ri

Figure 4.3.: Model of the synaptic cleft: Postsynaptic receptors are distributed within the

postsynaptic density (PSD) of radius R. Once the transmitter molecules hit

rabs they are absorbed. Small area increment ∆F = 2εri∆ϕ = (2ε)2, bounded

by ∆ϕ and 2ε to estimate the local transmitter concentration for a receptor

located at position ri.

simplifies to

c(r, t) =
NT

πr2
abs

∞∑
n=1

J0(α0n|r|)
[J1(λn)]2

e−α
2
0nDnett .

Integrating over ∆F (Fig. 4.3) yields for the local concentration C
(∆F )
i (t)

C
(∆F )
i (t) =

NT

r2
abs

∆ϕ

π

∞∑
n=1

(ri + ε) J1[αn(ri + ε)]− (ri − ε) J1[αn(ri − ε)]
αn[J1(λn)]2

e−α
2
nDnett . (4.8)

The local concentration in mM then determines the transition rates according to1

k̃i = ki
C

(∆F )
i (t)

∆F hNA

. (4.9)

As in the Monte Carlo model (Sec. 4.2) we assume that the kinetic rates k̃
(i)
+1, k̃

(i)
+2, and

k̃
(i)
+3 of receptor i at position ri are proportional to the local , time-dependent transmitter-

concentration. Hence for every individual receptor i we have to solve the following set

of seven coupled linear differential equations with time-dependent coefficients C
(∆F )
i (t) in

Eq. 4.8, which describe the dynamic evolution of the probabilities P i
α for receptor i to be

1The explicit choice of ∆F is not crucial for the calculated results (data not shown).
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in state α:

d

dt
P

(i)
C0 = −k̃+1 P

(i)
C1 + k−1 P

(i)
C2

d

dt
P

(i)
C1 = k̃+1 P

(i)
C0 −

{
k−1 + k̃+2 + α1

}
P

(i)
C1 + k−2 P

(i)
C2 + β1 P

(i)
C3

d

dt
P

(i)
C2 = k̃+2 P

(i)
C1 − {k−2 + α + α2} P (i)

C2 + β P
(i)
O + β2 P

(i)
C4

d

dt
P

(i)
C3 = α1 P

(i)
C1 −

{
β1 + k̃+3

}
P

(i)
C3 + k−3 P

(i)
C4

d

dt
P

(i)
C4 = k̃+3 P

(i)
C3 + α2 P

(i)
C2 − {k−3 + β2 + α4} P (i)

C4 + β4 P
(i)
C5

d

dt
P

(i)
C5 = α4 P

(i)
C4 − {β4 + β3} P (i)

C5 + α+3 P
(i)
O

d

dt
P

(i)
O = αP

(i)
C2 − {β + α3} P (i)

O + β3 P
(i)
C5 , (4.10)

For definition of receptor states and transition rates see Fig. 4.1. Each receptor has to be

in one of its available states, so that

P
(i)
C1 + P

(i)
C2 + P

(i)
C3 + P

(i)
C4 + P

(i)
C5 + P

(i)
C6 + P

(i)
O = 1

holds.

After specifying the initial conditions, here P
(i)
C1 = 1 and P (i) = 0 for all other states

— all receptors are initially in the closed unbound state — the set of Eqs. 4.10 is solved

numerically for each receptor using a forth-order Runge Kutta method (Press et al., 1992).

This yields for instance the open probability P
(i)
O (t) of each of the nrec receptors, which can

then be averaged to gain the total, averaged synaptic response of the receptor population

P
(tot)
O (t) = 1

nrec

∑nrec

i=1 P
(i)
O (t).

Because the number of receptors is small at central synapses, spatial fluctuations might

not be negligible, giving rise to fluctuations in the EPSC’s (see below). Modeling individual

receptors in a local time-dependent concentration-field, we treat these fluctuations prop-

erly and are furthermore able to investigate the effects of different spatial arrangements

of the receptors on the EPSC’s. The only approximation in our model of chemical kinetic

equations is to neglect variations in transmitter concentration due to the binding to and

unbinding from postsynaptic receptors. This approximation will be tested by comparison

of the results obtained from chemical kinetics to averages over many Monte Carlo runs

in the following section. We expect that our assumption is justified for central synapses,

where 1000-4000 transmitter molecules interact with 20-100 postsynaptic receptors.2 All

other theoretical models, which are used to calculate EPSCs by numerically solving the

diffusion equation, employ the same approximation.

2The situation at the neuromuscular junction is quite different, where the high number of receptors may
affect the transmitter concentration drastically.
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4.4. Correspondence of kinetic and Monte Carlo model

The basic assumption of our kinetic model is that fluctuations of neurotransmitter concen-

tration due to binding and subsequent unbinding of transmitter molecules by postsynaptic

receptors can be neglected. To test this assumption, we compare open probabilities P
(tot)
O

as calculated from the kinetic model with averages over 500 Monte Carlo simulations,

using the same amount of released transmitter, the same point of release and the same

receptor population. Possible differences in the results are due to transmitter fluctuations

because of binding and unbinding. As shown below in Fig. 4.5B the average open proba-

bility generated by 500 Monte Carlo runs is in good correspondence with the result from

the kinetic model for the same population of 30 receptors. Fluctuations due to binding

and unbinding of transmitter by receptors can safely be neglected. As displayed in Fig. 4.4

there is only a small difference between the open probabilities due to these concentration

fluctuations,— even if 300 receptors, which exceed the experimentally estimated number

of glutamatergic postsynaptic receptors by far (Jonas et al., 1993; Spruston et al., 1995)

compete for transmitter and contribute to transmitter depletion. We therefore conclude

that the kinetic model is satisfactory for the calculation of averaged quantities and in the

following we will use it to study systematic effects of different receptor distributions.
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Figure 4.4.: Difference in the theoretical open probability P
(tot)
O between the kinetic model,

where changes due to transmitter binding are neglected (solid line) and be-

tween the results of computer simulation, that include transmitter binding by

300 postsynaptic receptors and where P
(tot)
O has been averaged over 500 runs

(black circles). Parameters given by the values in Tab. 4.3.

The agreement of the kinetic model and the Monte Carlo simulations shows that buffering

of transmitter by binding to postsynaptic receptors is a small effect. Hence the amount

of neurotransmitter released is not the limiting factor for maximal activation at central

synapses.
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Figure 4.5.: Open probability P
(tot)
O as a function of time (parameters given by the values

in Tab. 4.3). Three examples for the time course of P
(tot)
O resulting from a

single simulation run. B) The simulated P
(tot)
O (black circles), averaged over

500 runs, is compared to results from local chemical kinetics (solid line). Also

shown is P
(tot)
O as caused by a larger diffusion coefficient of Dnet = 300nm2/µs

(white squares).

4.5. Results for hippocampal synapses

Miniature responses of a single synaptic bouton are modeled by computing the responses

of a population of 30 receptors, randomly distributed over the PSD of Radius R = 200 nm,

exposed to 3000 transmitter molecules, which are released from a single vesicle in the cen-

ter of the PSD. The small value of the diffusion coefficient Dnet which has been estimated

in the previous chapter is used, and the total number of open channels, i.e., the open

probability P
(tot)
O as a function of time is calculated. The signal of a single Monte Carlo

run is quite noisy, as shown in Fig. 4.5A. To obtain a quantitative measure of the fluctu-

ations we perform 500 runs and calculate the maximum amplitude, decay and rise time.

A histogram of these values is presented in Fig. 4.6. The distribution of maximum ampli-

tudes has a mean and standard deviation of 20.6±2.3 open channels, corresponding to an

open probability of (∼ 69%), as compared to the experimental value for unitary EPSCs

in reduced extracellular Ca2+ of ∼ 72% (Jonas et al., 1993). For the distribution of rise

times (defined as the time elapsed between 20% and 80% of the maximum) we find a mean

and standard deviation of 0.51±0.26 ms, compared to the experimental values 0.5±0.2 ms

of Jonas et al. For the distribution of decay times we observe 4.05±1.15 ms compared to

4.1±0.9 ms of Jonas et al., 1993. The observed strong fluctuations are in good agreement

with experiments and mainly due to the inherent noise in receptor kinetics.
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Figure 4.6.: Distribution of A) maximum amplitudes, B) rise times and C) decay times

for 30 randomly distributed receptors on a PSD of R = 200 nm, exposed to

3000 transmitter molecules released from a single vesicle in the middle of the

synaptic disc (rabs = 500 nm, Dnet = 30 nm2/µs, rest of parameters from

Tab. 4.3). The gray columns in the insets indicate the range of variation due

to the spatial distribution of the receptors, calculated from the kinetic model

for each receptor position.

Also displayed is the open probability for a diffusion coefficient which is 10 times larger

and often used for theoretical models of transmitter diffusion, (Busch and Sakmann,

1990; Holmes, 1995; Uteshev and Pennefather, 1997; Wahl et al., 1996). It is obvious

from Fig. 4.5B that the experimentally determined open probabilities of approximately

60 − 70% for AMPA/kainate receptors (Häusser and Roth, 1997; Jonas et al., 1993;

Spruston et al., 1995) cannot be reproduced by the commonly used larger value of the

diffusion constant Dnet.

There are several sources of noise, in particular inherent noise in the receptor dynamics

and fluctuations due to a spatial distribution of receptors. The Monte Carlo simulation

includes both, whereas the noisy receptor dynamics has been averaged out in the kinetic

model. This allows us to discriminate between the two noise sources. Within the kinetic

model we calculate the open probability for receptors located at a given distance from the

site of release, so that we know maximum amplitudes, rise and decay times as a function

of distance between receptor and release site. For a given realization of the distribution

we can draw a histogram of maximum amplitudes, rise and decay times, as shown in the

inset of Fig. 4.6 (gray columns). Obviously the inherent noise of receptor kinetics is much

stronger than the fluctuations due to random distances between receptors and release site.
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Figure 4.7.: Receptor distribution on a simple synapse; states of 30 randomly distributed

receptors at times t = 0.04, 0.2, 1, and 5 ms after release of a single vesicle

(at a randomly chosen release site within the PSD), which contains 3000

molecules (small grey circles); rest of parameters as in Fig. 4.6. At time t=0

all the receptors are in the closed unbound state C0 (white squares, inactive

states C1 and C2 also displayed as white squares), but start to open (state O,

black circles) or desensitize (inactive states C3, C4, and C5, black crosses).

Effects of different receptor arrangements

Our model is used to study the effect of different spatial arrangements of receptors on the

postsynaptic side. Changes of the synaptic geometry from simple to perforated (clustered)

synapses have been suggested as a possible mechanism of long-term changes in synaptic

efficacy (= long-term potentiation, LTP) (Edwards, 1995b). We compare EPSCs of a

simple synapse with an unperforated PSD (Fig. 4.7) with a perforated synapse as shown

in Fig. 4.8. Each cluster of the perforated PSD is associated with a possible release site
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Figure 4.8.: States of 120 receptors distributed in four clusters, each with a diameter of

100 nm at times t = 0.2 ms. Two vesicles have been released at time t = 0

in the center of two clusters, each vesicle containing 3000 molecules; rest of

parameters as in Fig. 4.7.

of presynaptic vesicles and contains the same number of receptors as distributed across

the simple PSD (30 receptors).

First, the simulation is used to visualize the effects of transmitter diffusion on the receptor

dynamics. Four snapshots of 30 randomly distributed receptors on a PSD of 200 nm radius

at different times after the release of a single vesicle are shown in Fig. 4.7. One observes

how the opening of channels coincides with the spreading of transmitter. Following the

release of a single vesicle containing 3000 molecules 60% of the receptors are in one of

the inactive states C3, C4, or C5 after the transmitter has been cleared from the cleft.

Figure 4.9A indicates that the simple synapse is saturated to ∼ 70% by the release of a

single vesicle and saturates after the simultaneous release of two vesicles (as discussed in

e.g., Busch and Sakmann, 1990, Edwards, 1991, Bennett et al., 1997), while in contrast

the amplitude distribution at perforated synapses (Fig. 4.9B) doesn’t exhibit saturation

after the release of two vesicles. The distribution of rise times becomes narrower and

shifts towards faster rise times (Fig. 4.10) as more vesicles are released. At the perforated

PSD the change in the distribution of rise times (Fig. 4.10B) is stronger than for the

simple synapse (Fig. 4.10A) because the broadening of the rise time distribution for the

release of one vesicle is caused by the late activation of receptors from distant clusters.

Distributions of decay times do not change systematically with the amount and position

of transmitter released (data not shown) and are mostly determined by the stochasticity

of the individual receptor dynamics.
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Figure 4.9.: Effect of multiple release on the distribution of maximum amplitudes of

A) 30 receptors distributed randomly across a simple PSD (Fig. 4.7) and

B) 120 receptors distributed in four receptor clusters of 30 receptors each

(Fig. 4.8). Amplitude distribution for one (dark gray columns), two (solid

line), three (light grey columns) and four (thick solid line) vesicles released,

generated from 500 simulation runs (parameters as in Fig. 4.7 and 4.8).

0 1 21.50.5
rise time [ms]

0

20

40

60

80

100

nu
m

be
r 

of
 e

ve
nt

s

simple PSD

0 0.5 1 1.5 2
rise time [ms]

0

20

40

60

80

100

nu
m

be
r 

of
 e

ve
nt

s

clustered PSD

A B

Figure 4.10.: Effect of multiple release on the distribution of rise times of A) 30 receptors

distributed randomly across a simple PSD (Fig. 4.7) and B) 120 receptors

distributed in four receptor clusters of 30 receptors each (Fig. 4.8). Distribu-

tion of rise times for one (dark gray columns), two (solid line) and four (thick

solid line) vesicles released, generated from 500 simulation runs (parameters

as in Fig. 4.7 and 4.8).
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Postsynaptic mechanisms for an increase in synaptic efficacy

As seen in the previous paragraph the PSD is partially saturated by one vesicle and only a

gradual increase in postsynaptic current is observed, if more than one vesicle per bouton

is released. This suggests a postsynaptic mechanism for potentiation.3 In the case of

strong saturation, changes in vesicle content or changes in the incidence of multi-vesicular

release will hardly change the postsynaptic current and hence cannot serve as mechanisms

for potentiation.
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Figure 4.11.: A) 30 receptors distributed according to a Gaussian distribution centered

around the point of release, which here is chosen in the middle of synaptic

disc. Here σ denotes the standard deviation of the Gaussian. B) Total open

probability P
(tot)
O as function of time for the receptor distributions in A, as

calculated from the kinetic model; rest of parameters as in Fig. 4.6, σ = 50

(black circles), 100 (gray squares), 200 (black crosses, solid line) and 400 nm

(white triangles).

In the following we discuss changes in synaptic efficacy due to synaptic modifications

on the postsynaptic side. We first study rather smooth changes in the distribution of

receptors, e.g., the size or the shape of the PSD is varied, while the total number of

receptors is kept constant, as suggested as a first step of change in synaptic structure by

Edwards (1995a). A possible arrangement of receptors on the postsynaptic membrane

located near the point of transmitter release (here in the middle of the synaptic disc)

is shown in Fig. 4.11A. The same number of receptors have been distributed according

to a Gaussian distribution, where the standard deviation σ characterizes the average

distance of the receptors from the point of release. For smaller values of σ the receptors

3We do not discuss here an overall increase in release probability, resulting in an activation of silent
synaptic boutons.
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are clustered closer to the point of release, while for higher values of σ the receptor

distribution resembles a random homogeneous receptor distribution. The calculated open

probability P
(tot)
O in Fig. 4.11B reveals that a clustering of postsynaptic receptors causes a

relatively weak potentiation of the peak amplitude, e.g., a 15 to 20 % change for σ = 50 and

100 nm. This is to be expected, because of the abundance of neurotransmitter molecules

and the fact that the transmitter concentration equilibrates within a few hundred µs

(small inset in Fig. 3.2), which is fast compared to the receptor kinetics.4 To double the

open probability, keeping the total number of receptors fixed, requires a 64 times smaller

active zone. Such extreme changes seem to be more realistic in the context of structural

changes of synaptic morphology.

A much more effective potentiation is achieved by increasing the number of postsynaptic

receptors. We find that the maximum amplitudes of EPSCs are directly proportional

to the total number of receptors (Fig. 4.12A). The normalized open probability for the

same PSD with 30, 80 and 150 receptors is compared in Fig. 4.12B. The differences

between the three curves are very small5 and therefore the EPSCs increase to a very good

approximation linearly with the total number of receptors.
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Figure 4.12.: A) Distributions of amplitudes for 30, 80 and 150 receptors distributed

randomly on a PSD of fixed size (R = 200 nm) for a random point of release,

generated from 500 runs, rest of parameters as in Fig. 4.6 and Tab. 4.3.

B) Corresponding open probabilities P
(tot)
O , averaged over 500 runs, for 30

(solid line), 80 (black circles) and 150 receptors (white triangles).

4A larger diffusion coefficient speeds up the equilibration of transmitter across the PSD and further
reduces the influence of spatially different receptor arrangements.

5This result again confirms our approach that the transmitter depletion due to binding to postsynaptic
receptors is a small effect; see also Fig. 4.4
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The number of receptors can be increased in at least two qualitatively different ways:

Either the geometry of the synapse is left unchanged or alternatively new boutons are

created.6 Edwards (1995a) has suggested perforation of a simple synapse into several

clusters of receptors, where the different receptor clusters act as nearly independent re-

lease sites, together with an overall increase in the number of receptors as an effective

mechanism for potentiation. Following this idea multiple release at perforated synapses

could account for a skew in amplitude distributions of miniature currents (for a detailed

discussion see Edwards, 1995b). We follow this suggestion and assume four possible re-

lease sites: at the simple synapse they are randomly distributed across the PSD as in

Fig. 4.7, while at the perforated synapse each release site is associated with a receptor

cluster (Fig. 4.8). The probability p for release of a vesicle is assumed to be the same for

all four release sites. As displayed in Fig. 4.13 the shape of the amplitude distribution

varies with a change in the release probability p from 0.05 to 0.4 from a non-skewed to

a skewed distribution for the perforated synapse, while the distribution for the simple

synapse doesn’t seem to change systematically. For higher release probabilities the skew

again vanishes or even appears towards smaller amplitudes. These changes in miniature

amplitude distributions should occur with systematic alterations in release probability,

e.g. by increase of intra- and extracellular calcium or change in temperature. They are

currently point of further experimental investigation and first results have been presented

in preliminary form (Trommershäuser et al., 1997).

6Another possibility may be the activation of silent synapses.
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Figure 4.13.: Distributions of peak amplitudes (max. number of open channels), each

distribution generated for 120 receptors from 500 runs. Different panels

show distributions for varying release probabilities: A) p = 0.05 / failure

rate ∼ 80%, B) p = 0.1 / failure rate ∼ 66%, C) p = 0.2 / failure rate

∼ 41% and D) p = 0.4 / failure rate ∼ 12% The gray distributions are from

perforated synapses (parameters as in Fig. 4.8). The corresponding white

distributions result from the release of four vesicles at random release sites

across the PSD at a simple synapse with 120 receptors (rest of parameters

as in Fig. 4.6). The failure rates denote the percentage of events without

the release of any vesicle.
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4.6. Results for brainstem interneurons

In this section we study AMPA-receptor mediated miniature currents recorded from in-

terneurons in the brainstem, not only to analyze neurons located in a different area of the

brain, but also because the recorded postsynaptic currents reveal unusually large fluctua-

tions in amplitudes and decay times as displayed in Fig. 4.14. In the following we will use

Monte Carlo simulations to study the source of the observed variability of amplitudes,

rise and decay times.

Figure 4.14.: Fluctuations in the time course of EPSCs recorded during single fiber stim-

ulation in the presence of low extracellular calcium concentration (0.8 mM)

at a failure rate of 58 % (taken from Titz & Keller, 1996).

Several mechanisms have been suggested as source of synaptic variability and will be dis-

cussed in the following: Most likely miniature currents are recorded from various synaptic

boutons, which might differ regarding the postsynaptic receptor number (Borst et al.,

1994; Edwards et al., 1990; Nusser et al., 1997) and receptor distribution (Wahl et al.,

1996), vesicle content (Liu et al., 1999) and synaptic morphology (Edwards, 1995a; Walm-

sley et al., 1998). The latter, as well as heterogeneities in the transmitter-transporter

interaction (Rusakov and Kullmann, 1998; Trommershäuser et al., 1999) have been sug-

gested to affect the transmitter dynamics in- and outside the cleft (Kullmann et al., 1999).

Furthermore it has been pointed out (Bier et al., 1996; Faber et al., 1992; Trommershäuser

et al., 1999) that due to a small number of postsynaptic receptors, the intrinsic noise of

the receptor dynamics should provide a significant contribution to synaptic variability.

The time course of mEPSCs exhibits large variations as shown in Fig. 4.15. Recordings

of miniature EPSCs yield distributions of maximum amplitudes (52.8 ± 26.4 channels
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open at peak amplitude, CV = 0.5), rise (0.30 ± 0.11 ms, CV = 0.37) and decay times

(2.64 ± 1.30 ms, CV = 0.49) as displayed in Fig. 4.15. These fluctuations in the decay

times are larger than those reported for AMPA mediated mEPSCs at CA3 and CA1

regions of rat hippocampus (Jonas et al., 1993: CV = 0.22; Atassi & Glavinovic, 1999:

CV = 0.34) and computed in Sec. 4.5.

Notice, that rise times are still relatively homogeneous indicating that filtering effects due

to the cable properties of the dendritic tree are small.7 Large variations are only observed

in EPSC amplitude and decay time constants. Rise times, amplitudes or decay times do

not correlate significantly (Fig. 4.16). These findings allow the conclusion that filtering

effects contribute weakly to the observed variability. Hence we will not take dendritic

filtering into account in our theoretical analysis. To identify the underlying elementary

events, a detailed electrophysiological analysis of miniature EPSCs in NTS interneurons

has been performed and the results are in the following compared with the results of

Monte Carlo simulations.

Information about the synaptic geometry and the number of transmitter molecules re-

leased is taken from Edwards (1995) and Bruns & Jahr (1995). The distribution of rise

times is used to yield an estimate of the effective diffusion constant Dnet = 40 nm2/µs,

which is in accordance with the range calculated in Sec. 3.3. The set of parameters used

to simulate mEPSCs at brainstem interneurons is summarized in Tab. 4.4.

Table 4.4.: Parameters as used in the Monte Carlo simulations of single synaptic boutons

of brainstem interneurons (rest of parameters as noted in Tab. 4.3).

Geometry:

receptor density 1600±800 receptors/µm2

postsynaptic density (PSD), radius rPSD ∼150 nm

absorbing boundary, radius rabs ∼500 nm

Transmitter:

no. of molecules/vesicle, NT 4000

diffusion constant, Dnet 40 nm2/µs

7If the recorded responses were caused by a wide spread of synaptic contacts across the dendritic tree,
a heterogeneity in decay times could be caused by filtering of the synaptic responses due to the cable
properties of the dendritic tree. Nevertheless, filtering would not only appear in the modification of
decay times, but also effect the rise times, causing a broad spectrum of rise times and correlations
between prolonged rise and decay times (Rall and Agmon-Snir, 1998).
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Figure 4.15.: Distributions of miniature amplitudes (A), rise (B) and decay times (C) as

recorded in low extracellular Ca2+ (gray columns) and as generated from

Monte Carlo simulations (white columns). Simulations yield a maximum of

open channels of 47.8 ± 23.2 channels (experiments:52.8 ± 26.4 channels),

rise times of 0.32 ± 0.18 ms (experiments: 0.30 ± 0.11 ms) and decay times

of 2.61 ± 0.48 ms (experiments: 2.64 ± 1.30 ms). Monte Carlo simulations

were run using the parameters in Tab. 4.4 and 4000 transmitter molecules

for the content of a single vesicle and released from a release-site, which for

every run was chosen randomly within the PSD of radius rPSD = 150 nm.

Amplitude distribution of miniature EPSCs

In the simulations it has been assumed that a single mEPSC is caused by the release of

4000 glutamate molecules from a single vesicle at a randomly chosen release site located

within a PSD of 300 nm diameter. The remaining geometric parameters are given in

Tab. 4.4. The chosen synaptic scenario implies a residence time of glutamate in the cleft

of 〈T 〉 = 0.43±0.04 ms as calculated by Eq. 3.4.

Monte Carlo simulations have been performed to study the source of variation observed

in the time course of miniature amplitudes. Monte Carlo simulations of a single synaptic

bouton with a fixed number of 85 postsynaptic receptors yield a non-skewed distribu-

tion of amplitudes (53.1 ± 4.4 channels open at peak amplitude), which is too narrow

to account for the range of experimentally observed fluctuations in the distribution of

miniature amplitudes (52.8 ± 26.4 channels) as displayed in Fig. 4.17. The simulation

results indicate that following the release of a single vesicle about 63 ±5% of all chan-

nels open. Hence, as expected from the results of outside-out patch-experiments (see

Sec. 4.1.3) and our Monte Carlos simulation at hippocampal synapses (Sec. 4.5) the pop-

ulation of postsynaptic receptors is saturated to a large extent by the release of a single

vesicle. Consistently variations in vesicle content fail to cover the range of miniature am-



68 Studying the postsynaptic side

0 1 2 3 4 5 6 7 8
decay times [ms]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

ris
e 

tim
es

 [m
s]

0 20 40 60 80 100 120
max. no. of open channels

0

1

2

3

4

5

6

7

8

de
ca

y 
tim

es
 [m

s]

A B

Figure 4.16.: Rise times as function of decay times (A) and decay times as function of

maximum amplitudes (B) amplitude. Black circles indicate the results from

recordings of mEPSCs, white diamonds the results from Monte Carlo simu-

lations (see Fig. 4.15 and Tab. 4.4 for parameters). The black line indicates

the correlation of rise and decay times (A: r = 0.16), and of decay times

and amplitudes (B: r = 0.07).

plitudes, if the number of postsynaptic receptors is fixed: As shown in Fig. 4.17 a strongly

fluctuating vesicle content (4000 ± 2000 molecules randomly assigned as vesicle-content)

does not significantly increase the spectrum of miniature amplitudes. While vesicles con-

taining less than 1200 molecules cause smaller maximum amplitudes, the complementary

effect for vesicles with a large amount of transmitter molecules does not occur due to

the saturation of postsynaptic receptors. Hence variations in the miniature amplitude

distribution of brainstem interneurons are not explained by variations in vesicle content,

i.e. are not located on the presynaptic side, but are due to fluctuations in postsynaptic

receptor number.

The variation in maximum amplitudes is then caused by fluctuating currents from several

synaptic boutons containing a variable number of receptors. We estimate this receptor

number by assuming that about 70 % of postsynaptic receptors are activated by the

release of a single vesicle (Sec. 4.1.3). For every simulation run the number of postsynaptic

receptors is calculated directly from our experiments by dividing the recorded miniature

amplitudes by 0.7 and the single channel current of 0.372 pA (Titz and Keller, 1997). This

yields a receptor number of 77 ± 39 postsynaptic receptors in a synapse (corresponding

to 47.8 ± 23.2 channels open at peak amplitude) and allows to correctly cover the range

of variation observed in experimental mEPSCs (Fig. 4.15A).
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Figure 4.17.: Effect of fluctuations in vesicle content on amplitudes and decay times:

Distributions of maximum amplitudes and decay times (small inset) as

generated from Monte Carlo simulations for a fixed number of 85 post-

synaptic receptors and the release of 4000 transmitter molecules (white

columns, solid line: 53.1± 4.4 channels open at peak amplitude, decay times:

2.53 ± 0.42 ms) or a vesicle content, randomly chosen from a Gaussian dis-

tribution with a mean of 4000 molecules and a SD of 2000 molecules (white

columns, dotted line, 49.5 ± 10 open channels; decay times: 2.5 ± 0.52 ms).

Gray columns indicate the experimentally recorded miniature amplitudes.

Distribution of rise times

For several types of central synapses a large variety of PSD shapes has been observed

(see Edwards, 1995 and Walmsley et al., 1998 for further references) and it has been

suggested that variations in receptor distribution might contribute to synaptic variability

of mEPSC amplitudes (Lim et al., 1999; Oleskevich et al., 1999; Wahl et al., 1996).

Our results on hippocampal synapses however do not support this idea (Sec. 4.5): We

have shown for synapses, which are saturated to a large extend by the release of a single

vesicle, that due to the rapid equilibration of neurotransmitter across the synaptic cleft

heterogenous receptor distributions do not cause a noticeable effect on amplitudes or decay

times. If synaptic currents are expected to exhibit an effect due to the heterogeneity of

receptor distributions it should occur in the distribution of rise times because of the late

activation of receptors at larger distances from the point of release. The results displayed

in Fig. 4.18 support this finding. Extremely large extensions of the PSD (diameter of
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Figure 4.18.: Distribution of rise times for different extensions of the PSD; gray columns:

rPSD = 75 nm, rise times: 0.25 ± 0.12 ms; white columns/solid line:

rPSD = 150 nm, rise times: 0.32 ± 0.18 ms; white columns/dotted line:

rPSD = 300 nm, rise times: 0.70 ± 0.37 ms; rest of parameters as in Fig. 4.15

and Tab. 4.4.

600 nm compared to 150 nm or 300 nm) broaden the distribution of rise times (Fig. 4.18).

Therefore a large variability in PSD shapes would create a broad distribution of rise

times, which is not observed experimentally. We conclude that at brainstem interneurons

postsynaptic receptors are distributed on average at about the same distance from the

point of release on small PSDs with about 300 nm of diameter.

It should be mentioned in this context, that fluctuations in the receptor distribution

only slightly modulate the distribution of amplitudes (rPSD = 75 nm: 51.5 ± 24.8 chan-

nels; rPSD = 150 nm: 47.8 ± 23.2 channels; rPSD = 300 nm: 36.1 ± 17.6 channels), do

not systematically alter the distribution of decay times (rPSD = 75 nm: 2.6 ± 0.5 ms;

rPSD = 150 nm: 2.61 ± 0.48 ms; rPSD = 300 nm: 2.16 ± 0.54 ms) and hence fail to account

for the experimentally observed range of variation of amplitudes and decay times. Fur-

thermore we find that the distribution of rise times is left unchanged for fluctuating vesicle

content (0.3 ± 0.14 ms, see also Fig. 4.17), variable receptor number (0.32 ± 0.18 ms,

Fig. 4.15B) as compared to fixed number and fixed vesicle content (0.27 ± 0.1 ms,

Fig. 4.17).
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Distribution of decay times

Monte Carlo simulations which are run for varying postsynaptic receptor numbers (but for

an otherwise identical population of synaptic boutons) are able to reproduce the distribu-

tions of amplitudes and rise times (see Fig. 4.15), but fail to account for the large range of

variation observed in the distribution of decay-times : While the experimentally observed

decay times are strongly fluctuating (2.64 ± 1.30 ms, CV = 0.49), the Monte Carlo

simulations only yield a small fraction of this variability (2.61 ± 0.48 ms, CV = 0.18).

Furthermore the spectrum of decay times for a fixed number of receptors and constant

vesicle content (CV = 0.17, Fig. 4.15) is left unchanged if variations in receptor number are

included (CV = 0.18, Fig. 4.17) or if additionally the vesicle content is varied (CV = 0.2,

Fig. 4.17). As shown above the distribution of decay times is hardly changed by a varying

PSD size — despite the large effect on the distribution of rise times. Note that not only the

mean value of τdecay, but also its CV does not depend on the receptor distribution. Hence

the fact that mEPSCs are recorded from several synaptic boutons which might exhibit a

wide spectrum of PSD shapes (see e.g., Walmsley et al., 1998) and receptor numbers (see

above) does not account for the broad fluctuations observed in the distribution of decay

times.

Due to individual morphological properties of single synaptic boutons it is possible that

the time course of transmitter in the cleft is not the same for every synapse. We study

the effect of fluctuations in the transmitter time course by varying the residence time of

transmitter in the cleft 〈T 〉 (Eq. 3.4). Leaving the extension of the postsynaptic density

fixed we modulate the residence time 〈T 〉 by varying the absorbing boundary rabs in our

simulation model from run to run according to a Gaussian distribution with a mean of

530 nm and a standard deviation of 240 nm, considering only values of rabs in between

150 nm and 1000 nm. This is thought to roughly represent heterogenities in the synaptic

morphology as well as in the morphology of the extra-synaptic space. As displayed in

Fig. 4.19 fluctuations in the residence time of transmitter broaden the distribution of

decay times: While residence times of 0.43 ± 0.04 ms cause decay times of 2.61 ± 0.48 ms

(CV = 0.18), the spectrum of decay times is larger (2.66 ± 1.32 ms, CV = 0.5) for larger

fluctuations in the transmitter time course (〈T 〉 = 0.4 ± 0.14 ms). The distributions

of maximum amplitudes (47.8 ± 23.2 channels vs. 45 ± 21.3 channels for fluctuating

residence times) and rise times (0.32± 0.18 ms vs. 0.31± 0.17 ms for fluctuating residence

times) remain unchanged. We conclude that the broad fluctuations in the decay times

of EPSCs can be explained by variations in the time course of glutamate in the cleft,

corresponding to a mean residence time of glutamate in the cleft of 0.4 ± 0.14 ms.
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Figure 4.19.: Effect of fluctuations in the residence time 〈T 〉 of transmitter (A) on

the distribution of amplitudes (B), rise (C) and decay times (D);

〈T 〉 = 0.43 ± 0.04 ms (white columns, dotted line), 〈T 〉 = 0.4 ± 0.14 ms

(white columns, solid line). Gray columns indicate the experimentally

recorded miniature amplitudes. Monte Carlo simulations were run for

synaptic boutons with varying absorbing boundaries (rabs between 150 and

1000 nm, mean of rabs = 530± 240 nm), rest of parameters as in Tab. 4.4. An

amount of 4000 transmitter molecules is released at a release site randomly

chosen within the PSD of radius rPSD = 150 nm.
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4.7. Discussion

The current chapter deals with modeling and understanding mechanisms of synaptic trans-

mission that are located on the postsynaptic side. First we have introduced two kinetic

models for calculating glutamate activated AMPA receptor mediated postsynaptic cur-

rents. The widely used seven-state model by Jonas et al. (1993) for hippocampal AMPA

receptors has been illustrated, and a more compact three-state model for the receptor

kinetics has been derived and fitted to experiments at brainstem interneurons.

On the basis of the given kinetic schemes we have used the complementary theoretical

approaches of Monte Carlo simulations and local chemical kinetics to calculate glutamate

mediated miniature EPSCs. The latter approach relies on the fact that at central synapses

the transmitter molecules of a single vesicle provide an abundance of neurotransmitter for

a low number of postsynaptic receptors. We have compared the two approaches in detail

and shown their equivalence for average currents. The noisy character of the simulated

EPSCs is apparent in broad distributions of amplitudes, rise and decay times of individual

EPSCs and in good agreement with experiments at hippocampal synapses (Jonas et al.,

1993). We have shown that for these synapses fluctuations in the time course of EPSCs are

mainly due to the inherent noise in the receptor dynamics, whereas spatial fluctuations are

less important. Despite the simplicity of our model it seems to comprise various relevant

features of the transmission process to reproduce experimental data for average currents

as well as the statistical properties of EPSCs.

We have used our model to study different receptor distributions, saturation and postsy-

naptic mechanisms for potentiation. Changes in the receptor distribution, e.g. clustering

of receptors, do not efficiently potentiate postsynaptic signals, as long as the total number

of receptors remains constant. An increase in the number of postsynaptic receptors or a

change of receptor kinetics (Ambros-Ingerson and Lynch, 1993; Marienhagen et al., 1997)

are found to be much more effective for potentiation.

Notice, that our Monte Carlo simulations of hippocampal synapses have lead to the con-

clusion that single channel noise is the major source of synaptic variability at these neu-

rons. The situation seems different at brainstem interneurons where single channel noise

fails to account for the whole spectrum of amplitudes and decay times. We have used

Monte Carlo simulations to study these large fluctuations in the time course of mEPSCs at

brainstem interneurons. We have shown that the release of a single vesicle activates about

70 % of postsynaptic receptors, which also coincides with our estimates for hippocampal

synapses. This implies a synaptic scenario where the release of a single vesicle yields an

abundance of neurotransmitter in the cleft activating most of the postsynaptic receptors.

Hence variations in vesicle content should not create a large effect on the postsynaptic

synaptic signal. Our Monte Carlo simulations using a variable vesicle content underline

this idea. We cannot find any significant effect, neither on the distributions of amplitudes,

rise or decay times.

At the brainstem interneurons the large variability observed in the miniature amplitude

distribution is explained by fluctuations in the number of postsynaptic receptors. The
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distribution of decay times however is not altered by fluctuations in receptor number,

receptor arrangement or vesicle content, but reflects fluctuations in the residence time of

the transmitter in the synaptic cleft. Most likely inhomogeneities in synaptic morphology,

like morphological differences of extracellular space or inhomogeneous distributions of

diffusion barriers in- and outside the cleft, are the reason for the fluctuations of the time

course of transmitter in the cleft. The residence time of glutamate in the cleft at brainstem

interneurons, which is able to account for the observed distribution of decay times, is

estimated as 0.4 ± 0.13 ms. This is about half of the estimate found at hippocampal

neurons.

Several studies (Edwards, 1995a; Lim et al., 1999; Oleskevich et al., 1999; Peters and

Kaiserman-Abramof, 1969; Walmsley et al., 1998) have stressed that central synapses

express a variety of PSD shapes and it has been assumed that the heterogeneity of the

corresponding receptor distribution might contribute essentially to synaptic variability

(Wahl et al., 1996). Our simulations do not support this idea. As demonstrated above

a heterogeneity in the receptor distribution does not resolve the variability observed in

amplitudes or decay times, but would broaden the distribution of rise times, which is not

observed experimentally.

Central synapses are not only thought to exhibit a heterogeneity in PSD shape, but also

in synaptic morphology, which has an effect on the transmitter dynamics inside the cleft:

It has been suggested that the spreading of neurotransmitter inside the cleft is affected

by the tortuosity of the cleft, by a dense staining, gel-like material, or by interaction of

the diffusing molecules with receptors, transporters or other binding sites. Furthermore

it is likely that structural inhomogeneities in the vicinity of a synapse, for instance local

narrowing of intracellular gaps, can significantly retard diffusion and act like a diffusion

barrier (see Chapter 3 for details and references).

Hence, the variability observed in the distribution of decay times may be due to fluctu-

ations in the transmitter time course caused by a heterogeneity of synaptic morphology

or may be due to variations in distribution, number or efficiency of uptake molecules.

This question is addressed by bath application of the glutamate transporter blocker D-

aspartate, which at brainstem interneurons does not alter the EPSC kinetics. Control

EPSCs do not differ from EPSCs recorded after inhibition of glutamate uptake with

1 mM D-aspartate (Titz and Keller, 1997). We therefore conclude that glutamate trans-

porters have little or no effect on the variability of mEPSCs. Rather differences in synaptic

morphology as well as inhomogeneous distributions of diffusion barriers in- or outside the

cleft are likely to be responsible for fluctuations in the transmitter dynamics.

We summarize that distributions of amplitudes, rise and decay times are shaped by in-

dependent properties of synaptic transmission. The distribution amplitudes indicates the

spectrum of receptor numbers , the distribution of rise time the heterogeneity in PSD size

and the distribution of decay times the fluctuations in the transmitter dynamics in the

cleft — given the postsynaptic side is close to saturation after the release of individual

vesicles.



5. Transmission properties of a single
synaptic connection

In this chapter we combine the results of the previous three chapters to design a theoret-

ical model in order to study synaptic signal transduction and information-coding. It will

be shown quantitatively that presynaptic mechanisms of vesicle release and postsynaptic

receptor desensitization determine the range of synaptic ability to propagate rate-coded

information depending on the type of nerve cell. For low release-probabilities often found

at hippocampal synapses, the synaptic connection maintains the ability to transfer the

rate at which input-stimuli arrive in a frequency-dependent manner towards the postsy-

naptic side. This is not the case for higher release-probabilities reported for instance at

neocortical pyramidal cells.

Synaptic transmission can be understood as a sequence of three basic steps which trans-

form an incoming presynaptic action potential (AP) into a postsynaptic signal: First,

initiated by a presynaptic action potential (AP) vesicles fuse and release neurotransmit-

ter into the synaptic cleft. Second, neurotransmitter spreads within the synaptic cleft

and, third, interacts with postsynaptic receptors, which regulate the ionic flux through

the postsynaptic membrane. This causes a detectable current, the excitatory postsynap-

tic current (EPSC) at the postsynaptic side, which we understand as the postsynaptic

correlate of a presynaptic stimulus. We have modeled each step in this process in the

previous chapters of this work. In Chapter 2 a model for presynaptic vesicle release and

recruitment has been derived. In Chapter 3 it was shown that the transmitter motion

within the synaptic cleft can be treated as a two-dimensional diffusive process, which is

slowed down compared to free diffusion in aqueous solution. An estimate of the effective

diffusion coefficient has been computed there. Finally it has been explained, how the

opening behavior of receptors can be described by a kinetic three-state model and how

postsynaptic currents are computed for a population of receptors within a single spine

synapse (Chapter 4). Based on the models derived in these chapters we will now introduce

an approach to compute the postsynaptic response for a given stimulus train.

We consider a synaptic scenario as displayed in Fig. 5.1: The axonal exit of the presynap-

tic neuron branches into a few collaterals at some distance from the cell forming individual

synaptic connections with the postsynaptic side. These single synaptic boutons are acti-

vated by the same presynaptic stimulus and act as independent synaptic entities (Fig. 5.1).
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Figure 5.1.: Schematic picture of a synaptic connection. Here the axon of the presynaptic

neuron branches into four collateral endings, which form individual synap-

tic contacts (= boutons) with the postsynaptic cell. Each synaptic bouton

exhibits a single active zone, which contains a small number of immediately-

releasable and reluctantly-releasable vesicles (as introduced in Chapter 2).

The currents from individual boutons add linearly1 and yield the total synaptic response,

which will serve as our theoretical analogue of a stimulated postsynaptic current (EPSC).

Synapses differ in shape and size and this structural diversity is important for synaptic

function. As many experiments have been carried out for glutamatergic synapses at hip-

pocampal CA1 and CA3 cells (Allen and Stevens, 1994; Castro-Alamancos and Connors,

1997; Clements et al., 1992; Dobrunz et al., 1997; Dobrunz and Stevens, 1997; Hessler

et al., 1993; Jonas et al., 1993; Pavlidis and Madison, 1999; Rosenmund et al., 1993;

Schikorski and Stevens, 1997; Sorra and Harris, 1993; Spruston et al., 1995; Stevens and

Tsujimoto, 1995) we will formulate our model for physiological conditions reported for

hippocampal synapses. In the following we will provide a detailed description of the imple-

mentation of our model for the scenario of a small bouton-like hypothetical hippocampal

synapse and briefly will summarize the employed parameters.

1If synaptic connections between a pair of neurons are spread across the dendritic tree, currents from
individual boutons will be “filtered” due to the cable properties of the dendritic tree before being
summed at or close to the cell soma (Rall and Agmon-Snir, 1998). For now, however, we ignore
filtering effects, not only because synaptic contacts between pairs of hippocampal CA3 cells seem
to be located on the same order of dendritic branch (Pavlidis and Madison, 1999), but also to keep
the number of additional parameters (as e.g. input-resistance, membrane capacity and dendritic
geometry) of our model low.
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5.1. Model and Methods

Number of synaptic contacts

Estimates about numbers of synaptic contacts between hippocampal cells are not known.

It was suggested that axons occurring in stratum radiatum form a small number of two

to five multiple contacts onto hippocampal CA1 target cells (Sorra and Harris, 1993). For

our simulations we will assume five individual synaptic boutons, which are activated by

the same presynaptic stimulus and contribute to the postsynaptic response. Each of the

synaptic boutons operates as an independent entity, accessing its own synaptic resources.

Notice, that in our approach the synaptic boutons do not interact. Furthermore we do not

consider a morphological or physiological heterogeneity between the synaptic boutons.2

Therefore a larger number of active synaptic boutons simply increases the overall EPSC

amplitude and reduces the relative noise in the recorded EPSC spectrum (data not shown

here).

Presynaptic mechanisms

Here we briefly summarize experimental findings at hippocampal synapses and demon-

strate that they roughly fit with observations made at the calyx of Held (see Chapter 2

for details). This rationalizes our approach of implementing the kinetic model for release

and replenishment of presynaptic vesicles, as well as calcium related facilitation of release

and dependency on the extracellular calcium concentration, which has been derived in

Chapter 2.

Release-probabilities display a heterogeneity at hippocampal synapses (Rosenmund et al.,

1993; Hessler et al., 1993; Murthy et al., 1997) and a simple depletion model of presynap-

tic vesicle recruitment could not account for the behavior during steady-state behavior

(Fisher et al., 1997; Zucker, 1999). Recovery from depletion has been measured to occur

with a time constant between 3 and 10 s (Dobrunz et al., 1997; Stevens and Tsuji-

moto, 1995). Facilitation of release-probability depends on calcium and occurs during

paired-pulse recordings within a time window of 30 to 130 ms (Castro-Alamancos and

Connors, 1997). Anatomical studies show that hippocampal synaptic boutons exhibit a

single active zone, which is of the same size as the postsynaptic density right opposite

the synaptic cleft (Harris and Sultan, 1995; Schikorski and Stevens, 1997; Sorra and Har-

ris, 1993). On average eight vesicles are docked close to the membrane in that region

(Schikorski and Stevens, 1997). This number fits with estimates of the readily-releasable

pool of vesicles gained by electrophysiological measurements (Dobrunz et al., 1997; Do-

brunz and Stevens, 1997; Rosenmund and Stevens, 1996). We implement the following

presynaptic scenario (parameters from set 1 in Tab. 2.1): At rest on average 7.8 out of

2It has been shown in the in Sec. 4.5 that the variability in hippocampal miniature currents can be
traced back to the intrinsic noise in the receptor dynamics. This result does not point towards a large
(functional) morphological diversity.
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a total of 10 release-sites are filled with reluctantly-releasable (release-probability w1) or

immediately-releasable vesicles (release-probability w2, w2 > w1). The ratio of occupancy

at rest between the two pools is chosen (on average) as 1 : 13/7 (see Chapter 2, set 1 of

parameters in Tab. 2.1). Upon presynaptic stimulation vesicles are released according to

the assigned release-probabilities w1 and w2.

As explained in detail in Chapter 2 and Appendix A the release-probabilities depend,

first, on the extracellular calcium concentration, which is accounted for by a Michaelis-

Menten type dependence of the calcium flux on the extra cellular calcium concentration

(Eq. 2.11). Second, release is assumed to be triggered by local domains of high calcium

in the vicinity of a release-site, which are altered by changes in the global, spatially

averaged presynaptic calcium concentration according to Eq. 2.13 and Appendix A. The

global calcium increases due to stimulation as given by Eqs. 2.15 and 2.16. Hence for

a given stimulus protocol we calculate the change in presynaptic calcium and estimate

the release-probabilities w1 and w2. By comparing the release-probability with a random

number it is decided whether the respective vesicle is released (from a randomly chosen

point source within the active zone).

Transmitter-dynamics in the cleft

Individual release-sites are randomly chosen within the active-zone, which has the same

lateral extension as the postsynaptic density. If a release event occurs all transmitter

molecules are released at once from a single point. The transmitter molecules spread

within the two-dimensional synaptic cleft with an effective diffusion constant Dnet ac-

cording to Fick’s law. After having crossed the absorbing boundary at radius rabs the

transmitter molecules are irreversibly being removed (see Fig. 3.1 for a model of the

synaptic cleft). The absorbing boundary comprises the effects of transporters and gluta-

mate uptake by extra-synaptic mechanisms on the transmitter dynamics. The diffusion of

transmitter in the cleft is characterized by the effective diffusion coefficient Dnet, which is

reduced compared to free diffusion in aqueous solution. We have given an estimate of Dnet

on basis of measurements of the time course of glutamate in the cleft (Clements et al.,

1992; Clements, 1996; Spruston et al., 1995) in Chapter 3. These experiments have been

carried out at hippocampal synapses and lead to an estimate of the diffusion coefficient of

Dnet ∼ 20− 50 nm2/µs. Finally, the diffusion of single transmitter molecules is computed

using a two-dimensional Langevin equation (Eq. 4.6). This approach is justified as pre-

and postsynaptic terminal are separated by a very narrow cleft (see Fig. 1.2 and Chapter 3

for details).

Postsynaptic receptor population

The number of AMPA receptors on the postsynaptic side of a single synaptic bouton

has been estimated as 60-70 (Spruston et al., 1995). Additionally glutamatergic synapses

in the hippocampus express a small number of two to ten NMDA-channels (Spruston
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et al., 1995). These NMDA-channels are considered to be important for long-term

changes (Buonomano and Merzenich, 1998; Malenka and Nicoll, 1999). Due to a voltage-

dependent magnesium block NMDA channels remain non-conducting for a membrane

potential close to resting conditions. Consistently a block of NMDA receptors does not

alter the response characteristics of short-term depression during repetitive stimulation

(Castro-Alamancos and Connors, 1997; Markram et al., 1998b). Therefore we abstain

from including NMDA receptors in our model for now.

As explained in Sec. 4.2 the population of postsynaptic AMPA receptors is modeled

by Monte Carlo simulations based on kinetic master-equations. Transitions between the

open, closed and desensitized state are computed by means of the kinetic three-state model

introduced in Sec. 4.1.2. The respective kinetic rate constants have been estimated from

patch-experiments at brainstem interneurons and are given in Tab. 4.2. The computed

kinetic behavior of AMPA-receptors compares well results for hippocampal CA3 and CA1

cells (Jonas et al., 1993; Spruston et al., 1995) (see also Chapter 4).

The radius of the postsynaptic density (PSD) is set to rPSD = 150 nm as the average

area of the PSD has been estimated as ∼ 0.04 µm2 (Schikorski and Stevens, 1997). We

assume that the population of AMPA receptors is homogeneously randomly distributed

within the PSD and correspondingly the point of release for presynaptic vesicles is chosen

at random within the range given by rPSD = 150 nm.

Computational procedure

In each discrete time step ∆t of the Monte Carlo simulation a “new” distribution of

transmitter molecules is generated, a possible change in the states of presynaptic release-

sites as well as postsynaptic receptors is calculated and the number of open channels is

computed for each synaptic bouton. The simulation time step ∆t has been set to 5 µs,

to account for the fastest time scales involved, which are the diffusion steps of individual

transmitter molecules. The entire set of parameters is summarized in Tab. 5.1.

Figure 5.2 schematically illustrates the algorithm chosen to generate the overall synaptic

response in terms of the number of open channels as a function of time or stimulus

protocol, respectively. For a series of sweeps run for a set of given synaptic parameters

but varying initializations of the random number generator, distributions of amplitudes

are generated and compared to experiments.



80 Transmission properties of a single synaptic connection

Definition Value taken from

number of synaptic boutons 5 (Sorra and Harris, 1993)

release-sites per bouton 10 (Dobrunz and Stevens, 1997)

occupancy of release-sites at rest 78 % Tab. 2.1 (set 1)

(with immediately-releasable vesicles 51 %)

kinetic rate constants for vesicle-dynamics: see Sec. 2.1, Eqs. 2.7

kr = 1.333 s−1, k−r = 1.088 s−1 from Tab. 2.1 (set 1)

ks = 0.163 s−1, kt = 0.088 s−1 from Tab. 2.1 (set 1)

release-probabilities for vesicles: see Sec. 2.3.1, Eqs. 2.13

initial: w1 = 0.1, w2 = 0.4 from Tab. 2.1 (set 1)

full-facilitated: w1 = 0.25, w2 = 0.58 from Tab. 2.1 (set 1)

dependency on extracellular calcium Eq. 2.11, Tab. 2.1 (set 1)

change in global calcium after stimulation Tab. 2.1 (set 1)

radius of active zone = radius of PSD = 150 nm (Schikorski and Stevens, 1997)

AMPA-receptors per bouton 70 (Spruston et al., 1995)

kinetic rate-constants (AMPA) Tab. 4.2

molecules per vesicle 2000 (Edwards, 1995a)

absorbing boundary 500 nm see Sec. 3.1

diffusion coefficient in the cleft 40 nm2/µs see Sec. 3.3

simulation time step 5 µs

Table 5.1.: Parameters for Monte Carlo simulations of a single synaptic connection in the

hippocampus.
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Figure 5.2.: Schematic picture of the algorithm to compute postsynaptic responses for

given initial conditions and protocol of the applied presynaptic stimulation.

The simulation steps are subsequently carried out during a single Monte Carlo

sweep as indicated by arrows to compute the total current. This yields the

number of open channels as function of time (for discrete simulation time steps

∆t) for a single synaptic bouton. The total response of a synaptic connection

forming synaptic contacts via several boutons is computed for a sequence

of stimuli by repeating the simulation procedure for each stimulus and with

identical initial conditions and presynaptic stimulus protocol, but varying

initializations of the random number generator for every synaptic bouton.

The total synaptic response is gained by summing over the contributions of

individual boutons.
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5.2. Synaptic transmission of information

The results in Chapter 2 promote the idea of rate coding to transmit presynaptic signals

towards the postsynaptic side; i.e. the amplitude of postsynaptic currents during steady-

state depression depends on the input frequency (Fig. 2.5D). This frequency-dependence

of propagated presynaptic stimuli has been observed at synaptic connections in different

areas of the brain (Abbott et al., 1997; Dobrunz and Stevens, 1997; Fisher et al., 1997;

Galarreta and Hestrin, 1998; Markram et al., 1998b; Thomson and Deuchars, 1994).

Although there is general agreement that the spike output by a neuron is correlated with

the input to that neuron, the code by which the information is transmitted is not clear.

One approach favors the idea that the mean firing-frequency or -rate, respectively, encodes

the signal (= rate-coding), whereas an alternative view is that information is encoded in

the precise times at which spikes occur (= temporal coding) (Rieke et al., 1997). Recently

the focus of attention in this debate has been shifted towards a different point of view: It

has been noted that the properties of synaptic transmission vary between specific types

of neurons and these synaptic properties seem to determine the contributions of rate and

temporal signals to the postsynaptic response (Tsodyks and Markram, 1997; Markram

et al., 1998a; Varela et al., 1997).

Here we will follow the latter line of reasoning and address the question, how the un-

derlying physiological mechanisms determine the properties of information transport at

individual synapses. Due to the bursting activity of Schaffer/commissural projections

hippocampal cells CA1 may receive repeated input with frequencies of up to 500 Hz.

Bursting patterns have been found to be unique at individual cells and to vary over a

wide frequency range (Kandel and Spencer, 1968; Larson et al., 1986; Suzuki and Smith,

1985). We therefore assume that the frequency of presynaptic stimulus trains carries in-

formation and study how the corresponding rate code is propagated to the postsynaptic

side.3

A phenomenological model of synaptic transmission, defined on the basis of electrophysi-

ological experiments in the neocortex (Tsodyks and Markram, 1997; Varela et al., 1997),

predicts a 1/f decay in the amplitude of steady-state depression current ISdepr for stimu-

lation frequencies f larger than a limiting frequency flim, such that

f > flim : ISdepr ∼
1

f
. (5.1)

Notice, that a 1/f behavior of ISdepr implies that ISdepr/τ is constant, i.e the charge entering

the postsynaptic cell within a time window τ is constant. Hence for f > flim the average

postsynaptic depolarization will not change with increasing frequency, making a rate-

coding of the input stimulus train impossible. Therefore the limiting frequency flim sets

3In the present work we do not study how the presynaptic input relates to the generation of action
potentials in the postsynaptic neuron. Instead we restrict our analysis to study the postsynaptic
current as function of the presynaptic stimulus protocol. In that sense we use the term “information”
to characterize, how the postsynaptic response reflects the presynaptic input pattern.
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the frequency range within which synapses are able to transmit information about the

presynaptic firing rate.

Experiments at neocortical pyramidal neurons have shown the predicted 1/f -behavior

for a range of stimulation frequencies in between 10 to 40 Hz (Tsodyks and Markram,

1997). Variations of release-probability by changes in extracellular calcium concentra-

tions have caused a shift of flim (Castro-Alamancos and Connors, 1997; Dobrunz et al.,

1997; Markram et al., 1998a; Tsodyks and Markram, 1997), implying that the response

characteristics of a synaptic connection not only depends on the neuronal type, but also

on the specific physiological conditions. We employ our model of synaptic transmission

to learn more about the primary determinants of signaling between central neurons and

subsequently study the implications of synaptic mechanisms for the transmission of infor-

mation.

In the following we discuss the results of Monte Carlo simulations of a synaptic con-

nection between pairs of hippocampal pyramidal cells for two types of frequently used

experimental stimulus protocols: First, two stimuli, i.e. paired-pulses, are applied for

inter-pulse intervals of various duration (see Fig. 5.3) and the change in amplitude due

to the repeated stimulation is studied. Second, a long lasting stimulus train is applied

with a constant frequency (Fig. 5.5) in order to study the behavior during steady-state

depression and to determine the limiting frequency flim.

5.3. Results

As shown in Figs. 5.4 and 5.5A computer experiments for the same set of parameters but

different initializations of the random number generator yield postsynaptic responses of

large variability during paired-pulse as well as repetitive stimulation. Therefore steady-

state currents during repetitive stimulation are computed by first averaging 16 synaptic

responses during steady-state depression4 within an individual stimulus train and ad-

ditionally taking the mean over 20 simulation runs. As shown in Fig. 5.5 presynaptic

stimuli sometimes fail to trigger the release of a single vesicles and leave the postsynaptic

side silent. These failures reflect the stochasticity of individual release events. Low aver-

aged steady-state amplitudes during repetitive stimulation are hence partly caused by an

increase in presynaptic failure rates.

Paired-pulse recordings

Responses of paired pulse stimulation exhibit a strong correlation between the amplitude

of the first EPSC and the paired-pulse ratio (= amplitude of second stimulus / amplitude

of first stimulus), which is also observed in experiments (Dobrunz and Stevens, 1997;

4We assume that after the application of the fifth stimulus the postsynaptic response has reached
steady-state depression.
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Figure 5.3.: Simulated paired-pulse recordings. Traces of individual simulation runs for

differing inter-pulse intervals.

Pavlidis and Madison, 1999): As displayed in Fig. 5.4 EPSCs with a small first amplitude

are followed by a large second response, whereas the response after a large first amplitude

is smaller. We interpret this effect as “competition” for synaptic resources between the

first and second EPSC.

It can be seen in Fig. 5.4B that the paired-pulse ratio (PPR) for a shorter inter-pulse

interval (IPI) of 10 ms on average is smaller than for an inter-pulse interval of 50 ms.

Since the time-scale of vesicle recruitment is of the order of ∼ 5 s, paired-pulse responses

should not exhibit any difference for an inter-pulse interval of 50 ms or 10 ms, if the

correlation was solely due to presynaptic depletion of vesicles. But the time constant

for AMPA receptors to return from the desensitized into the unblocked state has been

estimated as τres ∼ 50 to 100 ms (Barbour et al., 1994; Jonas et al., 1993; Spruston et al.,

1995). Hence the small difference in PPRs for 10 ms and 50 ms IPIs is due to receptor

desensitization, whereas the major component causing the correlation between the first

response and the PPR is the depletion of vesicles.

Depression during repetitive activity

To further study pre- and postsynaptic contributions to depression, simulations of repet-

itive presynaptic stimulation are performed under block of desensitization of AMPA re-

ceptors, which is achieved by setting the desensitization rate kd to zero (see Tab. 4.2).

For stimulation frequencies below 50 Hz EPSC amplitudes during steady-state depression
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Figure 5.4.: Paired-pulse recordings in experiment and theory. A: Paired-pulse record-

ings from experiments at hippocampal CA3 pyramidal cells for an inter-pulse

interval of 50 ms (from Pavlidis and Madison, 1999). (Paired pulse ratio:

amplitude of second EPSC / amplitude of first EPSC) B: Paired-pulse ratio

as function of corresponding first EPSC. Results from 500 runs for identical

parameters (Tab. 5.1) and inter-pulse intervals of 50 ms (black circles) and

10 ms (white circles).

do not differ from normal “physiological” conditions if receptor desensitization is blocked

(Fig. 5.6), suggesting that depletion of releasable vesicles is the reason for depression at

these frequencies. At stimulation frequencies above 50 Hz steady-state depression cur-

rents are considerably larger under block of desensitization indicating that depression is

shaped to some extend by receptor desensitization.

As mentioned above the limiting frequency flim has been introduced to indicate the upper

limit of presynaptic input rates that can be transmitted towards the postsynaptic side

by a frequency-dependent code. This means, that for frequencies larger than flim the

steady-state depression current ISdepr decays according to 1/f . We find a 1/f decay in

ISdepr only under certain conditions: Our simulations over a broad range of stimulation

frequencies (Fig. 5.7) indicate a crucial dependence on the physiological properties of the

individual neuronal connection. As shown in Fig. 5.7 for alterations in release-probability

(by variations in extracellular calcium concentration) the predicted 1/f -behavior occurs at

high presynaptic release-probabilities for frequencies f > flim = 35 Hz. For lower release-

probabilities or block of receptor desensitization, ISdepr decays according to a power law

with an exponent larger than -1, provided the stimulation frequencies are between 10

and 200 Hz. This algebraic dependence of ISdepr on f ends for frequencies higher than

200 Hz when the time-courses of individual EPSCs start to overlap and add to increasing

steady-state values (see also Fig. 5.5B).
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Figure 5.5.: Simulated postsynaptic responses during repetitive stimulation. A: Synaptic

responses generated by three individual simulation runs for repetitive stimu-

lation with 50 Hz. B: Averaged synaptic responses (over 50 simulation runs

each) for repetitive stimulation with 30, 100 and 500 Hz and variations in ex-

tracellular calcium concentration (solid line: [Ca2+]out = 2 mM; dotted line:

[Ca2+]out = 0.3 mM).
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Figure 5.6.: Simulated postsynaptic response during repetitive stimulation. EPSC ampli-

tude during steady-state depression (normalized by steady-state EPSC ampli-

tude at 10 Hz) as function of stimulation frequency for the set of parameters

in Tab. 5.1 (white diamonds). Black squares indicate responses, if desensitiza-

tion has been blocked by setting the rate kd (in Tab. 4.2) to zero. Individual

data points are generated by averaging the 16 steady-state responses and

computing the mean of 20 simulation runs.
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Figure 5.7.: Simulated postsynaptic response during repetitive stimulation. Number

of open channels during steady-state depression as function of stimula-

tion frequency for different extracellular calcium concentrations (white cir-

cles: [Ca2+]out = 1 mM, black diamond: [Ca2+]out = 2 mM, grey triangle:

[Ca2+]out = 4 mM, black star: [Ca2+]out = 10 mM) and block of desensitiza-

tion (parameters as in Fig. 5.6). The dashed line indicates a decay ∼ 1/f ,

and the arrow denotes the limiting frequency flim, where ISdepr approaches

a 1/f -behavior for [Ca2+]out = 4 mM. Individual data points are generated

by averaging the 16 steady-state responses and computing the mean of 20

simulation runs.
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5.4. Discussion

Our simulations of a single synaptic connection for hippocampal pyramidal cells have

produced two major results. First, we have demonstrated that synaptic-depression during

repeated stimulation is generated by exhaustion of synaptic resources. For low frequencies

(< 50 Hz) EPSC amplitudes decrease consistently without and under block of receptor

desensitization and hence decay due to the depletion of presynaptic vesicles in conjunction

with a slow recovery process. In contrast depression arises as a joint effect of pre- and

postsynaptic processes for higher stimulus frequencies.5 Second, it has been shown that

during repetitive stimulation the synaptic connection remains transmitting with a steady-

state current ISdepr. This steady-state current decreases with increasing stimulus-frequency

and for physiological conditions does not reach a limiting frequency flim. For elevated

release-probabilities a 1/f -behavior is observed and limits the possible range of rate-coded

transmission of presynaptic input patterns for frequencies f larger than flim = 35 Hz

(Fig. 5.7).

This is in contrast to experimental findings at neocortical pyramidal neurons where a 1/f

dependence has been observed under physiological conditions for frequencies between 10

and 40 Hz (higher frequencies have not been studied experimentally), such that flim =

10 Hz and input-signals within this frequency-range being transmitted independently

of the stimulus-frequency (Tsodyks and Markram, 1997). In the following paragraph

we study the differences between the conditions at hippocampal neurons and those at

neocortical neurons and discuss the implications of these differences on the response-

characteristics of synapses.

On the basis of the simple depletion model6 the initial release probability has been esti-

mated as 0.5 ± 0.23 at synapses between neocortical pyramidal neurons and facilitates to

a value of 0.69 ± 0.18 (Tsodyks and Markram, 1997). This release-probability is higher

than reported for hippocampal synapses, where average release-probabilities from 0.35

(Dobrunz and Stevens, 1997) to 0.1 (Hessler et al., 1993) have been measured. Consis-

tent values have been implemented in our model, resulting in averaged release-probability

from both pools of wav = 0.295 under physiological extracellular calcium concentrations

([Ca2+]out = 2 mM), reaching wav = 0.59 for elevated extracellular calcium of 4 mM

(see Fig. 2.4). Hence concerning the initial probability of release, our simulation results

using [Ca2+]out = 4 mM (gray triangles in Fig. 5.7) can be compared to the findings at

5Paired-pulse experiments with inter-stimulus intervals of a few microseconds indicate that at these short
times synaptic plasticity is shaped by additional mechanisms of release-dependent “lateral inhibition”
of consecutive release, release inactivation and history-dependent enhanced facilitation for low release-
probabilities (Dobrunz et al., 1997). At high stimulation frequencies of several hundred Hertz these
mechanisms might considerably contribute to and shape the postsynaptic response. Nevertheless,
possible physiological correlates of these effects are not clear and have not been included into our
model.

6In the simple depletion model every stimulus depletes the pool of readily-releasable vesicles by a
constant fraction, while the pool is simultaneously replenished with a single (slow) time constant
(Liley and North, 1953).
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Figure 5.8.: Simulated postsynaptic response during repetitive stimulation. Number of

open channels during steady-state depression as function of stimulation fre-

quency. The two-pool model of presynaptic release of vesicles with two dif-

ferent release-probabilities is compared with a simple depletion model for

normal extracellular calcium concentrations of [Ca2+]out = 2 mM (two-pool

model: black diamonds, simple depletion model: white circles) and elevated

release at [Ca2+]out = 4 mM (two-pool model: grey triangles, simple depletion

model: black crosses). Parameters of the simple depletion model have been

adjusted to yield the same release for the first stimulus (rest of parameters

from Tab. 5.1). The black line indicates a fit to the simple depletion model

that yields an exponent of -0.46 for wav = 0.3 and of -1 for wav = 0.6. For

reduced [Ca2+]out = 0.3 mM the synapse facilitates, white squares indicating

the steady-state facilitation. Individual data points are generated by averag-

ing the 16 steady-state responses and computing the mean of 20 simulation

runs.
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neocortical synapses and indeed display a 1/f decay for frequencies larger flim = 35 Hz.

Our model does not only differ from the “theoretical” neocortical synapse by Tsodyks

and Markram (1997) by assuming lower release probabilities under physiological condi-

tions, but also by modeling presynaptic dynamics differently. In order to compare the

two approaches, we have replaced our presynaptic model for release of vesicles from two

pools (Chapter 2) with the simple depletion model and have adjusted the two models for

corresponding average initial release-probability (wav = 0.295). It can be seen in Fig. 5.8,

that depression is stronger for the simple depletion model, but again does not exhibit a

1/f -behavior of the depression amplitude, i.e. decays with an exponent smaller than one

(∼ f−0.46). But for higher release-probabilities (wav = 0.6) the decay of the steady-state

depression current approaches 1/f for f > flim = 4 Hz. In contrast the limiting frequency

for the presynaptic two-pool model is given by flim = 35 Hz for corresponding release-

probabilities when [Ca2+]out = 4 mM (Fig. 5.8). This finding indicates that the additional

pool of reluctantly-releasable vesicles not only assures larger postsynaptic responses, but

also allows the transmission of a broader range of stimulus frequencies.

Alterations in release-probability not only determine the possible range for rate-coded

transmission of stimulus frequencies, but additionally may turn a depressing synapse

into a facilitating connection. The synaptic connection shown in Fig. 5.5 depresses under

physiological conditions, but exhibits a facilitating behavior if the release-probabilities are

lowered. For low extracellular calcium concentrations of [Ca2+]out = 0.3 mM the presynap-

tic release-probabilities are strongly reduced and hence the two pools of readily-releasable

vesicles are only weakly depleted by individual stimuli. This leaves a sufficient amount of

readily-releasable vesicles to be accessed by the facilitated release-probabilities originat-

ing from the accumulation of presynaptic residual calcium during repetitive stimulation.

Therefore the steady-state activity during repeated stimulation rises with increasing fre-

quency (Fig. 5.8). This finding is in accordance with recordings at neocortical pyramidal

cells where differences between depressing and facilitating synaptic connections have been

traced back to differing values of synaptic efficacy (Markram et al., 1998b).

We summarize that the specific combination of release-probability, receptor desensitiza-

tion and presynaptic release-machinery determines whether synaptic connections facilitate

or depress and set the range of input-rates, i.e. frequencies f < flim, that can be trans-

mitted towards the postsynaptic side.
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The primary objective of this work has been the design of a model of synaptic transmis-

sion, which for a given presynaptic input-pattern computes the postsynaptic response.

We have addressed this goal by successively developing theoretical descriptions for those

physiological pre- and postsynaptic mechanisms that we consider to contribute crucially

to the transmission process. In doing so we have been guided by results of physiological

experiments at central synapses, which have led us to the theoretical implementation of

the following synaptic scenario:

Upon arrival of an action potential in the presynaptic terminal two different types of vesi-

cles release their contents of neurotransmitter into the synaptic cleft. The two kinds of

vesicles differ regarding their release-probability and rates of recruitment. More reluctantly-

releasable vesicles are replenished faster with a time constant of ∼ 0.3 s as compared to

immediately-releasable vesicles (time constant of refilling 5 to 6 s). We have demonstrated

that the specific dynamics of replenishment for both types of vesicles creates an activity-

induced intrinsic, i.e. calcium-independent, extra-recruitment of reluctantly released vesi-

cles. During repetitive presynaptic stimulation this mechanism ensures a steady-state

activity, which is maintained at a higher level than explained by simple depletion of

a single type of vesicles. Other features of presynaptic dynamics that are resolved by

our model are the slow and calcium-independent recovery from depression within a few

seconds, heterogeneities in release-probability and the calcium related facilitation mech-

anisms of release (von Gersdorff et al., 1997; Schneggenburger et al., 1999; Weis et al.,

1999; Wu and Borst, 1999). As these patterns are also observed for presynaptic processes

in other areas of the brain (Dobrunz and Stevens, 1997; Hessler et al., 1993; Murthy et al.,

1997; Rosenmund et al., 1993; Zucker, 1999) we suggest that our model comprises some

general features of presynaptic vesicle dynamics.

Once the transmitter-content of a vesicle is released into the cleft it spreads according

to Fick’s law. Pre- and postsynaptic terminal are closely attached in central synapses.

We have shown that the transmitter dynamics can be effectively modeled by a two-

dimensional diffusion process, where absorbing boundary conditions reflect the effect of

extra-synaptic transmitter uptake by transporters and diffusion into extra-synaptic space.

We have demonstrated that transmitter diffusion in the cleft is slowed down compared to

aqueous solution and have computed an estimate of the effective diffusion coefficient.

On the postsynaptic side the neurotransmitter interacts with receptors, which we have

modeled by kinetic Markov models. Guided by a commonly used seven-state model for
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glutamate activated AMPA receptors (Jonas et al., 1993) we have introduced a simplified

three-state model and fitted it to experiments performed at brainstem interneurons (Titz

and Keller, 1996; Titz and Keller, 1997). The kinetic receptor models have been imple-

mented in Monte Carlo simulations of a population of individual receptors in a synaptic

bouton, which on the basis of Langevin and master equations comprise the dynamics of

individual transmitter molecules, the transmitter-receptor interaction and the stochastic-

ity of the receptor dynamics. The noisy character of the simulated EPSCs is apparent in

broad distributions of amplitudes, rise and decay times of individual EPSCs and compares

well with experiments at hippocampal synapses (Jonas et al., 1993). Our theoretical anal-

ysis has led to the conclusion that the distributions of amplitudes, rise and decay times

are each shaped by independent characteristics of synaptic transmission: The distribution

of amplitudes reflects variations in receptor number, the distribution of rise times maps

the heterogeneity in PSD size and the distribution of decay times is largely determined

by fluctuations in the transmitter dynamics in the cleft — given, the postsynaptic side is

close to saturation after the release of an individual vesicle. This is the case for the two

neuronal types of synapses studied here (in the hippocampus and brainstem), where the

release of a single vesicle activates about seventy percent of the postsynaptic receptors.

Additionally a model of local chemical kinetics has been designed to study the effect of

different receptor distributions and of postsynaptic mechanisms for potentiation. Postsy-

naptic signals are found to be only weakly modified by changes in receptor distribution,

but are more effectively potentiated by increasing receptor numbers.

We have finally combined our theoretical approaches of presynaptic vesicle dynamics,

transmitter motion in the cleft and its interaction with postsynaptic receptors to create a

model of a single synaptic connection between two neurons. For a given input stimulus-

pattern our model computes the postsynaptic current. We have implemented the physi-

ological conditions for hippocampal synapses and studied the transmission properties of

this specific connection. During repetitive stimulation the synapse has been shown to

depress due to depletion of presynaptic vesicles and receptor desensitization, the latter

only significantly contributing for stimulation frequencies higher than 50 Hz. It has been

illustrated how the transmission properties for synaptic connections in the hippocampus

differ from those at pyramidal cells in the cortex (Tsodyks and Markram, 1997). While

at hippocampal synapses rate-coded information is propagated in a frequency-dependent

manner for a wide range of input-frequencies, at pyramidal synapses only frequencies

below 10 Hz can be transmitted towards the postsynaptic side. We have demonstrated

that the differences between the transmission properties of both types of synaptic con-

nections are resolved by the lower release-probabilities at hippocampal synapses and by

the deviations of our presynaptic two-pool model of release from the simple depletion of

vesicles. Synapses which depress under physiological conditions have been shown to turn

into facilitating connections if the average release-probability is strongly lowered. We can

conclude that for a given synaptic contact the synaptic ability to transmit information is

determined by the cooperative effects of the specific physiological conditions at the pre-

and postsynaptic side.
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Our model of synaptic transmission opens a new path to understanding the importance of

physiological mechanisms for the transmission of information at synaptic contacts between

pairs of neurons. It has been suggested that the diversity observed in the structure

and morphology of central synapses is related to function and different computational

tasks of the corresponding neuronal connections (Edwards, 1995a; Walmsley et al., 1998).

Our theoretical approach provides a chance to further elucidate this idea and to study

transmission properties as function of specific synaptic morphology.

We have studied the properties of synaptic connections between neurons in the hippocam-

pus which under physiological conditions depress during repetitive stimulation. But also

the opposite effect, a facilitation of synaptic strength due to repeated activity, is observed

at other neuronal connections. Even the same axon of a neuron was found to establish

depressing contacts with a postsynaptic neuron and facilitating contacts at the same time

with another (Markram et al., 1998b). We have demonstrated that one major difference

between facilitating and depressing synapses is the presynaptic release-probability, sug-

gesting that facilitating synapses exhibit very low release-probabilities (∼ 0.05) about an

oder of magnitude smaller than those at depressing synapses. Nevertheless, the detailed

contributions to facilitation on the pre- and postsynaptic side remain unclear and could

be studied by our model.

Very low release-probabilities come along with extreme failure-rates and hence make the

transmission of information unreliable. The consequences of strongly fluctuating synaptic

responses for the transmission process are unclear. For instance hippocampal paired-

pulse recordings at a single connection yield paired-pulse ratios higher or lower than one

for identical stimulation protocols, i.e. synaptic responses that randomly facilitate or

depress (Fig. 5.4). If it matters for the processing of information, whether signals are

transmitted via depressing or facilitating synaptic connections, synaptic responses either

need to be averaged over unrealistically long observation periods or over many identical

synaptic inputs. Noise and its implications for information-coding have been discussed

in the frame of neuronal-network models and it has been suggested that the intrinsic

neuronal noise determines the possible range of temporal and rate-coding of information

(Plesser and Gerstner, 2000; Schneidman et al., 1998; Shadlen and Newsome, 1994; Zador

and Dobrunz, 1997). Our Monte Carlo model of synaptic transmission explicitly accounts

for the stochastic dynamics of synaptic transmission and might further elucidate the

effects of noise on the propagation and coding of information — in particular if additional

sources of synaptic variability, such as the observed heterogeneity in presynaptic release-

probabilities, receptor number or synaptic morphology are taken into consideration.

Currently we calculate postsynaptic currents , not potentials, because we consider the

former to be sufficient for studying transmission properties of individual synaptic con-

nections. To learn more about the contributions of (noisy) synaptic inputs to the overall

neuronal response we will have to take into account that synaptic contacts may be formed

throughout the whole dendritic tree at variable distances from the cell soma. Due to the

cable properties of the dendritic tree synaptic signals will contribute with different weight

to the total response. It is not clear whether the filtering of noisy synaptic signals will
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yield additional contributions to the synaptic variability or rather create the opposite

effect, a smoothing of synaptic noise. The consequences of noisy synaptic inputs on the

action potential generation in the postsynaptic neuron remain to be studied.



A. Release-sites, calcium microdomains
and global residual calcium

In this appendix we will demonstrate, how local calcium gradients, so called calcium

microdomains, emerge around the mouth of a conducting calcium channel due to the

interaction of calcium with endogenous mobile calcium buffers. On the basis of the calcu-

lated concentration profile around a single calcium channel we will compute an estimate

of the calcium concentration at the release-sites of a presynaptic vesicle and demonstrate

how the local calcium concentration is related to the spatially averaged global calcium

concentration.

The approach described here is a summary of previous work presented in (Naraghi and

Neher, 1997; Neher, 1986; Neher, 1998a).

A.1. Concentration profile due to a single conducting

calcium channel

Let us consider a presynaptic terminal, where under resting conditions free calcium is

present with a concentration of [Ca2+]global and at equilibrium with an endogenous mobile

calcium buffer B1. Upon presynaptic stimulation calcium conducting channels open, giving

way for calcium entering the cell. Inside the cell calcium Ca2+ interacts with a calcium

buffer B according to

Ca2+ +B
kon

�
koff

CaB , (A1)

with kon and koff denoting the calcium binding and unbinding rates and CaB the bound

calcium-buffer complex.

Based on the kinetic scheme (A1) and the diffusive properties of calcium with diffusion

constant DCa, changes in the intracellular calcium concentration c(x, t) are described by

1It has been shown, that interactions of calcium with fixed calcium buffers are of no importance for
the calculation of steady-state calcium-concentration profiles (Stern, 1992; Naraghi and Neher, 1997).
Therefore effects of fixed calcium buffers will be neglected in this context
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the following diffusion-reaction equation,

∂

∂t
c(x, t) = −kon bfree(x, t) c(x, t) + koff bbound(x, t) +DCa ∆c(x, t) , (A2)

where bfree(x, t) is the free and bbound(x, t) the bound buffer concentration, which evolve

in time according to similar reaction-diffusion equations.

Calcium buffering occurs on a time scale of a few microseconds (Neher, 1986), which is

fast compared to the time the calcium channel remains in the conducting state. Hence the

flux through the point-like channel-pore (described as flux through a spherical half-shell

for r → 0) may be assumed to be constant in time and is given by iS/2F (iS: single

channel current and F : Faraday constant).

First we will consider the solution of Eq. A2 for a single open channel, located at the

origin. In the steady-state the influx of calcium is modeled as a source term at the origin,

i.e. the channel position. Hence we have to solve the following inhomogeneous, partial

differential equation:

0 = −kon bfree(x) c(x) + koff bbound(x) +DCa ∆c(x) +
iS
2F

δ(x). (A3)

We compute the concentration profile for changes of calcium at the inside of the presynap-

tic membrane. For the sake of simplicity we will solve the two-dimensional form of Eq. A3

in oder to calculate the free calcium concentration for the planar case2 and a single chan-

nel located at the origin. Hence polar coordinates are adequate and the concentrations

are taken to be independent of solid angle and to depend only on r = |x|.
We distinguish between two kinds of buffers:

a) The first buffer is present in high concentration, so that changes in b
(1)
free(r) due to

calcium binding are small and can be neglected. In other words the concentration of free

buffer is assumed to remain constant during synaptic stimulation and hence is given by

the concentration at rest: b
(1)
free(r) ∼ [B(1)]r. To solve Eq. A2 we make the ansatz

c(r) = C1 +
C2

r
exp (−r/λ)

and apply the Laplacian

∆
exp (−r/λ)

r
=

{
exp (−r/λ)

rλ2 for r 6= 0

2πδ(r) for r = 0 ,

so that the three constants are determined by

C1 = [Ca2+]global , C2 =
iS

4πFDCa

, and λ =

√
DCa

k
(1)
on [B(1)]r

. (A4)

2In a first approximation the two-dimensional formulation of Eq. A3 is justified because it has been
shown that concentration changes are confined to a narrow shell in the immediate vicinity of the
membrane, if a highly diffusive buffer is present in high concentration (Neher, 1986).
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We have chosen the boundary condition that c(r) vanishes for large distances from the

channel. The calcium concentration is infinite directly at the open calcium channel

(r = 0), corresponding to a constant finite influx, and decays with the length constant

λ =

√
DCa/k

(1)
on [B(1)]r. The length λ is determined by affinity and concentration of the

endogenous buffer (see Eq. A4) and is of the order of a few tens of nanometers (Neher,

1998a). In order to estimate the constant C1 it is assumed that the calcium-buffer inter-

action is in local equilibrium (Neher, 1986); in particular this implies that [Ca2+]global =

[CaB] koff/([B(1)]r kon) = C1.

b) The second buffer is in a state close to saturation by the global calcium concentration

[Ca2+]global and reaches the saturated state rapidly, reducing the concentration of free

buffer according to

b
(2)
free ∼

K
(2)
D [B(2)]tot

[Ca2+]global +K
(2)
D

,

where K
(2)
D = k

(2)
off /k

(2)
on is the dissociation constant and [B(2)]tot the total buffer concen-

tration of b(2). For the same boundary conditions and assumption of local equilibrium as

introduced above, the steady-state solution of Eq. A2 is given by

c(r) = [Ca2+]global +
iS

4πFDCa r
e−r/λ with λ =

√√√√DCa([Ca2+]global +K
(2)
D )

k
(2)
on [B(2)]totK

(2)
D

.

(A5)

If both buffers are present, then

DCa

λ2
= k(1)

on [B(1)]r +
k

(2)
on [B(2)]totK

(2)
D

[Ca2+]global +K
(2)
D

. (A6)

We denote by λ0 =

√
DCa/(k

(1)
on [B(1)]r) the length over which c(r) decays if only the highly

concentrated buffer is present and introduce β = k
(2)
on [B(2)]tot/(k

(1)
on [B(1)]r) to rewrite λ as

λ = λ0

(
1 + β

K
(2)
D

K
(2)
D + [Ca2+]global

)−1/2

.

We furthermore assume the saturable buffer b(2) to be present in much lower concentration

than buffer b(1), so that k
(2)
on [B(2)]tot � (k

(1)
on [B(1)]r) (Neher, 1999).

This implies β � 1, so that we can expand the square-root and get

λ = λ0

1− 1

2

β

1 +
[Ca2+]global

K
(2)
D

 .



98 Release-sites, calcium microdomains and global residual calcium

It should be noted that this result describes the local calcium concentration in the vicinity

of an open channel and depends on the global presynaptic calcium concentration. Due

to presynaptic stimulation the global calcium concentration increases above resting level

(= [Ca2+]r) by an amount of ∆Ca2+, which for a given stimulus protocol is calculated by

means of the single compartment model described in Sec. 2.4. Calcium-buffer interactions

equilibrate rapidly, so that the solution in Eq. A5 depends on the elevated global calcium

concentration [Ca2+]global = [Ca2+]r + ∆Ca2+.

Inserting [Ca2+]global = [Ca2+]r + ∆Ca2+ into Eq. A5 yields the dependency of the mi-

crodomain calcium concentration c(r) on the increase above resting calcium ∆Ca2+,

c(r,∆Ca2+) = [Ca2+]r +
iS

4πFDCa r
e−r/λ with λ = λ0

[
1− γ

1 + ∆Ca2+

KD

]
, (A7)

with the constants γ = β
2

K
(2)
D

K
(2)
D +[Ca2+]r

and KD = K
(2)
D + [Ca2+]r.

A.2. Calcium concentration at the release-site

Synaptic vesicles are believed to be docked to release-sites which are embedded in regions

of high density of Ca2+ channels (Llinas et al., 1992; Haydon et al., 1994) and may

specifically be linked to one or several distinct Ca2+ channels at short distances (Bennett

et al., 1992; Sheng et al., 1996; Rettig et al., 1997).
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Figure A.1.: Geometric configuration of Ca2+-channels (hatched circles) around release-

site (black circle): A single Ca2+-channel at distance r0 is colocalized with the

release-site, which itself is surrounded by a cluster of Ca2+-channels (average

area per channel r2
1π, cluster-radius r2).

Here we consider a presynaptic release-site at position r, which is colocalized with a Ca2+-

channel (at position r0), and embedded in a cluster of (n− 1) Ca2+-channels, which are
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distributed with a density of ρCa = 1/r2
1π (r1 indicating the average distance between the

channels) within a cluster radius of r2 (see Fig. A.1).

We assume that buffer is present in the presynaptic terminal with a high concentration,

such that λ� r2 and that microdomains due to individual Ca2+ channels add up linearly

(Neher, 1998a).

We consider the n channels to be identical and open simultaneously. Then the calcium con-

centration at the release-site, c(r), is given as the sum over the individual microdomains

(Eq. A7) of all n channels as

c(r) = [Ca2+]r +
iS

4πFDCa

[
e−|r−r0|/λ

|r− r0|
+

n−1∑
ν=1

e−|r−rν |/λ

|r− rν |

]
,

with rν denoting the position of the νth channel. This expression simplifies, if we locate

the release site at the origin, i.e. set r = 0 in the above equation.

The closest, possibly colocalized Ca2+ channel is at a distance r0 from the release-site and

contributes most to c(r) and therefore is considered separately. For r1 � r0 the sum is

replaced by an integral (channel-density ρCa = 1/r2
1π), so that

n∑
ν=1

e−rν/λ

rν
−→ ρCa 2π

∫ r2

r1

dr e−r/λ

=
2λ

r2
1

(
e−r1/λ − e−r2/λ

)
.

Since r2 � λ, the second term can be neglected. Furthermore we consider λ to be larger

than r1, i.e. r1/λ < 1, expand exp(−r1/λ) ≈ 1 − r1 / λ, and find

c(0)− [Ca2+]r =
iS

4πFDCa

1

r0

[
1 +

2λr0

r2
1

]
Eq. A7

=
iS

4πFDCa

1

r0

[
1 +

2λ0r0

r2
1

(
1− γ

1 + ∆Ca2+

KD

)]
, (A8)

where 2r0/r1 � 1 has been neglected during the second step.

For a fixed extracellular calcium concentration [Ca2+]out the influx of Ca2+ is given by

JCa([Ca2+]out) = iS/2F (see Eq. A3). Its dependency on [Ca2+]out has been studied

experimentally (Church and Stanley, 1996; Schneggenburger et al., 1999) as discussed

in Sec. 2.3.1. By introducing the constants α = 1/2πDCar0 and η = 2λ0r0/r
2
1, which

will serve as free fit parameters of the model in Chapter 2, we find the local calcium

concentration at the release-site c(0) = [Ca2+]RS of Eq. 2.10 in Sec. 2.3.1

[Ca2+]RS = [Ca2+]r + JCa([Ca2+]out)α

[
1 + η

(
1− γ

1 + ∆Ca2+

KD

)]
.
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Heinemann, C., von Rüden, L., Chow, R. H., and Neher, E. (1993). A two-step model of

secretion control in neuroendocrine cells. Pflügers Arch., 424:105–112.
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Studies and Training

04/2000 PhD in Physics

Georg–August University Göttingen

10/1995 Vordiplom in Psychology

Georg–August University Göttingen.

02/1995 Diplom in Physics

Georg–August University Göttingen.

09/1991 Vordiplom in Physics

Justus–Liebig University Gießen.

05/1989 Abitur

Gymnasium Philippinum, Weilburg.

Awards

01/1996 – 04/1999 Fellowship of the Graduiertenkolleg

“Organization and dynamics of neural networks”

Georg–August University Göttingen

03/1997 – 09/1997 DAAD–Doktorandenstipendium

Cornell University, Ithaca, NY, U.S.A.

08/1999 – 09/1999 EU-course in Computational Neuroscience

ICTP, Trieste, Italy



List of publications
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