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1
M O T I VAT I O N

Convection [lat. convectum; to bear together, to collect or to gather] describes the
process of heat transport due to the movement of molecules within fluids. The
expression is given to the general category of flows, which emerge as a result of
density variations. In the literature the term convection is also found as heat transfer,
particularly if the focus lies on the transport of heat or as mass transfer, if the flow is
governed by concentration variations.

In principle, convection is distinguished in terms of being natural or forced. Natural
convection, also referred to as free convection or thermal convection, is determined by
an externally induced temperature difference. The resulting variations in density in-
duce buoyancy forces, setting the fluid into motion. On the contrary, forced convection
denotes the movement of fluid, which results from external forces like pumps or fans.
If further natural convection and forced convection coexist and if they are of the same
order of magnitude, the flow is referred to as mixed convection. In mixed convective
flows, the formation of flow structures, their dynamics and the transport of heat are
determined by the mutual interplay of forced convection and natural convection.

The phenomenon convection is vast and of utmost importance in nature and
numerous applications. Often, convective flows occur on large scales, like in the
meteorology or the indoor air-conditioning (fig. 1). In meteorology, for example,
the restructuring of huge gas masses is driven by convection and determines the
clouds’ formation or leads to the emergence of hurricanes [90, 114]. Further convective
flows on large scales in nature include ocean currents [123, 81], plate tectonics [85] or
solar granulation in the outer layer of stars [8, 69]. On cosmological scales convective
processes play an important role in the formation and development of galaxies [29].
Additionally, many industrial and technical applications exist where convective flows
occur on large scales [12, 46, 98].

Another frequent application, in which the prevailing mechanism of fluid flow and
heat transport is mixed convection, is the air conditioning of rooms, entire buildings,
vehicles or aircraft. Humans or electronic devices emit heat to the surroundings and
as a result air is heated and rises due to buoyancy. In addition, the ventilation induces
forced convective flow. As a consequence the flow and heat transfer is determined
by the superposition of forced convection and thermal convection. In particular, the
use of control electronics and multimedia devices in vehicles, buildings or aircrafts
leads to significantly increased heat loads. In addition to the technical need to cool the
electronic devices, the higher heat loads influence the climate in a cabin. Nowadays,
the climate is a decisive factor for transportation companies in the market of passenger

1



2 motivation

(a) (b)

Figure 1: Convective flow on large scales in nature and technical applications: (1a) Satellite im-
age of a hurricane [87]. (1b) Ventilation of an aircraft cabin: temperature distribution
of thermo-dummies simulating the passengers [65].

services. However, air conditioning is energy consuming and leads to considerable
emissions of carbon dioxide. As a consequence, indoor climatisation consumes a large
proportion of the power-supply [131, 75]. Based on these reasons, many application-
related studies [49, 70, 80, 93, 132] as well as fundamental research [57, 58, 18] was
performed for dealing with higher heat loads in order to improve the interior thermal
comfort, while simultaneously saving energy.

Because mixed convection on large scales is generally turbulent, far from equilib-
rium or even reveals an almost completely chaotic behaviour, direct experimental
investigations, for instance with the objective to optimise the thermal comfort or to
develop concepts of energy-saving, on full-scale are complex, costly and time consum-
ing. To overcome that issue, a concept allowing the study of mixed convection on
large scales on laboratory scales is highly desirable.

Hence, the motivation of the present study is to examine the feasibility of spatial
scaling in mixed convection. Based on a concept of spatial scaling, mixed convective
air flow was studied in a small-scale and full-scale configuration. Both containers
are geometrically similar and represent a generic configuration, which is frequently
encountered in the climatisation of rooms and vehicles. However, due to the prevailing
unsteady nature and complexity of mixed convection, the examination and verification
of the concept need further analysis. Thus, the first part primarily deals with the
questions: how does the flow structure formation depends on the dimensionless
parameters and how do coherent flow structures and their trajectory in time influence
the transport of heat?



motivation 3

Taken together, the objective of the present investigation is twofold. In the first part,
turbulent forced and mixed convective air flow is studied with the aim of extracting
the fundamental flow features and to find valid criteria in order to characterise the
flow. Based on these criteria in the second part the concept of spatial scaling is
examined for mixed convective air flow.





2
M I X E D C O N V E C T I V E F L O W S

2.1 basic concepts

In the following section, the basic concept of convective flows is introduced. The dis-
cussion on this topic is restricted to the category of flows with temperature variations,
which are introduced through temperature differences between boundaries or between
a boundary and the ambient fluid. Flow-induced temperature variations arising from
adiabatic expansions or viscous dissipation and heat generation by absorption of
thermal radiation, are neglected. Further, the Boussinesq approximation is applied,
which considers density variations ρ = ρ0 +∆ρ only, as they give rise to gravitational
forces. The criteria for the applicability of the Boussinesq approximation are

gρβL� 1
gαL
CP
� 1

gαLΘ
CP∆Θ

� 1,

(2.1)

where

α = −
1

ρ

(
∂ρ

∂Θ

)∣∣∣∣
P=const

(2.2)

denotes the coefficient of thermal expansion,

β = −
1

V

(
∂V

∂P

)∣∣∣∣
Θ=const

(2.3)

the isothermal compressibility, L the characteristic length, Θ the absolute temperature,
∆Θ the characteristic temperature difference, P the pressure, V the volume and CP

the specific heat capacity 1.
If the Boussinesq approximation is valid the density is assumed to be constant

∂ρ/∂t = 0 and the continuity equation is

∇u = 0. (2.4)

Further, it is assumed that the gravity g is uniform, which leads to a potential of
Φ = gz and the forces per volume are

F = −(ρ0 +∆ρ)∇Φ = −∇ (ρ0Φ) −∆ρg. (2.5)

1 For a perfect gas the coefficient of thermal expansion is a function of the absolute temperature α = 1/Θ

only and the isothermal compressibility is β = 1/ρRΘ.

5



6 mixed convective flows

Consequently, the Navier-Stokes equation becomes

ρ0
Du
Dt

= −∇P+ η∇2u +∆ρg, (2.6)

where η denotes the dynamic viscosity and g = −gnz. According to the Boussinesq
approximation ∆ρ/ρ0 � 1 the dependence of the temperature on the density is written
in a linearised formula

∆ρ = −αρ0∆Θ (2.7)

and the Boussinesq approximated dynamical equation is

Du
Dt

= −
1

ρ0
∇P+ ν∇2u −αg∆Θ, (2.8)

where ν = η/ρ is the kinematic viscosity. The term αg∆Θ is the buoyancy force (per
mass unit) FB.

In addition to the continuity equation and the equation of fluid motion, an equation
for the temperature is required. In thermal convective flows, the heating is caused
by the transfer of heat from neighbouring fluid particles by conduction. The thermal
conductive heat flux is given by Fourier’s law

q̇ = −k∇Θ, (2.9)

where k is the thermal conductivity of the fluid, which is taken to be constant in the
following. Based on Fourier’s law the equation for the heat transfer in incompressible
fluids is

∂Θ

∂t
+ u∇Θ = κ∇2Θ. (2.10)

Here u denotes the velocity and

κ =
k

ρCP
(2.11)

the thermal diffusivity.
The equations (2.4), (2.8) and (2.10) represent a set of basic equations, which describe

convective flows. The equations consist of three variables: the velocity u, the pressure
P/ρ, the temperature variations ∆Θ and two fluid properties ν and κ. However, for
the later discussion of similitude just the stationary equations are of interest2. By
setting all time derivatives zero the equations

u∇Θ = κ∇2Θ (2.12)

2 Strictly speaking, in order that convective flow can be stationary it is necessary that the boundaries are
isothermal.
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and

(u∇)u = −
1

ρ0
∇P+ ν∇2u −αg∆Θ (2.13)

are obtained.
Depending on the ratio of buoyancy to inertia forces, three classes of convective

flows are usually defined. These classes represent the limiting cases in which the iner-
tia forces or buoyancy forces are predominant and an intermediate regime where both
have the same order of magnitude. As a rule, the three classes of convective flows are
termed forced convection (FC), thermal convection (TC) and mixed convection (MC).
In the following, the three categories will be defined. Further, the non-dimensional
parameters which are needed to characterise the flows are introduced and examples
of practical importance are given.

Forced convection

Convective flow is termed forced convection (FC), when the buoyancy forces are
negligible small compared to the inertia forces. This is constituted if

αg∆ΘL

U2
� 1, (2.14)

where U represents a characteristic velocity, L a characteristic length and ∆Θ a charac-
teristic temperature difference. In such flows, the motion of fluid is determined by
externally induced pressure gradients, caused by pumps or fans. The literature on the
phenomena FC is vast and includes flows at the bottom layer of the atmosphere, the
euphotic zone in oceans [77], flows in micro channel, focused on the issue of cooling
in various applications, e.g. microprocessors, solar panels or high-energy-laser mirrors
[95, 55, 4]. Another frequently studied configuration is the flow and heat transfer
along heated or cooled plates and behind obstacles [30, 52] or in two-phase nanofluid
flows [63, 61]. Although, this thesis is focused on MC, however, some studies of
FC are related to this work. For instance, Saeidi et al. [107] studied the formation
of large-scale flow patterns in FC. The numerical investigation was performed in a
square cavity with different positions of inlet and outlet ports and is fundamentally
related to the configuration that is used in this study.

In FC the velocity field is almost unaffected by the temperature field, i.e. the
temperature is a passive scalar. Hence, the velocity field can be determined without
the knowledge of the temperature field, which is in turn determined by the flow field.
However, it does not imply that the transport of heat is negligible. Consequently,
there are two equations that have to be taken into account: equation (2.13) with
FB = αg∆Θ = 0 and equation (2.12). The dimensional analysis of these equations
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shows that two characteristic numbers are necessary to determine forced convective
flow. The Reynolds number

Re =
UL

ν
, (2.15)

which states a measure of the ratio of inertia to viscous forces and the Prandtl number

Pr =
ν

κ
=
CPη

k
, (2.16)

reflecting the thermal similarity of two systems. It is found that Pr is a fluid property
and independent of the fluid flow. As a result, the comparability of experiments with
different fluids is restricted.

Instead of Pr in literature often the Péclet number

Pe =
UL

κ
, (2.17)

is found as a measure of thermal similitude. The Péclet number is Pe = Re ·Pr and
reflects the ratio of advective to conductive heat transfer.

Thermal convection

Thermal convection (TC) is a classical problem in fluid dynamics. Since Henri
Bénard (1874-1939) published his dissertation “Les Tourbillons cellulaires dans une nappe
liquide propageant de la chaleur par convection en régime permanent” in 1900 numerous
studies have been carried out on this topic. TC occurs due to buoyancy forces, which
are the result of a density gradient induced by an externally applied temperature
difference. Considering a small fluid volume with the dimension l, which is δΘ
warmer as the surrounding fluid, two conditions have to be met for the onset of
convective flow. On the one hand, the resulting velocity of the fluid element δu must
be low enough, so that the frictional forces FF = νδu/l2 are small enough compared
to the velocity of the fluid element. On the other hand, due to the loss of heat
δu∆Θ/H · κδΘ/l2 of the rising fluid element, the velocity δu should not be too low.
Hence, for the onset of thermal convective flow the following condition has to be met

L

∆Θ

κ

l2
δΘ < δu <

l2

ν
αgδΘ. (2.18)

A frequently studied type of TC is the Rayleigh-Bénard Convection (RBC). RBC
occurs in a horizontal fluid layer uniformly heated from below and cooled from above.
It is named after the two physicists who first studied convective flows in a horizontal
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layer in detail: Henri Bénard and Lord Rayleigh (John William Strutt, 1842-1919). RBC
is characterised by the two non-dimensional parameters Pr and the Rayleigh number

Ra =
gα∆ΘL3

νκ
, (2.19)

which represents the ratio of buoyancy to viscous forces. Further, Ra indicates
regimes of thermal convective flow. With increasing Ra, the buoyancy forces become
predominant. As a consequence, at a critical Ra the fluid at rest becomes unstable
and buoyancy-driven flow sets in. The Racrit can be calculated analytically for several
configurations and depends primarily on the boundary conditions. For rigid-rigid
boundary conditions the critical Rayleigh number is Racrit = 1708 [104] and for a
configuration heated from below and a free surface Racrit = 657 [103]. Later changes
in the regimes are associated with the passage of Ra through other critical values
[2, 3]. Frequently, in literature instead of Ra as characteristic number the Grashof
number

Gr =
Ra

Pr
=
gα∆ΘL3

ν2
, (2.20)

is found, in particular, if the study involves free convection.
RBC is related to many flows in nature or technical applications. Exemplary works

on RBC in nature were published, by Hartmann et al. for convective processes in the
atmosphere [51] or by Sreenivasan and Donnelly [120] outlining a general estimation
of Ra in nature. Another reason for the great interest in this topic is that RBC is
not strictly limited to problems in fluid dynamics. RBC is subject of research in the
stability theory [38, 112], the pattern formation [35] or the chaos research [92, 71]. The
understanding of RBC remains a challenging issue in natural science in general and
fluid dynamics, in particular.

Mixed convection

Mixed convection (MC) is determined by the interaction of buoyancy and forced
flow. Hence, the velocity and the temperature field are different from those prevailing
at FC or TC. MC is characterised by the non-dimensional numbers Ra, Re and
Pr (a detailed derivation of the characteristic numbers for MC is given in the next
paragraph). In addition, the Archimedes number

Ar =
Ra

Re2Pr
=
∆ΘαgL3

U2
(2.21)

is another frequently used parameter to characterise MC. The non-dimensional
parameter represents the ratio of buoyancy to inertia forces. Convective flows with
Ar� 1 are predominated by inertia forces and can be assigned to FC. If Ar� 1 the
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flow is governed by buoyancy forces and it is referred to as TC. Convective flows with
Ar ≈ 1, where inertia and buoyancy forces have the same order of magnitude apply
to the regime of MC.

In the early research of convective heat transfer, thermal and forced convective
flows were studied separately and the often complex mutual interplay of the two
flow conditions was simply ignored. In fact, TC and FC can be considered as extreme
conditions of MC. At the beginning of the 1980’s a considerable increase of interest in
MC was observed. The greater interest correlates with the increasing computing power
of microprocessors. The rapid progress in the development of electronic devices and
the resulting generation of heat necessitates an optimisation of cooling. Hence, many
studies of MC are related to heat transfer in heat exchangers and cooling devices.
Studies on this topic are given, for instance, by Jackson et al. [60] and Biswas et
al. [17]. While Jackson presents a summary of the topic MC in tubes, the work of
Biswas is focused on the design of channels for the enhancement of heat transfer.
Another frequently studied configuration is the flow and heat transfer in ventilated
boxes. An overview and exemplary works on this topic are given, for instance, by
Linden et al. [76, 75]. The objective of these studies was to examine new concepts
of natural ventilation of entire buildings. However, the issue of efficient ventilation
is not restricted to air conditioning. Due to the rapid expansion of many cities (in
particular, in emerging and developing countries) air pollution often exceeds a critical
level. Hence, several studies of mixed convective air flow in urban atmospheres were
carried out. An overview and the state-of-the-art can be found in the publication of
Fernando [40].

2.2 large scale circulation

A key feature in many convective flows is the development of large-scale circulation
(LSC). An example of LSC in a rectangular RBC container at Ra = 1× 105, using

Figure 2: Large-scale circulations in RBC. Numerical simulation of RBC in a rectangular
container with an aspect ratio Γ = width : depth : height = 1 : 1 : 0.15 at Ra = 1× 105
[50].
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air as working fluid, is depicted in figure 2. In RBC hot part of the fluid, known as
plumes, is emitted from the bottom thermal boundary layer (BL) and rises due to
buoyancy. Due to the in-compressibility, cold fluid at another position has to sink. As
a consequence, descending cold plumes are emitted from the top thermal boundary.
In addition, a horizontal flow between the regions of plumes’ emission is developed.
As a result, an organised roll structure emerges [66, 101]. It is also known as “mean
wind” if the diameter of the LSC is of the order of the characteristic height [89, 100].

Experimental studies show that the mean wind is found also in strongly turbulent
mixed convection Ra > 1 × 108, where the wind is strong enough that the bulk
becomes turbulent [2, 7]. The details of the mutual interplay of thermal plumes and
LSC are subject to on going research. Numerous experimental studies of measuring
the velocity or the temperature were performed to determine the interaction of plumes
and mean wind [129, 53, 33, 99].

In these studies, a time-periodic behaviour in the region of rising and falling plumes
within a wide range of Ra is found. For instance, the experiment by Qiu et al. [99]
of RBC reveals that the velocity oscillation is a response to the periodic thermal
plumes’ emission between the upper and lower thermal BLs. The study shows that
the frequencies of the time-periodicity in temperature are similar to those that can be
observed for the horizontal velocity component of the mean wind.

Funfschilling and Ahlers [43] presented an experimental study of RBC in a cylin-
drical container with an aspect ratio one, in which the azimuthal orientation of the
horizontal component of the plumes’ velocity was determined. The time series of
the azimuthal orientation reveals a time-periodic behaviour of the LSC orientation.
Moreover, the oscillation near the ceiling and bottom plate have the same single
frequency, but phase shifted by π. Another result of the study is that the measured
frequencies in temperature and velocity respond to the plume motion, showing that
the flow is much more structured than previously presumed [28, 53, 33]. Additional
theoretical and experimental studies on this topic were carried out by Brown et al.
and Funfschilling et al. [19, 21, 22, 20, 44] to determine the nature of the time-periodic
behaviour.

Another experimental study of the azimuthal motion of LSC was conducted by
Xi et al. [128]. Like in the study of Funfschilling and Ahlers the experiments were
performed in a cylindrical sample with an aspect ratio one. In accordance to Sun et
al. [121] and Brown et al. [24], a preferred orientation of the LSC in a sample with a
rotational symmetry was found. All other states appear as intermediate states.

However, the phenomenon of torsional oscillation is not restricted to laboratory
experiments. Torsional movement of LSC can be also observed in nature and in
technical applications. For instance, it is assumed that the cessations of the convective
flow of magma in the outer core of the Earth’s mantle control the orientation of the
Earth’s magnetic field [47, 73]. Moreover, torsional oscillations of the convection rolls
are found during the observation of the solar convection zone [34].
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Several models were introduced in order to describe the dynamics of the mean
wind. Stochastic models are given by e.g. Benzi [15] and Sreenivasan [119]. However,
these models are not physically motivated. The parameters are phenomenological
and no azimuthal degree of freedom is included. An improved model was given by
Fontenele et al. [42]. Similar to the stochastic model lacks it the azimuthal degree of
freedom. However, in contrast to the stochastic models, the terms of the differential
equations are physically motivated. Another model [23] consists of two coupled
stochastic differential equations, which are motivated by the Navier-Stokes equation.
The two equations describe the temperature fluctuations and the azimuthal orientation
of the LSC respectively. Further, the model includes a Gaussian white-noise term
representing the small-scale turbulent background fluctuations. However, it simulates
the dynamics of the LSC only, while other aspects in TC such as the heat flux, are not
represented by the differential equations.

Many studies were performed with the objective of a better understanding of LSC
formation and its dynamics. In general, the studies are related to RBC in cylindrical
geometries. However, the formation of LSC and its oscillations are not restricted to
RBC. Furthermore, in MC thermally induced LSC is observed, in particular, when
the buoyancy forces surpass the inertia forces. Comparable to TC, the dynamics
of the thermal convection rolls often tends to a time-periodic behaviour in speed
and temperature. Nevertheless, due to the additional forced flow in MC significant
differences in comparison to RBC are obtained.

An experimental and numerical study addressing the formation of LSC in MC
within a parameter range of 2472 6 Ra 6 8300 and 18.1 6 Re 6 120.2 is presented
by Chiu et al. [32, 31]. Chiu et al. studied the influence of a forced laminar flow
in nitrogen on buoyancy induced RBC roll patterns. The experimental apparatus
consists of a rectangular duct with an aspect ratio of Γ = width/height = 10 heated
from below and cooled at the top. Chiu et al. observed RBC roll patterns in the
region of fully developed flow with the onset of buoyancy flow. The diameter of the
buoyancy induced LSCs is similar to the height of the duct. Further, with the onset of
buoyancy flow a time-periodic modulation of the velocity component in longitudinal
direction is found.

Systematic numerical simulations, which are related to the study of Chiu et al.
[32, 31], were carried out by Huang et al. [56]. Using air as the working fluid, MC
was studied in a rectangular cavity with an aspect ratio Γ = width/height = 2 within a
wide range of Ar, while Re was kept constant. The study reveals four Ar-regimes of
thermal LSC formation. For Ar < 4 the flow is dominated by two steady LSCs near
the sidewall. As Ar exceeds four, the flow becomes unstable, and four convection rolls,
oscillating with a single frequency, and its harmonics are developed. In the regime
19 6 Ar < 25 the flow is fully unsteady, except a small region near the inlet. For
Ar > 25 the flow shows a chaotic behaviour, in particular, within the region close to
the exit.
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Another investigation of large-scale structure formation in a shear- and buoyancy-
driven squared cavity is presented by Aydem [10]. Aydem studied MC numerically
in the range of 0.01 6 Ar 6 100, while Re = 100 was kept constant. The study
gives a valuable insight into the complexity of flow pattern formation in rectangular
cavities. Shear flow is induced by the movement of the left side wall, and the
buoyancy forces result from a temperature difference between the vertical walls. Using
this configuration buoyancy-aiding and buoyancy-opposing shear flow is produced.
For the buoyancy aiding flow case, the change of the flow field topology is nearly
negligible, while in case of buoyancy-opposing and Ar > 0.5 a significant impact of
the FC induced flow is observed. Within this Ar-regime a coexistence of a buoyancy
and shear induced LSC, rotating in opposite directions, was found, while for Ar > 10
the velocity field is almost similar to that at pure TC.

An experimental study, which is addressed to the development of LSC in mixed
convective air flow for low Re within 9 to 186 and Gr up to 5× 106, is presented
by Lin et al. [74]. The setup consists of a rectangular duct with an aspect ratio
Γ = width/height = 4 and Γ = length/height ≈ 26.7. With the onset of a buoyancy
induced secondary flow Lin detected four longitudinally arranged roll structures
swinging back and forth in the span wise direction. With increasing buoyancy forces
at Ar = 96.1 a pair of LSCs prevailed, which becomes unsteady for Ar > 110.

2.3 heat transport

In convective flows, the heat transfer at a surface within the fluid is determined by
the ratio of convection to conduction. The relevant non-dimensional parameter to
characterise the convective heat transfer is the Nusselt number

Nu =
hL

k
, (2.22)

where h denotes the heat transfer coefficient

h =
Q̇

A∆Θ
, (2.23)

Q̇ is the heat flux and A the area of the heat transfer surface. Depending on the
actual flow condition, that is MC, TC or FC, the mechanisms of heat transfer differ. To
comprehend the heat transfer at MC it is indispensable to know how the transport of
heat is realised in FC and TC.

In FC, where buoyancy has no significant impact on the flow, the transport of
heat is determined in the BL. The heat transport strongly depends on whether the
flow in the BL is turbulent or laminar. Due to the increased momentum exchange
in turbulent BLs an increased heat transfer is observed between the boundary and
fluid. For flows in ducts or enclosures along an isothermal boundary the thermal



14 mixed convective flows

BL thickness increases in flow direction [11]. Hence, the temperature gradient in the
thermal BL decreases and leads to a detraction of the heat transfer. An overview of
the heat transfer correlations in FC is given by Whitaker [126], including the analysis
of experimental data for laminar and turbulent flows in several tube configurations.
Further, in forced convective flows the NuFC is a function of Re and Pr. Theoretical
considerations and empirical studies [11] predict a power law

NuFC ∼ ReaPrb. (2.24)

Due to the great practical importance of FC in the development of heat exchangers
and cooling devices, a series of parameter studies regarding the heat transfer in FC
have been performed. Hence, the heat transfer in FC is nowadays almost textbook
material [11].

The heat transport in thermal convective flows is determined by buoyancy and
gravitational forces. Owing to the complexity of this subject, the discussion of the
heat transport is limited to RBC, which is relevant to this investigation.

Many experiments of heat transfer in turbulent RBC were carried out within a
wide parameter range of Ra and Pr. It was found that the vertical transport of heat
is primarily determined by thermal plumes [113, 130]. A schematic sketch (fig. 3a)
and a visualisation (3b) of the heat transfer by thermal plumes in a container with
aspect ratio one is shown in figure 3, where ( ) denotes warm rising plumes, which
are emitted from the thermal BL ( ) at the heated bottom and ( ) cold plumes
emitted from the thermal BL ( ) at the cooled ceiling. Thermal plumes originate due
to instabilities in the thermal BL, which grows from the heat impact by the cooling
and heating plate: warm fluid from the bottom is transported by rising plumes and
to the same extent, cold fluid is transported by sinking plumes (whereas cold and
warm means cold and warm relative to the mean temperature). Experiments of Shang
et al. [113] at Ra = 3.6× 109 and Pr = 596 reveal that the local heat flux is highly
intermittent in time and space. Moreover, heat flux fluctuations near the BLs and the
interior background lead to flow reversals or time-periodic torsional oscillations of
LSC, which was already discussed in section 2.2.

A frequently studied topic in RBC is the Nu-dependency on the system relevant
characteristic numbers Ra and Pr. Older theories predict a unified power law

NuRBC ∼ RaaPrb, (2.25)

which has its origin in the early Malkus marginal-stability theory of 1954 [82]. Several
further theories have been developed and introduced. However, with the large amount
and high precision of experimental and numerical data, it is found that none of these
theories gives a unified view on this topic, in particular, for high Ra. Grossmann and
Lohse provide a theory within a wide parameter range of Ra and Pr, which is valid
also at high Ra. A detailed description of the theory is found in [3].
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Figure 3: (3a) Illustration of heat transfer in RBC. (3b) Temperature pattern in turbulent RBC:
Plumes visualisation with a Shadowgraph at Ra = 6.8× 108, Pr = 596 (dipropylene
glycol) and aspect ratio one [113].

In MC, the transport of heat depends on the ratio of buoyancy forces to inertia
forces and on the relative magnitudes of the characteristic numbers Pr, Ra and Re.
Although heat transfer in mixed convection can be derived analytically through
dimensional analysis, an exact solution for these complex flows is often likely to
fail. Additional approximate analysis of the energy and momentum transfer in the
boundary layers does not offer practical solutions to all problems and configurations.
Hence, numerous empirical correlations has been developed to estimate the heat
transfer in mixed convective flows for various configurations.

In principle, most studies of MC in several configurations report an enhancement
of the heat transfer at the boundaries into the fluid for laminar flows with the on-set
of secondary buoyancy flow, because the flow in the boundary becomes turbulent. An
experimental study in water flows, between two horizontal parallel plates heated from
top and below, with a uniform and asymmetric heat flux, was performed by Osborne
et al. [91]. The study reveals a clear influence of buoyancy forces on the laminar
flow and the heat transfer within 5.2× 106 6 Ra 6 8.2× 108, 650 6 Re 6 1300 and
5× 101 6 Ra3/4/RePr 6 9× 103. In addition, Osborne founds that the bottom plate
is nearly independent of the conditions at the top plate. However, both are strongly
influenced by the buoyancy forces. Moreover, with the onset of buoyancy flows, the
impact on the flow in traveling direction leads to an enhanced heat transfer at the
bottom plate.
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Other studies, which are related to the development and the optimisation of heat
exchangers, also report an enhancement of the heat transfer with the onset of a
buoyancy flow. Exemplary experimental studies on this topic are given, for instance,
by Incropera et al. [59] or Dogan et al. [37]. The studies are focused on MC heat
transfer in rectangular channels with an array of discrete heat sources at the bottom
and top, representing electronic devices. With the onset of the buoyancy flow an
enhancement of the heat transfer was found, while a decrease of the heat transfer with
increasing channel length was obtained. In addition, Incropera [59] observes that the
vertical temperature gradient is much smaller towards the end of the duct than at its
beginning.

For MC, the dimensional analysis reveals a correlation Nu = f(Ra,Re,Pr). Experi-
mental studies have disclosed that Nu can be approximated by a superposition of the
Nusselt numbers related to the FC and TC

Nun = |Nun
FC ±Nun

TC| , (2.26)

where the exponent n primarily depends on the geometry and the sign, whether the
flow of FC and TC is rectified or opposed [11].
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2.4 spatial scaling of mixed convection

The non-dimensional numbers which are necessary to characterise the process of
mixed convective air flow were introduced in section 2.1. Here, the idea and basic con-
cept of the dimensional analysis are introduced and the similarity conditions for MC
are determined. Furthermore, based on the concept of spatial scaling, it is discussed
how the physical properties of a system have to be adjusted, and experiments have to
be carried out on the scaled system.

2.4.1 Dimensional analysis and similarity

The idea on which the tool of dimensional analysis is based is simple and funda-
mentally comparable to the problem of similarity in geometry. Its basic principles
were already known to Isaac Newton (1686). Newton referred to it as the “Great
Principle of Similitude”. The dimensional analysis allows the comparison of systems
with a high intricacy or tells us under which conditions two systems are comparable.
The mathematical theory and technique required for the dimensional analysis, the
Buckingham-Π theorem, is textbook material [36, 14]. Edgar Buckingham introduced
the key theorem of the dimensional analysis in 1914 [26, 27]. The theorem states that

“Any physically meaningful relation Φ(R1, ...,Rn) = 0, with Rj 6= 0 is
equivalent to a relation of the form Ψ(Π1, ...,Πn−m) = 0 involving a
maximal set of independent dimensionless combinations in terms of m
fundamental units.”

The set of physical quantities R1, ...,Rn has to be measured in a consistent system
and the fundamental units F1, ..., Fm of that system have to be independent. Then
the new physical quantity referred to as Π by a product of the fundamental physical
quantities Rj

Π =

n∏
j=1

{
Rj
}ξj with ξ = (ξ1, ..., ξn) ∈ Rn, (2.27)

where the unit of Π is the product of powers of the fundamental units Fi

{Π} =

m∏
i=1

Fai1ξ1+...+ainξn
i . (2.28)

The combination Π is dimensionless if {Π} = 1, which is equivalent to

ai1ξ1 + ... + ainξn = 0. (2.29)
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Hence, for a set of physical quantities R1, ...,Rn a homogeneous system of linear
equations

Dξ =


a11 · · · a1n

...
. . .

...

am1 · · · amn



ξ1
...

ξn

 = 0 (2.30)

is obtained, where D ∈ Rm×n is the so-called dimension matrix. Any column of this
matrix represents the dimension vector of the corresponding physical quantity Rj and
Πi is dimensionless if ξ is an element of the null space N(D). If the rank of D is m,
the dimension of the null space is n−m. Hence, for a basis in the null space, n−m

linear independent dimensionless combinations Π1, ...,Πn−m of the physical quantities
R1, ...,Rn are found. Buckingham referred to these groups as Π-groups. Moreover, any
physical relation Φ (R1, ...,Rn) = 0 is equivalent to the relation Ψ (Π1, ...,Πn−m) = 0.
However, the choice of dimensionless combinations is not unique. The Buckingham-Π
theorem describes a method of constructing a set of dimensionless parameters and
does not automatically choose the most physical meaningful combination.

Two systems are similar if the corresponding non-dimensional parameters are
the same and the physical values differ only in respect of the scale. Hence, two
geometrically identical systems with different spatial dimensions are comparable if

Π
(O)
1 = Π

(S)
1 , ...,Π(O)

n−m = Π
(S)
n−m, (2.31)

where the superscript O is used for the full-scale size apparatus and S for the down-
scaled apparatus.

Knowing under which conditions two apparatuses with the same geometry but
scaled by a factor sL are similar the question has to be answered: what are the
governing parameters of mixed convective flow and how do they have to be adjusted
to guarantee similitude?

To determine the physical quantities that have to be adjusted, it is necessary
to examine the governing equations. MC is determined by the equation of heat
transfer (2.12), the continuity equation (2.4) and the equation of motion (2.13). The
corresponding fluid properties are: dynamic viscosity η, density ρ, heat capacity
CP, thermal conductivity k, thermal expansion coefficient α and the gravitational
acceleration g. Due to the Boussinesq approximation, the thermal expansion coefficient
α and the gravitational acceleration g do not have to enter the considerations separately.
Just the product (αg) has to be taken into account.

To solve the three differential equations, boundary conditions are needed. The
variables of relevance are a characteristic length L, a characteristic velocity U and a
characteristic temperature difference ∆Θ. Because the setup of this study is strongly
related to a RBC setup the characteristic length corresponds to the height H and the
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U H η ρ k (αg) ∆Θ CP

m 1 1 −1 −3 1 1 0 2

s −1 0 −1 0 −3 −2 0 −2

kg 0 0 1 1 1 0 0 0

K 0 0 0 0 1 −1 1 −1

Table 1: The dimension matrix D. The entries represent the power of the fundamental units.

characteristic temperature difference ∆Θ is the difference between the top and bottom
plate.

The variables and their dimensions of physical quantities in fundamental SI-units
are

[η] : kg m−1 s−1, [H] : m, [k] : Kg m s−3 K−1, [U] : m s−1,

[∆Θ] : K, [(αg)] : m K−1 s−2, [ρ] : kg m−3, [CP] : m2 s−2 K−1
(2.32)

and the corresponding dimension matrix is shown in table 1. The rank of the
matrix is four and eight columns. Consequently, n−m = 8− 4 = 4 independent
dimensionless parameters are necessary to characterise the flow at MC sufficiently.
The non-dimensional similarity parameters Πi are for instance

Π1 =
ηCP
k

, Π2 =
∆ΘαgH

U2
, Π3 =

UHρCP
k

, and Π4 =
αgH

CP
. (2.33)

In the paragraph of MC just three characteristic numbers are introduced. However,
four are determined from the dimension analysis. While Π1, Π2 and Π3 can be
calculated by the combination of Ra, Re and Pr, the non-dimensional parameter Π4
is a new independent parameter. In this study, convective motion in thin layers
is discussed, where the Boussinesq approximation is valid and thus Π4 � 1. An
assessment of a characteristic height Ĥ � CP/αg, using air at standard conditions
CP = 1026 J kg−1 K−1, α = 3.43× 10−3 K−1 results in Ĥ ≈ 35 km [67]. Here, with a
characteristic length H much less than 35 km, the effect of the similarity parameter
Π4 is neglectable. Furthermore, for many other large-scale mixed convective flows,
for example, modelling mixed convective flows in buildings or in meteorology, the
characteristic length is mostly small enough. Nevertheless, scaling and modelling
of convective flows in the Earth’s mantle or in the sun’s convection layer, where the
Boussinesq approximation fails, needs an additional similarity parameter.

2.4.2 Concept of spatial scaling for mixed convective air flow

Convective flows on large scales usually result in high characteristic numbers. In
particular, due to Ra ∼ H3, the Rayleigh number increases dramatically with increasing
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height. Hence, for spatial scaling of MC the thermal convective flow is the limiting
factor. The question arises: how can full-scale numbers can be obtained on laboratory
scales, where the characteristic length is small?

In general high characteristic numbers are received by adjusting the fluid properties
ν and κ, which requires an adaptation of the physical properties. This can be obtained
by variation of the fluid pressure and the temperature or using a working fluid with
a different density. For instance, high Ra up to 1011 were obtained by Fleischer et
al. [41] using pressurised sulphur hexafluoride (SF6). The fluid properties of SF6 are
similar to air at atmospheric pressure; however, the density is six times higher. SF6
is frequently used for spatial scaling in convective air flows, because the similarity
condition of Pr is inherently met. Another methodology of spatial scaling in mixed
convective air flows is introduced by Linden et al. and Baker ([76], [13]). Their
intention was to study the fluid mechanics of ventilation in rooms or entire buildings,
without having to perform direct measurements on the full scale. This concept of
small-scale modelling uses water as a working fluid and the buoyancy forces are
produced by salinity. Due to U scaling with

√
g (∆ρ/ρ)H the characteristic numbers

for the spatial scaling are Re = (g ′H)/ν and Pe = (g ′H)/κ. The concept of scaling the
spatial dimensions is limited to a scaling factor of sH ≈ 10. Further, due to the absence
of a thermal BL it does not reflect the processes of heat transfer and its dynamics
sufficiently well. However, comparisons between small and full-scale measurements
by e.g. Lane-Serff [72] showed that the concept accords well for large-scale flow
structures.

Frequently, experimental studies combine multiple capabilities of scaling. For
instance, Niemela et al. [88] studied the heat transfer in RBC up to very high Ra ∼

1017 using cryogenic helium gas near the gas-liquid critical point. This very high
Ra, according to my knowledge, is the highest Ra obtained on laboratory scales.
Nevertheless, Ra is still some orders of magnitude smaller than Ra in oceans (Ra 6
1020) or in the convective zone of the sun (Ra 6 1023).

Using air on both the laboratory scale and the full scale, one has to know how the
physical properties in MC have to be adjusted and how experiments have to be carried
out on the scaled system to obtain full-scale numbers. Based on

Re(O)

Re(S)
= 1,

Ra(O)

Ra(S)
= 1 and

Pr(O)

Pr(S)
= 1 (2.34)

similarity in MC can be obtained by adjustment of the fluid properties ∆Θ, ν, κ and
α, and U. However, which parameters have to be adjusted depends on the working
fluid. Due to the low compressibility of liquids, the concept of spatial scaling and the
implementation of the experiment on small-scales differs from the concepts, using a
gas as the working fluid.

In this study, the working fluid at the full scale and small scale is air. Here the
fluid properties ν, κ, ∆Θ and (gα) depend on the physical properties pressure P and
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Figure 4: (4a) Compressibility factor Z as a functions of P for different temperatures. (4b)
The deviation of the compressibility factor from the state of perfect gas Z = 1 in a
pressure range 1 bar 6 P 6 15 bar and a temperature range 290K 6 Θ 6 330K.

temperature Θ. A further parameter for adjusting Re is the characteristic velocity U.
Hence, the spatial dimensions are scalable by varying the pressure, the characteristic
velocity and the temperature separately or in combination. For the concept of spatial
scaling in MC, which will be introduced in the following, the scaling is realised by the
adjustment of the fluid pressure and characteristic velocity, while having the same ∆Θ
on full scale and small scale. Using air as working fluid, a scaling just by pressure
and the characteristic velocity involves several benefits, which will be discussed later.

Before the concept is introduced, approximations are proposed for air as working
fluid. Figure 4a depicts the compressibility factor

Z =
P

ρRΘ
, (2.35)

for air as a function of pressure for different temperatures. The compressibility factor
illustrates how much air differs from the behaviour of a perfect gas. Here, P denotes
the fluid pressure, ρ the density, R the gas constant and Θ the fluid temperature. The
factor is calculated by a third order virial equation given by Smits and Zagarola [118].
The graph clearly reveals that Z deviates of the order of a few per cent from the state
of a perfect gas within a wide pressure range. In particular, within the parameter
range of this study, the deviation from the state of a perfect gas is less 0.5% (fig. 4b).
Hence, within this pressure and temperature range air can be handled as a perfect gas.
As a consequence, the specific heat capacity CP and the thermal conductivity k can be
assumed as constant and the thermal expansion coefficient is given by α = 1/Θ. If the
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Figure 5: sH,Re = Re/Re∗ and sH,Ra = 3
√
Ra/Ra∗ as a function pressure P and temperature

Θ, where (∗) denotes the characteristic numbers at P = 1 bar and Θ = 293.15K: (5a)
sH,Re and sH,Ra as a function of Θ and (5b) sH,Re and sH,Ra as a function of P.

temperature difference ∆Θ and the ambient temperature of the full and small-scale
configuration are the same, the similarity condition (eq. 2.34) leads to the set of
equations

Re(O)

Re(S)
=

(
UH

ν

)(
sνν

sUUsHH

)
=

sν

sU sH
= 1

Ra(O)

Ra(S)
=

(
H3∆Θgα

νκ

)(
sνν sκκ

(sHH)
3 ∆Θgα

)
=
sν sκ

(sH)
3
= 1

Pr(O)

Pr(S)
=
(ν
κ

)( sκκ
sνν

)
=
sκ

sν
= 1,

(2.36)

where sU, sν and sκ denote the scaling factor of the corresponding properties U, ν and
κ respectively. The solution of this set of equations discloses the following relations

sU =
√
sH, sκ = (sH)

3
2 and sν = (sH)

3
2 . (2.37)

To demonstrate the convenience of spatial scaling by adjusting the pressure, the
scaling factors s

H,Ra = 3
√
Ra(P,Θ)/Ra∗ and s

H,Re = Re(P,Θ)/Re∗ as a function of
P are displayed in figure 5, where Ra∗ and Re∗ denote the characteristic numbers
at atmospheric conditions (P = 1 bar and Θ = 293.15K). The spatial scaling factors
s
H,Ra and s

H,Re reveal the capability of spatial scaling by pressure and temperature
separately for Ra and Re. Figure 5a depicts the normalised scaling factors s

H,Ra and
s
H,Re as a function of the temperature Θ, while P = 1bar. The graph shows the limits
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Figure 6: Fluid properties ν and κ as a function of the pressure P.

of spatial scaling by temperature adjustment. For a temperature of Θ = 90K, which is
already below the critical point of nitrogen (Θcrit ≈ 129K), the spatial scaling factor
s
H,Ra is less than 6.3 and s

H,Re less than 9.5. Hence, the possibility of reducing the
size of full-scale samples by temperature is limited to sH < 6. On the contrary, figure
5b shows the scaling factors s

H,Ra and s
H,Re as a function of P. The corresponding

scaling factors already exceed the maximum factor of scaling by temperature at
P ≈ 17 bar. Moreover, at P = 100 bar, which is provided by several high pressure wind
tunnels and vessels, a spatial scaling factor of sH ≈ 22 is obtainable.

The fluid properties ν and κ scale similar as a function of the pressure (fig. 6). Due
to the nearly concurrent scaling of the fluid properties ν and κ it is evident that Pr is
approximately unaffected by P. Hence, the similarity condition Pr(O) = Pr(S) is met
inherently within a wide pressure and temperature range. However, figure 6 reveals a
restriction of scaling by pressure. For P > 50 bar an increase of pressure demands a
great effort compared with a little change of ν and κ.

In conclusion, spatial scaling in mixed convective air flows is theoretically possible
by adjusting pressure and velocity. Moreover, the introduced concept of spatial
scaling offers advantages compared to the scaling by temperature. The advantages
are straightforward: it is less limited and simplified. Indeed, higher characteristic
numbers or an enhanced scaling factor can be achieved by combining temperature
and pressure adjustment or using a gas with a higher density. However, this would
mean the loss of the simplicity of this concept.





3
E X P E R I M E N TA L S E T U P A N D M E A S U R E M E N T M E T H O D S

The examination of the heat transport and the fundamental flow features in mixed
convective air flows is strongly affected by the apparatus and experimental setup. A
challenging issue is thus the layout and functionality of the setup to obtain well-defined
and reproducible mixed convection. In this study, the experiments are performed
in a rectangular container with an inlet and an outlet port. The measurements are
conducted at atmospheric and high pressure conditions to prove the concept of spatial
scaling. In the following chapter, the experimental setup and the adaptations of the
applied measurement techniques are introduced and discussed, for the experiments
under high pressure and atmospheric pressure conditions.

3.1 experimental facilities

3.1.1 Enclosure

Mixed convective air flow was studied in two geometrically identical containers, while
the lengths of the containers are scaled by the factor five. The dimensions of the
full-scale and small-scale setup are listed in the table of figure 7, where H denotes
the height, L the length, W the width, Hin the height of the inlet channel, Hout the
height of the outlet channel, Lin the length of the inlet channel and Lout the length of
the outlet channel. All dimensions are in mm. The small container was constructed to
operate under high pressure conditions and the large container was designed to work
at atmospheric pressure.

A sketch of the container’s geometry is illustrated in figure 7. The container is
formed of two parts. One part is a RBC container, consisting of a rectangular box with
a quadratic cross-section and the aspect ratios

ΓLH =
length
height

= 5 and ΓWH =
width
height

= 1.

To generate buoyancy flows, the container is isothermally heated from below and
cooled from above. In the present geometry, where ΓLH = length

height = 5, the preferred
pattern for pure thermal convective flow consists of four counter-rotating LSCs in the
longitudinal cross-section (fig. 7).

The sketch on the right side of figure 7 depicts the vertical cross-section of the
container. At the top, the container is equipped with an inlet slot and at the bottom
with an outlet slot. The slots are located on the same side and span over the whole
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L W

H

[mm] H L W Hin Hout Lin Lout

small container 100 500 100 5 3 150 110

large container 500 2500 500 25 15 750 450

Figure 7: Sketch of the container’s geometry and a table of the lengths in the small container
and in the large container. All dimensions are in mm.

length, where the height of the inlet is Hin = 0.05 × H and of the outlet Hout =

0.03×H. To guarantee well-defined and reproducible inflow conditions the container
is additionally equipped with an inflow channel, to provide a fully developed velocity
profile at the inlet slot. The length of the inflow channel is Lin ≈ 30×Hin. To provide
defined outflow conditions, as well the outlet is equipped with a channel. With this
configuration, well-defined forced convective flow is obtained. The air enters the
container through the inlet at the top and the incoming wall jet follows the ceiling,
detaches, flows downward on the opposite side wall, detaches again, flows over the
heating device and splits into two parts. One part of the flow leaves the container
through the outlet, while the other part ascends along the right side wall. As a result,
a two-dimensional roll structure is developed in the vertical cross-section (fig. 7 right
side).

3.1.2 Thermal boundary conditions

A major issue for the design of the setup is the thermal boundary condition. Most
fundamental studies of convective flows support adiabatic boundary conditions at
the lateral walls and isothermal conditions at the top and bottom plates. While
these boundary conditions can be easily realised in numerical simulations, an imple-
mentation is almost impossible in an experimental setup. Several studies have been
performed to determine the influence of finite side wall conduction on the thermal
convective flows and the heat transfer. For instance, Brown et al. [25] examined the
impact of finite heating and cooling device conductivities on the heat transport in
RBC using water as the working fluid. Brown et al. studied the effect on the heat
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transport in three apertures of different size in a range of 108 6 Ra 6 1012 for various
aspect ratios. Two sets of top and bottom plates with differing conductivities for each
sample were used. Both sets of plates are geometrically identical and the plates are
made of copper and aluminium. A lower Nu was observed in the configuration with
aluminium plates, when the conductivity is smaller, while Nu was almost independent
of the aspect ratio.

In addition to the impact on the heat transport by finite conductivity of the heating
and cooling device, the effect of lateral wall’s conductance is at least of same impor-
tance. Several theoretical and numerical studies were performed in RBC, related to the
effect of sidewall conductance on the heat transport, the temperature and the velocity
distribution. For the heat transport through the lateral walls, Roche et al. [105] and
Ahlers [1] argue that in turbulent TC a correction by simple subtraction of the heat
flux through the lateral walls, which was determined in an empty container, leads to
greater errors. Ahlers shows that the error of Nu, using water as the working fluid,
can be 20 % or more for Ra up to 1012. An accurate correction is only possible with
knowledge of the two-dimensional temperature field at the side walls.

A numerical investigation, which studies the effects of finite thermal conductivity
at the lateral wall in turbulent RBC, was presented by Verzicco [122]. A comparison of
the results with adiabatic and non-adiabatic boundary conditions reveals an additional
heat flux at a lateral wall leading to a vertical thermal boundary layer. As a result, an
elevated buoyancy is obtained and the temperature field and the flow field differ from
that with adiabatic boundary conditions.

In conclusion, small differences of the boundary conditions can lead to a significant
influence on the heat transport. Moreover, an impact on the velocity and temperature
distribution is observed, even though the characteristic numbers are the same. Hence,
to examine the scaling in MC, the small container and the large container have to
provide almost similar boundary conditions. However, despite the greatest efforts,
due to technical reasons and cost concerns, differences in the boundary conditions
exist.

The lateral walls consist of transparent acrylic glass, in order to perform Particle Im-
age Velocimetry (PIV). Nevertheless, to obtain almost adiabatic boundary conditions,
both containers comprise a double-layer system of acrylic glass with an insulating
sheath of air between the plates. This configuration allows to obtain almost adia-
batic boundary conditions, whith simultaneous optical accessibility. The thickness
of the acrylic glass is dacr = 10mm and the air layer between the plates amounts to
dair = 5mm. For both set-ups, an estimated total thermal transfer coefficient through
the lateral walls of

h =

(
2 · dacr

kacr
+
dair

kair
+

1

hcon
+

1

hrad

)−1

≈ 0.9W/m2 K, (3.1)
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is achieved, where kacr ≈ 0.19W/Km [39] and kair ≈ 0.034W/Km [67] denote the thermal
conductivities of acrylic glass. The coefficient of the convective heat transfer estimates
hcon ≈ 6W/m2 K [67] and the radiative heat transfer coefficient is

hrad = σBεacr

(
Θ
2
+Θ2a

) (
Θ+Θa

)
≈ 7W/m2 K, (3.2)

where σB denotes the Stefan-Boltzmann constant, εacr ≈ 0.97 [86] the emissivity of the
acrylic glass, Θa the ambient air temperature and Θ the mean system temperature.
Because the thermal conductivity and thus the heat transfer coefficient of air is
almost constant within a wide pressure range, the assumption applies to high and
atmospheric pressure conditions respectively.

The ceiling and the floor of the container are designed to obtain isothermal boundary
conditions. In both set-ups, the ceiling is equipped with a passive air to air heat
exchanger, which consists of an aluminium body with cooling fins. Accordingly,
the temperature of the ceiling approximates the ambient temperature. For technical
reasons, the implementation of the heating device is realised differently for both
containers. For the measurements under high pressure conditions, the heating of
the bottom plate must accomplished electrically. The heating device of the small
container consists of a copper plate thermally insulated and heated by a heating
pad. In the large container, the bottom consists of an aluminium plate heated via a
temperature-controlled water circuit. Further, to obtain a homogeneous temperature
distribution, the heating device is divided into five separate sub-circuits.

3.1.3 Inflow conditions

Another critical issue is the generation of a homogeneous inflow. Due to the low inflow
velocities of 0.140m/s < Uin < 0.390m/s in the small container, minor fluctuations or
a spatial in-homogeneity of the inflow at the inlet slot lead to different flow structures
and dynamics inside the container. To ensure a homogeneous inflow at the inlet, the
inflow section is divided into three parts. The first part consists of a box equipped
with a speed controlled fan. A tube connects the box to a volume flow meter to
determine the mean inflow velocity and before the air enters the inflow channel it is
rectified and spatially distributed by a settling chamber. Then the air flows through
the inlet channel, which has a length of Lin ≈ 30×Hin. Consequently, at the inlet slot,
a spatially homogeneous and fully developed velocity profile is provided.

In accordance with the concept of spatial scaling, the inflow velocities are higher
by a factor

√
5 in the large container. As a result, the speeds are 0.330m/s < Uin <

0.872m/s. However, a well-defined and a homogeneous inflow condition is of the same
importance in the large container. To ensure a homogeneous velocity profile at the
inlet slot, the inflow is realised by an external ventilating system. The system consists
of a radial fan, a volume flow meter, two settling chambers and an inlet channel. The
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(a)

Figure 8: Sketch of the high pressure wind tunnel Göttingen (HDG) [45].

first settling chamber is located directly at the beginning of the inlet channel to ensure
a spatially homogeneously distributed inflow and is divided into three sub systems.
To provide a uniform volume flow to each of the three sub systems an additional
settling chamber is placed before, in which the volume flow is partitioned into three
parts of equal volume flow rate. In addition, the inlet channel is equipped with an
array of honeycombs at its beginning to obtain a homogeneous spatial distribution.

3.1.4 High pressure wind tunnel

The measurements under high pressure conditions were performed in the High
Pressure Wind Tunnel Göttingen (HDG). Figure 8 depicts the wind tunnel. The HDG
is a Göttingen-type closed circuit low speed wind tunnel, which can be operated at
up to 100 bar. The test section of the HDG has a height of 0.6m, a width of 0.6m and
a length of 1m. These dimensions necessitate a compact arrangement of the different
measurement components.

The function of the HDG in the experiments is twofold. The HDG allows the
adjustment of the fluid pressure and supplies the cooling of the ceiling. For the
concept of spatial scaling the HDG provides a scaling factor of sH ≈ 22 at 100 bar. For
the small container with H = 0.1m, ∆Θ ≈ 20 K and a mean temperature of Θ ≈ 300 K
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Figure 9: Spatial distribution of the temperature sensors in the top and bottom plate (9a) and
at the outlet (9b). Where (+) denotes the sensor positions in the large container and
(•) the positions in the small container.

characteristic numbers of Ra ∼ 1012 and Re ∼ 106 can be obtained. The measurements
of this study are performed at P ≈ 11.6 bar, which complies to a spatial scaling factor
of five.

In addition, the HDG provides an advantage regarding the thermal boundary
conditions. Due to the relative large volume of VHDG ≈ 18m3 the heat that dissipates
through the heat exchanger at the top and the outlet has no significant effect on the
ambient air temperature. Hence, the air temperature in the wind tunnel is constant.
On the contrary, in smaller pressure chambers, without additional cooling, the heat
flux causes an increase of the ambient temperature, which influences the boundary
conditions at the side walls.

3.2 temperature measurements

The full-scale and the small-scale setup are equipped with a numerous of temperature
sensors. The majority are embedded in the heating and cooling device. In the small
container, eight sensors are placed shortly below the surface of the top and bottom
plate, while the large container is equipped with 25 sensors respectively. Figure 9a
shows the spatial arrangement of the sensor elements. Further, the dashed lines
reveal the five sub-circuit systems of the heating plate in the large container. In
both containers the temperature sensors, in the top and bottom plate, are Platinum
Resistance Thermometers (PRT) and the resistances were recorded by a Keithley
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71/2-Digit multimeter [64]. The advantages of the PRTs are their high accuracy, low
drift, linear characteristic within a wide operating range and suitability for precision
applications. The PRTs which were used are Pt100 and Pt1000 1/3 DIN B. The
measurement error of the sensors is δΘPt100 = ± 1/3 (0.3+ 0.005 Θ/oC) K, while the
total error consists of a temperature independent and temperature-dependent error.
However, to determine Ra the temperature difference between the top and bottom
plate is of interest. Hence, the temperature independent error can easily be disposed
of by calibrating the sensors to a reference sensor.

In the large container, three PRTs are placed at the beginning of the inlet channel
and nine sensors at the end of the outlet channel (fig. 9b). The sensors are located
at the end of the outlet channel in order to avoid disturbance of the flow into the
container. However, due to the mixing in the outlet channel, characteristic temperature
fluctuations are not measurable. Consequently, in the large container just the spatial
temperature distribution is determined. Moreover, the temperature at the end of
the outlet channel, does not correspond to the temperature directly at the outlet slot.
To obtain the temperature at the outlet slot a correction of the outlet temperature is
needed. The loss of heat in the outlet channel is calculated based on the Nu-relation
for turbulent pipe flow [11]

Nu = 0.023Re4/5D Pr1/3, (3.3)

where ReD denotes the Reynolds number of the flow in the outlet channel. The
characteristic length LD corresponds to the hydraulic diameter of the rectangular duct
LD = HoutW/(Hout +W), where Hout is the outlet height and W the corresponding
width of the outlet channel. Hence, by equation (2.22) the heat transfer coefficient hD

at the inner duct walls is calculated. Further, the heat transfer through the side walls
of acrylic glass is given by dacr/kacr, where dacr = 0.01m is the thickness of the channel
walls and hacr = 0.19W/mK a heat transfer coefficient of acrylic glass. Consequently,
the heat-transfer coefficient is

h =

(
dacr

hacr
+

1

hout
+
1

hD

)−1

,

while the heat transfer coefficient at the outer side walls is estimated to be 6W/mK.
The corresponding equation of the enthalpy flux is

Q̇ = Cp Ṁ
dΘD
dL

L = −hAD(ΘD −Θa), (3.4)

where Ṁ denotes the mass flow, Θa the ambient temperature, ΘD the mean air
temperature in the outlet channel, AD the area of the channel walls and L the position
in length direction. By solving the differential equation 3.4 the following relation

Θout = Θa +
(
Θend
D −Θa

)
exp

(
h (2Hout + 2W)

Cp ρHoutWUout

)
(3.5)
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is obtained, where Θend
D represents the temperatures at the end of the outlet channel

and Uout = 5/3U is the mean velocity in the outlet channel. Based on equation 3.5 the
outlet temperatures were adapted to estimate the temperatures at the outlet slot.

3.3 particle image velocimetry

Instantaneous velocity fields are determined by Particle Image Velocimetry (PIV) for
FC and MC in the large container under ambient pressure conditions and in the small
container under high pressure conditions. PIV is an optical measurement technique,
based on the recording of homogeneously distributed tracer particles, which are
illuminated, usually by a short pulsed high-energy laser, and recorded twice each
measurement. The delay between the two exposures has to be small enough that most
of the particles in the first frame are present in the second frame. On the contrary,
the delay must not be chosen to be so small, that the particle shift is insufficiently
large to be detected. A velocity field is calculated by the displacement of the particles.
Therefore, the frames are divided into a large number of interrogation windows. By
a spatial cross-correlation a locally averaged displacement vector is calculated for
each interrogation window. The particle images are converted to a velocity using
the time between two frames and the magnification factor. For further details of this
measurement technique, the reader is referred to Raffel et al. [102].

With the objective to identify large-scale flow structures and their low-frequency
dynamics, series of instantaneous velocity fields were acquired at a repetition rate
of f = 2/3Hz. For each series, 500 - 800 instantaneous velocity fields for FC and
3200− 4800 in case of MC were recorded in a vertical and a longitudinal measurement
plane. In both containers two-dimensional and two-component (2D2C) PIV was
performed in the vertical cross-section at X = 0.5× L for the whole cross-section. In
the longitudinal plane at Y = 0.5×W PIV was applied to the cross-section segment
0.43× L < X < 0.82× L in the large container, while in the small container, the PIV
was accomplished for the whole cross-section.

A critical component of PIV in the HDG was the generation and injection of the
seeding particles into the fluid. At ambient conditions usually oil droplets with a
mean diameter of dP ≈ 2µm are used as tracer particles. Details about the generation
of the seeding particles can be found in Raffel et al. [102]. However, for several reasons,
including danger of explosions, the usage of oil droplets in the HDG is not allowed.
Hence, a challenging issue was the selection and generation of tracer particles for usage
under high pressure conditions in the HDG and their homogeneously distributed
injection into the flow.

For PIV under high pressure condition, aluminiumoxid Al203 powder (Matroxid
MR-70 [83]) was used. The particles are introduced into the HDG using a pressurised
fluidised-bed particle dispenser. The seeding generator produces monodisperse tracer
particles with a mean diameter of dP = 1µm. The dispenser is additionally equipped
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with a sonic flow orifice, where strong shear stresses break up clumps of the material
to avoid larger agglomerations. Details on the design and operation of a fluidised-bed
seeding generator can be found in the publications of Willert [127] and Kähler [62].
To provide a homogeneous distribution of tracer particles; the particles were seeded
into the wind of the HDG. As a result, after a few circulations, the tracer particles are
homogeneously distributed and larger agglomerations either sinking to the bottom
under the influence of gravity or collided with the wind-tunnel walls due to their
mass inertia.

Another restriction of PIV in the HDG is the optical accessibility. Since the HDG
was originally not designed for the application of PIV, the wind tunnel provides only
five small windows, where the laser light sheet is coupled into the wind tunnel and
the camera are placed. Two windows are on the front door and three on the ceiling of
the test section. At ambient pressure and under high pressure conditions, the particles
were illuminated by a dual cavity Nd:YAG laser. The light pulses were shaped into a
sheet of 2− 5mm thickness and the images were recorded by a pco.4000 [94] camera
with a resolution of 4008× 2672 pixel and 12 bits grayscale. The instantaneous velocity
vector fields were calculated using the software PIVview by PIVTEC GmbH [96]. The
PIV data processing parameters are listed in appendix A.

3.4 measurement parameters

In the following the calculation of the characteristic numbers is introduced. For Re

and Ra the height of the container represents the characteristic height H and the
characteristic velocity U corresponds to the spatial mean of the time-averaged inflow
velocity Uin. The system temperature

Θ = 0.5 · (Θt +Θb) (3.6)

is determined by the mean value between top and bottom plate temperature and the
characteristic temperature difference ∆Θ is given by

∆Θ = Θb −Θt. (3.7)

Here, the mean temperature Θt and Θb corresponds to the spatial mean of the time-
averaged temperatures of the top and bottom plate respectively.

The fluid properties ν, κ and α were calculated by a third order virial equation
given by Smits and Zagarola [118] as a function of the time-averaged pressure P and
system temperature Θ. All measurements are performed in a time period of almost
thermal equilibrium, which was indicated by a stable oscillation of the temperature
at the outlet for the small container and a constant temperature at the end of the
outlet channel for the large container. The period to obtain thermal equilibrium is, in
particular for higher Ar, several hours for the small container and almost one day for
the full-scale setup.





4
L A R G E - S C A L E S T R U C T U R E A N A LY S I S

Turbulent convective flows are usually three-dimensional, unsteady or even reveal a
chaotic behaviour. Statistics like the time averaged velocity field or the corresponding
velocity fluctuations are insufficient to characterise such complex flows. Hence, to
prove the concept of spatial scaling valid characteristics have to be determined to
examine similarty of the flows in the two containers with different size. Therefore,
the analysis of the velocity vector fields have the two main objectives: identification
of the topology of the predominant coherent structures and determination of their
dynamics. Here, the prevailing structures are mainly large-scale circulation (LSC).

In the following a pattern is termed as LSC if the velocity field is normal to both,
the symmetry and radial axis. If the velocity is further proportional to the radius r,
the rotational plane is characterised by

u =

{
ur = U0

uϕ = UR
r
RLSC

with 0 6 r 6 RLSC
, (4.1)

where UR denotes the maximal velocity at the boundary of the LSC, RLSC the radius
of the LSC, ur the velocity parallel to r and uϕ the velocity orthogonal to r.

For these structures, the usual identification criteria are based on local quantities like
velocity, velocity gradients or vorticity. However, due to the intermittant small-scale
turbulence a localisation or a derivation of the LSC from an instantaneous velocity
field is often likely to fail. To cope with this issue, a scalar function is used, which
is derived from a velocity vector field [84]. This function provides the detection of
the centre position and the boundary of large-scale vortexes by considering only the
topology of the velocity field, but not its magnitude. A detailed description of this
scalar function is introduced in section 4.1.

Further, for the analysis of the velocity fields, a Proper Orthogonal Decomposition
(POD) was applied. The POD was initially introduced to detect and analyse bifurcation
of spatiotemporal dynamical systems and was applied to the field of hydrodynamics
in the sixties when there was a fundamental need of mathematical definitions of
coherent structures in turbulent flows [79, 78]. Despite the initial scepticism (the main
criticism was that the extracted features are characteristics of second-order statistics)
by parts of the fluid dynamics community with respect to the POD procedure, the
POD is now a popular and powerful tool for the analysis of turbulent flows [9].

No overall framework is currently available to incorporate coherent structures into
the turbulent theory. The application of POD to the field of fluid dynamics allows a
better understanding of complex flow problems in general and of large-scale energetic

35
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flow structures, in particular. Indeed, the POD is an important tool for the analysis
of intricate turbulent convective flows with its often chaotic dynamics [117]. Its
properties, as optimal convergence or space-time symmetry [54, 6], suggest that it
is a preferred basis to use for various applications. Thus, the POD was applied to
many other disciplines beside hydrodynamics, for instance: signal analysis [6], data
compression [5], image processing [106] or oceanography [97]. The mathematical
framework of the POD algorithm and its adaptation to a set of instantaneous velocity
fields is described in section 4.2.

In the present study, both analysis methods were applied to two-dimensional veloc-
ity vector fields determined by PIV. Nowadays, PIV systems enable the measurment
of thousands of instantaneous velocity fields over a large field of view. Each consists
of tens of thousands velocity vectors. An analysis of this highly resolved data requires
sufficient computing power. In regard to the POD procedure in 1987, Sirovich [115]
notices, that large number of snapshots with a high spatial resolution exceeds the
machine capacity of the moment. However, the rapidly growing computing power
enables the computational analysis of even a large quantity of data in a timely manner.
Nevertheless, this huge quantity of data remains a challenging task for robustness
and efficiency of the applied analysis algorithms. Both algorithms were proven to be
robust dealing with large sets of highly resolved velocity vector fields [124, 48].

4.1 vortex identification algorithm

Due to intermitting small-scale vortexes in turbulent convective flows a clear iden-
tification of the roll structure’s characteristics like its centre position or its diameter
is often difficult or even impossible. To overcome this issue Michard et al. [84]
introduced a dimensionless scalar function Υ. The function is directly calculated from
a two-dimensional velocity vector field by

Υ(x) =
1

S

∫
x ′∈S

(R(x ′)× u(x ′)) · nz

|R(x ′)| · |u(x ′)|
dS =

1

S

∫
x ′∈S

((x ′ − x)× u(x ′)) · nz

|x ′ − x| · |u(x ′)|
dS, (4.2)

where S is an area surrounding the point x, x ′ is an element of the area S, R(x ′) = x ′−x
a radius vector with the origin at x, nz the unit vector normal to the plane S and
u(x ′) the in-plane velocity vector at the position x ′. According to its definition Υ is
a dimensionless scalar function with −1 6 Υ 6 1, where |Υ| has the local maximum
at the vortex centre position. In addition, the sign indicates the rotation direction of
the vortex. The function Υ provides a systematic and explicit procedure to detect the
location of the vortex centre position and the topology.

Another feature of Υ is the capacity to remove small-scale turbulent intermittency.
The averaging over the area S is a spatial low-pass filter and with a skillful choice of
S, small-scale structures are removed without having a strong effect on the location
of the maximum of Υ. This feature almost predestines Υ to extract LSC from the
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Figure 10: Definition sketch for the computation of the scalar function Υ.

small-scale turbulent background in turbulent convective flows. Furthermore, to make
the function Υ Galilean invariant the mean local velocity in the vicinity of the point x

ũ(x) =
1

S
′

∫
u∈S ′

u ′(x ′) dS (4.3)

is subtracted prior the evaluation of Υ. Hence, the local velocity is given by u ′(x ′) =
u(x ′) − ũ(x), where for the present data the calculation was performed with S = S ′.

For the adaptation to the velocity vector field, a field is divided into discrete
quadratic sub domains Si of unique size. Then, Υ is written in a discrete form

Υ(xi) =
1

N− 1

∑
xj∈Si

(
(xj − xi)× u ′j

)
· n

|xj − xi| · |u ′j |
=

∣∣∣∣∣∣ 1

N− 1

∑
xj∈Si

sin (ϕij)

∣∣∣∣∣∣ , (4.4)

where N is the number of grid points in the domain Si and ϕij the angle between
the radius vector Rj = xi − xj and the velocity vector u ′j . Additionally, a sketch of the
corresponding variables required for the computation of Υ is depicted in figure 10.

To demonstrate the pertinence of Υ, in order to extract and detect LSC, an example
is illustrated in figure 11. The plots show an instantaneous velocity vector field
(fig. 11a), the corresponding Υ function (fig. 11b) and the vorticity (fig. 11c). The
two-dimensional velocity vector field of mixed convective air flow was measured
in the longitudinal cross-section Y = 0.5×W at Ra = 2.39× 108, Re = 1.01× 104
and Ar = 3.3 and reveals four LSCs arranged in the longitudinal direction. While
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Figure 11: Detection of large-scale roll structures: (11a) instantaneous velocity vector field of
mixed convective air flow in the longitudinal measurement plane Y = 0.5×W at
Ra = 2.39× 108, Re = 1.01× 104 and Ar = 3.33, (11c) corresponding locally spatial
averaged vorticity Ω normalised by H/Uin and (11b) scalar field Υ.
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the LSC is approximately visible in the velocity vector field, a direct and automatic
identification of LSC characteristics is unsuitable.

On the contrary, the contour plot of Υ clearly depicts the topology and the centre
positions of the four longitudinally arranged LSCs. Once, the optimal size of S is
determined, the algorithm provides a convenient process to calculate of LSC charac-
teristics. For comparison, the vorticity Ω = (∂uy/∂x) − (∂ux/∂y) is displayed in figure
11c to reveal the great accurateness of Υ. The figure illustrates the corresponding
in-plane vorticity, normalised by H/Uin. Furthermore, the vorticity is spatially averaged
over an area S to remove small-scale vorticity. The figure discloses four regions with
alternating rotational direction (blue signifies clockwise and red counter clockwise
rotation), representing the four LSCs. However, an automatic identification of LSC
characteristics based on the Ω distribution is not currently available.

4.2 proper orthogonal decomposition

The POD was applied to the present data to extract the topology of predominant large-
scale coherent flow structures and their trajectories in time from a set of instantaneous
velocity vector fields. For practical applications in literature basically two methods of
the POD exist: the direct method introduced by Berkooz et al. [16] and the snapshot
method by Sirovic [115, 116]. For the analysis of the present data, the latter method
was used. However, both are well proven and no significant difference was found
[54, 9].

Basic concept

In principle, the POD is based on the Karhunen-Loéve theorem, which represents a
stochastic process as an infinite linear combination of orthogonal functions, analogous
to a Fourier series. However, the coefficients in the Karhunen–Loève theorem are
uncorrelated random variables, in contrast to a Fourier series where the expansion
basis consists of sinusoidal functions. The orthogonal basis functions are determined
by calculus of variations to produce the optimal basis for its expansion.

Suppose, we have an ensemble of scalar fields
{
u(n)
}

and u = u(x), where x denotes
the spatial coordinates (u can also be a vector, but for simplicity, the fundamentals of
the POD are introduced in the context of a scalar field). To project u(n) onto a new
basis of orthonormal functions it is assumed that these functions belong to the Hilbert
space L2, with an inner product

(f,g) =
∫
f(x)g∗(x) dx. (4.5)
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Here, (∗) indicates the complex conjugation. The basic objective of the POD procedure
is to find a new basis of orthonormal functions, as a linear combination

u(n)(x, tn) =
n∑

k=1

akΦk(x). (4.6)

Therefore, a set of basis functions Φj(x) have to be calculated by maximising the time
averaged projection of u onto Φ

max
Φ∈L2

〈
|(u,Φ)|2

〉
||Φ||2

, (4.7)

where | · | denotes the modulus, < · > the time averaging operation and || · || represents
the L2-norm. To find the maximum by calculus of variations,

〈
|(u,Φ)|2

〉
has to

maximise, while ||Φ||2 = 1. This problem is equivalent to the eigenvalue equation∫ 〈
u(x)u∗(x ′)

〉
Φ(x ′) dx ′ = λΦ(x), (4.8)

whose null space is a two-point autocorrelation function

K(x, x ′) =
〈
u(x)u∗(x ′)

〉
. (4.9)

Finally, a set of eigenmodes with the corresponding eigenfunctions, eigenvectors Φi

and real eigenvalues

λn = δnm 〈ζnζ
∗
m〉 (4.10)

is received, where all eigenvalues λn > 0, because K is positive definite.
In the case of PIV we have an ensemble of two-dimensional velocity vector fields

u(n) = u(x,nτ) consisting of a set of N «snapshots» sampled at discrete time and space
with a repetition rate τ. Based on this ensemble, a state variable for each snapshot

v(u) = (u1, ...,uM, v1, ..., vM,w1, ...,wM)T

is defined, where u, v,w represent the velocity components and M = i× j are the
number of grid points (the state variable can include other physical properties, for
instance, pressure or temperature). The autocorrelation function of the state variables
has a non-trivial null space and eigenfunctions of the form

Ψ =

N∑
n=1

ζnv
n, (4.11)

where the constants ζn remain to be found. To calculate the constants, a state matrix

V =
[
v(1), ..., v(N)

]
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is defined and thus the autocorrelation matrix is

C =
1

N
VTV. (4.12)

The matrix C is of the order N×N. Based on equation (4.12) and equation (4.8) the
eigenvalue equation is

C ζ = λζ. (4.13)

Because C is a squared matrix and all entries are positive, the eigenvectors are linearly
independent and the matrix is positive definite, thus the eigenvalue problem can be
written as

C = PΣP−1, (4.14)

where Σ is a diagonal matrix with the eigenvalues λ1, ..., λN on the diagonal and
P = (ζ1, ..., ζN) a matrix with the eigenvectors ζ on the columns. Solving the equation
by an eigenvalue decomposition a set of eigenvectors {ζi} with the corresponding
eigenvalues {λi} and eigenfunctions

Ψ = VP (4.15)

is obtained, where the columns of Ψ contains the eigenfunctions Ψi.

Physical interpretation

Basically, the POD is a mathematical framework for decomposing a set of spatial
temporal functions via a statistical analysis, which have no inherent physical meaning.
An interpretation of the eigenmodes as a relevant coherent flow structure has to be
based on fluid dynamical aspects and on intuition.

Since the eigenfunctions {Ψi(x)} are linearly independent, the eigenfunctions {Ψn}

are commonly termed as coherent structures and the corresponding eigenvalues are

λn =
〈
|(Ψn, vn)|2

〉
. (4.16)

Thus, the eigenvalues λn have an interpretation of an energy and the total energy is
the sum of the eigenvalues

E =

N∑
n=1

λn. (4.17)

Moreover, in the present application un is a function of velocity components, hence the
entries of the autocorrelation matrix C are the sum of squared velocity components
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(eq. 4.12) comparable to a kinetic energy. In this case, the eigenfunctions {Ψn} have the
interpretation of a kinetic energy distribution.

In practice, the POD is applied to identify coherent flow patterns, which are
important for the dynamics. But what are the eigenmodes, respectively the flow
pattern, of interest? For the analysis of turbulent flow this question is of vital
importance. Commonly, POD provides eigenvalues, which are sorted in a descending
order, such that the mode with the highest eigenvalue represents the most dominant
coherent flow structure in terms of energy. With the aim of identifying the eigenmodes
of importance, a frequently used criterion is to take the first m eigenmodes whose
commutative sum of the normalised eigenvalue exceeds a threshold

Ẽ >
m∑

n=1

λ̃n. (4.18)

In principle, higher eigenvalues are obtained for eigenfunctions, which consists
of large structures. Thus, the eigenmodes with the largest eigenvalues commonly
represent large-scale coherent structures. Because we are interested in the topology
and dynamic of large-scale structure, the eigenvalues is a valid indicator to identify
the eigenmodes of interest.

By equation 4.6 it is found, that the eigenvector ζn(t) is a function of time. Hence,
ζn(t) is often termed as time developing coefficient, representing the trajectory in time
of the corresponding eigenfunction. In agreement with the physical interpretation of
the POD eigenmodes, in the following the eigenfunctions are also termed as coherent
structures, the eigenvectors as the time developing coefficient and the eigenvalues as
energy eigenvalues.



5
M I X E D C O N V E C T I V E A I R F L O W S I N A R E C TA N G U L A R
C O N TA I N E R

Within the scope of verifying the concept of spatial scaling, it is indispensable to deter-
mine the characteristic features of mixed convective air flow. Hence, the subject of the
following chapter is a rather general discussion of the large-scale structure formation
in turbulent MC to identify and verify the prominent flow features. However, due to
the diversity of the flow states and their complex dynamics, the identification of the
flow characteristics needs further analysis.

In the present geometry, a key feature is the formation of large-scale circulation
(LSC), often with a diameter of the order of the characteristic height H. With the
objective of identifying the topology and dynamics of these large-scale roll structures,
a LSC detecting algorithm (sec. 4.1) and a proper orthogonal decomposition (sec.
4.2) was utilised separately and in combination. By these analysing methods, in
combination with temperature measurements, the spatio-temporal characteristics of
the flow are extracted, quantified and discussed as a function of Re and Ar.

In the following, the magnitude of the time-averaged velocity vector fields and the
standard deviations are calculated from the in-plane velocity components. Further, for
the sake of comparability, all velocities are normalised by the characteristic velocity U
and the velocity vectors are scaled to unity. In regard to the POD coherent structures,
the eigenfunctions Ψ(n)

i and the magnitude Ψn of the eigenfunctions are normalised as
well. Here n denotes the mode number and i indicates the velocity component u, v
and w. For the illustration of the coherent structure, the vectors are scaled to unity
and consist of the corresponding eigenfunctions Ψ(n)

i .

5.1 large-scale flow structures

In turbulent MC, the formation of flow pattern is determined by the mutual interplay
of TC and FC. Depending on the ratio of inertia to buoyancy forces, numerous
coherent flow states are developed. It is almost impossible to capture all the states
of flow. However, with the objective to examine the formation and dynamics of the
large-scale coherent structures in mixed convective air flow, MC was studied at four
different Archimedes numbers, while Ra is almost constant and Re varies. The flow
case with the lowest Ar is related to FC and the highest Ar reflects the regime where
the flow is dominated by TC.

In this chapter, the results of the measurement under high fluid pressure conditions
P ≈ 11.6 are analysed and discussed only. The findings of the measurement in the

43
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Re = 1.01× 104 1.22× 104 1.40× 104 2.67× 104

Pr 0.69 0.69 0.68 0.68

U [m/s] 0.137(1) 0.163(1) 0.183(1) 0.355(2)

ρair [kg/m3] 13.85(3) 13.84(2) 13.84(2) 13.88(4)

Θ [K] 295.50(1) 295.43(1) 295.34(1) 295.65(3)

Θin [K] 295.35(1) 295.34(1) 295.36(1) 295.69(3)

Table 2: List of measurement parameters, fluid properties and characteristic numbers of PIV
in the vertical cross-section at X = 0.5× L for FC at a fluid pressure P ≈ 11.6.

large container under atmospheric pressure conditions are presented and reviewed in
terms of spatial scaling in chapter 6.

5.1.1 Isothermal flow

In general, the term FC is related to convective flows where the inertia forces clearly
exceed the buoyancy forces FB � FI, while here the term is used more narrowly. In
the following section the term FC denotes isothermal flows without the presence of
TC.

The time-averaged measurement parameters, the corresponding fluctuations (values
in brackets) and the characteristic numbers of PIV in the vertical cross-section at
X = 0.5 × L are itemised in table 2, whereas the fluctuations correspond to the
standard deviation. In addition, the PIV data processing parameters are listed in table
9 (appendix A).

The formation of large-scale structures in FC is studied within the parameter range
of 1.01× 104 6 Re 6 2.67× 104, where the time-averaged velocity fields (fig. 12a -
12d) are calculated from 500 instantaneous velocity fields recorded at a repetition rate
of 2/3Hz corresponding to a time period of 750 s. For the sake of visibility only every
9th - 12th velocity vector is drawn.

On the upper right side, a jet of air enters the cell through the inlet. The inflow
drives a nearly two-dimensional and stationary rotating mean wind, where the core
is located close to the centre position of the cross-section. The two-dimensional
and stationary nature of the mean wind is identified by the corresponding velocity
fluctuations (fig. 13). The contour plots depict the normalised standard deviation
of the velocity magnitude σ(v,w) =

√
σ2v + σ

2
w/U as a function of Re. Except for the

region of the wall jet at the ceiling, the contour plots reveal a rather homogeneous
distribution of low σ(v,w)-values, indicating the stationary nature of the mean wind.
However, for the region of the wall jet stronger fluctuations are found. At the ceiling,
the wall jet detaches and starts to oscillate as a result of the free shear layer instability,
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Figure 12: Mean wind in the vertical cross-section X = 0.5× L at four different Re. Figure
(12a) - (12d): time-averaged in-plane velocity vector fields of FC at Re = 1.01× 104,
Re = 1.22× 104, Re = 1.40× 104 and Re = 2.67× 104 respectively.
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Figure 13: Velocity fluctuations in the vertical cross-section X = 0.5× L as a function of Re.
Figure (13a) - (13d): normalised standard deviation of the velocity magnitude at
Re = 1.01× 104, Re = 1.22× 104, Re = 1.40× 104 and Re = 2.67× 104 respectively.
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Figure 14: Characterisation of the roll structure topology at FC in the vertical cross-section.
(14a) Vertical velocity profile of the v-component in the cross-section X = 0.5× L at
Y = Yc. (14b) Corresponding in-plane velocity magnitude.

which is developed between the incoming air jet and the mean wind. As a result,
these oscillations lead to elevated σ(v,w)-values at the ceiling. A comparison of the
velocity fields at Re = 1.0× 104, Re = 1.22× 104 and Re = 1.40× 104 further reveals
an almost congruent topology of the velocity magnitude and its fluctuations. On the
contrary, due to the higher inflow velocity, in case of Re = 2.67× 104 the wall jet
detaches further down-wind. Consequently, the centre position of the mean wind is
shifted towards the right side wall.

Characteristic features of the mean wind are calculated from the time-averaged
velocity vector fields. The horizontal velocity profile w(y) is cut along the y-axis at
Z = Zc, where the subscript c denotes the corresponding LSC centre position and the
vertical velocity profile v(z) is cut along the z-axis at Y = Yc. The centre positions Zc

and Yc are determined by the LSC identification algorithm.
Figure 14a shows the vertical velocity profile v(z) for Re = 2.67× 104. The profile

is segmented into four regions: the region of the wall jet, the outer region at bottom,
the outer region at the top and the core region. Moreover, the partly linear slopes of
the profile depict that the core region and the outer regions rotate rigid-body-like,
whereas the angular velocity for each segment differs. In addition, the contour plot of
figure 14b depicts the spatial distribution of the in-plane velocity magnitude in the
cross-section X = 0.5× L, where the centre position of the mean wind corresponds
to the intersection of the horizontal line and vertical line. The lines corresponds to
the positions of the line cuts and the rings represent the LSC outer region and the
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Figure 15: Velocity profiles at Yc and Zc for the different Re. (15a) Normalised w-component
profile at X = 0.5× L and Yc. (15b) Normalised v-component profile at X = 0.5× L
and Zc.

core region. Based on these attributes, the characteristics of the forced mean wind are
determined.

The line cuts disclose differences between the normalised velocity profiles at Re =
2.67× 104 and the profile at lower Re. With the objective to verify the differences
between the LSC’s topology at high and lower Re the angular velocities of the core
region, outer region and the whole LSC are calculated by

ω =
1

N

∑
xj∈Si

(xc − xj)× uj
|xc − xj|2

n, (5.1)

where Si denotes the areas of the LSC core region, outer region or the entire LSC,
(xc − xj) the radius vector, uj the velocity, n the unit normal vector in x-direction and
N the number of points. The corresponding spatially averaged angular velocity, the
radius, the centre position of the LSC and the LSC sub regions are listed in table 3 as
a function of Re, where the radius of the core region and outer region is estimated by
eye and corresponds to the length of the segments with linear slopes.

For the three flow cases with the lower inflow velocity, the normalised horizontal
velocity profiles and vertical velocity profiles (fig. 15) are similar. On the contrary, at
Re = 2.67× 104 the profiles clearly differ due to the further down-wind detaching
wall jet. Moreover, it is found that in all cases the outer regions have a slightly
higher angular velocity in comparison to the core region. This higher angular velocity
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Re = 1.01× 104 1.22× 104 1.40× 104 2.67× 104

(Yc/H,Zc/H) (0.50, 0.51) (0.50, 0.52) (0.49, 0.51) (0.54, 0.50)

Rcore/H 0.20 0.19 0.19 0.08

RLSC/H 0.36 0.36 0.35 0.35

ωLSC [rad/s] 1.10 1.32 1.46 4.00

ωcore [rad/s] 1.07 1.21 1.40 3.96

ωouter [rad/s] 1.11 1.35 1.51 4.17

Table 3: List of the mean wind flow features: angular velocities, normalised radius and the
centre position of the forced induced LSC as a function of Re.

indicates that the innermost region of the LSC appears to be unable to follow the fluid
motion of the outer region, which is driven by the incoming wall jet. Further, the
radius of the core is almost the same for lower Re, while for Re = 2.67× 104 a smaller
radius of the core is observed. However, the radius of the whole LSC is similar in all
four cases of Re.

In conclusion, for the given geometry and the parameter range 1.01× 104 6 Re 6
2.67× 104 an two-dimensional roll structure is developed. The mean wind is divided
into two regions: the jet region and the LSC. The LSC itself is divided into two regions:
the core region and the outer region. Both regions behave rigid-body-like, however,
with different angular velocities, while the outer region rotates with a higher angular
velocity than the core region. In addition, the delayed detachment of the incoming
wall jet at the highest Re results in a broader jet region at the left side wall and a
shift of the LSC centre position is discerned, relative to the centre position at lower
Re. Based on these findings, in the following the impact of the buoyancy flow on the
forced mean wind is discussed.

5.1.2 Mixed convection

Mixed convective air flow is studied for the Archimedes numbers Ar = 3.33, Ar = 2.29,
Ar = 1.81 and Ar = 0.48 and Ra ≈ 2.40× 108, while Re corresponds to the numbers
which have been examined at FC. The measurement parameters, fluid properties and
characteristic numbers of PIV in the vertical cross-section at X = 0.5× L are listed in
table 4. The PIV data processing parameters are itemised in table 10 (appendix A). All
time-averaged velocity fields of MC are calculated from a set of 4800 instantaneous
velocity fields. The measurement time is 7200 s, expecting the flow at Ar = 0.48. At
Ar = 0.48 just 3000 instantaneous velocity fields were recorded within a period of
9000 s.
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Figure 16: MC in the vertical cross-section X = 0.5 × L as a function of Ar. (16a) - (16d)
time-averaged in-plane velocity vector field at Ar = 3.33, Ar = 2.29, Ar = 1.81 and
Ar = 0.48 respectively.
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Figure 17: Standard deviation of the velocity magnitude as a function of Ar in the vertical cross-
section at X = 0.5× L. (17a) - (17d) normalised standard deviation

√
σ2v + σ

2
w/U at

Ar = 3.33, Ar = 2.29, Ar = 1.81 and Ar = 0.48 respectively.
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Ar = 3.33 Ar = 2.29 Ar = 1.81 Ar = 0.48

Re 1.01× 104 1.22× 104 1.37× 104 2.70× 104

Ra 2.40× 108 2.41× 108 2.39× 108 2.47× 108

Pr 0.71 0.71 0.71 0.70

ρair [kg/m3] 13.83(1) 13.84(4) 13.83(7) 13.98(5)

U [m/s] 0.143(1) 0.172(1) 0.200(1) 0.377(3)

∆Θ [K] 21.20(10) 21.25(17) 21.17(16) 21.23(15)

Θb [K] 316.78(10) 316.68(17) 316.79(16) 315.01(14)

Θt [K] 295.58(3) 295.43(4) 295.62(3) 293.78(4)

Θin [K] 295.31(1) 295.25(5) 295.54(7) 293.73(5)

Table 4: Measurement parameters, fluid properties and characteristic numbers of PIV in the
vertical cross-section at X = 0.5× L for MC in the small container under high pressure
conditions.

The corresponding time-averaged velocity vector fields in the vertical cross-section
at X = 0.5× L are shown in figure 17. For the sake of visibility every 7th - 9th velocity
vector is drawn. The velocity fields in the vertical cross-section for the three highest Ar
(fig. 16a - 16c) strongly deviate from those found at FC (fig. 12). With the onset of TC,
rising hot plumes or falling cold plumes, which are emitted from the thermal BL at the
floor or the ceiling of the container, lead to a break-up of the almost two-dimensional
forced mean wind. Consequently, the incoming wall jet and the topology of the former
two-dimensional roll structure are significantly modified.

For Ar = 3.33 the incoming wall jet detaches further down-wind in relation to the
corresponding FC case, while for Ar = 2.29 and Ar = 1.81 a delayed detachment is
found. Depending on whether hot rising plumes or cold falling plumes are prevailing
in the cross-section X = 0.5× L a later or earlier detachment of the wall jet is observed.

For instance, in case of Ar = 3.33 falling cold air is predominant in the cross-section
X = 0.5× L. As a consequence, the cold plumes, emitted from the top thermal BL, are
convected by the incoming wall jet towards the left side and cold air descends close to
the left lateral wall. Moreover, the interaction of the cold plumes with the incoming
wall jet causes a broadening of the jet and the downward flow close to the left lateral
wall. Consequently, the LSC core is shifted towards the right side (fig. 16a). For the
flow cases of preferred hot plume emission at the bottom, the plumes are convected
by the forced flow towards the right side wall. As a result, the hot plumes interacts
with the ascending forced flow at the right side wall and the flow becomes wider. As
a consequence, the LSC core shifts towards the upper left corner of the cross-section



5.1 large-scale flow structures 53

Ar = 3.33 Ar = 2.28 Ar = 1.81 Ar = 0.48

Re 1.01× 104 1.26× 104 1.37× 104 2.69× 104

Ra 2.39× 108 2.39× 108 2.39× 108 2.42× 108

Pr 0.71 0.71 0.71 0.71

ρair [kg/m3] 13.83(2) 13.82(4) 13.83(3) 13.90(2)

U [m/s] 0.143(1) 0.173(1) 0.199(1) 0.378(2)

∆Θ [K] 21.19(7) 21.19(15) 21.18(16) 21.19(18)

Θb [K] 316.79(6) 316.72(15) 316.76(16) 316.53(17)

Θt [K] 295.60(2) 295.53(4) 295.58(4) 295.35(5)

Θin [K] 295.415(9) 295.457(26) 295.600(18) 295.354(10)

Table 5: Measurement parameters, fluid properties and characteristic numbers of PIV in the
longitudinal cross-section at Y = 0.5×W for MC.

and a detachment of the incoming wall jet further down-wind is observed (fig. 16b
and 16c).

The interaction of TC with the forced mean wind leads to higher fluctuations of the
velocity magnitude σ(v,w) in the whole measuring plane. The contour maps in figure
17 clearly disclose elevated σ(v,w)-values. Moreover, in comparison to the flow at FC,
a structural change of the standard deviation’s topology is found.

In particular, for Ar = 3.33 (fig. 17a) significant differences are observed. At
Ar = 3.33, the standard deviation in the bulk of the measuring plane is σ > 0.12×U,
while in the corresponding case at FC comparable values were obtained in the region
of the incoming wall jet only. The increased velocity fluctuations seem to be the result
of the mutual interplay of hot rising air and cold falling air with the forced mean
wind. In addition, elevated fluctuations are found close to the bottom. Over the
heating plate, the increased σ(v,w)-values are caused by the interaction between the
hot plumes emitted from the bottom thermal boundary layer and the forced flow
towards the outlet slot.

With decreasing Ar lower velocity fluctuations are detected in the bulk of the
measuring plane. In particular, for Ar = 0.48, where the flow is determined by the
forced convective flow, the topology and magnitude of σ are almost similar to those
found at FC, excepting the core region of the forced LSC. There, conspicuously higher
fluctuations are emerged in comparison to the flow at FC. Moreover, for Ar = 0.48,
the topology of the forced mean wind is almost unaffected by the buoyancy flow and
the roll structure in the vertical cross-section (fig. 16d) is similar to the corresponding
flow case at FC (fig. 13d).
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In addition, PIV was performed in a longitudinal cross-section at Y = 0.5× L. The
measurement parameters, fluid properties and characteristic numbers during the PIV
in the longitudinal cross-section are listed in a table 5. The corresponding PIV data
processing parameters are given in table 11 (appendix A). Further, the results of PIV in
the longitudinal cross-section do not cover the full extent of the container reliably. Due
to reflections of the laser light, the top and bottom areas become partly inaccessible to
the measurements, particularly on the right side.

For Ar = 3.33 the formation of flow structures in the longitudinal cross-section is
primarily governed by the buoyancy forces. The time-averaged velocity vector field in
the cross-section at Y = 0.5×W (fig. 18a) discloses large-scale flow structures with
a comparable topology on the left side (X < 0.5× L) and right side (X > 0.5× L).
However, former studies [124, 110] of MC at the same characteristic numbers reveals
almost symmetrically arranged LSCs in the longitudinal cross-section.

To find out why the time-averaged velocity field differs from that of the former stud-
ies a POD was performed on the in-plane velocity components of the instantaneous
velocity fields. Figure 18b reveals the topology of the eigenfunction Ψ1 representing
the POD mode with the highest eigenvalue. The eigenfunction has the interpreted
of the predominant coherent structure, which contains 46.1 % of the total energy
E =
∑N
i λi.

The coherent structure discloses four almost symmetrically arranged counter-
rotating LSCs with a preferred location of rising hot air in the centre region X ≈ 0.5×L
and at the lateral walls. Accordingly, descending cold air is located at X ≈ 0.25×L and
X ≈ 0.75× L. A closer inspection of the coherent structure reveals that the LSCs centre
is shifted towards the region of rising hot air. Moreover, a significant broadening of the
horizontal flow at the top, relative to the flow over the heating plate, is observed. Both
effects result from the interplay of the forced mean wind with thermal convection
rolls. The broadening of the horizontal flow at the top is directly caused by the
incoming wall jet, where the main flow direction of the forced mean wind is almost
orthogonal to the longitudinal arranged thermal convection rolls. As a consequence,
the interaction of the oscillating wall jet and the vertical flow of the thermal convection
rolls at the ceiling leads to a broadening of the vertical flow. Furthermore, near the
bottom plate a cross-flow between the forced mean wind and the thermally induced
LSCs is developed. However, there the momentum of the forced mean wind is too
small to affect the vertical flow as strong as at the top.

In addition, the incoming wall jet convects cold plumes at the ceiling further down-
wind and hot plumes at the bottom are convected towards the outlet. As a result, the
preferred regions of ascending air are shifted towards the side wall with the inlet and
outlet. Accordingly, cold descending air is placed on the opposite side. Hence, the
rotational plane of the LSC is tilted with respect to the measuring plane and the LSC
centre positions of the rotational plane are not the centre observed from the topology
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Figure 18: Thermal convective roll structures in the longitudinal cross-section Y = 0.5×W
at Ar = 3.33, Re = 1.01× 104 and Ra = 2.39× 108. (18a) Time-averaged in-plane
velocity vector field. (18b) The topology of Ψ1. (18c) Υ-distribution calculated Ψ1,
where blue denotes clockwise and red counter-clockwise rotating LSC.
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of Ψ1. As a consequence, a shift of the centre position of the thermal convection rolls
towards the region of rising plumes is observed in the cross-section Y = 0.5×W.

The Υ-distribution (fig. 18c) was calculated from the coherent structure Ψ1. Here the
centre position of the LSCs is identified by the local maxima of |Υ|, while the regions
of vertical flow are charaterised by Υ ≈ 0. A closer inspection of the Υ-distribution
discloses that the centre positions differ from the centre position, which were found
from the coherent structure Ψ1.

Besides the structure of four longitudinally arranged LSCs the POD brings to light
another coherent structure, consisting of large-scale roll structures. The eigenfunction
Ψ2 has an eigenvalue of λ2 = 0.08×E and represents a pattern which consists of three
counter-rotating LSCs (fig. 19). For a further analysis, the LSC detecting algorithm was
performed on the eigenfunction Ψ2 (fig. 19b). The Υ-distribution reveals an almost
rotational symmetric topology for the central LSC, while the left and right sided
LSCs are elliptically shaped. Although, the dynamics of the LSC will be discussed
in detail later, I like to note that in this study, due to the long-time evolution of the
large-scale structures at Ar = 3.33, just two re-organisations of coherent flow patterns
were observed. Hence, further measurements over an extended period of time are
necessary to determine whether the coherent structure of three counter-rotating LSC
represents a transitional or metastable state.

Regarding the large-scale flow pattern at Ar = 3.33, the results are in good agree-
ment with the findings of Sergent et al. [111]. Sergent et al. studied the long-time
evolution of coherent flow structures in RBC in a rectangular container at similar Ra
by Large Eddy Simulation (LES). The container has the same aspect ratio, however,
no inlet or outlet slots. Although the study is related to RBC, it reveals several flow
features that are found in MC at Ar = 3.33 as well. The study of Sergent et al. uncovers
three different coherent flow conditions at Ra = 6× 108. The predominant structure
corresponds to a steady-state solution of four counter-rotating LSCs, comparable to
the topology of the coherent structure Ψ1 at Ar = 3.33. However, due to the additional
forced flow in MC also differences between the flow in RBC and MC are found. In
RBC the convection rolls are rotational symmetric. Further, the LSCs are arranged
side by side in the longitudinal direction, while in case of MC the roll structures
are stretched and tilted. The topology of the second flow condition reflects three
counter-rotating LSCs, comparable to the topology of the second mode eigenfunction
Ψ2. However, as well here clear differences are found in symmetry and orientation of
the LSCs. Furthermore, the study uncovers a third coherent flow state which consists
of two counter-rotating rolls. For MC a flow state, consisting of two LSCs, was not
observed. Sergent et al. assume that the second and third flow states are transitional
states before a physical solution is established.

The second flow case, which will be discussed in detail, is MC at Ar = 0.48. The
flow at this low Ar represents the other extreme condition of this study, where the
flow is primeraly governed by FC.
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Figure 19: Coherent structure of the second POD mode and the corresponding Υ-distribution
for Ar = 3.33, Re = 1.01× 104 and Ra = 2.39× 108. (19a) Topology of Ψ2. (19b)
Υ-distribution of Ψ2, where blue denotes clockwise and red counter-clockwise
rotating LSC.

Figure 20a depicts the time-averaged velocity vector field. A striking feature are the
blank regions close to the top, bottom and side walls. At Ar = 0.48 the out of plane
velocity component on the top and bottom is several times higher than the buoyancy
induced in-plane velocities. Hence, no valid results were obtained in these areas by
PIV. Furthermore, the large out of plane velocity requires a broadening of the laser
light sheet to gain results by PIV. Consequently, augmented reflections are received
from the boundaries and close to the side walls no valid results were obtained.

Nevertheless, the time-averaged velocity vector field (fig. 20a) shows a considerable
influence of the buoyancy flow on the predominant forced flow, while the velocity
field in the vertical measurement plane at X = 0.5× L (fig. 16d) was almost unaffected
by the buoyancy forces. The pattern in the longitudinal cross-section consists of roll
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Figure 20: Coherent flow structure in the longitudinal cross-section Y = 0.5×W at Ar = 0.48,
Re = 2.75× 104 and Ra = 2.42× 108. (20a) Time-averaged in-plane velocity vector
field. (20b) Topology of the normalised first mode coherent structure. (20c) The
Υ-distribution calculated from the first mode Ψ1 coherent structure. Red denotes
clockwise and blue counter-clockwise rotating circulation.
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Figure 21: Eigenvalue distribution as a function of the mode number n of the first 200 POD
modes in the longitudinal cross-section. The eigenvalues are normalised with
respect to the sum of the first 200 eigenvalues.

structures with a diameter of approximately H/2, which are located in the core region
of the forced mean wind.

The corresponding coherent structure of the first mode Ψ1 (fig. 20b) is similar to
the time-averaged velocity field, while at Ar = 3.33 clear differences between the time-
averaged velocity field and Ψ1 are found. The correlation of Ψ1 and the time-averaged
velocity field at Ar = 0.48 indicates that the pattern of eight roll structures represents
a stable state. However, the energy eigenvalue of the first POD mode at Ar = 0.48
contains only 18 % of the total energy. Since the topology of the time-averaged velocity
field is nearly congruent with Ψ1, a much higher eigenvalue is expected for the first
mode. I ascribe this unexpected low first eigenvalue to the low signal noise ratio, as a
result of the large out of plane velocity component.

The analysis of the eigenvalue distribution as a function of the mode number n (fig.
21) substantiates this assumption. The figure shows the normalised eigenvalues as a
function of the first 200 POD modes. The eigenvalues were normalised by the sum of
the first 200 eigenvalues in order to make the eigenvalue distributions comparable.

The first mode eigenvalue of the three flow cases Ar > 1.81 contains almost 50 %
of the total energy. In case of Ar = 3.33 three additional eigenvalues are obtained,
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which are significantly elevated, while within the intermediate Ar-regime two higher
eigenvalues are found. All other eigenvalues contain 1 % or less of the total energy.
The majority of these lower eigenvalues represent small-scale turbulence, statistical
noise and measurement noise. In case of Ar = 0.48 the eigenvalue distribution differs
from those of the other three flow cases. The eigenvalues for the modes n > 6 are
significantly higher than the eigenvalues for Ar > 1.81. For instance, these elevated
eigenvalues could be the result of higher velocity fluctuations caused by small-scale
turbulence. In such a case, higher values of the standard deviation have to be found in
the vertical cross-section X = 0.5× L (fig. 17). However, the standard deviation in the
vertical cross-section is significantly lower than the fluctuations in case of Ar > 1.81.
Hence, the elevated eigenvalues at Ar = 0.48 seems to be measurement noise, resulting
from the low signal noise ratio.

In addition, figure 20c depicts the corresponding Υ-distribution of Ψ1. While the
time-averaged velocity field and the first mode coherent structure uncover only seven
LSCs, the Υ-distribution reveals eight counter-rotating roll structures. At Ar = 0.48
the momentum of the incoming wall jet and the flow along the heating device towards
the outlet is several times higher than the buoyancy velocities. Consequently, most of
the plumes are convected by the forced flow and the vertical movement of plumes at
the bottom and the top is less developed. However, in the core region of the forced
mean wind, the inertia forces are small and a buoyancy induced flow is developed.
Moreover, a such kind of a reduced height for the thermal convective flow part of
H/2 is obtained and the effective aspect ratio for the thermal convective flow almost
doubles. As a result, instead of an aspect ratio L/H = 5, a ratio L/H ≈ 10 is obtained.
The diameter of the roll structures is halved and twice as many thermal convective
roll structures are developed. Moreover, this finding explains the elevated fluctuations
in the core region of the forced mean wind (fig. 17) at Ar = 0.48.

So far, the formation of large-scale coherent structures for two extreme conditions
of MC were discussed. Besides these coherent structures, further large-scale structures
can be observed in the intermediate Ar-regime. The formation of coherent structure
within the intermediate Ar-regime is vast and depends on the ratio of buoyancy
to inertia forces. However, in principle, the predominant coherent patterns in the
longitudinal direction consist of four LSCs, whereas with decreasing Ar the thermal
convective roll structures become more and more stretched and tilted. In figure 22

the predominant coherent structures at Ar = 2.28 (fig. 22a) and Ar = 1.81 (22b) are
depicted. These coherent structures will be discussed in detail later in chapter 6 with
the focus on the examination of the concept of spatial scaling.

The discussion on the formation of large-scale flow structures in the longitudinal
cross-section Y = 0.5×W was restricted to the topology of coherent flow pattern.
Besides the time-averaged velocity fields and POD analysis, the velocity fluctuations
uncover further details about the thermal convection rolls. In the following the
velocity fluctuations in the longitudinal cross-section are discussed as a function of
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Figure 22: Topology of the first mode coherent structure in the longitudinal cross-section for
Ar = 2.28 (22a) and Ar = 1.81 (22b). The vectors consist of the corresponding
eigenfunctions Ψ1u and Ψ1w and scaled to unity.

Ar, excepting the flow case Ar = 0.48. Due to the low signal noise ratio at Ar = 0.48,
the standard deviation allows no reliable interpretation.

The normalised standard deviation of the velocity component u (fig. 23) reveals
elevated fluctuations in the region close to the top and bottom plate. The fluctuations
are the result of the cross flow between the horizontal flow of the thermal convection
rolls and the forced flow coming from the inlet at the ceiling and the flow towards
the outlet at the bottom. For Ar = 3.33 (fig. 23a) and Ar = 2.28 (fig. 23b) elevated
fluctuations are located close to the top and bottom plate. Moreover, the velocity of
the incoming wall jet at the top is significantly higher than the flow towards the outlet
at the bottom. Consequently, higher shear stresses are obtained at the ceiling. This
higher shear stresses cause in a broaden region with elevated σu/U-values at the top
of the container (fig. 23c), while near the bottom, the region of elevated fluctuations is
considerably smaller.

For Ar = 1.81 (fig. 23c) the magnitude and the distribution of the velocity fluctuation
of the u-component differs from those found at Ar = 3.33 and Ar = 2.28. Elevated
σu/U-values are found in the region, where the incoming wall jet and the flow towards
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Figure 23: Velocity fluctuations of the u-component as a function of Ar in the longitudinal
cross-section at Y = 0.5×W. (23a) - (23c) Normalised standard deviation σu for
Ar = 3.33, Ar = 2.28 and Ar = 1.81 respectively.



5.1 large-scale flow structures 63

0 0.06 0.12 0.18 > 0.24
σw/U

0 0.2 0.4 0.6 0.8 1.0
0

0.25

0.50

0.75

1.00

X/L

Z
/
H

(a)

0 0.2 0.4 0.6 0.8 1.0
0

0.25

0.50

0.75

1.00

X/L

Z
/
H

(b)

0 0.2 0.4 0.6 0.8 1.0
0

0.25

0.50

0.75

1.00

X/L

Z
/
H

(c)

Figure 24: Velocity fluctuations of the w-component as a function of Ar in the longitudinal
cross-section at Y = 0.5×W. (24a) - (24c) Normalised standard deviation σw for
Ar = 3.33, Ar = 2.28 and Ar = 1.81 respectively.



64 mixed convective air flows in a rectangular container

the outlet interacts with the horizontal flow of the thermal convection rolls. However,
the higher inflow velocity leads to a enhanced interaction of FC and TC. Due to the
increased inertia forces, more plumes are convected by the forced mean wind and this
leads to an increase of the velocity fluctuations in the bulk of the cross-section. In
particular, in the bluk of the regions 0.4× L < X < 0.6× L and close to the lateral walls
higher fluctuations are found. A closer inspection of the corresponding first mode
coherent structure (fig. 22b) reveals that at these positions, smaller roll structures are
developed.

The distribution of the w-component fluctuations (fig. 24) is almost similar for
the three flow cases. Elevated fluctuations are obtained in the region of preferred
ascending and descending air. Moreover, an increase of σw in the bulk of the cross-
section is found with decreasing Ar. In particular, at Ar = 1.81, where buoyancy and
inertia forces have almost the same order of magnitude, the mutual interplay leads to
higher σw-values.

5.2 low frequency dynamics and heat transport

The following section is divided into three paragraphs, including the dynamics of
the large-scale coherent structures, the characteristics of the temperature signal at the
outlet slot and an overview of the characteristic frequencies, which were identified
from the POD time developing coefficient and the temperature time series at the
outlet.

5.2.1 Dynamics of large-scale circulation

With the objective to uncover the dynamics of the large-scale roll structures, like
sudden break-ups of the roll structures or flow reversals, the vortex detecting algorithm
(sec. 4.1) is utilised on the set of instantaneous velocity field. The centre positions of
the thermal convection rolls are determined in order to obtain the trajectories of the
centre positions of the LSCs and the rotational directions.

Because the predominant coherent structure in the longitudinal direction at Ar =
3.33 consists of four side by side arranged LSCs (fig. 18b), the cross-section is sub-
divided into four regions, where each region contains one LSC. The trajectory of
the x-coordinates of the centre positions Xc in the longitudinal direction is shown
in figure 25. Two intervals consisting of four counter-rotating LSCs in the periods
1250 s > t > 2750 s and 3600 s > t > 7200 s are identified, however, with reversed rota-
tional directions respectively. These two periods are interrupted by an intermediate
regime 2750 s > t > 3600 s. This period is featured by a spontaneous break-up of the
LSC placed on the right side. As a consequence the other three LSCs shift to right and
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Figure 25: Time series of the LSC centre position Xc/L for Ar = 3.33, Re = 1.01× 104 and
Ra = 2.39× 108. The bold y-tick labels denote the normalised time averaged X-
centre position Xc/L and the rotational direction of the LSC is colour-coded, where
(•) signifies clockwise and (•) counter-clockwise rotating LSC.

erratic fluctuations on the left side are found. At t = 3600 s a coherent state of four
counter-rotating LSCs is evolved again.

Moreover, within the periods 1450 > t > 2600 and 3600 > t > 4600 a movement of
the two middle LSCs towards the left is found. These shift could be the result of a
torsional movement of the LSCs, similar to that observed by Lin et al. [74]. For the
present setup, the motion of the LSCs is bounded by the lateral walls. This means,
if the torsional orientation of the LSC reaches a critical point, several options for the
dynamics of the thermal roll structures exist. In principle, the options are: a break-up
of one or more roll structure and a resulting re-orientation of LSC, a sudden reversal
of the LSC rotational direction or the LSC swings back.

The corresponding trajectories of the centre position Zc (fig. 26) reveal fluctuations
as well, but less strong compared to the fluctuations of Xc. At Ar = 3.33 the large-scale
roll structures have a diameter of the container’s height H. As a consequence, the
mean position of Zc is inherently located close to Zc = 0.5×H. Nevertheless, a shift of
the mean centre position Zc towards the bottom is found. This shift results from the
forced flow. Due to the higher speed of the incoming wall jet, as well as its oscillation,
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Figure 26: Time series of the LSC centre position Zc/H for Ar = 3.33, Re = 1.01× 104 and
Ra = 2.39× 108. The bold y-tick labels denote the normalised time averaged Z-
centre position Zc/H and the rotational direction of the LSC is colour-coded, where
(•) signifies clockwise and (•) counter-clockwise rotating LSC.
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a broader flow at the ceiling is obtained relative to the flow at the bottom towards
the outlet. The forced flow from the inlet and towards the outlet interacts with the
horizontal flow of the thermal convection rolls. Due to the broader flow and the
higher speed of the forced flow at the ceiling the horizontal thermal convective flow at
the top is widened. As a consequence the centre position Zc is shifted to the bottom.

However, the time series of the centre positions indicates that at the beginning, a
period exists, where another flow state is present. Based on the finding of a coherent
structure, which consists of three counter-rotating LSCs (fig. 19a), I presume that
within 0 s < t < 1250 s this coherent structure is predominant. With the aim to
determine the dynamics of the predominant coherent structures, the corresponding
time developing coefficients are analysed.

Figure 27 displays the time series of the eigenvectors ζ1 and ζ2 for Ar = 3.33.
The two eigenvectors represent the time developing coefficient of the predominant
coherent structures, whose eigenvalues together contain 52 % of the total energy. The
eigenvector of the first mode (fig. 27 (top)) corresponds to the coherent structure
consisting of four LSCs (fig. 18). The eigenvector ζ1 reveals two periods 1250 s >
t > 2750 s and 3600 s > t > 7200 s in which the structure is predominant. Further,
the change of the LSC rotational direction is indicated by the change of the sign.
On the contrary, within the period at the beginning 0 s > t > 1250 s and during the
transitional state 2750 s > t > 3600 s, the eigenvector is approximately zero. Moreover,
this finding corresponds to those determined from the trajectory of the LSC centre
positions.

Figure 27 (bottom) depicts the time series of the second mode eigenvector ζ2. The
eigenvector represents the time developing coefficient of the coherent structure Ψ2,
consisting of three counter-rotating LSCs (fig. 19a), which is predominant in the period
at the beginning 0 s > t > 1250 s. At t ≈ 1250 s the coherent structure Ψ1 becomes
prevailing and a sudden break-up of Ψ2 is found. In the following a continuous
increase of ζ2 is observed, while the maximum is reached during the period of the
transitional state, where the coherent structures Ψ2 and Ψ1 coexist. Further, with
the predominance of the coherent structure Ψ1 at t ≈ 3600 s the magnitude of the
eigenvector ζ2 decreases and becomes approximately zero at t ≈ 5000 s.

A key feature of MC in the present setup is the low-frequency dynamics of the LSC.
This characteristic is observed, in particular, within the regime of MC, where the flow
is primarily governed by TC [124, 125]. As well, in the present study, low-frequency
oscillations of the predominant coherent roll structures are obtained (fig. 28). The
Power Spectral Density (PSD) of the eigenvectors reveals a couple of characteristic
frequencies. In case of the longitudinal cross-section, the characteristic frequency of
the first mode is ω = 2πf ≈ 0.008 s−1 (fig. 28a) and in case of the second mode is
ω ≈ 0.007 s−1 (fig. 28b). The physical process, which underlies these low-frequency
oscillations cannot fully be disclosed with the present data. However, due to studies
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Figure 27: Time series of the eigenvectors ζ1 and ζ2 in the cross-section Y = 0.5×L at Ar = 3.33,
Re = 1.01× 104 and Ra = 2.39× 108.

of LSC in RBC and in MC (details see sec. 2.2) it seems reasonable to assume that the
dynamics have the origin in a torsional movement of the LSCs.

The frequency analysis of eigenvectors, which are related to the POD of the velocity
vector fields in vertical cross-section, reveals characteristic frequencies (fig. 28c and
28d) as well. The eigenvalues of the first two modes are λ1 = 72.6% and λ2 = 3.7% of
the total energy. Characteristic frequencies are found at ω ≈ 0.011 s−1, ω ≈ 0.31 s−1

and ω ≈ 0.62 s−1. The characteristic frequency ω ≈ 0.62 s−1 corresponds to the
angular velocity of the thermal convective rolls ω(TC)

LSC ≈ 0.63s−1 for the flow state
of four counter-rotating LSCs. However, due to the correlation between the plumes
and LSC dynamics, one cannot rule out the possibility that these frequencies are even
related to a periodic plume emission. In addition, the frequency, which is related to
the angular velocity of the LSCs, indicates that the thermal convection rolls rotate
with a single frequency over hundreds of cycles, although the bulk is turbulent.

Besides the two first modes, several other modes are found, including characteristic
frequencies. A detailed discussion and analysis of all these frequencies would go
beyond the scope of the discussion in this paragraph. However, in the last paragraph
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Figure 28: PSD of the POD eigenvectors in the longitudinal (28a and 28b) and vertical cross-
section (28c and 28d) at Ar = 3.33.

of this section, an overview of the characteristic frequencies of the first six POD modes
in the vertical and longitudinal cross-section is outlined as a function of Ar.

The flow cases Ar = 2.28 and Ar = 1.81 represent MC in the intermediate Ar-
regime. Here, the eigenfunctions represent a coherent structure consisting of four
counter-rotating roll structures (fig. 22). The modes have eigenvalues containing 46
% for Ar = 2.28 and 40 % for Ar = 1.81 of the total energy. However, in contrast to
Ar = 3.33 no higher modes are found, disclosing eigenfunctions representing large-
scale structures. For Ar = 2.28 the coherent structure of the first mode is almost similar
to Ψ1 at Ar = 3.33 (fig. 22a). Four almost symmetrically arranged counter-rotating
LSCs are found, while at Ar = 1.81 (fig. 22b) the LSCs are already strongly influenced
by the forced flow.
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Figure 29: Time series of the first POD mode eigenvectors ζ1 in the longitudinal cross-section
at Ar = 2.28 (29a) and Ar = 1.81 (29b).

For the first mode at Ar = 2.28, the trajectory of the time developing coefficient
(fig. 29a) reveals two stable states. Within these periods, the predominant coherent
structure consists of four counter-rotating LSCs, but with an opposed rotational
direction respectively. Both states persist over tenth of LSC rotations and in contrast to
Ar = 3.33, where a transitional state emerges, the flow reversal occurs suddenly. For
Ar = 1.81, the time series of the first mode eigenvector (fig. 29b) discloses a preferred
stable state, which is interrupted by two periods. Within these periods a change of
sign for the eigenvector is observed. These intervals seem to be related to the same
coherent structure, however, with an opposed rotational direction. Moreover, within
the interval 4500 s > t > 5500 s a transitional state is found.

Figure 30 illustrates the PSD of the first mode eigenvectors ζ1 for Ar = 2.28 (fig. 30a)
and Ar = 1.81 (fig. 30b). At Ar = 2.28, once again a very-low characteristic frequency
of ω ≈ 0.008 s−1 is found, which was already identified at Ar = 3.33. Because the
predominant coherent structures are nearly identical and the impact of the forced flow
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Figure 30: PSD of the first mode eigenvector ζ1 in the longitudinal cross-section at Ar = 2.28
(30a) and Ar = 1.81 (30b).

on the thermal convection rolls is still small, I assume that the time-periodic dynamics
of the thermal convection rolls is almost similar. Furthermore, another very-low
characteristic frequency is found at ω ≈ 1.8× 10−3. This frequency corresponds to a
period of T ≈ 3500 s, which is the period of the measurement time. This frequency is
the result of the flow reversal, which randomly appeared at almost T/2, and does not
show a periodic dynamics of the roll structures.

For Ar = 1.81 the PSD of the first mode eigenvector does not reveal a very-low
frequency ω < 0.01 s−1. The impact of the forced flow on the thermal convection
roll leads to a significant influence on the dynamics of the thermal convection rolls.
Nevertheless, the PSD discloses another low frequency, but a magnitude higher in
relation to the very-low frequencies, which were found at Ar = 2.28 and Ar = 3.33.

Besides the characteristic frequency ω ≈ 0.06 s−1 the PSD possesses another peak
at ω ≈ 0.4 s−1. Due to the mutual interplay of the TC and FC flow structures, an
interpretation or an assumption of the frequencies’ origin is difficult. At Ar = 1.81,
the mixing and the interleaving between forced flow and thermal flow are too strong.
However, becauseω ≈ 0.4 s−1 is close to the angular velocity of the thermal convection
rolls at Ar = 3.33, I assume that this frequency represents the angular velocity of the
thermal convection rolls. The lower angular velocity, in relation to Ar = 3.33, could
be the result of the increased impact of the forced flow. At Ar = 1.81 significantly
more plumes are convected by the forced convective mean wind and thus a reduced
buoyancy velocity is obtained. [116]

At Ar = 0.48 the formation of large-scale flow structures and its dynamics are
governed by FC. In the paragraph 5.1.2 it was shown that the predominant flow pattern
in the longitudinal cross-section consists of eight counter-rotating roll structures with
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Figure 31: Time series of the eigenvector ζ1 in the longitudinal cross-section at Ar = 0.48.
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Figure 32: PSD of the first mode eigenvectors in the longitudinal cross-section (32a) and the
vertical cross-section (32b) in case of Ar = 0.48.

a diameter of approximately H/2. The time series of the corresponding first mode
eigenvector (fig. 32a) discloses the existence of one predominant flow pattern. In
contrast to the flow at Ar > 1.8 the time series does not reveal flow reversals or
intermediate states. The corresponding PSD of the first mode eigenvector ζ1 in the
longitudinal cross-section (fig. 22a) illustrates a frequency band 0.02 s−1 6 ω 6
0.18 s−1 including several peaks, while a periodic dynamics with a single frequency
does not exist. However, the PSD of the first mode eigenvector in the vertical cross-
section (fig. 32b) reveals a dominant peak at ω = 0.69 s−1. An assignment of the
frequencies to the underlying roll structure dynamics is difficult, since at Ar = 0.48 the
mutual interaction is too complex. Nevertheless, an assumption of the angular velocity
for the smaller roll structures in the core of the FC mean wind by the time-averaged
velocity vector field (fig. 20a) results in an angular velocity of ω ≈ 0.72 s−1 for the
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two middle LSCs. Hence, it is likely that the characteristic frequency ω = 0.69 s−1 is
related to the rotational dynamics of the small roll structures.

Indeed, the eigenvectors of the first two modes disclose time-periodic behaviour
of the large-scale coherent structures. However, one can criticise that POD is only a
statistical tool, and the eigenvectors of the predominant coherent structures are without
any profound meaning. Thus, it is essential to prove the relevance of these frequencies.
To verify if the characteristic frequencies reveal flow features, the temperature time
series (TTS) at the container’s outlet are analysed as a function of Ar for time-periodic
behaviour.

5.2.2 Temperature fluctuations

Figure 33 shows the temperature fluctuations at the outlet recorded within the PIV
measurement in the longitudinal cross-section at Ar = 3.33, where Θout

x are the temper-
atures at the outlet position X = 0.05× L, X = 0.25× L, X = 0.5× L and X = 0.75× L
and Θout denotes the corresponding time-averaged outlet temperature. However, due
to the limited number of temperature sensors at the outlet, the spatial temperature
distribution and thus the heat transport is not fully uncovered. Nevertheless, already
the temperature data at these distinctive points allow to draw conclusions about the
formation of large-scale structures and their dynamics.

In case of Ar = 3.3, the POD analysis of the velocity fields in the longitudinal
cross-section discloses for t > 1250 s a predominant structure, which consists of three
counter-rotating LSCs. Within this period cold descending air is located on the left
side and at X ≈ 2/3× L, while hot ascending air is observed at X ≈ 1/3× L and on the
right side. Consequently, the sensors which are located to the region of descending
cold air reveals lower temperatures within this period (fig. 33a and 33d). Moreover,
lower temperatures are observed at the sensor position X ≈ 0.5× L (fig. 33b). Here,
the advective flow of the middle LSC at the bottom transports the cold air, which
descends at X ≈ 2/3× L. On the contrary, the sensor which is located close to the
region of rising warm air X ≈ 1/3× L, shows elevated temperatures (fig. 33c).

Within the periods 1250 s > t > 2750 s and 3700 s > t > 7200 s the predominant
coherent structure consists of four counter-rotating LSCs. Here, the temperature
sensor positions in the outlet slot correspond to the regions of rising hot air and
descending cold air. Hence, alternating elevated and lowly temperatures are found.
Within 1250 s > t > 2750 s falling cold air is located to X = 0.5× L (fig. 33c) and close
to the lateral wall (fig. 33d). Accordingly, elevated temperatures are found at the
sensor positions X = 0.25× L and X = 0.75× L. At t ≈ 2750 the TTS of the sensor at
X ≈ 0.5× L discloses a sudden breakup of the downward oriented flow in the region
of X = 0.5× L. As soon as the stable state of four LSCs is re-evolved, a structured
distribution of elevated and lowly temperatures are developed at the outlet slot once
again. Within the interval 3700 s > t > 7200 s elevated temperatures are found at X =
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Figure 33: TTS for Ar = 3.33 at the outlet positions X = 0.05 × L (•), X = 0.25 × L (•),
X = 0.5× L (•) and X = 0.75× L (•).
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0.5×L. Accordingly, lower temperatures are obtained at X = 0.25×L and X = 0.75×L.
Besides the spatial distribution of regions with preferred ascending and descending
air, the TTS uncover additional information about the temporal-characteristics of the
predominant flow structures. For instance, the sudden temperature shift at t ≈ 2750 s
(fig. 33b, 33c and 33d) discloses the flow reversal of the thermal convection rolls.

In addition, a long-time TTS of T = 9294 s at Ar = 3.33 is additionally analysed.
The TTS represents a steady-state of the predominant pattern of four counter-rotating
LSCs. The time-averaged temperatures at the sensor positions are Θout

0.05 = 303.18K,
Θ

out
0.25 = 299.51K, Θout

0.50 = 302.79K and Θout
0.75 = 299.75K. In the longitudinal cross-

section hot rising air is placed at X = 0.5× L and close to the lateral walls, while cold
descending air is located to the region of X = 0.25× L and X = 0.75× L.

The corresponding TTS at the outlet slot are depicted in figure 34 and show
fluctuations around a mean temperature with an amplitude of approximately 1.5 K.
Moreover, the PSD the TTS at X = 0.05× L, X = 0.25× L and X = 0.5× L (fig. 35)
reveals characteristic frequencies. Moroever, frequencies are found, which correlates
to the frequencies of the POD eigenvectores. In particular ω ≈ 0.009 s−1 and ω ≈
0.30 s−1 are almost similar to the characteristic frequencies, which were found in the
PSD of the POD eigenvectors (fig. 28). That finding is important for the analysis
of MC. It allows to draw conclusions about the topology and the dynamics of the
large-scale flow structures from the temperature signal at the outlet of the container.
Furthermore, the result of this study is in good agreement with measurements of
MC under high pressure conditions P = 10.0 bar in the same geometry and similar
characteristic numbers [124].

Besides the low frequencies, the PSD reveals further peaks at ω ≈ 1.0 s−1 (fig. 35a
and fig. 35c). These frequencies are almost similar to the angular velocity ω = 1.1 s−1

of the forced mean wind in the vertical cross-section X = 0.5× L (tab. 3). Hence, these
frequencies are assigned to the dynamics of the forced mean wind. The finding of
these frequencies shows a clear influence of the forced convective flow on the heat
transfer, although the flow is primarily governed by TC.

In addition, the cross-correlation functions (CCF)

Rij(τ) =
Θi(t) ·Θj(t+ τ)√
Θ
2
i (t) ·Θ

2
j (t+ τ)

(5.2)

are calculated, where Θi and Θj denotes the TTS of the different sensor positions and
(.̄) indicates the corresponding time averaged temperature. The figures 36a - 36c depict
the CCF of the TTS at X = 0.5× L to the sensor positions X = 0.75× L, X = 0.25× L
and X = 0.05× L. The CCF discloses that the TTS at X = 0.5× L is anti-correlated
to all other sensor positions, indicating that the vertical motion of plumes is out of
phase. This finding is comparable to the result of Funfschilling and Ahlers [43]. They
determined a phase shift of π for the regions of hot and cold plumes in RBC. Although
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Figure 34: Long time outlet TTS for Ar = 3.33. Temperature fluctuations at the outlet positions
X = 0.05× L (•), X = 0.25× L (•), X = 0.5× L (•) and X = 0.75× L (•).
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Figure 35: PSD of the TTS at X = 0.05× L, X = 0.25× L and X = 0.5× L for Ar = 3.33.

here MC is studied, the flow at Ar = 3.33 reveals characteristics, which are usually
found in the dynamics of LSC in RBC, indicating that the flow is primarily governed
by the thermal convective flow.

On the contrary, the CCF of the TTS between X = 0.25× L and X = 0.05× L (fig.
36d) are positive correlated. Why the vertical flow is in phase at this position is not
clear to say. For instance, this phenomenon results from side wall effects, like an
additional heat transfer through the lateral walls or the influence of the forced flow.

Furthermore, the analysis of the other three flow cases discloses characteristic
frequencies. Figure 37 depicts the temperature fluctuations of two independent TTS
at the outlet for Ar ≈ 1.8. Both were recorded at X = 0.5× L. The figure 37a shows the
TTS, which was measured during PIV in the longitudinal cross-section, while figure
37b reveals an additional temperature measurement, representing a steady-state. The
temperature signal (fig. 37a) scatters around the time-averaged value, interrupted for
a period at t ≈ 2250 and t ≈ 4100. Within this period significantly lower temperatures
are observed. Moreover, the temperature signal correlates with the corresponding first
mode POD eigenvector (fig. 22b).

The PSD of the long-time measurement (fig. 38a) reveals two significant peaks at
ω = 0.65 s−1 and ω = 0.90 s−1. These frequencies are similar to the frequencies found
in the first mode eigenvector in the cross-section X = 0.5× L. Further, due to the
absence of lower characteristic frequencies, it follows that the heat transport is mainly
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Figure 36: Cross-correlation function (CCF) of the outlet TTS at Ar = 3.33 for X = 0.5× L and
X = 0.25× L (36a), X = 0.5× L and X = 0.75× L (36b), X = 0.5× L and X = 0.75× L
(36c) and X = 0.25× L and X = 0.05× L (36d).

determined by the dynamics of forced mean wind. At Ar ≈ 1.8 most of the plumes
are entrained by the forced flow and transported into the bulk region or towards
the outlet. Consequently, an increased intermingling of the plumes with the forced
flow is obtained. As a result, the buoyancy induced flow is less developed and the
vertical flow in the regions of ascending and descending air is broadened (fig. 22b).
Further, in contrast to Ar ≈ 3.3, no clear correlation or a phase-shift exists between
the regions of cold and warm air (fig. 38b and 38c), indicating that the transport of
plumes is primarily governed by the forced convective flow. However, the buoyancy
forces are strong enough to form thermal convective roll structures in the longitudinal
cross-section (fig. 22b), even though the LSCs are strongly deformed.

At Ar = 0.48, the transport of heat is primarily governed by the forced flow.
Figure 39 reveals the spatial distribution, the time series and the PSD of the outlet
temperatures, where Θout denotes the time-averaged temperatures of each sensor and
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Figure 37: TTS at X = 0.5× L for Ar ≈ 1.8: (37a) TTS within PIV and (37b) long-time tempera-
ture measurement.

Θout the spatial mean of the time-averaged temperatures. The temperatures were
recorded during PIV in the longitudinal (red) and the vertical (black) cross-section.
The error bars represent the standard deviation of the corresponding TTS. Due to
a defect of the temperature sensor at X = 0.9× L, which was directly located in
the outlet slot, the temperatures of a control sensor (located at the end of the outlet
channel) is plotted. Of course, due to the mixing in the outlet channel, the sensor at the
outlet channel reveals a lower temperature, as well as, significantly lower fluctuations
relative to the sensor close to the left side (X = 0.1× L). Nevertheless, still elevated
temperatures are found at the end of the outlet channel at X = 0.9× L.

In case of Ar = 0.48, most of the plumes, emitted at the ceiling or bottom, are
entrained by the forced mean wind. As a consequence, the forced mean wind in
the vertical cross-section X = 0.5× L is almost unaffected by the thermal convective
flow. Further, the enhanced mixing leads to a breakup of the thermal large-scale
convection rolls with a diameter of H and eight smaller roll structure with a diameter
H/2 are formed in the core region of the forced mean wind (fig. 20a). Nevertheless,
a spatial temperature distribution at the outlet (fig. 39a) with alternating lower and
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Figure 38: PSD and CCF of the TTS for Ar ≈ 1.8: (38a) PSD of the TTS at X = 0.5× L and (38b)
CCF between the outlet TTS at X = 0.5× L and X = 0.25× L. (38c) CCF between the
outlet TTS at X = 0.25× L and X = 0.05× L.

elevated temperatures are found. Although a breakup of large-scale flow pattern with
a diameter of H is obtained, preferred regions of hot and cold plumes, emission exists.

A closer analysis of the predominant flow pattern in the longitudinal cross-section
at Y = 0.5 ×W (fig. 20a) reveals that the regions of cold descending air in the
longitudinal cross-section correspond to the position of elevated temperatures at the
outlet. Otherwise, the positions of lower temperature correlate with the regions of
ascending air. This contradictory result discloses that at Ar = 0.48 the regions of hot
or cold plume emission not necessarily corresponds to the position of ascending or
descending air in the core of the forced mean wind. Further, this finding indicates
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Figure 39: Spatial distribution (39a), time series (39b) and PSD of the temperatures at the
outlet (39c) for Ar = 0.48.
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blue triangles represent the frequencies found in the TTS.

the three-dimensional and complex nature of the flow in the core region of the forced
mean wind.

A further result is the marked temperature fluctuations at the outlet, in particular,
at the sensor positions with elevated temperatures. At the position X = 0.5× L (fig.
39b) fluctuations with an amplitude of almost 1.0K are found, although the forced
flow determines the heat transport. In addition, time-periodic oscillations of the TTS
are found. The PSD of the temperature signal at X = 0.5× L (fig. 39c) reveals several
peaks, in particular, within 0.6 s−1 < ω < 1.1 s−1.

5.2.3 Characteristic frequencies

The frequency analysis of the temperature signals at the outlet and the POD eigenvec-
tors of the predominant coherent structures brought to light a couple of characteristic
frequencies. Figure 40 displays a survey of these frequencies as a function of Ar. On
the one hand, the characteristic frequencies of the six eigenvectors with the highest
energy eigenvalues (squares) are plotted, where the modes with eigenvalues λ > 5%
are coloured red. On the other hand, the characteristic frequencies of the TTS at the
outlet are depicted (blue triangles).
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For Ar = 3.33 frequencies within 0.008 s−1 6 ω 6 0.02 s−1 and 0.3 s−1 6 ω 6
2.0 s−1 are determined. The higher frequencies primarily represent periodic features
of the forced mean wind (in particular, the angular velocity), excluding ω ≈ 0.3 s−1

and ω ≈ 0.6 s−1. These frequencies are related to the dynamics of thermal convection
rolls.

At Ar ≈ 2.3 and Ar ≈ 1.8 further frequencies in the intermediate regime of ω are
found. However, several of these frequencies are determined from the PSD of the
eigenvectors, which eigenvalues contains less than 1% of the total energy. It is difficult
to say whether these modes represent flow features or only coherence in terms of
statistics. Nevertheless, for the sake of completeness, these frequencies are illustrated.
At Ar = 0.48 primarily higher frequencies are found.

In all cases of MC, frequencies are found in the TTS and the eigenvectors which
are similar. The correlating frequencies are, in particular, the frequencies which are
found in the first two modes eigenvector (red squares) with eigenvalues λ > 5%. This
frequencies represents the periodic dynamics of the predominant large-scale coherent
structures. Due to the reproducibility of these frequencies, the frequencies provide a
good measure to examine the concept of spatial scaling for kinematic similitude.

5.3 conclusions

Turbulent mixed convective air flow was experimentally studied in a rectangular
container with an aspect ratio of 1 : 1 : 5 under high pressure conditions (P = 11.6) as
a function of Ar. In all cases Ra ≈ 2.4× 108 is almost constant, while Re was varied
to achieve Ar ≈ 0.5, Ar ≈ 1.8, Ar ≈ 2.3 and Ar ≈ 3.3. PIV was performed in a vertical
cross-section at X = 0.5× L and longitudinal cross-section at Y = 0.5×W to determine
coherent flow patterns and their dynamics. Further, measurements of the temperature
at the outlet port were conducted.

In the first paragraph, the time-averaged velocity vector fields in the vertical cross-
section at X = 0.5 × L as a function of Re were analysed. It was found that at
X = 0.5× L, the forced flow develops an almost rotational symmetric and stationary
mean wind with a rotational plane which is congruent to the vertical cross-section,
excluding the regions close to the side walls. There the flow is governed by the
incoming wall jet. A key feature of the forced mean wind is that it behaves piecewise
like a solid body rotation, however, with a different angular velocity in the core region
and outer regions.

In the second paragraph, the results of the corresponding mixed convective flow
cases were analysed and discussed. In case of the three highest Ar a clear modification
of the time averaged velocity fields in the vertical cross-section X = 0.5× L was found.
Depending on whether rising or falling plumes are predominant in the cross-section a
shift of the forced mean wind centre position towards the upper left corner or towards
the outlet was observed. For Ar = 0.48 the buoyancy forces are too small, in relation to
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the inertia forces, to affect the forced mean wind significantly. Furthermore, with the
onset of buoyancy flow, the dynamics of the mean wind are modified as well. For the
three highest Ar an increase of the velocity fluctuations in the whole measuring plane
was found. At Ar = 0.48, however, the fluctuations have the same order of magnitude
like in the corresponding FC case, except for the core region. The increased velocity
fluctuations in this region are the result of thermally induced roll structures formed
in the core of the forced mean wind.

The POD analysis of the velocity fields in the cross-section Y = 0.5×W for Ar = 2.28
and Ar = 3.33 disclosed a preferred coherent structure, which consists of four counter-
rotating LSCs longitudinally arranged side by side. In contrast to pure RBC, the
thermal convection rolls are not fully symmetrically arranged. Due to the additional
forced flow, the LSCs are stretched and tilted. Moreover, the first mode coherent
structure discloses a shifted of the centre position towards the regions of ascending
flow. However, the vortex detecting algorithm discloses a rotational symmetry of the
LSCs. In addition, the POD of the velocity fields for Ar = 3.33 uncovers a second
mode eigenfunction, which consists of three counter-rotating LSCs representing a
transitional or metastable state. For Ar = 1.81, the predominant coherent structure in
the longitudinal cross-section consists of four large-scale roll structures as well, while
here a conspicuous modification of the topology by the forced flow was obtained. As
a consequence the LSCs are not rotational symmetric anymore and strongly deformed.
For Ar = 0.48 the inertia forces are dominant so that LSC with a diameter of H is
developed. Nevertheless, in the core region of the forced LSC, where the inertia and
buoyancy forces have the same order of magnitude, eight counter-rotating smaller roll
structures with a diameter of approximate H/2 were found.

Regarding the dynamics of the thermal convection rolls, this study brings to light
several interesting effects. In case of Ar > 1.81 flow reveals, sudden breakups and
spontaneous re-organisation were detected. Moreover, indications for a torsional
oscillation of the thermal convection rolls were found. The frequency analysis of
the POD eigenvectors and the TTS at the outlet discloses numerous characteristic
frequencies, where several frequencies of the TTS and the POD eigenvectors are
similar. Some of these frequencies could be ascribed to the dynamics of the thermal
and forced LSCs. The angular velocities of the convection rolls were found in the
PSD of the time developing coefficient of the coherent structures with the highest
energy eigenvalues. In particular, the characteristic frequencies from the first mode
eigenvector correspond to the frequencies which were found in the temperature signal
at the outlet. As well in case of Ar = 0.48, the PSD of the eigenvectors and the
TTS reveal characteristic frequencies. Since the flow is primarily governed by forced
convective flow, the frequencies are assigned to the dynamics of the forced mean
wind.

However, due to the long-time dynamics of the predominant coherent structures,
the results reveal only a period in the dynamics of the LSC. In particular, for higher
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Ar, measurements have to be performed over a longer time scale in order to uncover
the full dynamics of the large-scale flow pattern. Nevertheless, it is possible to extract
the prominent flow features from these relative short measurement periods by POD.

For the examination of the concept of spatial scaling, the analysis brings out two
criteria. On the one hand, the large-scale coherent structures and on the other hand,
the characteristic frequencies. Both will be used to examine the similitude of the flow
in the large container and the small container.





6
S PAT I A L S C A L I N G O F M I X E D C O N V E C T I V E A I R F L O W S

With the objective to examine the concept of spatial scaling (sec. 2.4.2), mixed
convective air flow was studied in two containers. Both enclosures have the same
geometry and the spatial dimensions are scaled by a factor five. The measurements
were performed in the large container at atmospheric pressure and in the small
container at high pressure conditions P ≈ 11.6 bar. For the small container, the pressure
and inflow velocity were adjusted in accordance with the concept of scaling to obtain
the same characteristic numbers for both setups. Based on the characteristic flow
features: coherent structures, their dynamics and the heat transfer, mixed convective
air flow is examined for similitude.

6.1 similitude of large-scale coherent structures

To examine the similarity of the predominant coherent structures at Ar ≈ 3.3, the POD
eigenfunctions Ψ1 with the highest eigenvalue (fig. 41) are compared. Both eigen-
functions were calculated from a set of 4800 instantaneous velocity fields recorded
at a frequency of 2/3Hz by PIV in the longitudinal cross-section Y = 0.5×W. The
characteristic numbers and parameters for the measurements in the large container
and the small container are listed in table 6. Due to the restricted measuring plane
in the large container the coherent structure reveals just one LSC completely (fig. 41,
bottom). However, the corresponding temperature measurements [110, 124] suggest
that a stable-state of four counter-rotating LSCs is developed in the longitudinal
cross-section.

Both eigenfunctions reveal LSCs with a diameter of approximate H, however, with
reverse rotational directions. Apart from the differing preferred rotational directions,
the topology of the coherent structures is nearly identical. Further, both structures
reveal an apparent shift of the LSC centre position towards the region of ascending
air. Due to the findings in chapter 5 we know that this shift is the result of the tilted
orientation of the LSCs with respect to the measurement plane.

In addition, the coherent structures of the velocity components Ψ1u (fig. 42a) and
Ψ1w (fig. 42b) are examined for similitude. Both coherent structures reveal a similar
topology, while in the region of rising hot air smaller differences are disclosed. In
relation to the small container, the region of rising air in the large container is
broadened. This broadening could result from a slightly varying orientation of the
laser light-sheet or a different orientation of the thermal convection roll.

87
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P ≈ 1 bar P = 11.553(3) bar

H [m] 0.50(1) 0.100(2)

Ar Ar = 3.31(20) Ar = 3.33(2)

Re 1.00(2)× 104 1.01(1)× 104

Ra 2.40(18)× 108 2.39(7)× 108

Pr 0.72(1) 0.707(2)

U [m/s] 0.32(1) 0.143(1)

∆Θ [K] 21.15(22) 21.25(17)

Θb [K] 317.68(21) 316.68(17)

Θt [K] 296.53(24) 295.43(4)

Θin [K] 295.87(9) 295.25(5)

Θ [K] 307.11(22) 306.20(9)

Table 6: List of measurement parameters, fluid properties and characteristic numbers for PIV
in the longitudinal cross-section at Y = 0.5×W at Ar ≈ 3.3.

In addition, line cuts of the normalised eigenfunction Ψ1w are extracted at the middle
position of the vertical flow. Figure 43a depicts the Ψ1w-profiles at the position of
ascending air as a function of Z. Due to the different rotational directions of the LSCs,
the line cuts are placed at X = 0.78× L in the large container and at X = 0.50× L in
the small container. For the ascending flow, the curves of the Ψ1w-profiles are nearly
congruent. The profiles slightly deviate near to the vertex, while both have the same
position of maximum. The line cuts at the middle position of descending air (fig. 43b)
are similar as well. Here, the profiles are congruent in the regions close to the bottom,
while the profile differs with increasing height. At the ceiling, the profiles are similar
again.

Apart from the good correlation of the predominant coherent structure, differences
are disclosed. For the measurements in the small container, a second eigenfunction was
identified, which reveals three LSCs (fig. 19a). In the large container just one coherent
pattern is found, which consists of large-scale roll structures. This is additionally
identified by the eigenvalue distribution (fig. 44). The eigenvalue of the first mode
contains 48 % of the total energy in the small container, while the eigenvalue in the
large container contains 73 % of the total energy. In particular, the high eigenvalue
λ1 = 73 % relative to the second mode eigenvalue λ2 = 0.6 % shows that Ψ1 represents
the sole eigenfunction in the large container, which consists of large-scale structures.
Moreover, this relative small second eigenvalue additionally indicates that the coherent
structure Ψ1 seems to be a long-time steady-state.
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Figure 41: POD eigenfunctions Ψ1 at Ar = 3.31: large container (bottom) and small container
(top). The vectors are composed by the eigenfunctions Ψ1u and Ψ1w. Further, the
vectors are scaled to unity and the magnitude is normalised.

One reason for the absence of additional coherent flow states and the steady-state of
the predominant structure in the large container could be that the measurement was
randomly performed within a period where the flow was featured by one coherent
structure only, without any flow reversals or other erratic flow features. First results
of temperature measurements in the large container at almost similar characteristic
numbers, with measuring times over several days substantiate this assumption. The
study reveals flow reversals and sudden break-ups of the LSC also in the large
container [109]. However, there is another argument for the steady-state nature of the
flow in the large container. In the small container the inflow, the ambient and the mean
temperature of the ceiling differ just a few tenths of Kelvin, while the temperature
difference between the inflow and ambient air in the large container amounts more
than one Kelvin. The difference between inflow and ambient temperature leads to
an enhanced heat flux through the lateral walls. As a result, an additional vertical
thermal boundary layer is developed at the lateral walls, which may force a preferred
vertical flow direction and thus, a prevailing orientation of the thermal convection
rolls.

Taken together, at Ar ≈ 3.3 a good correlation of the predominant coherent structure
in the longitudinal measuring plane is found. In both cases, the first mode eigenfunc-
tion reveals LSCs with a diameter of H. Although the LSCs have a preferred reverse
rotational direction the topology of the LSCs is similar. An examination of the line cuts
for the regions with preferred rising air and falling air discloses an almost congruent
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Figure 42: First mode eigenfunctions of the in-plane velocity components at Ar ≈ 3.3: (42a)
Ψ1u and (42b) Ψ1w.
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Figure 43: Profiles of Ψ1w at the positions of ascending and descending air for Ar ≈ 3.3: (43a)
profiles at the position of ascending air. (43b) profiles at the position of descending
air.



92 spatial scaling of mixed convective air flows

1 10 100

0.1

1

10

100

mode n

λ
n
/
E
[%

]

small container large container

Figure 44: Eigenvalue distribution as a function of the mode number n at Ar = 3.3 in the
longitudinal cross-section at ambient and high pressure conditions. The eigenvalues
are normalised in respect to the cumulative sum E of all eigenvalues.

velocity profile. Nevertheless, smaller differences are found regarding the topology
and the magnitude of the first mode coherent structure Ψ1. Furthermore, in the large
container one predominant pattern is found, while an additional coherent structure is
obtained in the small container.

At Ar ≈ 2.25 the eigenfunctions of the first mode in the small container (fig. 45a)
and large container (fig. 45c) have a completely different structure, although Ar just
differs by 0.05 (tab. 7). The only similarity is that both coherent structures consist
of four roll structures, however, with a total different topology. The predominant
coherent structure in the small container at Ar = 2.28, shows four side by side counter-
rotating LSCs, indicating that the flow is primarily governed by buoyancy forces.
Moreover, the coherent structure correlates with the first mode eigenfunction in the
large container at Ar = 3.31. On the contrary, the coherent structure of the first mode
at Ar = 2.23 in the large container (fig. 45c) discloses a clear impact of the forced flow
on the thermal convection rolls. Close to the bottom plate, in the region of ascending
air (X ≈ 0.5× L), vortexes are developed as the result of the shear stresses between the
forced and buoyancy induced flow. A comparable topology is obtained in the small
container at Ar = 1.81 (fig. 45c). Even when the topologies are not fully congruent,
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P ≈ 1 bar P = 11.553(3) bar P = 11.553(2) bar

H [m] 0.50(1) 0.100(2) 0.100(2)

Ar 2.23(14) 2.28(2) 1.81(1)

Re 1.22(2)× 104 1.22(2)× 104 1.38(2)× 104

Ra 2.40(18)× 108 2.41(7)× 108 2.39(7)× 108

Pr 0.72(1) 0.707(1) 0.707(1)

U [m/s] 0.39(2) 0.32(1) 0.200(1)

∆Θ [K] 21.22(33) 21.25(17) 21.17(16)

Θb [K] 318.18(25) 316.68(17) 316.79(16)

Θt [K] 296.96(23) 295.43(4) 295.62(3)

Θin [K] 294.82(6) 295.25(5) 295.54(7)

Θ [K] 307.57(25) 306.06(17) 306.21(16)

Table 7: List of measurement parameters and characteristic numbers of PIV in the longitudinal
cross-section at Y = 0.5×W for Ar = 2.23, Ar = 2.28 and Ar = 1.81.

the flow pattern reveals similar flow features, like the two vortexes close to the bottom
plate at X ≈ 0.5× L.

A closer inspection of the coherent structures in the large container at Ar = 2.23
and the small container at Ar = 1.81 discloses additional similarities. In particular, the
coherent structure of the w-velocity component Ψ1w reveals a similar topology (fig. 46).
In both cases, the eigenfunction Ψ1w depicts a mushroom-shaped large-scale structure
in the region of ascending air; however, the magnitude of Ψ1w significantly differs.
The lower magnitude of Ψ1w could result from an already enhanced impact of the
forced flow. As a result, a different orientation of the LSC is obtained and thus, the
regions of rising air differ for both containers. The topology of the eigenfunction Ψ1w
in the region of descending cold air is almost similar as well. In both cases, a coherent
structure with a nearly circular topology is found at 0.63× L 6 X 6 0.83. However,
the coherent structure Ψ1u (fig. 46a) reveals rudimentary analogies only.

In conclusion, the eigenfunctions at Ar ≈ 2.25 disclose significant different coherent
structures, although the characteristic numbers Ra, Re and Pr are almost the same.
Instead, comparable coherent structures are found at Ar = 1.81 (small container) and
Ar = 2.23 (large container) in the longitudinal cross-section. That brings us to the
question if the concept of spatial scaling is incorrect or the Boussinesq approximation
fails at high pressure and the scaling at mixed convective air flows needs to consider
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Figure 45: First mode coherent structure Ψ1 in the longitudinal cross-section at Ar = 2.28 and
Ar = 1.81 for the small container and Ar = 2.23 for the large container. The vectors
are composed by the eigenfunctions Ψ1u and Ψ1w and the magnitude is colour-coded.
The vectors are scaled to unity and the magnitude is normalised.
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Figure 46: First mode coherent strcutures Ψ1u (46a) and Ψ1w (46b) at Ar = 2.23 (large container)
and Ar = 1.81 (small container).
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Figure 47: Schematic sketch of the characteritsic height and characteristic temperature differ-
ence. H denotes the characteristic height and ∆Θ the characteristic temperature
difference with respect to the heating and cooling plates. Ĥ and ∆̂Θ represents the
corresponding characteristic parameters between the heating plate and the bottom
edge of the incoming wall jet.

additional non-dimensional parameters. The criteria for the Boussinesq approximation
(eq. 2.1) at a pressure of P ≈ 11.6 are

gρβL ≈ 0.042
gαL
CP
≈ 2.6 · 10−5

gαLΘ
CP∆Θ

≈ 3.7 · 10−4.

All values are much smaller than one. Hence, the criteria for the applicability of the
Boussinesq approximation are complied at high pressure conditions. Consequently, I
assume that the differences are caused by differences in the boundary conditions.

For the large container, the spatial temperature fluctuation at the ceiling is distinc-
tively higher than in the small container (tab. 7). For the small container, the spatial
standard deviation is σt = 0.04K, while σt = 0.25K in the large container. Although σt

is higher by a factor six, it is rather too small to impact the flow, leading to such strong
differences in the flow structures, in my opinion. Further, the inflow temperature in
the large container is nearly 2K lower than the temperature of the ceiling, whereas the
mean temperature of the ceiling and the inflow differs only by a few tenths of Kelvin
in the small container.
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P = 1 bar P = 11.553(3) bar

H [m] 0.50(1) 0.100(2)

Ar Ar = 0.53(4) Ar = 0.48(2)

Re 2.51(4)× 104 2.70(3)× 104

Ra 2.38(12)× 108 2.39(7)× 108

Pr 0.72(1) 0.707(1)

U [m/s] 0.82(5) 0.377(3)

∆Θ [K] 21.39(38) 21.19(18)

Θb [K] 318.98(30) 316.53(17)

Θt [K] 297.59(20) 295.35(5)

Θin [K] 295.22(1) 295.35(1)

Θ [K] 308.28(38) 306.20(18)

Table 8: Measurement parameters and characteristic numbers of PIV in the longitudinal cross-
section at Y = 0.5×W in the small container in case of Ar = 0.48 and in the large
container at Ar = 0.53.

This clearly lower inflow temperature leads to two conflicting effects, which finally
result in weakened buoyancy forces. On the one hand, an increased characteristic
temperature difference ∆̂Θ = Θb −Θin ≈ 23.3 K is developed between the incoming
wall jet and the bottom plate (fig. 47), which results in higher buoyancy forces. On the
other hand, since the inflow temperature is lower than the temperature of the ceiling, a
reduced characteristic height Ĥ is presumed between the bottom edge of the incoming
wall jet and the bottom plate (fig. 47). Based on an averaged height of the incoming
wall jet at the ceiling of approximately 2×Hin (estimated from figure 12 and 16) a
reduced characteristic height Ĥ = H−Hin = 0.45m is obtained. As a consequence,
the decreased characteristic height leads to lower buoyancy forces. A re-evaluation
of Ar with Ĥ and ∆̂Θ as relevant characteristic parameters, results in Âr ≈ 1.78. This
new Archimedes number Âr differs significantly from the Archimedes number Ar and
offers an explanation why the coherent structures in the large container at Ar = 2.23
are in comparable to those in the small container at Ar = 1.81.

Besides the reduced Archimedes number, additional consequences are caused by
the lower inflow temperature. For instance, the lower temperature of the incoming air
leads to different thermal boundary layers in the small container and large container
(particularly at the ceiling), which can further affect the plumes’ emission and thus,
the topology and dynamics of the LSCs. Moreover, the colder air results in a reduced
mean system temperature in the large container and a lower temperature difference at
the lateral walls between the ambiance and the cavity. As a consequence, a decreased
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Figure 48: Coherent structure Ψ1 in the longitudinal cross-section: small container at Ar = 0.48
(top) and in the large container at Ar = 0.53 (bottom). The vectors are composed
by the eigenfunctions Ψ1u and Ψ1w and its magnitude is colour-coded. Further, the
vectors are scaled to unity and the magnitude is normalised.

heat flux per area unit q̇ is obtained. For Ar ≈ 2.25 the heat flux per area unit amounts
q̇ ≈ 5.0W/m2 in the large container and q̇ ≈ 5.9W/m2 in the small container. The mean
system temperature is estimated by (Θt +Θb +Θin +Θout)/4 and the thermal heat
transfer coefficient of the lateral walls (sec. 3.1.2) is h ≈ 0.9W/m2K for both containers.

Another issue, which can lead to a different heat transfer in the containers is
the usage of non-similar tracer particles for PIV at atmospheric pressure and high
pressure conditions. However, due to the volume ratio of air to tracer particle of 10−6,
a significant effect on the transport of heat seems to be negligible.

Taken together, in the intermediate Ar-regime, where inertia and buoyancy forces
have the same order of magnitude, the flow responses sensitively to changes of the
boundary conditions or measurement parameters. As a consequence, it is of utmost
importance to provide similar boundary conditions in the full-scale and small-scale
configuration to obtain similitude regarding the formation of coherent structures.

At Ar ≈ 0.5, the first mode eigenfunction, calculated from the measurements in the
small container, reveals a coherent structure, which consists of eight counter-rotating
rolls (fig. 48, top). The roll structures have a diameter of approximately H/2. Due to
the restricted measurement plane in the large container the corresponding coherent
structure of the first mode (fig. 48, bottom) depicts four rolls only. However, since
the rolls have a diameter of approximately H/2, it is reasonable to assume that in the



6.1 similitude of large-scale coherent structures 99

-1 -0.5 0 0.5 1

Ψ1u

0 0.2 0.4 0.6 0.8 1.0
0

0.25

0.50

0.75

1.00

X/L

Z
/
H

0 0.2 0.4 0.6 0.8 1.0
0

0.25

0.50

0.75

1.00

X/L

Z
/
H

(a)

-1 -0.5 0 0.5 1

Ψ1w

0 0.2 0.4 0.6 0.8 1.0
0

0.25

0.50

0.75

1.00

X/L

Z
/
H

0 0.2 0.4 0.6 0.8 1.0
0

0.25

0.50

0.75

1.00

X/L

Z
/
H

(b)

Figure 49: Coherent structures Ψ1u and Ψ1w at Ar ≈ 0.5: (49a) Ψ1u small container (top) and
large container (bottom) and (49b) Ψ1w small container (top) and large container
(bottom).
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large container eight counter-rotating LSCs are emerged as well. Moreover, in both
containers, the roll structures are located in the core region of the forced mean wind.

Nevertheless, in the large container for Ar = 0.53 a conspicuous difference of 2.37 K
is found between the inflow temperature and the temperature of the ceiling. Based on
the same arguments given before, a lower Archimedes number Âr = 0.43 is obtained.
However, the re-evaluated Âr for the large container is still similar to Ar of the small
container. Hence, a direct comparison of the results in the small container and the
large container is possible.

A closer inspection of the eigenfunctions calculated from the in-plane velocity
components Ψ1u (fig. 49a) and Ψ1w (fig. 49b) discloses similarities. The topology of
the Ψ1u (fig. 49a) depicts alternating regions of opposing horizontal flow direction,
excluding at the right side of the small container. If the asymmetric structure on the
right side represents a flow feature or results from augmented reflections from the
laser light is not clear to say. However, due to the high symmetry of the pattern on the
left side, it seems reasonable to conclude that the asymmetric structure on the right
side is the result of laser light reflections.

For Ψ1w (fig. 49b) alternating regions of ascending and descending flow, located in
the core region of the forced mean wind, are disclosed for the small and the large
container, however, with reversed rotational direction. All in all, it can be stated
the predominant coherent structures at Ar ≈ 0.45 are almost similar. Of course, the
topology of structures is not congruent. However, the key features are similar.

6.2 kinematic similitude

Due to the finding, that the characteristic length and temperature in the large container
have to be adjusted in order to obtain comparable Archimedes numbers, in the
following discussion the re-evaluated Archimedes numbers Âr are used.

The frequency analysis of the first mode eigenvectors in section 5.2 reveals time-
periodic dynamics of the predominant flow structure at Ar = 3.33. In case of the first
mode, which consists of four counter-rotating LSCs placed side by side in longitudinal
direction, two predominant characteristic frequencies ω ≈ 0.008 s−1 and ω ≈ 0.62 s−1

are found. The higher frequency is similar to the mean angular velocity of the thermal
convection rolls, while the very low frequency seems to be the result of a torsional
movement of the LSCs. A comparison of the eigenvector ζ1 for the coherent structures
in the longitudinal cross-section (fig. 50) discloses the same very low frequency
ω = 0.008Hz in the small and in the large container. However, because the second
mode represents different coherent structures respectively, the PSD of the second
mode eigenvector (fig. 50d and 50b) reveals no similar characteristic frequencies.
In case of the small container, the second mode represents a coherent flow state
which consists of three LSCs with an eigenvalue of 8.0 % of the total energy. The
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Figure 50: Characteristic frequencies of the first two POD modes in the longitudinal cross-
section. (50a) and (50b) PSD of the eigenvectors ζ1 and ζ2 in the small container at
Ar = 3.33. (50c) and (50d) PSD of the eigenvectors ζ1 and ζ2 in the large container
at Ar = 3.31.

corresponding mode in the large container possesses 0.7 % of the total energy and
seems to represent small-scale fluctuations.

The figures 51a and 51c depict the PSD of the first mode eigenvectors (vertical
cross-section) with respect to the region of preferred ascending air at X = 0.5× L in
the small container and X = 0.75× L in the large container. The PSD of ζ1 reveals a
very low frequency of ω ≈ 0.008 s−1 for both containers. The eigenvalue of the first
mode is λ1 = 73 % in case of the small container and λ1 = 80 % for the large container.
Further, in the large container the PSD of ζ4 reveals a characteristic frequency of
ω ≈ 0.29 s−1 (fig. 51d). This frequency seems to be related to the angular velocity
ω ≈ 0.28 s−1 of the thermally induced LSCs. The angular velocity of the thermal
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convection roll in the large container was calculated from the time-averaged velocity
vector field.

Basically, the angular velocity of the thermal convection rolls is a function of the
buoyancy velocity UB ∼

√
∆ΘgαH and the radius. Hence, the following relation

ωSC

ωLC =
HLCUSC

B

HSCULC
B

(6.1)

is obtained. Moreover, within the present measurement range the parameters ∆Θ, g
and α are similar in both containers. Consequently, the angular velocity should scale
with

ωSC

ωLC =
HLC
√
HSC

HC
√
HLC

=
√
sH. (6.2)

The ratio of the characteristic frequencies, which are releated to the angular velocity is

ωSC
√
sHωLC = 0.98 ≈ 1.

On the one hand, this finding substantiates that these characteristic frequencies
represent the angular velocity of the thermal LSCs. On the other hand, the result
shows that the angular velocity of the thermal convection rolls scales in accordence
with the concept of spatial scaling.

Nevertheless, an open question is why the same very low characteristic frequencies
were found in both containers? In section 5.2.1 these very low frequencies were
presumed to be the result of a torsional oscillation of the thermal convection rolls.
Suppose that the frequencies are the result of a time-periodic torsional movement of
the LSCs, the dynamics are certainly determined by the aspect ratio of the container
and the interaction of the incoming wall jet and the advective flow of the thermal
convection rolls. Consequently, the torsional movement depends on the ratio of
buoyancy to inertia forces. Because the buoyancy forces and the inertia forces are
almost similar in both containers, the same low-frequency dynamics are obtained. Of
course, this is just a very simple explanation. In the end, the present data does not
allow a clear statement why these very low frequencies are similar in both containers.
Furthermore, studies or publications, which examined the torsional movement in
mixed convection for a comparable configuration do not exist as far as I know. Hence,
to clarify the origin and the scaling of this very-low frequency additional studies are
necessary.

In addition, the analysis of the eigenvectors and the TTS reveal further characteristic
frequencies, which are associated to the angular velocity of the forced mean wind
(sec. 5.2.1 and 5.2.2). Because the forced mean wind is primarily determined by the
incoming wall jet, the scaling of the angular velocity is almost proportional to the



6.2 kinematic similitude 103

10−3 10−2 10−1 100
0

0.1

0.2

0.3

ω [1/s]

ps
d(
ζ
1
)

(a)

0 0.31 0.5 0.62 1
0

0.01

0.02

0.03

ω [1/s]

ps
d(
ζ
2
)

(b)

10−3 10−2 10−1 100
0

0.2

0.4

0.6

ω [1/s]

ps
d(
ζ
1
)

(c)

0 0.29 0.5 1
0

0.01

0.02

0.03

ω [1/s]

ps
d(
ζ
4
)

(d)

Figure 51: Characteristic frequencies of the first two POD modes eigenvectors in the vertical
cross-section. (51a) and (51b) PSD of the eigenvectors ζ1 and ζ2 in the small
container at Ar = 3.33. (51c) and (51d) PSD of the eigenvectors ζ1 and ζ4 in the
large container at Ar = 3.30.

scaling factor of the inflow velocity sU =
√
sH. Moreover, the angular velocity of the

forced mean wind is a function of U/R and thus, the angular velocity has to scale with
sFCω =

√
sH/sH. Accordingly, with the objective to prove the kinematic similitude of the

forced mean wind, the following relation is defined

ω̂ =
ω

S ·ωLSC
≈ 1, (6.3)

where ωLSC denotes the corresponding mean angular velocity of the forced mean
wind at FC, ω the characteristic frequencies and S = 1/

√
5 the scaling factor for the

angular velocity in the large container. As a result, characteristic frequencies, which
are related to the rotational dynamics of the forced mean wind, will be close to one.
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Figure 52: Normalised characteristic frequencies ω/S·ωLSC as a function of Ar for both contain-
ers. Black squares denote the frequencies determined from the POD eigenvectors
and blue triangles reprsent the frequencies found in the PSD of the temperature
outlet time series (small container). The red circles represent the characteristic
frequencies of the eigenvectors regarding the large container.
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Figure 53: Characteristic frequencies ω as a function of Ar in the large container and the small
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Figure 52 shows the normalised frequencies ω̂ ≈ 1, where black squares and red
circles denote frequencies determined from the POD eigenvectors. The blue triangle
represents the characteristic frequencies found in PSD of the temperature time-series
at the outlet regarding the small container. For Ar ≈ 3.3 and Ar ≈ 1.8 frequencies
of ω̂ ≈ 1 (however, clearly below one) are found. Although, the forced convection
is strongly affected by the buoyancy flow, characteristic frequencies are uncovered
almost similar to the angular velocity of the forced mean wind at FC. For Ar ≈ 1.8
the frequency differs by 5 %, while in case of Ar ≈ 3.3 the difference is almost 9
%. Moreover, the normalised frequencies are comparable for both containers. The
normalised frequencies decrease with increasing Ar. With increasing Ar the shear
stresses between the incoming wall jet and the thermal convection rolls as well as
the interaction with the plumes, leads to a loss of momentum. As a consequence, in
comparison to the angular velocity at FC, lower angular velocities for the forced mean
wind are found at MC.

For Ar = 0.48 the angular velocity of the forced mean wind in the small container is
ω ≈ 4.0 s−1. The PIV sampling rate is ωPIV = 4/3π, hence, the PSD of the eigenvalues
is restricted to ωPIV/2 ≈ 2.09 s−1. As a consequence, figure 52 shows ω̂ only with
respect to the large container. As well the temperature measurements, with a sampling
rate of ωΘ = 2/3π, is too slow to capture the angular velocity of the forced mean wind
in the small container. Nevertheless, the angular velocity in the large container is
small enough to be identified by the POD eigenvectors and the TTS.

At Âr ≈ 0.43 a ratio ω̂ > 1 is found, which would mean that the buoyancy induced
flow assists the forced flow. This result contradicts with the other results of this study.
As found before, the interaction of the forced mean wind with the thermal convective
flow leads to a lower angular velocity of the forced mean wind. Moreover, it was
found that in the vertical cross-section at X = 0.5×L the time-averaged velocity field at
MC is similar to the corresponding vector field at FC (fig. 12d and 16d). Consequently,
ω̂ has to be almost one. A closer inspection of Uin depicts that U(LC)

in >
√
sHU

(SC)

although Re is comparable. An amendment of ω̂ by the factor
√
sHU

(SC)/U(LC) leads
to more meaningful values of ω̂ slightly below one. The modified values of ω̂ are
displayed in figure 52 by the filled red circles.

For the sake of completeness, at the end of this paragraph, an overview of the
characteristic frequencies (fig. 53) is given, which were determined from both con-
tainers. The frequencies represent characteristic peaks, which were found in the PSD
of the POD eigenvectors of the first six modes and the TTS at the outlet. The black
squares denote the frequencies determined from the POD eigenvectors and the blue
triangles depict the frequencies found in the PSD of the temperature outlet time-series
of the measurements in the small container. The red circles represent the characteristic
frequencies of the eigenvectors regarding the large container.

The figure reveals a fundamental result, which is similar for both containers. In
the Ar-regime, where the flow is governed by the thermal convective flow, a clear
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separation of two intervals of ω is found. Here the lower frequencies seem to
represent the torsional oscillation of the thermal convection rolls and the higher
frequencies primarily stand for the angular velocity of the forced mean wind and
thermal convective roll structures. Within the intermediate Ar-regime the frequencies
are more homogeneously distributed. Due to the mutual interaction of FC and TC,
several additional characteristic frequencies in the intermediate ω regime are found.
In case of Ar ≈ 0.5 a trend towards higher frequencies is obtained. Due to the
predominance of the forced flow frequencies are found, which seems to be mainly
related to the dynamics of the forced mean wind.

6.3 heat transfer

Proper scaling of MC requires similar heat transfer as well. However, the determination
of the Nusselt number as a measure for the heat transfer is difficult for the present
configuration. Due to the spatial distribution of the temperature at the outlet port,
the in-homogeneity of the heat transfer at the lateral walls or at the bottom and the
ceiling, makes an exact calculation of the heat flux balance impossible.

Nevertheless, similitude of the heat transfer is examined for the heat flux between
the inlet and outlet. The corresponding heat flux of the forced convective flow, which
is developed since heated fluid leaves the container through the outlet and cold fluid
is entering the container, is

Q̇FC = V̇ ρCp
∣∣Θout −Θin

∣∣ . (6.4)

Here
∣∣Θout −Θin

∣∣ represents the mean temperature difference between the inlet and
outlet, V̇ the mean volume flow, ρ the density and Cp the specific heat capacity.
Thereby, the heat flux stands for the amount of heat leaving the container per time
unit. The heat flux Q̇FC basically discloses the hot plumes, emitted from the bottom
plate, which are convected by the forced flow towards the outlet. Further, Q̇ is
normalised by the characteristic temperature difference ∆Θ, the thermal conductivity
k and the characteristic height H, which basically corresponds to a Nusselt number of
the forced flow

NuFC =
Q̇FCH

k∆ΘA
, (6.5)

where A denotes the area of the inlet port.
It is found that within the parameter range and the Ar-regime of this study NuFC

linearly decreases with increasing Ar (fig. 54). Within the parameter space of this
study, the heat flux per area unit between the inlet slot and the outlet slot is

q̇FC =
∆Θk

H
(aAr+ b), (6.6)
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Figure 54: NuFC as a function of Ar and Re. The black squares denote the results in the small
container and the red circles do so in the large container.

where the slope is a = −113(9) and the ordinate is b = 3180(76). The numbers in
brackets denote the standard deviation of the fitting parameters. In the present study,
lower Ar means higher Re, because Ra is almost constant for all cases. However, here
Re is primarily a function of U and U is linear in V̇ , hence, the heat flux and thus,
Nu linearly decreases with increasing Ar. Regarding the simlitude of the forced heat
tranport, a good accordance of NuFC as a function of Ar is found. Both containers
show a comparable linear relation between Ar and NuFC within the parameter range
of the present study. Considering, the unsteady nature of the flow or the re-evaluation
of the temperature at the outlet slot and the characteristic numbers for the large
container, the results correlate well.

However, this linear relation seems to be valid for a restricted Ar-regime. In both
containers, the characteristic velocity is more or less the only parameter which was
systematically changed. As a result, NuFC is primarily a function of Re. The subfigure
in figure 54a depicts NuFC as a function of Re. It is clearly found that NuFC rises with
increasing Re. The higher Re is a result of a higher volume flow and this again results
in an enhanced heat flux between the inlet and outlet, which reaches a maximum
at Re ≈ 2.5× 104. Moreover, it seems that with increasing Re a decrease of NuFC is
obtained. As a consequence, an increase of the volume flow would not necessarily
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container (red circles).

lead to an increase of the heat flux. Similar results were already reported by Schmeling
et al. [110].

Of course, the present data do not allow to draw clear conclusions about the
dependency of NuFC on Re at lower Ar. Nevertheless, the fact that NuFC decreases for
higher Re can be explained as follows: On the one hand, the heat flux between the
heating plate and the fluid grows with increasing volume flow. On the other hand,
higher Re is the result of a higher inflow velocity, leading to an enhanced entrainment
of the fluid from the bulk of the container by the wall jet. As a consequence, a higher
heat transfer between container core and cooling plate is obtained. However, due to
the dominating shear flow at the cooling plate, compared to the heating plate, the
latter of the two processes dominates. As a result, the heat flux between inlet and
outlet decreases with increasing volume flow. Furthermore, due to the restricted heat
transfer from the thermal boundary layer into the flow towards the outlet per time
and area, the increase of heat flux is restricted. In conclusion, these effects together
lead to a decrease of the heat transfer with increasing volume flow.

In the paragraph above, the forced convective heat transport was discussed. To
examine similitude, it is of equal importance that the heat transport by thermal
convective flow is similar as well. However, a direct calculation of the thermal
convective heat transport is impossible with the present data. Nevertheless, the ratio
of the heat flux of the forced convective flow and thermal convective flow can be
examined for similitude.
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The enthalphy flux of FC (per area unit) is

q̇FC ∼ Uin ρCP
∣∣Θout −Θin

∣∣ (6.7)

and the enthalpy flux of TC (per area unit) is

q̇TC ∼ 〈w〉 ρCP∆Θ, (6.8)

where 〈w〉 ∼ Ub ∼
√
α∆ΘHg. Hence, the relation

q̇FC

q̇TC
∼

Uin√
α∆ΘHg

∣∣Θout −Θin
∣∣

∆Θ
(6.9)

is obtained, where

Uin√
α∆ΘHg

=
1√
Ar

.

As a result the relation

q̇FC

q̇TC
∼

1√
Ar

∣∣Θout −Θin
∣∣

∆Θ
⇒
∣∣Θout −Θin

∣∣
∆Θ

= f(
√
Ar) (6.10)

is obtained.
Figure 55 shows |Θout−Θin|/∆Θ as a function of

√
Ar. It is found that the air which

leaves the cell through the outlet becomes warmer with increasing Ar. Moreover,
within the present parameter space a linear relation between |Θout−Θin|/∆Θ and

√
Ar

is found. Based on equation (6.9), this linear relation shows that the ratio q̇FC/q̇TC is
constant for the present Ar-regime. As a consequence, if q̇FC decreases to the same
extent q̇TC have to increase in order to obtain q̇FC/q̇TC = const. Indeed, at first view
this result appears contradictorily. However, this phenomenon can be explained as
follows. Due to the lower volume flow, less heat per time is convected towards the
outlet. As a consequence more heat remains in the container and an increased mean
temperature in the bulk and at the outlet is obtained. In addition, less rising warm
air is entrained by the incoming wall jet. As a result an increase of hot rising air
is obtained and more heat dissipates through the cooling device at the top. Hence,
an increased thermal convective heat transport is developed. Moreover, the linear
relation, which has been determined for |Θout−Θin|/∆Θ as a function of

√
Ar suggests

that the heat dissipation through the ceiling increases to the same extant the inflow
velocity decreases.

Regarding the scaling of the heat transfer, the results in both containers are in
good accordance. Besides the similar linear behaviour, also comparable values for
|Θout−Θin|/∆Θ are found at similar Ar.
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6.4 conclusions

Mixed convective air flow was studied in two containers with different size. In
conformance with the concept of spatial scaling, the inflow velocity and the ambient
pressure condition were adapted with the aim to obtain the same characteristic
numbers Re, Ra and Pr in both containers. Three characteristic flow features were
analysed and examined for similitude: the topology of the prominent large-scale
coherent structures, the time-periodic behaviour of these coherent structures with the
highest eigenvalues and the heat transport.

The topology of the prominent coherent structures in the longitudinal cross-section
with the highest eigenvalues was examined for similitude as a function of Ar. For
Ar ≈ 3.3 the predominant coherent structures in the longitudinal cross-section Y =

0.5×W correlates well. Furthermore, line cuts of Ψw at characteristic positions of
vertical flow were extracted. At the position of ascending air the Ψw-profiles of the
small and large container are almost congruent. The same picture is drawn for Ψw at
the position of descending air. However, in the intermediate Ar-regime the topology
of the predominant coherent structures at similar Ar differs significantly.

For Ar ≈ 2.25 totally different topologies of the coherent structures in the small
and large container are found. In the small container at Ar = 2.28 the predominant
flow structure in the longitudinal cross-section is almost unaffected by the forced
flow, while the corresponding flow case in the larger container discloses already a
significant impact of the forced flow. However, an almost similar topology of the
first mode coherent structure at Ar = 1.81 in the small and at Ar = 2.23 in the large
container is obtained. A closer inspection of the measurement parameters exposes that
in the large container, the temperature of the incoming air was almost 2 K lower than
the temperature of the ceiling, while these temperatures are almost the same in the
small container. This significant temperature difference leads to two conflicting effects.
On the one hand, a higher characteristic temperature difference is developed. On the
other hand, a reduced characteristic height is obtained. As a consequence, we achieve
a lower Ra and thus an inferior Archimedes number Âr ≈ 1.78. This re-evaluated
Archimedes number is close to Ar ≈ 1.81 in the small container and explains why the
coherent structure of Ar = 1.81 and Ar = 2.23 correlates.

In the large container, a conspicuous difference between the inflow temperature
and the mean temperature of the ceiling is found for Ar ≈ 0.45 as well. Hence, a
re-evaluated Archimedes number Âr = 0.43 is obtained. However, the modification of
the flow is less distinguished compared to the intermediate Ar-regime.

Besides the similarity of the large-scale coherent structures, a proper scaling of
mixed convection requires kinematic similitude as well. With the objective to prove
the kinematic similitude, the characteristic frequencies, which were found in the PSD
of the POD eigenvector with the highest energy eigenvalues, were compared. The
analysis of the time series shows that the frequencies, which represent the angular
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velocity of the forced mean wind and thermal LSCs scale in accordance with the
concept of spatial scaling. Moreover, in case of Ar ≈ 3.3, in both containers a very
low characteristic frequency ω = 0.008s−1 was found. Based on the premise that
this frequency represents a torsional movement of the LSCs and the time periodic
dynamics are primarily determined by the ratio of inertia to buoyancy forces as well
as by the aspect ratio of the container, the finding of the same frequencies additionally
indicates kinematic similitude.

At the end, the heat transfer NuFC between the inlet and outlet and the enthalpy flux
ratio q̇FC/q̇TC were examined for similitude. For both containers, a good conformance
of the results is found. In addition, within the regime of 0.48 6 Ar 6 3.33 an increase
of NuFC with increasing Re was found. Within the present parameter range, NuFC

seems to be a linear function of Ar.
In short, similitude of the coherent structures, their dynamics and the heat transfer

was found in the Ar-regime of the present study. Hence, spatial scaling of mixed
convective air flow is possible by adjusting the ambient pressure and inflow velocity.
Moreover, the experiments reveal that, in particular, within the intermediate Ar-regime,
the formation of large-scale flow structures reacts very sensitively on changes of the
boundary conditions. As a consequence, experiments have to be performed with care
in order to obtain the same boundary conditions.
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S U M M A RY A N D F U T U R E W O R K

In the present study, the scaling of large-scale structures, their dynamics and heat
transport in turbulent mixed convection was examined in order to verify a concept
of spatial scaling. To this end, mixed convective air flow was experimentally studied
by particle image velocimetry and temperature measurements in two rectangular
containers with the same geometry, but dimensions scaled by a factor five. The small
container was designed to operate under high pressure conditions and the large
container was constructed for the application at atmospheric pressure.

A key result of the previous investigation is that in the present setup and parameter
range, mixed convection is far from equilibrium. It comprises a plethora of flow states,
depending on the ratio of inertia to buoyancy forces. Hence, the identification and
characterisation of the large-scale roll structures need further analysis.

With the aim to examine mixed convection, a proper orthogonal decomposition and
a vortex detecting algorithm were subjected to the sets of instantaneous velocity fields.
These algorithms provide the determination of the predominant coherent structures
and their trajectory in time from a set of vector fields. Furthermore, these methods
enable the extraction of the large-scale circulations from the small-scale turbulent
background.

To identify and quantify the charateristic flow features, mixed convective air flow
was examined under high pressure condition P = 11.6. For a better understanding
of the mutual interplay between forced convection and thermal convection, the
isothermal flow was separately studied for 1.01× 104 6 Re 6 2.67× 104 and Pr = 0.7.
As a result of the forced flow, a quasi two-dimensional stationary roll structure is
developed in the vertical cross-section with the centre position close to the centre
of the cross-section. Moreover, the mean wind behaves like a solid body rotation,
however, with different angular velocities for the core region and the outer region of
the large-scale circulation.

Mixed convection was examined at Ar = 3.33, Ar = 2.23, Ar = 1.81 and Ar = 0.48,
where Ra ≈ 2.4× 108 was kept constant and Re varies corresponding to Re at forced
convection. With the onset of buoyancy flow a break-up of the two-dimensional forced
mean wind in the vertical cross-section X = 0.5× L was observed for Ar > 1.81, while
the velocity field is almost unaffected at prevailing forced convection (Ar = 0.48). For
Ar > 2.23 the POD analysis of the velocity fields in the longitudinal cross-section
Y = 0.5×W revealed a predominant large-scale flow pattern, which consists of four
counter-rotating thermal convection rolls. The four large-scale roll structures with a
diameter of the cell height are placed almost side-by-side in longitudinal direction.
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Nevertheless, the forced flow has a clear influence on the thermal convection rolls.
The impact of the forced flow leads to a tilted orientation of the large-scale circulation.
In case of Ar = 3.33 an additional pattern in the longitudinal cross-section was found.
The pattern consists of three counter-rotating large-scale circulations. However, due
to the long-time evolution I cannot discern if this coherent structure represents a
transitional or a metastable state.

With decreasing Ar an increased impact of the forced flow on the thermal convection
rolls is obtained. At Ar = 1.81 the predominant pattern in the longitudinal cross-
section still consists of four large-scale roll structures, but the larg-scale roll structures
are strongly stretched and tilted. With a further increase of the inertia forces, the
thermal convection rolls with a diameter of the cell height break-up. At Ar = 0.48,
eight smaller circulations are developed in longitudinal direction with a diameter
of H/2. Furthermore, the rolls are located in the core region of the forced mean
wind, where the inertia forces and the buoyancy forces are about the same order of
magnitude.

In addition, the temporal evolution of the large-scale coherent structures, the
trajectory of the LSC centre position and the temperature time series at the outlet
were analysed. For Ar > 1.81 the analysis of the LSC dynamics discloses sudden
break-ups or re-organisations of thermal convection rolls. A closer inspection of the
eigenvectors and temperature time series further reveals a time-periodic behaviour of
the large-scale coherent structures. Some of these frequencies correlates to the angular
velocity of the large-scale circulations, indicating that the thermal convection rolls
rotate in a time-periodic manner. Moreover, indications for a torsional oscillation of
the large-scale circulations were found.

Based on these features, the scaling of mixed convection was examined for similitude.
Regarding the predominant coherent structure, a good conformance is obtained for
the flow cases Ar ≈ 3.3 and Ar ≈ 0.45. In contrast, for the intermediate Ar-regime,
where significant differences were disclosed, despite almost similar characteristic
numbers. Within this parameter range, the formation of large-scale structures reacts
particularly sensitive on differences in the boundary conditions or deviations in
the measurement parameters. Nevertheless, a similar topology of the predominant
coherent structure was found at Ar = 1.81 in case of the small container and at
Ar = 2.23 in the large container. This similar topology at different Ar is ascribed to
the distinctive temperature conditions at the inlet port of the large container and the
small container. The finding shows the need of similar boundary conditions for a
proper scaling of mixed convection, in particular, within the intermediate Ar-regime.

Based on the time-periodic dynamics of the large-scale structures and the corre-
sponding characteristic frequencies were examined for kinematic similitude. The
frequencies were determined from the power spectra of the POD eigenvectors and the
temperature time series at the container outlet port. With respect to the concept of
scaling a good conformance of the predominant characteristic frequencies was found.
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In addition, the scaling of the heat transfer was examined for similitude, which
develops since heated fluid leaves the container through the outlet. Here, a good
conformance was found as well. Moreover, a linear relation in case of the enthalpy
flux between in- and outlet ports and the enthalpy flux ratio as a function of Ar were
disclosed within 0.48 6 Ar 6 3.33.

Taken together, the scaling of mixed convective air flow based on the concept
of spatial scaling promises a simple method to obtain characteristic numbers of
mixed convection on large scales on laboratory scales. In the present study, a good
conformance of the large-scale coherent structures, their dynamics and the heat
transfer was found for two containers of different size. The results of this investigation
reveal that the spatial scaling in turbulent mixed convective air flow is possible by
adjusting the ambient pressure and the inflow velocity. However, experiments have to
be designed and performed with care regarding the boundary conditions, in particular,
within the intermediate Ar-regime.

Nevertheless, the three-dimensional structure formation as the result of the mutual
interplay of forced and thermal convection, its long-time evolution and the physical
mechanisms of mixing are only a few issues, which require further examination.
Presently, additional experimental studies are performed to uncover the mechanisms
of large-scale structure formation and heat transport in turbulent mixed convection
by tomographic PIV [68] and Particle Image Thermography (PIT) [108]. Furthermore,
major challenges still remain in the identification of the processes that take place
inside the thermal boundary layers at the top and bottom plates.





A
P I V D ATA P R O C E S S I N G PA R A M E T E R S

In the following tables 9 - 11 the particle image velocimetry data processing parameters
are listed.

×104 Re = 1.01 Re = 1.22 Re = 1.40 Re = 2.67

PIV interrogation window [px2] 24× 24 24× 24 32× 32 24× 24
step size [px2] 8× 8 8× 8 11× 11 8× 8
repetition rate [Hz] 2/3 2/3 2/3 1/3

velocity vectors per image 58081 58081 30976 58081

measurement time [s] 1200 1200 1200 1200

Table 9: PIV data processing parameters for the measurements of forced convective air flow in
the small container at X = 0.5× L. The magnification factor is 19.61 px/mm

Ar = 3.33 Ar = 2.29 Ar = 1.80 Ar = 0.48

PIV interrogation window [px2] 24× 24 24× 24 32× 32 24× 24
step size [px2] 8× 8 8× 8 11× 11 8× 8
repetition rate [Hz] 2/3 2/3 2/3 1/3

velocity vectors per image 58081 58081 30976 58081

measurement time [s] 7200 7200 7200 9000

Table 10: PIV data processing parameters for the measurements of mixed convective air flow
in the small container at X = 0.5× L. The magnification factor is 19.61 px/mm
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Ar = 3.33 Ar = 2.28 Ar = 1.81 Ar = 0.48

PIV interrogation window [px2] 48× 48 48× 48 64× 64 64× 64
step size [px2] 16× 16 16× 16 22× 22 22× 22
repetition rate [Hz] 2/3 2/3 2/3 2/3

velocity vectors per image 12700 12700 6845 3630

measurement time [s] 7200 7200 7200 2400

Table 11: PIV data processing parameters for the measurements of mixed convective air flow
in the small container at Y = 0.5×W. The magnification factor is 8.15 px/mm

Ar = 3.31 Ar = 2.23 Ar = 0.53

PIV interrogation window [px2] 24× 24 24× 24 64× 64
step size [px2] 8× 8 8× 8 22× 22
repetition rate [Hz] 2/3 2/3 2/3

velocity vectors per image 38880 38880 38880

measurement time [s] 7200 7200 7200

Table 12: PIV data processing parameters for the measurements of mixed convective air flow
in the large container at Y = 0.5×W. The magnification factor is 4.55 px/mm



B
C O H E R E N T S T R U C T U R E S

In the result chapter the time behaviour of the POD eigenfunctions was discussed
without showing the topology of all coherent structures. Hence, in the following
the coherent structures of the first four POD modes in the longitudinal cross-section
Y = 0.5×W and vertical cross-section X = 0.5× L of the measurements in the small
container are plotted (insofar as they have not shown before). The eigenfunctions Ψ(n)

i

and the magnitude Ψn of the eigenfunctions are normalised. Here n denotes the mode
number and i indicates the velocity component u, v and w. The vectors are scaled
to unity and consist of the corresponding eigenfunctions Ψ(n)

i . The corresponding
normalised eigenvalues are listed in table 13 and 14. All eigenvalues are normalised
by the sum of all eigenvalues.

Ar = 3.33 Ar = 2.28 Ar = 1.81 Ar = 0.48

λ1 [%] 46.09 45.95 40.06 17.62

λ2 [%] 8.03 8.68 6.75 1.45

λ3 [%] 4.65 2.20 2.46 1.45

λ4 [%] 4.29 1.07 1.10 1.3

Table 13: Normalised eigenvalues of the first four POD modes of the PIV measurement in the
longitudinal cross-section Y = 0.5×W.

Ar = 3.31 Ar = 2.23 Ar = 0.48

λ1 [%] 72.62 60.19 92.88

λ2 [%] 3.69 4.67 0.41

λ3 [%] 2.23 1.97 0.30

λ4 [%] 1.13 1.58 0.23

Table 14: Normalised eigenvalues of the first four POD modes of the PIV measurement in the
vertical cross-section X = 0.5× L.
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Figure 56: Coherent structures of the third POD mode at Y = 0.5×W for Ar = 3.33. Figures
(56a), (56b) and (56c): coherent structures of the eigenfunctions Ψ3, Ψ3u and Ψ3w
respectively.
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Figure 57: Coherent structures of the third POD mode at Y = 0.5×W for Ar = 3.33. Figures
(57a), (57b) and (57c): coherent structures of the eigenfunctions Ψ4, Ψ4u and Ψ4w
respectively.
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Figure 58: Coherent structures of the second POD mode at Y = 0.5×W for Ar = 2.28. Figures
(58a), (58b) and (58c): coherent structures of the eigenfunctions Ψ2, Ψ2u and Ψ2w
respectively.
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Figure 59: Coherent structures of the third POD mode at Y = 0.5×W for Ar = 2.28. Figures
(59a), (59b) and (59c): coherent structures of the eigenfunctions Ψ3, Ψ3u and Ψ3w
respectively.
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Figure 60: Coherent structures of the fourth POD mode at Y = 0.5×W for Ar = 2.28. Figures
(60a), (60b) and (60c): coherent structures of the eigenfunctions Ψ4, Ψ4u and Ψ4w
respectively.
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Figure 61: Coherent structures of the second POD mode at Y = 0.5×W for Ar = 1.81. Figures
(61a), (61b) and (61c): coherent structures of the eigenfunctions Ψ2, Ψ2u and Ψ2w
respectively.
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Figure 62: Coherent structures of the third POD mode at Y = 0.5×W for Ar = 1.81. Figures
(62a), (62b) and (62c): coherent structures of the eigenfunctions Ψ3, Ψ3u and Ψ3w
respectively.
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Figure 63: Coherent structures of the fourth POD mode at Y = 0.5×W for Ar = 1.81. Figures
(63a), (63b) and (63c): coherent structures of the eigenfunctions Ψ4, Ψ4u and Ψ4w
respectively.
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Figure 64: Coherent structures of the first four POD modes at X = 0.5× L for Ar = 3.33.
Figures (64a), (64b), (64c) and (64d): coherent structures of the eigenfunctions Ψ1,
Ψ2, Ψ3 and Ψ4 respectively.
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Figure 65: Coherent structures of the first four POD modes at X = 0.5× L for Ar = 2.29.
Figures (65a), (65b), (65c) and (65d): coherent structures of the eigenfunctions Ψ1,
Ψ2, Ψ3 and Ψ4 respectively.
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Figure 66: Coherent structures of the first four POD modes at X = 0.5× L for Ar = 1.81.
Figures (66a), (66b), (66c) and (66d): coherent structures of the eigenfunctions Ψ1,
Ψ2, Ψ3 and Ψ4 respectively.
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Figure 67: Coherent structures of the first four POD modes at X = 0.5× L for Ar = 0.48.
Figures (67a), (67b), (67c) and (67d): coherent structures of the eigenfunctions Ψ1,
Ψ2, Ψ3 and Ψ4 respectively.





C
D Y N A M I C S O F T H E R M A L C O N V E C T I O N R O L L S

A key feature in mixed convective air flows for the present configuration at higher
Ar is the development of thermal convection rolls arranged in longitudinal direction.
The structure and dynamics of these large-scale circulations were analysed with the
help of a vortex detecting algorithm (sec. 4.1).

With the aim to give a deeper insight to the dynamics of the themal convection
rolls additional statistics are presented. In the following the time series and spatial
distribution of the centre positions for the flow cases Ar = 3.33, Ar = 2.28 and
Ar = 1.81 are illustrated, insofar, they have not shown before.

Regarding the time series of the thermal convective roll structures centre position,
the bold y-tick labels denote the normalised time averaged centre positions. Further,
the rotational direction of the roll structures is colour coded: blue signifies clockwise
and red counter-clockwise rotating LSC.
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Figure 68: Centre position Xc/L of the four longitudinal arranged thermal convection rolls as
a function of time at Ar = 2.28.
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Figure 69: Centre position Zc/H of the four longitudinal arranged thermal convection rolls as
a function of time at Ar = 2.28.
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Figure 70: Centre position Xc/L of the four longitudinal arranged thermal convection rolls as
a function of time at Ar = 1.81.
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Figure 71: Centre position Zc/H of the four longitudinal arranged thermal convection rolls as
a function of time at Ar = 1.81.
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Figure 72: Spatial distribution and probability of the centre positions at Ar = 3.33. Top-
down: the spatial distribution of the centre positions in the measurement plane
Y = 0.5×W, corresponding probability of the X-centre positions and the Z-centre
positions.
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Figure 73: Spatial distribution and probability of the centre positions at Ar = 2.28. Top-
down: the spatial distribution of the centre positions in the measurement plane
Y = 0.5×W, corresponding probability of the X-centre positions and the Z-centre
positions.
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Figure 74: Spatial distribution and probability of the centre positions at Ar = 1.81. Top-
down: the spatial distribution of the centre positions in the measurement plane
Y = 0.5×W, corresponding probability of the X-centre positions and the Z-centre
positions.
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