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Summary

There are three distinct effects in nuclear magnetic resmnapectroscopy (NMR) that differ be-
tween paramagnetic and diamagnetic molecules in isotempition. These are residual dipolar cou-
pling (RDC), pseudocontact shift (PCS) and paramagndtgation enhancement (PRE). All of these
effects are dependent on intermolecular angles and desdnc a given nucleus of interest and can
provide information about the structure and dynamics of &mde. In order to obtain this valuable
information, the molecule is required to display paramaigraharacteristics. One of the up-to-date
methods achieves this requirement via the use of small mialetags that coordinate paramagnetic
metal ions. Most of these tags are attached to a protein visusfide bridge formed with a solvent
exposed cysteine residue. Thus, in order to use this tegariar DNA, new tagging strategies are

required.

In this work, a modified nucleobase was synthesized allowitrgduction of a sulfur moiety into

the DNA. This provides a method to attach any tag that is basealdisulfide bridge, directly to the
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Left: The modified nucleobase containing a carbon triple bod. Right: The final modification of the

DNA providing a sulfur moiety.



DNA. With this nucleobase a carbon triple bond is introduiced the DNA strand, and a subsequent

cycloaddition reaction leads to the free sulfur moiety.

The modified nucleobase was successfully tested by taggsedf-@omplementary DNA strand
(24 nucleotides), in which the modified nucleobase was dhiced during the DNA synthesis. The
Cys-Ph-TAHA tag, preloaded with lutetium, terbium or thumi, was attached via a disulfide bond
resulting in a tagged DNA strand loaded with a lanthanide owever, even with this milestone, a
major aspect of this work was to develop a reliable and regoide purification and sample prepa-
ration protocol. This became a critical element, since dlgging of DNA as compared to proteins is

challenging by the ability for the phosphate backbone todinate lanthanide ions.

In the theoretical framework section, a complete stepibp-derivation of the three major para-
magnetic effects starting from first principles is given r #ee derivation of the equations describing
the RDCs, PCSs and PREs, expressions for the dipolar Hamailts, cross relaxation rates, alignment

induced RDCs, correlation functions and spectral derssitie presented.

The second topic of this work is based on a different paramtagreffect. In order to over-
come the lower sensitivity of NMR compared to other specimpg methods, there are many re-
ports on approaches that increase the polarization of trestigated nucleii.e. that create hyper-
polarized species. One of these methods, photochemicallyced dynamic nuclear polarization
(photo CIDNP), is based on short lived radicals created bgctlillumination of the sample in the
magnet with a laser beam. Within the scope of this thesisc#opGIDNP setup was planned, built
and tested. The first experiments and results with trietigdeamine, tyrosine and 3-fluotstyrosine
demonstrated the usefulness as well as the limitationsigftéichnique. For 3-fluora-tyrosine a
complete analysis of the relaxation behaviour, includirgss relaxation and cross-correlated relax-

ation, is given.
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Zusammenfassung

In der Kernspinresonanzspektroskopie (NMR) treten drieiEe auf, die paramagnetische und dia-
magnetische Molekiile in isotroper Lésung unterscheidesiduale dipolare Kopplung (RDC), Pseu-
dokontaktverschiebung (PCS) und paramagnetische Relagaérstarkung (PRE). Alle drei Effekte
sind abhangig von intermolekularen Winkeln und Abstéandaeh kdnnen daher Informationen tber
die Struktur und Dynamik des Molekuls liefern. Um diese nfiationen zu erhalten, muss das
Molekll paramagnetische Eigenschaften aufweisen. Ein&elgzutage gebrauchlichen Methoden
verwendet kleine molekulare Tags, die paramagnetischaltgten koordinieren. Die meisten dieser
Tags binden uber eine Disulfidbricke an Cysteine an der iRatterflache. Um diese Methode fur

DNA anzuwenden werden daher neue Taggingstrategien enoti

Im Rahmen dieser Arbeit wurde eine modifizierte Nukleobasghetisiert, mit der ein Schwe-
felatom in die DNA eingebracht werden kann. Diese Methodizuét es, jeden Tag an die DNA

zu binden, der als Verbindungsmethode eine Disulfidbricketn Mit der Nukleobase wird eine
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Links: Die madifizierte Nukleobase mit der Kohlenstoff-Dreifachbindung. Rechts: Die fertige Mo-

difizierung der DNA mit der freien Thiolgruppe.
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Kohlenstoff-Dreifachbindung in die DNA eingefiigt und miilfid einer dipolaren Cycloaddition wird
die freie Thiolgruppe eingebracht. Die modifizierte Nulldlaese wurde erfolgreich an einem selbst-
komplementaren DNA-Strang (24 Nukleobasen) getestet.NDideobase wurde wahrend der Syn-
these der DNA eingefligt und der mit Lutetium, Terbium odeulitm vorbeladene Cys-Ph-TAHA
Tag wurde Uber eine Disulfidbriicke an die DNA gebunden. Diadeng des Tags und die Tagging-
reaktion verliefen hierbei quantitativ. Nach diesem Egfaiar es ein Hauptaspekt dieser Arbeit, eine
verlassliche und reproduzierbare Aufreinigungs- und Enebrbereitungsmethode zu entwickeln.
Diesem Punkt kommt besondere Bedeutung zu, da das Phasgtmaat der DNA, im Gegensatz

zu Proteinen, Metallionen koordinieren kann.

Im Theorieteil dieser Arbeit ist eine komplette Herleituder drei Hauptmerkmale paramagnet-
ischer NMR gegeben. Diese Herleitung beginnt bei Grundfiegrdes Magnetismus und neben
den Gleichungen fir RDCs, PCSs und PREs werden Ausdrickieflidipolaren Hamiltonoperator,
Kreuzrelaxationsraten, kreuzkorrelierte Relaxatior@sradurch Alignment induzierte RDCs, Korre-

lationsfunktionen und spektrale Dichten gegeben.

Das zweite Thema dieser Arbeit basiert auf einem weitereanpagnetischen Effekt. Um der re-
duzierten Empfindlichkeit der Kernspinresonanzspektpakverglichen mit anderen Spektroskopie-
methoden entgegenzuwirken, wurden viele Methoden enelticitie auf eine Erh6hung der Polar-
isierung der Atomkerne zielen, d.h. um sogenannte hypangsarte Kerne zu erzeugen. Eine dieser
Methoden, die photochemisch erzeugte dynamische Kemgielang (photo CIDNP), basiert auf
kurzlebigen Radikalen, die durch direkte Laserbestrahller Probe im Magneten erzeugt werden.
Im Rahmen dieser Arbeit wurde ein photo CIDNP Aufbau entemrfjebaut und getestet. Die ersten
Experimente und Resultate mit Triethylendiamififyrosin und 3-Fluot--tyrosin zeigen die Vorteile
und Grenzen dieser Methode auf. Fir 3-Fluegrosin wurde eine komplette Analyse des Relax-
ationsverhaltens, einschlie3lich der Kreuzrelaxatiod der kreuzkorrelierten Relaxation, durchge-

fuhrt.
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1 Introduction 1

1 Introduction

1.1 Paramagnetic Tagging Of Biomacromolecules

Since its discovery in 1946, nuclear magnetic resonancetrgzeopy (NMR) has become a well
established and daily used technique [Purcell1946] [Bl&dba] [Bloch1946b]. Structure determi-
nation of small molecules and biomacromolecules as welaesstigation of function and interaction
of molecules are areas in which NMR is used. However, moseéauiés are diamagnetic and there-
fore NMR techniques are focused on diamagnetic molecubgnagnetic molecules pose problems
of line broadening and extinction of resonances close tpdnemagnetic center (paramagnetic relax-
ation enhancement, PRE, review article: [Clore2009]). évheless, paramagnetic molecules exhibit
additional NMR observables that can be used for structuierigknation as explained in the follow-
ing.

Solomon and Bloembergen derived equations for the paragtiagelaxation enhancement, which
show that this effect can yield valuable information abdutcural parameters in the form of dis-
tances between the nucleus and the paramagnetic centem{&uwl955][[Bloembergen1957a]. The

same information can be obtained by pseudocontact shiiSY®hich are observed as a change of

the chemical shift of a nucleus due to the interaction betvitsanagnetic moment and the anisotropic
magnetic susceptibility of a paramagnetic center. Thisatfivas first described by McConnell &
Robertson in 1958 [McConnell1958].

Anisotropic magnetic susceptibility has another influemic¢he observed NMR spectra in terms of
changes in the coupling constants between two nuclei. malgnetic molecules in isotropic solution,
only the scalar coupling is observed. The dipolar coupling is dependent on the direction of the
internuclear vector relative to the external magnetic fil@dveraged to zero and leads to line broad-
ening dependening on the "speed" of Brownian motion in gmutin case of a preferred orientation
of the molecule with respect to the external magnetic fieldfanent), the dipolar coupling is not
averaged to zero and residual dipolar couplings (RDC) cambiserved. This partial alignment oc-
curs due to the interaction between the anisotropic maggeesceptibility and the external magnetic
field. Residual dipolar couplings also contain informatiout distances and angles in the molecular

frame. The first description of this effect in solution wagayi for small molecules by Bothner-Ey



al. with paramagnetic molecules containing cobalt [Bothnet#81] and for proteins by Tolmaet

al. with cyano metmyoglobin, which has a highly anisotropic metgc susceptibility due to the iron
ion [Tolman1995].

Although there are several excellent reviews and overvigioles in the literaturel [Bertini2002]
[John2007] [Otting2008][[Clore2009] [Nicholas2010] thege different notations such that inter-
connections between the various parameters are non-abvOne aim of this work was therefore
to provide a unified and complete description and a congisternvation of the various effects of

paramagnetic NMR.

Another way of inducing alignment in molecules, which résut measurable RDCs is to use ex-

ternal alignment media like liquid crystals [Bax1997] [$a@n1998]([Ottiger1998b] [Rueckert2000]
[Thiele2003] or stretched and compressed gels [Tycko2[E#¥s2000] [Haberz2005] [Kobzar2005]
[Kummerloewe2007] [Schmidt2012a].

Furthermore, even diamagnetic molecules can show a paligaiment if their magnetic susceptibil-

ity is anisotropic. This was first shown for small moleculgsGayathriet al., for DNA strands by
Kung et al. and for proteins by Tjandret al. [Gayathri1982]/[Kung1995] [Tjandra1996a].

To obtain this valuable information, scientists turnedti@netic molecules paramagnetic. This

was achieved either by increasing the affinity of metal bigdproteins to paramagnetic ions (for
example Bertinet al. achieved a selective lanthanide binding site in calmodwirselective muta-

tion [Bertini2003]) or by attaching paramagnetic domamshte molecule, for example a zinc finger
moiety [Gaponenko2000] or a lanthanide binding domain [MVeet2003]. To avoid an extensive

increase in the molecular weight of the target moleculeslisparamagnetic tags have been devel-
oped, which can be attached to molecules. These tags aré/mpadbaded with lanthanides due to
the metal’s highly anisotropic magnetic susceptibilityttj@y2008]. The advantage of this internal
alignment is the oppertunity to observe domain motions ananhics if the alignment is induced

by just one domair [Bertini2Z004] [Rodriguez2006] [Zhan§2D The distinction between different
homodimers in the case where only one of them is specificaligrpagnetically labeled is another

reported advantage [Gaponenko2002].

The importance of this information can be shown by a shotbhisal overview of the developed

tags. The first alignment of a protein induced by a small mdeetag was reported 2002. Thef,
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(2-pyridylthio)-cysteaminyl ethylenediamine tetraacetcid [Dvoretsky2002], which binds via one
disulfide bridge to a cysteine, was utilized (Eigl1.1). Ttag, however, has a pseudo-asymmetric
nitrogen center which forms diastereomers upon chelatingetal ion and consequently shows a
dublicated signal set in the NMR spectra [[kegami2004].
B i
- S
N S/ \/\H
[N\/COOH
N~ COOH

COOH

Figure 1.1: S-(2-Pyridylthio)cysteaminyl ethylenediamine tetraaceic acid.

Woehnertet al. described in 2003 the alignment of ubiquitin by a lanthadigeling amino acid
sequence attached to the protein’s N-terminus [Woehn@gj20
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Figure 1.2: Structure of CLaNP-1.

In 2004, Prudénciet al. described a new tag based on diethylene triaminepentaacédi (DTPA)
named CLaNP-1 (caged lanthanide NMR probe), which bind$weadisulfide bridges to two cys-
teine residues of the target protein (pseudoazurin) [(EyPrudencio2004]. The disadvantage of
this tag lies in the formation of five different isomers, leggto five different sets of signals in the

NMR spectra, which is highly unfavorable [Franklin1994].



The following second generation of EDTA based tags had noedumsasymmetric centers and could

be synthesized enantiomerically pure (Eigh1.3) [lkegd@®#] [Leonov2005]. The binding motif of
these two tags is a single disulfide bridge to a cysteine. fitheeince of the additional information

on structure calculation was demonstrated by Habest. & Rodriguez-Castafiedzat al. for trigger

factor [Haberz2006] [Rodriguez2006].

HOOC HOOC
HoOOC.__ HOOC.__
COOH
HoOC” NV \LTr ~~ HoOC” NV \Ljr
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o:?:o 0=S=0
3a (R,R) 4a (R)
HOOC HOOC
HoOC._ HOOC.__
COOH
Hooc” N :LTr \v/ Hooc” N :Ljr
HOOC S HOOC S
O:?:o O:?:O
3b (S,R) 4b (S)

Figure 1.3: Structures of the two enantiomers of the secondeperation EDTA based tags.

In 2007, two new tags based on 1,4,7,10-tetraazacyclodoéet,4,7,10-tetraacetic acid (DOTA)
were published (Fig:I14) [Vlasie2007] [Keizers2007]. Gl&3 was tested with pseudoazurin. The
tag binds via two disulfide bridges to two cysteine residuas iaduces two sets of NMR signals
due to helical chirality. The tag forms two enantiomericrpaf diastereomers and two of these
four isomers are populated [VIasie2007]. CLaNP-5 was testi¢h pseudoazurin in two different
modifications, of which one had the double binding motif tateysteine residues of the protein
and one was connected via a single disulfide bridge. In ceinteaCLaNP-3, the higher sterical

requirement of CLaNP-5 causes the population of just onb®faur isomers [Keizers2008]. With
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CLaNP-5.1, RDCs up to 6 Hz were measured whereas the RDC4d.&E-5.2 were significantly

smaller. In 2011, Dasgupt al. reported about the use of CLaNP-5.1 to tag the C-terminalaiiom

of the calmodulin mutation mentioned above, in which theapagnetic center is at the N-terminus

[Dasgupta2011]. The observed RDCs and PCSs were used stigate the conformational space of

calmodulin.

The main disadvantage of CLaNP-5.2 and all other tags whiuthsbvia two disulfide bridges is

the necessity ad priori knowledge about the protein. Either the existence of twoetys residues in

close proximity has to be known or a suitable mutation/dewubltation has to be prepared.

O\\ / Oy./
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Figure 1.4: Structures of CLaNP-3, CLaNP-5.1 and CLaNP-5.2

Based on the DOTA tags and previous work about multiple mateg DOTA derivatives

[Ranganathan200Ra] [Ranganathan2002b], Haeussetgel developed an eightfold methylated

DOTA derivative, which was first tested on ubiquitin [Haanger2009]. The tag binds via a sin-

gle disulfide bridge and the rigid backbone of the tag allowrstifie population of just one isomer

(Fig{1.B). cis-transisomerization of the linker’'s peptide bond leads to a secigdal set with ap-



DOTA-M8

Figure 1.5: Structure of the DOTA-MS tag.

proximately 15—-20% intensity [Haeussinger2009].

Three more rigid DOTA based tags are described in the liezaGrahanet al. measured PCS and
RDC with 2,2,2”"-(10-(2-Oxo0-2-(2-(pyridin-2-yldis@hyl)ethylamino)-ethyl)-1,4,7,10-tetraazacy-
clododecane-1,4,7-triyltris(N-§-1-phenylethyl)acetamide$ C1 Figf1.6) tagged to the N-terminal

domain of the arginine repressor and an A28C mutant of utigjiGraham20111].

R O

S;o 9 C3R= _Z

O

10 C4 Rz)LN/\\
AN

H

Figure 1.6: Structures of the C1, C3 and C4 tag.

This tag binds via a single disulfide bridge to a cysteinedigsiand only one isomer is populated so
that the tag yields just one set of signals for the paramagspecies. Two modifications to C1 were
developed by Lotet al. (C3 & C4 Figi1.®), for which the binding motif changed to a-tjpolar

cycloaddition of the tag’s carbon triple bond and an azitlerrylalanine of the protein [Loh2013].
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Another approach to very small tags is based on dipicolioid éDPA) (Figi1.T). These three
dentate tags are bound via a single disulfide bridge to aiogstesidue and utilize carboxyl groups
of neighbouring amino acids to stabilize the metal ion. Thst fof these tags was described in
2008 (4AMMDPA (4-mercaptomethyl-dipicolinic acid) [SuZB)}Pand it's linker was flexible due to
the methylene group between the thiole and the dipicoliaid,avhereas this group was removed in
both, 3MDPA (3-mercapto-dipicolinic acid) [Man2010] antBPA (4-mercapto-dipicolinic acid)
Wia2011a] (Fid:1l7).

The complex of a paramagnetic lanthanide ion (Ln) with thB&A ([Ln(DPA)3]3") binds site
specifically non-covalently to a protein and induces PRE R6& [Yagi2010]. The complex binds
preferable to positively charged amino acids which can b®duced into the protein to create a
binding site [Jia2011b]. Recently, different substitatfatterns of DPA were investigated by Végi
al. [Wei2013].

SH

A

- A

Hooc” >N~ “CoOoH |
Hooc” >N~ >COoH

11 12
DPA 4MMDPA
- SH
A
X S
Z |
HOOC N COOH =z
HOOC N COOH
13 14
3MDPA 4AMDPA

Figure 1.7: Structures of DPA, 4AMMDPA, 3MDPA and 4MDPA.

Similar to the small DPA based tags, Swarbratlal. developed a small tag based on iminodiacetic
acid (FigiIB) [Swarbrick2011]. This tag was tested on uklin, binds via a cystein residue and

needs at least one other carboxyl group next to the bindisgeye to stabilize the complex.
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Figure 1.8: Structure of the iminodiacetic acid based tag.

The Cys-Ph-TAHA tag (cysteine-phenyl-triaminohexaacatid) (Figi1.D), developed in our group
by Peterst al., was successfully tested on ubiquitin and a ternary comgfléac repressor, DNA and
inducer (by Boelens / Utrecht University) [Peters2011]eDuthe lack of stereocenters, the tag yields
just one set of signals for the paramagnetic species andgereed PCSs and RDCs of up to 2 ppm
and 8 Hz, respectivally, are in excellent agreement wittkkbalculated values. Despite the observed
paramagnetic effetcs the connection of the Cys-Ph-TAHAdatpe protein via the cystein linker of
the tag induces a distinct flexibility of the tag which redsitke measurable PCSs and RDCs. A

secondary aim of this work was therefore, to shorten theeliok the tag.

COOH
Nt COOH
o g 1 COOH
HOOC -‘\\\ “y, 1 COOH
N
H
A s N\_\COOH
/S\\o COOH

16

Figure 1.9: The Cys-Ph-TAHA tag (cysteine-phenyl-triamirohexaacetic acid).

The most recent version of the CLaNP tags was published i2 B@lLiu et al. CLaNP-7 has
a lower charge (+1) than CLaNP-5 (+3), which reduces the ghan the surface potential at the
binding site and exhibits a different anisotropic magnstisceptibility. Therefore, by using two
samples with the two different tags, two sets of signals @reborded for the paramagnetic species,

which increases the accuracy of the obtained informatian?@12]. The tag binds via two disulfide
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OH

- (N\N/I\?}NH .
e Cnl)

O
1 N02
_]S,‘_S
@)
HO
17
CLaNP-7

Figure 1.10: The caged lanthanide NMR probe, CLaNP-7.

bridges to two cysteine residues and was tested with pseudonand cytochrong.

Another binding motif of DPA based tags to proteins was presstby Liet al. The 4VDPA (4-
vinyl-dipicolinic acid) tag (Fid:1.11) binds via a thiohe reaction specifically to a cysteine residue
and was tested on ubiquitin and arginine repredgsor [Li20T2je same binding motif is used by
the 4-vinyl(pyridine-2,6-diyl)bis-methylenenitrilo trakis(acetic acid) tag (4VPyMTA), which was
tested on ubiquitin (Fig:1.11) [Yang2013]. Similar to atlzPA based tags, a carboxyl group of a

neighbouring amino acid is necessary to stabilize the cexapl

= 7
| X HOOC | X COOH
=z HOOC._ _N -z N_ _COOH
HOOC N COOH ~~ N ~
18 19
4VDNP 4VPYMTA

Figure 1.11: Structures of the two thiol-ene binding tags 4WWPA and 4VPyMTA.

So far, the only molecules investigated using the concepachmagnetic tagging are proteins.

Except for the C39) and the C4 tagl(0), the only binding motifs used are solvent exposed cysteine
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residues. In the case that the needed cysteine residuebsaet amutations of the proteins can be
prepared, in which the cysteine is introduced at the depiosdion. For proteins, the tagging methods

are well established, whereas for other biomacromoleaudesich methods are known.

DNA and RNA are important biomacromolecules and the oppéstdo obtain the additional in-
formation provided by paramagnetic tagging would be eguakful. One aim of this work was the
development of a method for tagging of DNA molecules. Fos tbpic, the Cys-Ph-TAHA tag, re-
cently developed in our group, was used. A short DNA strangeskas a test molecule for the tagging
procedure. DNA and RNA consist of the two purine bases a@esna guanine and the three pyrim-
idine bases uracil (only RNA), thymine (only DNA) and cytosi(Figi1.12). All bases are bound
to ribose (RNA) or 2-deoxyribose (DNA) and the sugars arenected via the phosphate backbone.

Contrary to proteins, there exists no naturally occuririusuoiety in nucleic acids.

Purine bases Pyrimidine bases
O NH,
5 4 3 4
<9/|\l | 5 | NH 5 | A N3
8
1\ 6 1N/2g0 6 1N/§O
H H H
20 21 22 23 24
Adenine Guanine Uracil Thymine Cytosine

Figure 1.12: Structures of the five nucleobases.
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1.2 Photochemically Induced Dynamic Nuclear Polarization

Another form of paramagnetic NMR was first described in therditure in 1967. In the first
experiments, non equilibrium polarization of nuclei gexted during reactions of organometallic
compounds, peroxides or azo compounds in the spectromateplserved. This polarization led
to increased absorptive or emmisive NMR signals [Bargoi] §&/ard1967]. It was first believed
that this effect has a similar origin to that of dynamic nacl@olarization, which occurs due to
cross relaxation of electrons and nuclei [Hausser1968],tharefore this effect was named chem-
ically induced dynamic nuclear polarization. In the foliog years, the theoretical aspects of this
technique were investigated more closely. Based on shongliradicals, the dominant mecha-
nism was found to be the radical pair mechanism (or radicaltpaory), which will be explained
in detail in the next section [Closs1969a] [Kaptein19698{an1970] [Closs1970] [Kaptein1971]
[Pedersen19734d] [Pedersen1973b] [Pedersen1974] [Ad&Tata]. Under special circumstances, an-
other process called triplet mechanism can take place @81@77] [Adrian1977b] [Hore1979b].

The described effect was also observed during photochémaaations of diphenylazomethane
for which the sample was illuminated with a high power lightisce. This phenomenon is called
photochemically induced dynamic nuclear polarizatiorofphCIDNP) [Closs1969b]. An overlay of
NMR spectra displaying this effect is shown in Eig:1.13.

]—— light spectrum ‘
dark spectrum f-protons

4 H2 H5 H6 M u u

T T 74 T T T
7.0 6.9 3.2 3.1 3.0 29

intensity

1H chemical shift [ppm]

Figure 1.13: Demonstration of the photo CIDNP effect for 3-flioro-L -tyrosine.
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The possible application of this technique to biomolecwas investigated by Kapteit al. by
using flavins to enhance the NMR signals of tyrosine [Kagi@#8]. Following this early work,
surface investigations of proteins were accomplished iichvflavins were used to enhance the NMR
signals of solvent exposed amino acids [Hore1993].

The possibility to use the increased polarization produieele photo CIDNP experiments to sub-
sequently increase the polarization of other nuclei vissmlaxation was first discussed by Bargon
& Gardini [Bargon1970]. Since then, the feasibility to usem CIDNP as a general enhancement
technique for NMR was not well explored until in 2004 Kupretval. described cross relaxation
in 3-fluoro-.-tyrosine [Kuprov2004a]. The practical aspects of multsfl@xperiments in time re-
solved photo CIDNP experiments were explored by Getead., whereas the use of photo CIDNP in
two dimensional heteronuclear NMR experiments was desgiily Sekhar & Cavagnero [Goez2005]

S 009].

The last aim of this work was to plan and build a photo CIDNRigeind to further investigate the

possible benefits of this technique.
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1.3 The Aim Of This Work

This work can be split into four different parts with theispective aims:

1. The complete step by step derivation of the three majaceffof paramagnetic tagging of

molecules:
e paramagnetic relaxation enhancement
e pseudocontact shift
¢ residual dipolar coupling.
2. Developement of a convenient tagging strategy for DNA#RNblecules.
3. Shorten the linker of the Cys-Ph-TAHA tag.

4. Planing, building and investigating the possible bes@fita photo CIDNP setup.
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2 Theoretical Framework

2.1 Introduction

The aim of this section is to provide the reader with a congudéep-by-step derivation of the most
important paramagnetic NMR effects. Focusing on NMR inrgoit solution, these parameters are
residual dipolar couplings (RDC, Ed:1), pseudocontadtsiPCS, Ed:R), paramagnetic relaxation
enhancement (PRE, E¢:3 & E§:4) and cross-correlated tédasaincluding the dipolar coupling
between the observed spin and the paramagnetic centetedijpmle-Curie-spin cross-correlated
relaxation, Eq:b & E@I6). In addition, there is the dynamieguency shift associated with all the

relaxation processes, derived from the imaginary part@ftitectral density function (Eq:7).

W: L yth B ((3co§[9]—1) (XZZ—M’)+g(xxx—xyy)cos{2¢]sin2[9]) (1)

8 3 15T 2

1 XX 3 .
dpcs= Tmlss ((3CO§[9] -1) <Xzz— X ZXW) + > (Xox— Xyy) COS§2¢] SIFIZ[B]) 10° (2

1 2 /p0\2Pou3 Tc

T1_5<47T) ré SS+1) 1+ 12 ®)
11 /po\2yPo2ud 3¢
T2_15(4n) & oSS+ [t s (4)

1 _6<@>2vfgéu.‘3‘8%
5

2 Ty Tc
T art) (3KT)2rg, [SS+1)] {1+ 26 1+ rgaf} ©)
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1 2 2oRuaB3 31 3¢
= S+ 4T+ ——— —4Tc———— 6
T, 5 (471) (3KT)2r FS[S( P |4+ 1+ 170 T 120 ©)

/ F@QF@" (t+r)exp[ | dr

q
p
— (a)* i@ 7
Re @ (t+1)exp |oo r dr+|m @ OF@(t+1)exp|—ic 7| dT (7)
— 1@ (DY e (@ ()
=Jp) (“’(p)) +K (of)

As obvious from the formulae, the paramagnetic effectsntepovarious angles with respect to the
susceptibility tensor of the paramagnetic center andmligts, mostly with respect to the paramagnetic
center. During the derivation of the equations for the pagmetic effects, other important effects
are described, namely relaxation and alignment induceduaisdipolar couplings which are not

directly connected to paramagnetic NMR but are importantife derivation of the equations for the

paramagnetic effects.

In the second part of this section, the fundamental basiesother advantageous form of para-
magnetic NMR (photochemically induced dynamic nucleaapnétion, photo CIDNP) are derived.
This technique relies on short living paramagnetic speftisaed by laser irridiation of the sample
in the NMR spectrometer which increase the magnetizaticgh@huclei. Subsequent dipolar cross

relaxation can transfer the magnetization to other nuélglg).

Ojs =

10 ( = ) R o TC (8)

am) g {1+T§(&B+M)2_1+T§(%—M)2

2.2 The Dipolar Hamiltonian

All paramagnetic effects of a molecule with isotropic ragaal diffusion on a sub-microsecond
time scale, described in the next chapters, involve theant®mn between magnetic dipoles. The
residual dipolar coupling arises from this interactionien dipoles and can be observed because of

the alignment induced by the paramagnetic center. Psentmthifts and paramagnetic relaxation
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enhancement have their origin in the dipolar interactionvben a paramagnetic center and the nu-
cleus. For these effects, the starting expression for tzlous is the dipolar interaction Hamiltonian
which will be introduced first. The calculations in this sentare according t®rinciples of Nuclear
Magnetism/Abragam196[l] and’he Feynman Lectures on Physics - Book 2 Electromagnetisin an
Matter [Feynman1964]. For simplicity the calculations are redLiceisotropic solutions, electrons,

nuclei with spin 1/2 and the paramagnetic center is assumied & point dipole.

2.2.1 The Magnetic Field Of One Magnetic Moment

Each magnetic momeniy, independent of its source, has a magnetic vector poteﬁf(e?l’)

[Neumann1848] which depends only on the strengthgofind the vectoi™ between an arbitrary
point in space angg. The indicesk and| are used to distinguish between two different sources.

indicates the cross product between two vectorsrasdhe length of the vector .

2y Ho ik x T
Ak(r>_4n r3

9)

To determine the magnetic fieﬂ:(?), which is generated by a magnetic momggt the curl of
the vector potential is calculated. The curl of a vector figlthe cross product between the Nabla
operator and the vector field and generates a new vector figld@’ is the dot product between the

two vectors.

ad
o Mo g x T\ Mo (37 (.T) M
5>/ N> 0 Mk 0 K- k
Bi(T) =UxA(T) = | 5 Xﬁﬁrs)zai—i?—‘ﬁ) (10)
aJ
0z

2.2.2 The Dipole-Dipole Interaction Hamiltonian

The energy of a second magnetic momgnin the field generated by the first oETé is given by

the dot product of the two vectors:

N m(ﬂ@@WﬂW_@ﬁ)

Eq” = —1i.Be () = ~an 3 (11)

5
M M
M is the vector between the two magnetic moments[(Eiy: 2. 1L g the well-known dipole-dipole

equation. The vectdt, is not static in time and therefore the dipolar Hamiltoniantfvo arbitrary
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>
=Y

"x

Figure 2.1: The vector between two magnetic moments in an aitsary reference frame.

magnetic dipoles is time dependent and given by:

g0 = e ({0 (-0~ Fic ) (12)

Following notation for vectors is used (HIg:R.2) = rié&,,, r is the distance between the two
magnetic moments ar@,, is the unit vector ofyj. The dipolar interaction Hamiltonian is the basis

for all following calculations and in a later section a dréfat notation is derived.

2.3 Residual Dipolar Coupling - RDC

To calculate the dipolar coupling induced by paramagndignent, first the dipolar coupling
between two spin 1/2 nuclei is derived. Afterwards, the galnexpression for residual dipolar cou-
pling, dependent on an alignment tensor, is given and firla#lyobtained expression is extended for

paramagnetic induced alignment. This chapter is basedediolbwing review articles [Bertini2002]
[Kramer2004].
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2.3.1 Dipolar Coupling Between Two Nuclei With The Same Spin

The magnetic moment of a nucleus is givenby- yﬁT, yis the gyromagnetic ratid, the reduced
Planck constant and’ the spin of the nucleus. Residual dipolar couplings aremginefrequency
units. For two atomic nuclei the dipolar Hamiltonian is:

—

AP (t) = DIP (3 (Tk.a;;(t)) (T..érk;(t)) T .) (13)
pDIP _ _ 1 Ho wyh

W = 2ran'rs is the dipolar coupling constant. In a strong external magfield ES, the mag-
netic moments are quantized ala&g and only the secular part of the dipole coupling Hamiltorigan
used (Eq:5b), because only the secular term contributeg tertergy that is dominated by the Zeeman
interaction. The time dependency of the Hamiltonian is givg the variable anglé (Fig{Z.2).

o _ 1
%ldlp(t> — Dﬁ;p (3cog(6] —1) ('kzllz 5 (hodix + |ky|ly)) (14
B,e,
y 0
0
re.

Figure 2.2: Definition of the angle between the external maggtic field and two magnetic moments.

The last two terms correspond to so-called ‘flip-flop’ tramosis. In solution NMR, normally cou-
plings between heteronuclei are measufé@{H or ®°N-1H) and the *flip-flop’ transitions in EG:14
can be neglected because of the different Larmor frequemoaking them non-secular. For iden-
tical spins with similar chemical shifts, the ‘flip-flop’ tes can just be appended since its angular

dependency is identical to thgl;, term. This results in the following Hamiltonian:
H™P(t) = D (Ikiz) (3c08[6] — 1) = Dy (Ihaliz) (3 (8558, (1)) (885 & (1)) — 80883)  (15)

DE:p is the maximum observable value for residual dipolar cawgdi The latter part of Hg:5 is

the scaling of this maximum value for different orientagaof the internuclear vector with respect
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to the external magnetic field. For solution state NMR, thedoan orientation of molecules in the
sample can be described by the movement of the vector of teenax magnetic field in an arbitrary
coordinate system in the molecular framxey(, 2) (Figi2.3). Note the change of the andledue to

the change of the reference frame. The vector of the extaeraghetic field is time dependent in this

reference frame.

Bx(t) cogp]sina] cog¢|sin[6]
€o(t) = | By(t) | = | sin[B]sina] € = | sin[¢]sin[6] (16)
B(t) coga] cog0]

Figure 2.3: The external magnetic field and the vector betweetwo magnetic moments in an arbitrary

coordinate system.

The scaled value fP€ in the new reference frame is given by:

DRPC = D (3 (633 (1) &) (635 (1) &) — Eea () B (1))

d ——» ——> N
|p erk| eBo ®eBo ))~efk|)_1)

By(1)Bx(t) By(t)By(t) By(t)By(t) (17)

=D" | 3| &y | But)By(t) By(t)By(t) By(t)Bt) | & | —1
x(t)Bz(t)  By(t)Ba(t) Ba(t)B(t)
The dot product of two identical unit vectors is 1 aadindicates the Kronecker product of two

vectors. In solution state NMR, measuring molecules tungolvith nano-seconds correlation times,
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only an averaged valueRPC is observed given by:

DRPC=DgP | 3| &, | B«(1)By(1) ) BB | & -1

(18)

di — —>
- DklIp (3(&y-P-&g) —1)

The matrix P is called probability matrix, is real, symmetric and hasaeérof 1. With these prop-
erties, there are just five independent parameters and ibeediagonalized.?(t)2 indicates the
probability to find thex-axis of an arbitrary molecule coordinate system aligneth wie external
magnetic fieldl§8. For example, imz is perfectly aligned with the external magnetic field, it
would be 1 and the other two values would be O.

2

B« 0 0
Pigg=| 0 B 0 (19)
0 0 B

P can be visualized as an ellipsoid, but the differences toregesphere are too small to be seen

(Figi2.4). The alignment tensot is definied as the difference betwePgag and the unity matrix:

2

Ax 0 O Bx(t) 0 0 1 00
1 — 1
A=10 Ay 0 | = Piiag— 51 = 0 By(t) 0 ) 3 010 (20)
0 0 Ay 0 0 B.(t) 0 01

For example, if thex-direction of a molecule is perfectly aligned with tBg-field, the value oAy
would be 2/3 and the other two would be -1/3.is real, symmetric, traceless andFfis expressed
in its diagonalized formA is also diagonalized. For the diagonalized form followimgeention is
used:Az; > Ay > Ayy. With Eqf20 the RDC is given by:
‘~RDC di ——> —>
DIIZQIDC = DkIIp B(ey-P.e&y)—1)
X (21)
- Dk;p3(e—rJ-A~e—rZ)
Without alignment the molecule is randomly tumbling in g@o and thus all elements id and

DElDC are 0. A non-zero alignment tensor results in residual dipobuplings. Withg,; expressed in
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spherical coordinates (EQI16), $ig] = (3 — 3cog2¢]) and cod[¢] = (3 + 1 cod2¢]) the residual

dipolar couplingDRP€ is given by:
~RDC di —> >
DEIDC = DklII03 (&rg-A-&y)

cog@]sin[6] Ax 0 O cog¢]|sino]

= DgfpS sing]sin(6] |-] 0 Ay O [.[ sin¢]sin6] (22)
cog6)] 0 0 Ay cog6]
- _%TZ—IOTM;—ETILS (%AZZ(3 cog[0] - 1) + % (Axx— Ayy) cO929)] sinz[e])

An example for an alignment tensor, corresponding to wegkiadent with a paramagnetic tafif =
6.9834 103, Axx= —2.7143 103, A,y = —4.2691: 10-3), and the corresponding probability matrix
are shown in Fi§:Z14.

0.7

0.33 0.7 /1000
I 2.10—3 o \ I

-0.33 —0.43 /1000

-0.7
-0.4

x-1073 0

0.4

Z04 0
' y-10~3

Figure 2.4: Examples for a probability matrix (left) and an alignment tensor (right).

Alignment of molecules can be achieved with different mdghoExternal alignment media like
phages, bicelles or gels usually lead to very strong aligrsie Another form is auto-alignment
of molecules if they have an anisotropic magnetic suscdiptitensor. This is true for big DNA
strands due to the-stacking of the nucleobasés [Kung1995] [Al-Hashimi2(@&&Hashimi2001h]
[Bryce2004] or for molecules with paramagnetic centersesencenters can be stable radicals or

paramagnetic ions and occur naturally or are inserted irecutds synthetically with paramagnetic
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tags [Gaponenko2002] [Bertini2003] [Woehnert20G3] [Rgdez2006] [[Su2010] [Dasgupta2011].

Alignment tensors are usually back calculated with expenital data and the quality of this calcula-

tion is given by two different numbersifactor andr?-value):

q= \/Z (Vexp— Vcal)2 R_1_ > (Vexp— Vcal)2 23)

Y (Vexp)? Y (Vexp— Vexp)?

Vexpare the experimental valuegg, the corresponding back calculated valuesaggis the average
value of the experimental values. Todactor is best when closely to 0 and tR&value is best when

closely to 1.

2.3.2 Anisotropic Magnetic Susceptibility And The Magnetic Field Dependency Of RDC

To understand why anisotropic magnetic susceptibilitysealalignment of molecules, it is neces-
sary to derive the correlation between the external magfietd and the average magnetic moment
induced by the anisotropic magnetic susceptibility. Thegnegtic fieIdB_5 is the magnetic field inten-

Sity HE multiplied with the vacuum permeabilifyy. The magnetization—/l) of a substance is defined

as the induced magnetic momeniper volumeV [Bennett1978].
Bo=toHy  Ho= —By  M=o@ (24)
0 = HoHo 0=—Bo =5
Ho \

M = xvHo (25)
This leads to:
M=_0=xHo=—xvB T 1.8 (26)
—VH—XV 0= —Xvbo H—HOXO Ilz—uXo

Xv is the magnetic susceptibility per volume apngber molecule.

To avoid confusion in the next sections, at this point, thgmnedic moments associated with para-
magnetic centers are described. This section follows thiewearticle [Bertini2Z002]. For a single

electron the magnetic moment is:

Hs=—lggeS (27)
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Included in this complete description, there is the magmabment which is induced by the external
magnetic field along its direction across the sample[(Bq:2b¢ average induced magnetic moment

per moleculg uis,) can be calculated with the expectation value of the spinaipe(S;):

(Us,) = —UBQe(S,) (28)

For electrons in a strong external magnetic field, there &¢ 2 different states whose energies
are given byEs, = UggeS,Bo, whereS; is thez-component of the spin for the different states. The
expectation value 0%, can be calculated with Boltzmann statistics:

B B
Zgz:fsSZEXp[—iuBngsz 0} 58 S (1—7“8%82 0)

— —uBge
S eSB S eSB
Zszz—seXp[_ e 0] 255 <1 — % 0)

The exponential term is approximated to first order sinch sititong magnetic fields and temperatures

(Us,) = —HBGe (29)

above a few KelvinuggeS,Bo<KT.

HgeSB
58 s k§ ° 1302Bo 3802

(Us,) = —UBQe

25+1 kT 25+1 (30)
_ H69eBo2S(S+1)(25+1) _ HgdeBog g, 1)
KT 6(25+1) 3KT

This is Curie’s law, the magnetic moment named Curie spincamabining Ed:3D and Eg:26 results

in following expression for the magnetic susceptibility:

_ HoHA%s
3KT

X S(S+1) (31)

If the electron orbital momentum is considered, it is asslithat the system is sufficiently described

by an anisotropig.-tensor which results in following-tensor:

_ Hopiag?
3KT

S(S+1) (32)
This tensor is of second rank and defines the magnetic susitigptoordinate system of a molecule
and, similar to the alignment tensor, is real, symmetricthnd it can be expressed in its diagonalized
form. The consequence of an anisotropic magnetic susdépttbnsor is that the average induced
magnetic moment is no longer parallel to the external magfietd and given by:

1
(Us) = —x-Bo (33)
Ho
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To calculate the energl which is induced by the magnetic susceptibility, integmatover dus)

has to be performed, because the magnetic moment changtgetglto the direction of the external

magnetic field[[Bothner-By1996].

(s)

o N Bo.x-Bo
E=—<Ils>-Bo=—/'300|<Ns>=—M
0

210 (34)
This orientation dependent energy, induced by the anigmtrmagnetic susceptibility, is the origin
of a preferred orientation of the molecule, known as alignmé&Vith a diagonalizegy-tensor and

the external magnetic field in spherical coordinates forzthgis of this coordinate frame (Eqgl16) the

energy is given by :

BB
Ez= 2Ll
cogp]sina] Xx 0 O cogp]sina]
BS | . o o
= 2 sinB]sinfa] | -1 0 Xyy O [-| sinB]sin[a] (35)
coda] 0 0 Xz coga|

2
_ﬁ (XyySirP[a] Sir?[B] + xxxSir?[a] co[B] + xzzcos[a])
0
The alignment of the axes of thgtensor to the external magnetic field can be calculated Baolke-

mann statistics.

3cog[a]-1
o) (52 ) expl - &]
3 Jexp[—E&]
The factor 2/3 is a scaling factor for the alignment thus thaerfect alignment of an axis is again

represented byA;; = 2/3. % is the density of states, the denominator the partitiontiong

A= (36)

k the Boltzmann constant afidthe temperature. The exponential term can be approximatict

order becausE<kT. The integration over the spherical angles leads to theiaddl term sifia] and

the normalization factor 0{117T Henceforth, only the anisotropic part of tiyetensor is considered

(Xxx+ Xyy+ Xzz= 0), because only the anisotropy induces observable chamgfes NMR spectra.

eI 0"73"0%“]_1 (1- &) sina]dadp
& [T (1~ £ ) sinfa]dadB

2 B§ Xt Xyy
~ 315ukT \ 7 2

Azz =
(37)
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The parameter for the other two axes of spdensor coordinate system are obtained by similar cal-

culations with the external magnetic field in spherical ciwaites for the respective axis:

2 B(% Xzz+ Xyy 2 B(Z) Xzz+ Xxx
_ - _ Yy -0 _ A AZR 38
A= 3 T80kT <XXX 2 Ay = 38kt YT T 2 (38)

With this and recalling Ef:22 the residual dipolar coupligompletely described by:

1 o yiuh, (12 B Xox+ X
RDC_ _ — FHO e 0 _ AX T AYY _
D™ =~ onan 2 (2 315kT \ 27 7 2 (3cos(6] - 1)
1/2 B% Xzz+ Xyy 2 B(Z) Xzz+ Xxx .
3 (é 1500k T (XXX_ > ) 31wkt YT 2 cos2¢]sire(6]

__ 1 yuh B B _ Xoct Xy
T8 1} 150kT (3c0s[0] -1) {xee— =5

2 (o o) cos{zqﬁ]sinz[eJ)
(39)

Eq[39 indicates all parameter which are constraints fadues dipolar couplings. On one hand,
there are the magnetic field dependency and the gyromagagts of the nuclei which are known
and on the other hand, the magnetic susceptibility tenssecrideng the molecular frame which is
usually back calculated with experimental data. The lasstraints are the distance between the two
nuclei and the angles of the inter-nuclear vector in the moé frame which are important structural

information.

2.3.3 Sauper Order Matrix

For completeness, another form for a description of the mewe of the magnetic field in the
molecular coordinate system is given. In the literature, $aupe order matris (Fig{Z.8) is often
used to describe this movement in spherical coordinategpfS68].S; gives the probability to find
the external magnetic field along the axes of this coordisigdéem. A value of 1 means that this axis
is perfectly aligned tég, whereas a value of -1/2 means that the axis is always peréependicular

to Bg.
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Figure 2.5: Definition of the angles for the Saupe matrix.

S— %<3 C0§Q4] COQ] — Bup)

3cof[Qi] -1 3cosQijcodQ;] 3cogQi]codQy] (40)
5( | 3codQijcodQj] 3cog[Qj]—1 3co$Q;]cogQy] >
3codQijcogQy] 3cogQjjcodQy] 3coF[Qy] -1

dab IS the Kronecker delta, the angle brackets stand for thedieeage and,b=i1, j, k. The obtained
expressions have to be scaled because of the differentsviaua perfect alignment of the alignment

tensor (2/3) and the Saupe order matrix (1):
2
A=— 41
55 (41)

This factor (2/3) is important when comparing equationsolthise different notations.

2.4 Pseudocontact Shifts - PCS

Paramagnetic centers not only induce alignment but alsoegehthe chemical shifts of the nuclei.
The origin of the effect is the anisotropy of the susceptiptensor which not only leads to an ori-
entation dependent alignment but also to an orientatioem#gnt strength of the dipolar coupling
between the paramagnetic cent®rgnd the nucleud ). In contrast to residual dipolar couplings this

effect, known as pseudocontact shift, occurs indepenglehdlignment.
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2.4.1 Interaction Of Nucleus And The Paramagnetic Center

Considering thex-tensor in its diagonalized form and recalling [Eq:11 (theuts term of the
dipolar interaction Hamiltonian), the energy of the intgtian between a nucleys = yi#l,€g)(t) and

the average induced magnetic moment of a paramagnetia dg@je= %X.ﬁg(t) is given by:

(3((x-€ro(t)) -Eris) (B (1) &ris) — (x-E8g(1)) - (€Bo(1))) (42)

As well as for the description of the alignment, for this natetion only the anisotropic part of the
x-tensor is considered, because the isotropic part is adremyzero due to the rapid tumbling of
the molecule. Furthermore, if the rotational correlatimnet is faster than the longitudinal relaxation
time of the electron, the effects of the anisotropy are ayenfao 0. This interaction contributes
to the energy difference between the states of the nucleushvene quantized along the external
magnetic field. For a spin 1/2 nucleus this is givenblz= 14 —Ig = % — (—%) = 1. To change the

dimension of this energy to ppm (parts per million) the fa%ﬁ%o is introduced. The random motion
of the molecule is considered by integration over the sphkangles of the external magnetic field.

Recalling EGIb the pseudocontact shift is given by:

dpcs=
o 0 cogp]sin[a] cog¢|sin[6] cogp]sin[a] cog¢|sin[6]
/ <3<X~ sinjB]sina] | - | sin[¢]sin6] )( sinjB]sina] | - | sin[¢]sin6]
00 coga] cog0] coga] cog0]
(43)

cogp]sina] cog¢|sin6]

: : . : , 1 1
—{ x- | sin[B]sina] | |- | sin¢]sin0] Sln[a]dO!dBET106H|3S

coga] cog6]

1 XX 3 _
~ 1omd <(3 coste] 1) (XZZ— A ;XW) + 5 (X Xyy) €OS29)] S|n2[9]) 10°

Eq[43 is the final expression for pseudocontact shifts chilg@n anisotropic magnetic susceptibility
tensor of a paramagnetic center. Comparing t@ Eq:39, psentkct shifts depend also on the mag-
netic susceptibility tensor but contrary to residual dgraouplings, the distance and angles describe
the vector between one nucleus and the paramagnetic certer molecular frame which gives rise

to the condition of knowing the position of the paramagneginter in this frame.
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2.4.2 Alignment Effects On The PCSs

For the calculation of the magnetic field dependency of pseowtact shifts an alternative deriva-

tion for the pseudocontact shifts, in terms of the dipol&raction tensor, is given.

ros= 4 (B0 E() &) (@(0.82) - (&) (855(1) 10
IS
= L ). (o) @ &) - (@0 X &)1
IS
= Hlﬁs (E85(1)- (B(x &) @& — x) -&(1)) 10° (44)
- o (). (&0 X~ &)1

= (&g5(t).0 85 (1)) 10°

o is the dipolar interaction tensor:

1 — _ —>
o= 4”T|33 (B(Ere®eng) - x —Xx)

Xxx (3sirP[B] coS[p] — 1)  xyy3sirF[B]cogp]sine]  x.3cod6]sin6]cogp]
= Hllgs Xxx3SirF[0] cogo]sin@]  xyy (3sirP[6]sirP[@] —1)  x,3sin6]cod6]sin¢]
Xx3cos0]sin@]cogd]  xyy3sinB]cogb]sing] Xzz(3cog[6] — 1)
(45)
The average rotation of the magnetic field can be calculayedxbressing the unit vector of the
magnetic field as a linear combination of the three princgpads divided by three. With this the

pseudocontact shift is given by:

Opcs= o.eg(t
1 0 0
1
+11]+1]o0 alsl|of+]|t[+]o0 10°
0 0 1
(46)

1 1 0 0 0 0
olo.lol+|2leo.l2l+|0]l.o. 0] |20°
0 0 0 0 1 1
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Tr stands for the trace of a matrix. Explicit calculation bistshort equation results in the previous

expression for the pseudocontact shifts:

6PCS:%Tr (o] 10°

=Tz TBE®8) X x| 10°
1S

1
12mr}y

(Xxx (3 sinz[e] COSz[d)] — l) (47)

+ Xyy (3sirP[0] sirf[§] — 1) + X,z (3cog[0] — 1)) 10°

((3 cog[0] - 1) (Xzz— XXX+XW) + g (Xxx — Xyy) COS20] sinz[e]) 10°

T 12md 2
The alignment of the molecule due to the anisotrggitensor leads to an additional contribution to

the interaction tensor. Therefore, the pseudocontadtcdnifbe expressed as (Eq:37 &[Eq:46):

1
dpcs: (gTr [O’] + UxxAxx+ nyAyy+ GZZAZZ) 106

1 _ 2 B Xzz+ X
= <§Tr [o] + Xxx (35”’]2[9] COSZ[(I)] — 1) 3 15“&(.'. (Xxx— > yy)

. . 2 BZ 77 XX
+ny(35|nz[9]sm2[¢]—1)§15u# <ny—x ;X )

2 B2 +
+ Xzz(3cog[60] - 1) élﬁlﬁ <xzz— Xxx 5 ny) ) 10° (48)

:%ﬂr% <(3co§[9] ~1) ((Xzz— XXX—;XW)

Btz) Xxx+ Xyy Xxx+ Xyy 3 2
o) ) )

3 2

. B
+ 2 (Xxx— ny) cog29] sz[e] (:H‘ 15“% (2Xxx+ 2Xyy — Xzz))) 10°

The influence of the alignment on the pseudocontact shifiegdigible small, which can be seen by

calculating the equation for an axial symmetxidensor:Xzz = X, Xxxyy = X .-
1 B3
Socs— o (3co[6] — 1) (x;— X1) <1+ T80k (2x +XL)) 10° (49)

For a 900 MHz spectrometer at 298 K and gheensor of terbium, which has one of the largest known

anisotropicx-tensors withy; = 421-10732 m3 and x, = 11.2- 10732 m® the latter expression in



2 Theoretical Framework 31

brackets is 1.0055% [Otting2010]. Therefore, even at higt pectrometers the effect of alignment on
the pseudocontact shifts is around 0.6%. Furthermore ibeas shown that saturation effects of the
magnetic susceptibility at high magnetic fields lead to aelse of the observed shifts [Bertini2002].

2.5 Residual Chemical Shift Anisotropy - RCSA

Chemical shifts of nuclei are usually given in ppm. This eealadjusted to a fix value of a reference
substancedq.g.residual solvent signals or O for trimethylsilane in proddMR). The full description
of the chemical shift of a nucleus is given by the chemicdt séainsor (CS, units in ppm). Itis mostly

possible to define a reference frame in which the CS-tensbagonal.

Oox 0 O
ocs=| 0 oy O
0 0 o0y

In isotropic solution, due to the rapid motion, the anispitqart is averaged out and the chemical

shift is the trace of the chemical shift tensor divided bye#hr

- Tr
ofg = T117cs

In an partially aligned molecule, the anisotropy is not aged to zero and residual chemical shifts

are observed. The anisotropic part of the CS-tensor islessand given by:

Oyx — OS2 0 0
A= 0 ooy o
0 0 07— OS2

The CSA-tensor can be calculated with density functionabti1 or back calculated from experimen-
tal data with external alignment media. Description of tf&Acensors are usually given in form of
the three diagonal elements, within the reference frameewtine tensor is diagonal, and with infor-
mation about the relation between this frame and the maedtdme. This information, a rotation
matrix or Euler angles, allows the transformation of the @8Asor into the molecular frame. Once

the CSA-tensor is known, the residual chemical shift anigmt can be calculated. L&' be the
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rotation matrix of the CSA-tensor to the molecular frame Bhdhe rotation of the molecular frame

to the alignment tensor frame, then the observed RCSA is:
OrRcsa= Tr O'Ea:nSiSO.RT.R*.A (50)

This equation holds for non-paramagnetic aligmnent. Theenked changes in the chemical shift of

nuclei due to paramagnetic tagging are the sum of the pseuathtt shift and the RCSA:

dcs = Opcs+ ORCSA (51)

2.6 Paramagnetic Relaxation Enhancement - PRE

To understand the effects of paramagnetic relaxation ex@maent, it is necessary to derive first

the standard relaxation equations which are based on th@arBPP-theory (Bloembergen, Purcell

& Pound) [Bloembergen1948]. Paramagnetic relaxation igaldr effect and because of this, the

calculations will be limited to the contribution of dipoleglaxation. As derived before (Eqil12) the
dipolar Hamiltonian is given by:
A ™®(0) = =205 (3(Hiedy (1) (F-8) — i i)
i

Relaxation effects are not limited to the part of the magneibments which are quantized along an
external magnetic field. They have their origin in fluctugtmagnetic fields at the nucleus induced
by other dipoles (nuclei, electrons, etc.). All three piiat components of the magnetic moments
have to be considered and the dipolar Hamiltonian has to ltewin a different way which will be

explained in the next chapter.

2.6.1 The Dipolar Interaction Hamiltonian Of Two Nuclei

First, a different notation of the Hamiltonian for two nuc{& & 1) is derived. The unit vector

between the two dipoles is given in spherical coordinatéls vespect to the external magnetic field,

the magnetic moments of the nuclei are written in vector f@amal Eﬁ:p’” is the dipole coupling



2 Theoretical Framework 33

constant for two like nuclei. The indices are omitted for émgjles due to readability reasons.

cog¢]sinf] ,
ORI . dipll Mo W~
&g (t) = | sin[¢]sin6] Dy = “in 3
cog0]
Ikx IlX
k= Wi Tk= W | Iy di=yhTi=uh| 1,
Iz l)2

With these the dipolar Hamiltonian is given by:

9P () =D | 3(1,,0086] + SinB] (I1ecOLd] + lysin9]) ) (12c056)]
(52)
+sin[6] (lixcog @] + liysin[@])) — Tk T

For the next steps following commutators and expressiansseful.

Iz 1] =14 -1y =1_ el =1, [0y =il 1) =il,

[Ix, ly] =il [I2,1x] =ily Iy, 1-]=1; [y, 7] =ilx y,1-]=2l,
=50 +1) =505 —1)
cos#] = 7 (explig] + expi—id)) Sinf@] = (expiig] — exi-ig)
exp(ig) = cog] +isin¢] 1=cog[¢] +sirf[¢]

Reversing the order of two operators in the commutator leads inversed sign of the resulting oper-
ator.l_ andl are lowering and raising operators respectively which afadd for calculations with
coherence orders but make several derivations much morfodaivle [Levitt2001] [Keeler2010].
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Substituting these into the equation for the dipolar Hamikn gives:

jﬁddlpll() Ddlpll (Ikzcos{G]Jrsin[G](%(Ik++lk_)

é(exp[lcp]-i—exp[ ip]) + (Ik+ ) (exp[lcp] exp[—i(p])))
12056] + sin] (7 (I +11-) 5 (explig] + ex-ig)
5 (02 =10) 5 (exgio] —exi-ig))

L 1 1 (53)
— §|k+|l— — élk_||+ - §|kzllz

—pdrt {Ikzhz (3cod[6] 1) — % (el + i liy) (3co2[6] — 1)
+ g co50]sin 6] expl—id] (e iy + iy +)
+:—;cos{6] sin[0] explié] (el + g1 )
+ %sinz[e] exp—2ip]l 1) + Zsinz[e] exp2ip]l_I)_

With following definitions it is possible to write the dipalBlamiltonian for two nuclei in a very short

summation form:
. . q
%ldup,ll(t> _ DE;D,” Z =) (t)A(q) (54)
=q

F(@(t) are called position functions, are time dependent due @ammotion in the reference frame
of the external magnetic field ard® are operator equations with the induced transititums?) =

respectively.

FO(t) =3cog[] —
F(t) = cod0] sin6] exg—ig]
F @ (t) = sir’[0] exg—2i¢]

1 1
A = (Ildip) — z e li= i) = (hhiz) = 5 (lodix + liglty)



2 Theoretical Framework 35

3
A _ §(|k+|lz‘|’ lzli+)

3
A =Tl

(Amo)T _ A9

* stands for the complex conjugate and 1 stands for the traespbich means in this case just a

change between raising and lowering operators. In thatitee the Hamiltonian is often written as:

APV (t) = DIPN A+ B+C+D+E+F) (55)
Where the letters stand for different equations with défertransitiong\m.

A= lil,(3cog[6] — 1)

B= —%(|k+||_ +l_l11)(3cog[0] —1) = —%(Ikxhx-i— liyly) (3c0g[6] — 1)

C= g(|k+|lz+ Ikzll—i—) COS{G] Sin[e] exp[—i¢]

D = >(Iliz + ) co 6] sin(6] exiig)

E— Z|k+l|+sin2[9] exp—2i¢]

F= Zlkhsinz[e] exp—2i¢]

In the secular approximation (see [Ed:14), for identicahspuith similar chemical shifts, only the
termsA andB are considered. In the heteronuclear case, An/considered. However, differently
from dipolar couplings or pseudocontact shifts inducedhgydipolar Hamiltonian, for relaxation all

six terms in the dipolar Hamiltonian have to be taken intoaat.

The largest Hamiltonian at high magnetic fiel@g)is the isotropic Zeeman interaction Hamilto-
nian%%which is time independent:
T = Z ¥ Bo I3 (56)

The time dependent or time independent Hamiltonians aatgig from chemical shift anisotropy and
dipolar or scalar couplings are small and can thereford@gideas perturbations. In the case of time

independent Hamiltonians, only the secular terms werentatke account whereas in the case of time
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dependent Hamiltonians, time dependent perturbatiorryhs@pplied:

(57)

The seperation between time dependent and time indepedéderittonians is done such that the time

average of the perturbing Hamiltonian is zero.

It should be noted that the dominating and non-dominatinmmidanians can be different if the
Zeeman interaction is not the dominating interaction. F@aneple, for experiments outside a strong

magnetic field, the relaxation theory derived below doesappty.

2.6.2 The Dipolar Interaction Hamiltonian Of A Nucleus And An Electron

For the interaction between a nucleus and an electron, whittte origin of paramagnetic relax-
ation enhancement, the Hamiltonian is derived the same wapave. In following equationgig

is the Bohr magnetorye the electrorg-factor and IP'S the coupling constant for a nucleus and an

electron.
IX s( h
ﬁl = y[ﬁT: y[ﬁ |y ﬁs: —uBge§: —HBQe %, Ddip,IS: il_g[yi I-S{Bge
s
IZ SZ
(0 _ 1
AT =(15) = 7(14S- +1-S;)
3
AT = 2(1S+15,)
3
AR — ZH&

q
HIRIS(1) — DIRIS Y ) ()AD
—-q

Even though the anisotropy of thg-tensor is the origin of the alignment, for relaxation efgec
which take place on a mikro-to-millisecond timescale, this@tropy is averaged out due to the fast
molecule motion. Consequently, only the isotrogievalue has to be considered for the description

of relaxation. First, the complete magnetic moment of tleetebn (Eq:2l7) is considered and the
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Curie spin part is calculated later. Therefore, the onlyngeain contrast to the dipolar Hamiltonian

for two like nuclei is a change in the coupling constant aredekchange of the operators.

2.6.3 Lioville — Von Neumann Equation

The next step towards understanding the relaxation efietaslerive the Liouville — von Neumann
equation which describes the interaction of a spin operkaitbra Hamiltonian. The derivation starts

with the time dependent Schrédinger equation which is gbsen

uﬁ—w( )) = A|W(L))
- (58)
—nh—\w )) = (W(t)| A

Where|W) and (¥| stand for the bra and the ket of a wavefunctiBmespectively. The Hamiltonian
can be time dependent or time independent. For simplicifyna tndependent Hamiltonian is as-
sumed but the implications of a time dependent Hamiltonidinoe considered later. A spin density
operator is defined in the following way where the overbaidatks a time average arg is the

normalized population of the single states ghigh; = 1.
p(t) =[P (PO = D p|Wit)) (Wi(t)] (59)

The spin density operator describes quantum mechanicalfgtem which consists of several mixed

states|W;(t)). Taking the time derivative and inserting the definitionsah one finally gets the

Liouville — von Neumann equatioh [Cavanagh2007]:

D=3 o () w1+ 3 e (5w
:—zp.( AW >) W1+ 3 pl) (7 0))
= (%z P (Wi()]— 3 P11 uf) (60)
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One important property of this equation is that the timewdgive of the density matrix contains the
density matrix. When the Hamiltonian is time independéem, straightforward solution for this is
the exponential function. The solution is given by %X{%J?t] p(0) exp[iﬁ,}?t] with p(0) as atime

independent spin density operator.

%p(t) ::t <e><p[——,%ﬂt} eXp{%%tD
3 ol ]l ] ] o ol )
:_—t%”exp[——t%”t} exp“f%”t} {_%ﬁ] p(o)%ﬁexp{%ﬁ} (61)

i —
= (#pt)—pt) )
i~
2.6.4 The Master Equation

If the Hamiltonian is time dependent, the Liouville — von M&ann equation is still valid but the
solution is different. As mentioned above, the Hamiltongseparated into an time independent and

a time dependent Hamiltonian (Eqt57):

—~

() = Ao+ HA(1)

2 pt)=—1 [+ Zt). o)

In order to calculate the spin matrix without the time indegent Hamiltoniam?(g, the matrix and
the Hamiltonians are transformed to the interaction fraifi@s method is called interaction repre-
sentation and performing calculations in the rotating faththe Larmor frequency is an example for
the interaction representation, which will be used in tHewing. The transfer of a time dependent

or independent operator to the interaction frame of the nopsed Hamiltonians is given by:
i — i —
pr(t) = eXp[%%t} p(t)exp [—%%t}

(1) = eXp[%%t} A1) eXp{—%J%t}
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* now indicates an operator in the interaction represemtgtiot to confuse with which stands for
the complex conjugate). The secular parts of a time indegr@noperator stay time independent,
while the non-secular parts become time dependent andfdheneormally don’t contribute to the
evolution of the density matrix. Time dependent operataxgeho be treated differently since they do
not directly contribute to the evolution of the density matr

The time independent Hamiltonia%% is unaffected by this transformation as an operator comsnute

with differentiable functions of itself.
S (1) = exp[lﬁe%/%t} Jgexp [_'%%%t} = expll%%%t} exp[—lﬁ%t] =

Interested only in the perturbing Hamiltoniaﬁ{(t), the density operator is transformed to the

unperturbed Hamiltonian frame.

%P*(t) = (exp{l_g%%t} p(t) exp{_%%t} )

(62)
+exp{ %t] (—— [+ 7). pt )])exp[—ihf?%t]

B _exp[ } oexp[——%t}

=ﬁ[%,p*<>] [%po]——[fﬁ()p()}

A (0,070

[
h
Similarly to above, the time derivative contains the dgnsiatrix but the Hamiltonian is also time

dependent. To solve this problem, successive substitufioto the second order is used. For this
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technique, first the integration of the Liouville — von Neumaequation is formed and afterwards

inserted into itselfi[Bronstein2008]:
=00 [ [ 0.00)] ek
=00+ [ [0, (01 [ [A0.00] )| 63)

0

00— [ [AO.00]a5 [ /0f 7 ), [ 7 (0.0 (0)]]

To avoid confusion, the variable of the second integral lesged td. Taking the time derivative
again results in the following equation:
17} i 1 —. . . .
s - _ * * * * 64
(1) = —= [ (1),07(0)] - ﬁz/ ), [ (0),070)]| of (64)
A complete description of the statistical ensemble of s@rgven by an average density operator
p*(t) derived by performing an average of the right-hand-sid@éefatter equation.
0—— iT—= 1 — 1T
Z () — — — * * * * 65
o=t A 0.00)] - [ A0 00 0] (65)

Changing the variable of the integral according tet + T this equation becomes:

2o =R 00 0] [ A0 A 0et]a 68
It will be shown later that the correlation between the twartitonians in the integral of EQ:66 can
be described by an exponential decay with a correlatiomed tionstant. which is in the picoseconds
to nanoseconds range for molecules in solution. At thistgour assumptions simplify the further

calculation.

1. Successive substitution up to second order is suffici€he next iteration would add a term

which depends on two times the exponential decay and thuegigibly small.

2. Performing an ensemble average removes the time depgnfiilem the term[i?l* (t),p*(O)}

because of the large amount of independent systems in teenbles Time independent effects

are included in the time independeﬁf\) by construction and thu%}/ﬁ*(t),p*(oﬂ vanishes.

3. Remarkable contribution to the value of the integralnsiteéd to the range & 7 < 31¢. Dur-
ing this period the change of the average density opepatar+ 1) and the correlation to the
Hamiltonians is negligible. The operator can then be awstagdependently and for the aver-

aged term it is valid to replace it with*(t).
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4. For the same reason the error by changing the upper lirtiieahtegral tao is negligible small.

With these assumptions the master equation is given by:

2o 0=1 [ [0, [Ar0.00)]]dr (67)

2.6.5 Relaxation Of Two Like Spins

In the dipolar Hamiltonian for two like spins (Eqi54), thesjtion functionsF (9 (t) are time de-
pendent and the operator equatidd9 are time independent. Since the dipolar Hamiltonian has
to be expressed in the interaction frame in the master exuatie operator equations have to be

transformed into the interaction representation:
(@ (1) — i (a) _iaor| (a) PR
A (t) = exp|izt | AY exp| —it ZA(p)exp it
Gp

A () = exp[iffgt} A9 exp[—ii/fgt} = AE;)Q) exp[—iw(*q)t]

w are the Larmor frequencies of the corresponding terms iroffezator equations. The indgx
stands for the different terms in the operator equationsiee each of these terms has a different
Larmor frequencypf=1,2,3& q=-2,—-1,0,1,2).

A raising operator results in a positive and a lowering ofperan a negative frequency whereas a
z-operator results in no frequency, which can be seen withriagh\(D, i.e. 1S, inserted into the

Liouville — von Neumann equation wit%%: hMwl;+ wsS):
0 i . .
SLS(0) = = [ A1+ 8] = —i@l+wsS, 1. S] = —ial. S,
1. S(t) = exp[—iat]1,S
The dipolar Hamiltonian in the interaction representatiow reads:

j(adip,n* dlp Il Z E(d exp[ (q)t]

B (68)
%ld|p,ll* dlp”ZF (t+1)A )exp[ (( 3('[—1—1')}
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Inserting these equations into the master equatiod (E@6d)recalling that every time dependent

term is averaged gives:

9 = 1/ A7), [ 4+ 1), 001+ 1) [ ar

ot h2
pdip.! 2 ,
“ﬁz)qqppvzza,[/«éaz,p«w}
/F +T)exp[ ((”exp ((gg(tjur)]d (69)
dip, Il
- ) i
[ PR o

With wg = —w((F:)Q) and theg'andpindices are introduced because after a given tirttee operator
and position functions aren’t the same anymore. Each expiahevith rapidly varying arguments

averages approximately to zero. The only terms to consigetha terms witlg = —
4= —q—>exp[ ( ((gngw(,
a7 -a— exp|i ()
/ F@(t)F@(t+1)exp [i w((q) r} dr =
0 b) 0
—/ F( t+r)exp[ |w(q)r] dr
(p)

F@(t)F-(t 4 1) exp [i w((;)Q) r} dr

* Stands for the complex conjugate. The real part of this tercalled power spectral density whereas

the imaginary part is the dynamic frequency shift [Werbell6Q)].
@
/ F(d +r)exp[ ()T]d'[
= Re/ F(a t—i—r)exp[ (( H dr—|—|m/ F(Q)(t)F(Q)*(t—|-r)exp[—iw((ggr} dr
0

The power spectral density is defined as:

J Re/ F( t+r)exp[ ((SH dr (70)
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Because it is an even term following relations hold:
@ (@Y _ =D (@) _ (=) (@) _ (=) [, (=)
I (@) =30 (@) =37 (~ol) =3 (@)

The dynamic frequency shift is given by:

@ (Y Zym [ % i@
Ko (w(p)> _Im/o F@t)F@ (t+r)exp[ |w(p)r} dr (71)

The master equation in its operator form now reads:

dip,IN\ 2
2= g o gl ) ()

The dynamic frequency shift is imaginary and because of this a time independent contribution
and can be included into the unperturbed Hamiltonian whécluces the equation of motion for the
spin density matrix to:
LN 2
dip, Il
0—— (Dkl )

R R FCT

The next step towards the observable behavior of the systéine iinteraction representati@i(t) is
to calculate the expectation val(©>* of the corresponding operat@racting on the system. This is

given by taking the trace of the product of the density matiith the operator [Hubbard1961]:

A

O*(t) = (O)* =Tr [p*(t)é}

dip,I1'\ 2
%O*(t):ﬂ _(Dk;l;”) Z[A(_Q) [Agg))yp*@”\](q

The angle brackets indicate the expectation value of thegponding operator. Traces of products

of operators are invariant under cyclic permutations:
Tr[A,[B,C]] = Tr[B, [C,A]] = Tr[C, [A,B]] = Tr[A,[B,C]] = Tr[C, [A,B]] = Tr[B, [C, A]]

Repeated usage of this relation leads to following equation

ip, 2
ﬂo*(t):-l-r _(D%p”) Z [A(*Q) [A(Q)

5 ) OH 39 (w((gg) o @) (74)
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With the definition of a new operatd;, the equation for the observable behavior is given below:
(Ddip,ll>2
5\ K =) [a@ A7 1@ (@
B="" A [AB-0]]9 (ff)

%o*m —Tr [p—(t)] — (B)

Thus, to calculate the effects of an operator, it is neitle@essary to know the spin density operator
nor to calculate the time evolution of it. The only thing tdataate is the operatds.

Considering first longitudinal relaxation for two like spirthe operator i&;+ l;; and the results

are obtained by calculating the operafogiven by:

(o)
= 3 [ [ e 1] 35 ()

Explicit calculations lead to following results:

> A5 (A et 1] |35 () =0

p
(1) [5(D) @ (D) _ (1) [A(-D) (1)
% [A<p> ’ [Am)’ iz + th Jip) (‘*’(p)) = % [A<p>’ [A<p> izt th Jip) (‘*’(p))
9
= 5 (1) 3% (@)
(-2 2 ) _ (2) -2 (2)
% A A et | 305 (7)) = % A (Al | | 30 (f3))
9
= 3 (Ikz‘|‘ IIZ)J(Z)(ZC‘Q)
The relaxation equation for longitudinal relaxation nowads:
5 o (Ddip,ll>2
ki
ot (lkz+1iz) = 2 2 (lkz+1iz) (J(l)(m ) -|—J(2)(2(q )) (75)

JO (@, —w,) =0and? (w, +w,) = I? (2a) because of the identity of the spins. Therefore,

the dipolar longitudinal relaxation raR = 1/T; is given by:

dip,I\ 2
51 <Dk;:12 ) (3% )+ 3% 2a0)) (76)
S s 9%

ki
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Expressions for the different spectral densities will biewdated in a later sectiof (2.6.8). For the
transverse relaxation time the operatokijst lix.

9
S Ay [ Ay et T | 90 () = 76 ot 109 (0)
p

3 [ A e 95 () 3 43 )7 e6,7)
135

:ﬂ(

> Aoy [AG ot |5 () + 3 [AG): (Al [ 5,7 (”)

lex+ 1) I ()

= 1_6(|kx+|lx)‘](2) (2m)

This leads to the following equations for the relaxation #reltransverse relaxation reéie = 1/Ty:

| 2
4 3 (Dg'p,”> 3.0 45 1 3.2 (77)
_(Ikx‘HIX) = __7(|kx+|lx) (ZJ( )<0)+€J( )(M)+ZJ( )(204))

1 3(Dgfp’">2 3 45 3
== (G000 + Do+ a2 2a)

_ 3 (H0\2RYH® (350, ), 455 352
=a(an) Mg (2004 G @)+ 3w

(78)

2.6.6 Relaxation Of Unlike Spins - Nucleus And Electron

The dipolar Hamiltonian for two unlike spins is of the samirias for two like spins with another

coupling constant B8!S and another set of operator equations given above.
P _q
H dlp,|S(t) _ Ddlp,|S Z F (a) (t)A(Q)
=q

The Larmor frequencies of electrons are much higher thamcinand therefore each spectral den-
sity dependent on the Larmor frequency of the electron israss to be zero for relaxation of nuclei.
A proof of this is given when calculating the spectral daasit For the longitudinal relaxation, the
operatord; andS; can be observed independently. The results for these twidemécal, except for

a change of andS, and only the results for nuclei are shown.

O s (a2, [a0.1]98 ()

B=— 2
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Longitudinal relaxation:

Aot A5 1] 45 (off) = 30 (@)

q,p
1 9(Ddip’ls)2 (1) 9 VzgeIJB (1)

9 _9 (ko 79
T2 2 0 (@) 4(471) e (@) (79)

(—0) [A(@) @ (@) _ 3, 101 2 1)
qp[A(m ’[Am)"XHJ(p) (w(p))_lzli (0)+ghd 7 (@)
1 3(Ddip,|3)2 1 (0) 3 (1)
T_Z_ZT(:_%J (0)+3 <°~*>) w0
3k )VFG@H% L30)0) 1 330 () >
4\4m rFS 3 2 @

2.6.7 Relaxation Of Two Unlike Nuclei

For completeness, the longitudinal relaxation rates far tmlike nuclei are given. In this case
the spectral densities dependent on the sum and the difedthe Larmor frequencies have to be
considered. The inde&in the next equations stands for a second nucleus with areliffé_armor

frequency.

& [Agéq)’ [A%"ZH I (“’%) Z%(lz_sz)m (@ — )

9
1,30
+7 (o) (61)

9
+5120% (@ + )

9
+ éSzJ@ (@ + ws)
Similar equations are obtained for tBespin by exchanginggandSin the above equations. The two
terms which depend on the spin state of $&pin correspond to cross relaxatiand) between the

two spins whereas the other three terms correspond to dat@t®n of thel -spin (o).

e O

2
p.lealuto:(ioT) Vzryez (83 O (@ — ws)+ZJ”(w|>+§J(2)(aa +003)) (83)
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The simple relaxation matrix for two nuclei spiris& S) is given by [Cavanagh2007]:

i I _ P QOis Al; (84)
ot \s gs ps) \AS

Al, andAS; are the deviations of the magnetizations from the equlibn@alues. p indicates auto

relaxation rates and dipole-dipole cross relaxation rates.

2.6.8 Calculation Of The Spectral Densities

The next step to get a complete expression for the relaxedies is to find the spectral densities:

J( Re/ F(@ t—|—r)exp[ ((H dr (85)

The term(F(Q) (H)F@%(t + T)) is called correlation functios(? (1) and is an indicator for the sim-

ilarity of two position functions at different times. Thercelation function can be written in the
following probability form [Hubbard1958]:

= %T//F(q)(Q)F(Q)*(QO)P(Q,Qo, 7)dQdQg (86)
With this, the expression for the power spectral density is:

J( Re/ Gl exp (( ir] dr (87)

Q andQg stand for two sets of spherical coordinate&, Qo, 1) is the probability density function,
which describes the likelihood of the two position funcBarependent om. Furthermore the time
average was replaced by an average over the spherical catesj wherg dQ = ffZ""sm[G]ddeJ
which normalizes the term. The factof4iris the probability to find the system in any arbitrary state

and thus constant because only the difference between atessteparated liyis considered.

The following derivation follows the description given iArinciples of Nuclear Magnetism
AD O611]. The process which alters a position fumctigth time is the rotational diffusion.
Fick's second law describes translational diffusion arghiswn in E4:8B (left)c is the concentration,

D the diffusion coefficient (fis) andd the nabla operator. The right equation is valid for a cortstan
diffusion coefficient D.

—c = [0(DOc) %c_ D%c (88)
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Assuming that the diffusion is described by diffusion on ait sphere ( = 1 = const) and expanding
the nabla operator in spherical coordinates lead to theioat form of Fick's second law which
describes the rotational displacement of the probabibtysity functionP(Q, Qo, 7):

J 1 0 (. J 1 9?

—P(Q,Q =D — ———=— | P(Q,Q

a7 20 T) (sm[@] 20 ( '”[B]ae) TS0 a¢2) (Q.Q0,7) (89)
The diffusion coefficient has now the unit of 1/s. One solutiothis equation is obtained by expand-

ing the probability density function in terms of sphericalrimonicsY™ which have the following

property:

1 9 (. _oY" 1 9%ym o
sin[e]%(s'”w] ) si7je] ag7 (1 + D

P(Q,Qo.7) = Z q"(Qo, T)YM(Q)

,m

By substituting these relations into Eqt89, the followingiation is obtained:

%c{n(go, 1) = —1(1 + 1DA"(Qo, 7) (90)

Thereforec"(Qo, T) = c"(Qo) exp[—1DI (I 4 1)] and by substituting Ol + 1) with 7,-* the solution

of the partial differential equation is:

Tr

P(2,.90.1) = 5 ") xp| 1 (91)

The initial probability density functiof?(Qop, Q) can be described by two sets of complete spherical

harmonics:
P(Qo,Q ZYm (Qo)Y,

Accordingly, the coefficient"(Qo) is equalY,"™(Qq) and the final expression for the probability

density function is:
P(Q, Qo, T) ZY (Qo)Y, exp{—i] (92)

Ty

Substituting Eq:92 in EG:86 gives the final expression ferdbrrelation function:

a) T>:%T//F(q)(Q>|:(Q)*(QO)gnylm*(QO)Ylm(Q)expl—ﬂ dQdQo (93)
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Explicit calculations of the correlation functions for tdéferent values ofy leads to the following

expressions:

4 T 2 T 8 T
Oy == - W= = - @y =2 -
GY (1) 5exp{ TJ G\ (1) 15exp{ TJ G\ (1) 15exp{ Tr}
Inserting these expressions into[Eq:87 and integrationtbeecorrelation time gives the final spectral
densities:
(0) 4 Ty
I (@) =g
(p) \*Mp) 2
S1+ 12 (wyp)
(1) 2 T
o (@p) = e 2
(p) \*Mp) 2
151472 (wp)
8 @

151+ 72 ()’

Considering a spectral density which depends on the etetfonor frequency, the denominator is
much greater than for spectral densities which depend onublkear Larmor frequency. Therefore,
J(ws)<J(w ) which validates the assumption made above.

Substituting the spectral densities into the relaxatidesrdor two nuclear spins (Eql76 & Eqi78)

results in their final form:

1 2 h? T 4T,
<uo) A ( - ) (04)
T 10\4rm) 1§ \147120@ 1441208
1 (UO)Z szzﬁ ( n STy n 21, ) (95)
T, 20\an) 8\ I e? | 144ty

Considering the relaxation between electron and nucldastren relaxation is a factor which de-
creases the probability distribution in the correlationdiion because it is a competitive process to
the contribution of the electron to the nucleus relaxati&ach electron which flips during the re-
laxation time is removed from the process. With a simple egntial decay of the relaxation with

exp—1/1s] andts as the electron relaxation time, the probability is given by

a0 - g nmen| LJen] {]-rmraes {

Wherete = (171 + 151) ! which can be expanded by considering a chemical exchangedsatr
other contributing exponential processestto= (1;% + 11 + 158 + ...) ! [Gueron1975]. Com-
bining EqL79 & Ed:8D with the spectral densities calculabedore, the relaxation rates for nuclei
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corresponding to direct dipole-dipole nucleus-electedaxation are:

1 Ho yzgeIJB Ic

= 1

T 5 (471) ré SEHUTL 20 (96)
1 Ho vzgeus 31c
T, 15 (471) rés SEr At o7 120} &7

The relaxation rates for two coupled unlike nuclei are otgdiby substituting the spectral densities
into Eqf82 & E(:88.

(Ho>2 ylzygﬁz - T N 6T, (98)

—10\4) o\ 14 12( —ws)? | 14 T2 (@ + )

=1 (4—) : S+ (99)
w1 \1+12(w0 —ws)® 147 aaz 1+ 12 (@ + ws)?

2.6.9 Curie Spin Relaxation

The Curie spin was derived before (EG:30):

2~2
_ Hg9%Bo 100
(Us,) = T S(S+1) (100)

To derive the relaxation rates for Curie spin relaxatiost fine Hamiltonian for a nucleus wiffi; and
the Curie spin which has justacomponentus,) is calculated. For the Curie spin the Hamiltonian

is given by:
27 9PCS(t) :Ddip'CS{B(Izcoie] +sin[6] (Ixcog @] + lysin[¢])) ((us,) cog6])
- |z~<u51>}
| , (101)
:Dd'p'CS{IZwSZ} (3cog[6] - )+ cog0]sin[¢]exp—i¢] (1+(us,))
+ gcos{e] sin¢] explig] (I (us,))

With a modified coupling constant¥9:CS = i‘% Vgﬁ for Curie spin relaxation. Following the same

method to derive the Hamiltonian used above, the Curie spmilionian 7 7 dip, CH(t) is:

AQ = 1,(ug,)
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3
AL = §|+<USZ>
q

The position functions stay the sama(? is missing in this equation since the Curie spin has just
a z-component. Transforming the Hamiltonian to the interactiepresentation and calculating the
double commutator for the longitudinal relaxation leads to

> (A" (A ] (of) = 9t )

The Curie spin relaxation equation for longitudinal rel@xa is:

in.CS)\ 2
o (dpics)gz(uszy‘](l) (@) (102)

_IZ—

ot h2
For the transverse relaxation time the double commutator is

0 [p@ 1730 (@) 9
S Ao (A 95 () = tutr? <J<0> (©)+ 3 (m))

ap
The relaxation equation for transverse relaxation due teCGypin relaxation now reads:
d (Ddlp CS) 9
= 30 hy (&) 103
= =) (3 (0)+ 33 ) (109

For Curie spin relaxation, only the correlation times cep@nding to molecular motion are important
because the Curie spin is already an averaged value andettteoal relaxation rate has no influence
[Gueron1975]. Substituting the spectral densities and:#pectation value of the magnetic moment

for the Curie spinus,) derived before, the final relaxation rates for Curie spiaxation are:

1 6 V' geHg By 2 T

T = - ( 4n) A (S(S+1)) o (104)
1 _1/Ho\?¥0eHsB z[ L]
T 5 (4n> (3KT)?rg (SE+L)7 |47+ 1+ 120 (105)

Since the equations for the previously derived direct diggpole interaction (E0:96 & Eq:97) are
based on the complete magnetic moment of the electron, thereontribution of the Curie spin,
which can be extracted by substitutiggug:S(S+ 1) with (g2u33S(S+ 1) — (us,)?) which results in

the following equations:

1 Ho\2 yF 2 Tc
"5 (471) ] (geIJB3S(S+ 1) —(Hs,) ) m (106)
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7= (am) e (M58~ (ks)? ) (4t 0o (107)

Combining Ed:104, EQ:105, Eq:106 & Eq:107 and sorting far part related to the Curie spin,
restores the equation for direct dipole-dipole relaxatdmch are now independent from the Curie
spin (Eq:96 & Ed:917), and gives the final equations for Cupgi selaxation. In these following

equations, it can be seen that Curie spin relaxation onlyst@kace if the electron relaxation rate is

much faster than the rotational correlation time.

1 6 /o2 ) geusBs 2{ Tr Tc }

—=_ () B0 (s(s+1 - 108

Ty 5(471) (3kT)2r|65(( ) 1+ 170 1+ 126 (108)
2 V2o LA B2

55l i e o] 09

T2 S\AW/ (3KT)“rfy 1+ 17wy 1+ 2wy

Similar to pseudocontact shifts, the relaxation rates duygatamagnetic relaxation depends on the

(S(S+1)) [4rr +
vector between the nucleus and the paramagnetic center.

2.7 Concluding Remarks

In the previous sections, a complete derivation of the thnegr paramagnetic effects, starting
from first principles, is given. The final equations for psecmhtact shifts, residual dipolar couplings
and paramagnetic relaxation enhancement are dependemgtanags and angles. Therefore, these

structural parameters can be determined by measuringdhe mentioned paramagnetic effects.

The next planned step is to publish this derivation, theaoyiding the community with a useful

compendium.
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2.8 Photochemically Induced Dynamic Nuclear Polarization (Photo

CIDNP)

The occurance of enhanced emissive or absorptive NMR sighalng a photochemical reaction
is called photo CIDNP. The source of this phenomenon is ihation of the NMR sample containing
a photoactive substance, usually a dye, with the apprepnavelength. The dye is excited from the
singlet ground states) to the first excited singlet stat&(). Subsequently intersystem crossing to
the triplet stateTy) state occurs when the intersystem crossing rate is of ther @f theS; lifetime.

Phosphorescence results in the original st8§g(Fig{Z.6).

N\

ISC

S,

0

Figure 2.6: Electronic states and allowed transitions for gohotoactive substance.A = absorbance,F =

fluorescenceP = phosphorescence, ISC = intersystem crossing.

A competing process to phosphorescence takes place if iharether molecule (the quencher
Q) in the sample which can quench the triplet state of the Byevia electron transfer. These two

molecules then form a radical pair which is the source of titeaced NMR signals.

D+1Q 7D+ Q7]

2.8.1 The Radical Pair Mechanism

In general, there are two reaction pathways how a radicatcpaibe created, either thermically via
cleavage of a chemical bond (mostly hydrogen abstractiophotochemically via electron transfer.

The spin multiplicity is conserved in both pathways and eguently, electron transfer creates a
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radical pair in the triplet state and the scission of a chahbond in the singlet state. Therefore, in

photo CIDNP experiments the radical pair is always creatdde triplet state.

The crucial factor for the occurrence of photo CIDNP is isystem crossing of the radical pair
between the singlet stat8) and one of the three possible triplet states. For a two sgisyildtem the

allowed states are:

T11) =|aa)
1S0) = %(|GB> Ba)) [To) = %UGBH' Ba))
IT-1)=[BB)

Diffusion drifts the two radicals apart and, in the specade of an NMR experiment with a strong
external magnetic field, the three triplet states are noeédegte and, without spinflips, intersystem
crossing can occur only betweéfy) and|Sp). The reason for this is that only these two states
become degenerate by increasing the distance betweendheldetrons which is shown in Fig:2.7

Goez1995].

EA 1)
Ty
T)

5 IT)—[S,) mixing

d
Figure 2.7: The distance dependency of the energies of theufioelectronic states.

The energy difference betwee,) and|Tp) originates from the Coulomb interaction of indistin-

guishable electrons and is two times the exchange intera¢}) [Gerthsen2006]:

W () Wi () Wp(r2)Wa(r1) 5 3
dr1d°r 110
47'[80// |r1—r2|2 1 2 ( )
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The exchange interaction is strongly distance depen&iéate the wave functions of the electross,

is the elementary charge agglis the vacuum permittivity.

Figi2.8 illustrates a vector model of the following expléoa in the complex plane. The two
unpaired electrons of the radicals have different Larmegdiencies and for simplicity, the illustration
takes place in a frame which rotates at the mean of the two dwafmaquencies. An electron transfer
reaction is supposed to take place and therefore, due toxtihaege interaction, the two radicals are
a spin correlated radical pair which is in the triplet stdfe Due to diffusion, the two radicals énd
j) drift apart and the correlation between the molecules €ddsEach electron rotates now with its
Larmor frequencydy andwj) (3). After a time interval, called the radical pair life timthe radicals

either reencounter or become free radicals.

radical i \

1|T,) 1N2 8y + 12 [T,)

l\a
N

radical j

Figure 2.8: 1: Radical pair in the triplet state. 2: Seperaton. 3: Larmor precession. 4: Spatial approach.

During the spatial approach (4) the system can be descryjpadbperposition state of the singlet and
triplet state:

Cs|So) + | To) (111)

The exchange interaction forces the two radicals upon marier to be either in a singlet or triplet
state and the probability for one of these states is giveh&gtuare of the corresponding coefficient
(cs, Gt). Starting with a triplet radical pair, these coefficients fCloss1970]:
o Aw o AgusBo
cs(t)_sm[ > t} _sm[ T t}
_ Aw | AgugBo
ct(t)_cosl > t} _cosl T t}

Aw is the difference of the Larmor frequencies which is equah&intersystem crossing frequency

(112)

and depends on the differegivalues of the two radicalg\().
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In the case where the molecules are orginally in the sing#te srecombination of the two can
only occur if the forming radical pair is in the singlet staewell. Otherwise, seperation will take
place again and another reencounter can occur or the tweatadvill react via other pathways. The
recombination product of the radical pair is called cagalpob. All other mechanisms yield escape

products.

The probability to find the radical pair in one of the statepadals on the lifetime of the radical
pair and the intersystem crossing rate. The lifetime of acedgair containing two small organic
radicals is around 10°° — 101! s, whereas the intersystem crossing rate is approximatﬁl;ﬁ%i
[Adrian1977a] which is not fast enough for the radicals tadengo intersystem crossing during the
radical pair lifetime. Therefore, for diffusion contralegeactions, there must be a chance for the
radicals to reencounter. Kaptein, and independently Adffaptein1969] [[Adrian1970], applied
Noyes'’ theory of the probability for a subsequent encounitéwo molecules in the case of a diffusion
controlled reaction [Noyes1954] to photo CIDNP to descthaverage time interval until the first

reencounter.

2.8.2 Spin Sorting In A Radical Pair

The probability of a radical pair to have a first reencountas walculated with a random flight

model by Noyes. With an encounter at time zero, this proliglid given for each subsequent diffu-

sion stepN by [Noyes1954]:
f(N) = —22% (113)
(N+0.44)2
This equation was obtained by fitting the calculated datathadralues have no physical meaning.

The probability of a successful recombination of two moles® for a triplet precursor is then given

by [Adrian1970]:
in | AgHsBo 2
0 SIN [TTN]
dN (114)

1
P:O.24—k/
3° 0

(N+0.44)3
ks is the probability for a recombination of two radicals enctasing in a singlet state ardis the
translational correlation time. As explained above, is thbdel, intersystem crossing is only possible
for | To) and therefore a factor 1/3 is introduced. Considering akf@imucleus coupled to the electron

of the radical, the hyperfine splitting causes the Larmaguescy of the electron to differ for the two
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spin states of the nucleus. This effect, called spin-sgrtiasults in two different probabilitieB*
dependent on the hyperfine splitting constanin Fig[2.9 this effect is shown for the case where the

a-state leads to a higher singlet character of the radicalypain reencounter.

i AgusBo 4 1
1 oosmK o i—A) ™N
Pt — O.24—ks/ b
3 o (N+0.44)2

2
] dN (115)

singlet exit channel

3 triplet exit channel
[f-state 0<fp

Figure 2.9: The effect of the hyperfine interaction on the inersystem crossing rate. In this example the

hyperfine coupling increases the Larmor frequency of thex-state.

Assuming a hyperfine coupling constant of 10 Gauss whictesponds to 76- 10 %’, a 400 MHz
spectrometer (9.4 T)\g = 0.001 andr = 10 19 s the different probabilities leads to:

APT =Pt P~ =85.10 3k (116)

This value represents nuclear hyperpolarization on themnémation products as long &g is not
very small (< 0.01). The equilibrium population differenae298 K on a 400 MHz spectrometer
(9.4 T) is given by the Boltzmann distribution and around-&0~°. In this example ther-state is
overpopulated in the singlet state exit channel an¢Btis¢ate is favoured in the triplet state exit chan-
nel, thus the escape products. Relaxation in triplet stalecnles is much faster than in singlet state
molecules and subsequently the equilibrium spin statesi®red faster which allows the measure-
ment of the hyperpolarized singlet state exit channel peteduFurthermore, the radicals following

the triplet exit channel normally yield different produtiisn the recombination products.
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After these first numerical theories, more sophisticatgu@ches were developed. The probabilty
of intersystem crossing betwegh. 1) and|Sp), all possible encounters during the lifetime of the rad-
ical pair using the stochastic Liouville equation and th&atice dependent exchange interaction are
considered in the present theorigs [Kaptein1972] [Ped&esé3a] [Pedersen1973b] [Pedersen1974]
[Pedersen1975] [Monchick1978] [Hore1979b] [Vollenweit@s5] [Vollenweider1988].

2.8.3 Kaptein’s Rules

Prediction of the observable NMR spectrum is possible with following rules, first described
by Kaptein and thus named Kaptein’s rules [Kaptein1971§tiDction between enhanced absorptive
and emissive signals is possible with the net rule. A paraniéftis defined for which only the signs

of the different parameters are taken into account:

et — Lesign(Ag)sign(A) (117)
+ triplet precursor + recombination products
= & =
- singlet precursor - escape products

U is plus for a triplet precursor and minus for a singlet preoute is plus for predicting recombination
products and minus for escape products. A positive sigi"8fgives an absorptive signal and a
negative sign an emissive signal. For example, the sigmal fuf a proton in the radical with the
higherg-value €ign(Ag) = +) in the recombination products & +) for a singlet precursog(= —)
with a positive hyperfine coupling constastgn(A) = +) would be:M®'= — 4 ++4 = —. Therefore,

an enhanced emissive signal is predicted.

Considering the case where a second nuclguss(coupled to the first nucleus) (with a scalar
coupling constant)) and coupled to the electron, an expansion to the abovesutede. The two
lines of the doublets in the NMR spectra show different behavand Kaptein’s rule for multiplet

effects is given by:

Uit — jesign(Ag)sign(A))sign(Aj)signJ)o (118)

{ + nucleii andj are in the same radical
o =

- nucleii andj are in different radicals
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l—‘multi =+

I‘multi = -

Figure 2.10: The predicted signal forms of Kaptein’s multipget effect.

A plus sign off™MUlt gives an E/A (emissive/absorptive) pattern of the dubldisneas a minus sign

corresponds to an A/E pattern (ffig:2.10.

2.8.4 Cross-Correlated Relaxation And Cross Relaxation

After the creation of hyperpolarized species, cross-tated relaxation between the magnetic mo-
ment of a nucleus and its chemical shift anisotropy (CSA) a as cross relaxation between two
magnetic moments of coupled nuclei lead to second ordergesain the NMR spectra. These para-
meters can provide information about the structure and yimamiical behaviour of molecules. For
the photo CIDNP systems used in this work, the assumptidrotiigt one spin (S) has a significant
chemical shift anisotropy is made. Therefore, CSA-CSAsimsrelated relaxation can be neglected.
The validity of this assumption will be reviewed in the rdsidection[(3.3]2). Considering the CSA-

dipole cross-correlated relaxation rate (s)(CSA-DD), the following relaxation matrix is obtained

[Goldman1984] [Kumar2000]:

5 I, P Ois 0 Al,
2 S | =—|as ps Oss AS, (119)
21;S, 0 ds,s pisis) \2:S

The dipole-dipole cross relaxation rate{) was derived before and the CSA-dipole cross corre-

lated relaxation rate can be derived by a similar calcutatvith the previously stated chemical shift
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anisotropy tensor.

10\4r/  rfy |1+ 13(m+ws)? 1+ (ws—m)?
2 (Mo ¥1Y&hBo Tc CSA
%15= 5 (47‘[) L |1zt (=D

A(JgSA defines the geometrically weighted shielding anisotropameter with the principle compo-
nentsoy, dyy, 07z and the angley, 6y, 6,; between the axes of the CSA tensor and the internuclear

vector:

20" = 203 (3c03(6] ~ 1) + 503y (3c03(8y) 1) + 50.(3c08(6,4 ~1)  (122)
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3 Photo CIDNP

3.1 The Experimental Setup

The source of light for all photo CIDNP experiments wakaserworld BLUE-4500/445 laser
operating with an output power of 4500 mW at 445 nm. The diamatthe laser beam was reduced
from 5.66 mm to 2.33 mm using a plano-convex (focal lengti hdn) and a bi-concave lense (focal
length: -15 mm) with 50 mm distance between themTHorlabsPAF-X-15-PC-A collimator was
used to couple the beam into a multimode fiber (5 m) with a ca@médter of 60Qum. The coupling
efficiency was measured with a photometer at the end of the #dter optimizing the positions of
the lenses and the collimator, an output power of 3.4 W (76%s measured. A mechanical shutter,
controlled by the spectrometer software, was used to ctaaé pulses with a minimum duration
of 5 ms. Unless otherwise stated, all experiments were padgd on aBruker Avance Ultrashield

Spectrometer (400 MHz) witBruker Topspin 2.1 software. The setup is shown in[Eid:3.1.

??gnetic collimator  lense 2 lense 1 shutter
e f=154mm f=-15mm f=100 mm
< fiber >

NMR
tube
coaxial
insert
tgpere_d 5 heat sink
fiber tip
sample
solution

—/

|5 mm]|

Figure 3.1: Schematic drawing of the photo CIDNP setup.

Homogeneous illumination of the sample was achieved wightifh of the fiber immersed in the

sample solution (Fig:3l1). Avilmadcoaxial insert, with the tip removed, was used to hold ther fibe
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in place. The end of the fiber was prepared following the ptace described by Kuprov & Hore
[Kuprov2004b]. 20 mm of the fiber’s teflon coating were megbalty removed and the bare core
was tapered by treatment with hydrofluoric acid (21%), pped9%), sulfuric acid (20%) and water
(50%) at 60 C. During the procedure, the tip was stepwise extruded fitoensblution at a rate of

2.5 mm every 25 min.

—— without fiber
—— with fiber
2>
‘0
2B
2
£
[
T J\_J T T T T T T T }
3.62 3.60 3.58 3.56 3.54 3.52 3.50

'H chemical shift (ppm)

Figure 3.2: The signal of the CH group of ethanol with (red) and without (black) the coaxial insert and

fiber.

All NMR experiments were performed using standard 5 mm NMBet) 600uL of the sample
solution and DO as solvent. The influence of the coaxial insert and the fibathe quality of the
spectra was tested on an ethanol sampleJ® [5%). An overlay of the Chisignals with (red) and
without (black) insert and fiber is shown in Fig3.2. As mageaxrent by the overlaid spectra, the
influence is negligible. The spectra were recorded in a gigslerpulse-mixing time-9NMR pulse
experiment, as displayed in EigB.3. Spectra with (lightcepen) and without (dark spectrum) laser
pulse were directly compared. A squared cosine window fanavas applied to the obtained free
induction decays before the Fourier transform. Subsequigsée and baseline correction gave the

final spectra. Integration was performed by a Lorentziaafitting to the peaks.

Due to the direct illumination of the sample, a heating of $henple solution was possible. The
maximum temperature raigeT of 600 uL D,O (p = 1.105 g/cri at 298.15 K [CRC2002]) with a
molar heat capacity at 298.15 K of, = 83.473— [Smirnova2005], a laser power &= 3.4 W

mol-K
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laser pulse 90° NMR pulse

mixing time I\ /\ [\ A relaxation delay
Y

A =
time

aquisition

experiment repetition

Figure 3.3: Pulse sequence used in all photo CIDNP experimé&n An arbitrarily long laser pulse was

followed by the mixing time and data aquisition was done diretly after a 90° NMR pulse.

and a laser pulse duration of 20 ms is:

P. 342 20.10%s 2003 %
AT = Vt = s 3 mol__— =246110 °K (123)
AYcm  1.105_)5 600-10° cm? 83473 3¢

According to Eq:1283, the overall sample heating is neglagittHowever, the heating is not induced
uniformally and therefore the non-uniform sample heatiag lsave an influence on the quality of the

spectra. This aspect is further elaborated in the resuitiose

3.2 The Investigated Molecules

Flavin mononucleotide (FMN) was used as a dye in all of theegrpents. For optimization of the
setup and the first experiments, triethylenediamine (TEDAS used as quencher ([Figi3.4). TEDA is
a very small molecule with a diameter of less than 5 A (meabwith Avogadrol.0.3) and therefore
has a short correlation time. Previously enhancementracioto 7 were reported for time-resolved

photo CIDNP experiments with 5 — 10 ns laser pulses [Kupr6@820Due to its properties, hyper-
polarized TEDA was intended to be used as a subsequentgmlarblecule for biomacromolecules.

In this work, 3-fluorot-tyrosine (F-tyr) was mainly used as a quencher, whereas exXperiments
were performed with.-tyrosine (Tyr) for comparison (Fig:3.4). All of the usedssgms follow the
electron transfer pathway [Tsentalovich2002]. Tie andT;-lifetimes of FMN are approximately
5 ns and 1 ms, respectively [Heelis1982] [Heelis1991], &edhigh triplet quantum yield of around
0.6 [vBerg2001] allows for the quenching of the dye in a diftun controlled reaction.
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Figure 3.4: 25: Flavin mononucleotide. 26: 3-Fluoroe-tyrosine. 27: L-Tyrosine. 28: Triethylenediamine.

Kuprov has shown that the relaxation of H2 and F3 of F-tyr acaddscribed by a two spin system

(Fig3.4) and that only the fluorine exhibits a significant il shift anisotropy|[Kuprov2004a].
The two spin system is therefore described by Ed:119. Thdat#n of this model is given in the

results section.

Recalling EG:I20, EGI21A0ESA in ppm, By = 9.3 T (400 MHz spectrometer) and in the ex-
treme narrowing limit {u 7. < 1), the dipole-dipole cross relaxation and CSA-dipole simsrelated

relaxation rates are given by:

1 IJO)ZVE'Véﬁ2 49 Tc M°
OHE = — ( — 57.=252x 1074 — 124
"FT 10 <4n e (6. & (124)
2 /Lo Y VE h Bo o Te M3
OFHF = ¢ (Er) # Tc AOESA = 6.65% 10 Zzé ?AUESA (125)

The distance between F3 and H2 is 2.614 A (measuredAvitiyadrol.0.3).

The photocycle for the reaction of F-tyr with FMN is shown iilgB.5. FMN is excited from the
singlet to the triplet state and subsequently quenchedtyy Wa electron transfer from the quencher
to the dye. The created radical pair then separates intodwbldt radicals, which either become free

radicals, resulting in escape products, or reencountea. slhiglet state radical pair is formed upon
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445 nm

*FMN

'IFMN—F-tyr]

"F-tyr

reencounter

FMN—F-tyr']

Figure 3.5: The photocycle for the reaction of FMN with F-tyr.

reencounter, the radicals react, forming singlet stateetpglarized F-tyr and singlet state FMN. A

radical pair which reencounters in the triplet state wi@ate again.

Free radicals can also react to form other products whiclovesithese molecules from the pho-
tocycle. This reaction pathway is called photobleachingdjiarone major problem of photoreactions
which rely on a reaction pathway to recreate the reagenkeadrid of the reaction. Molecules which
are removed from the photocycle due to photobleaching eethecobserved signal intensity and give
raise to new signals in the NMR spectra. The amount of moéscwihich are removed per photo-
cycle determines the lifetime of the sample. A long lifetiofethe samples is necessary to record

multidimensional NMR spectra, for which the runtime of thg@eriments last from several hours to

days.
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3.3 Results & Analysis

3.3.1 Triethylenediamine

Due to its symmetry, the 12 protons of triethylenediaminky asimow a single peak iAH-NMR
spectra (Fig:3]6). Determination of the enhancement faaibthe photo CIDNP experiments was
achieved by measuring dark and light spectra separatélgywied by signal integration and subse-
guent division of the respective values. Unless otherwigted, all experiments were performed at

298 K, in D,O and at pH 7.

Signal intensity:
1.00
T —1.08
] —1.29
5 4
‘»
C
Q) -
£
T T T T T T 1
291 2.90 2.89 2.88

'H chemical shift [ppm]

Figure 3.6: Example of the TEDA signal. Magenta: Dark spectum. Dark Blue: Light spectrum (10 ms

laser pulse). Green: Light spectrum (20 ms laser pulse).

Investigation of TEDA as a quencher for photo CIDNP startetth wptimization of the dye and
guencher concentrations. The highest enhancements wseeveld at a concentration ratio TEDA/
FMN of 4 to 1 mmol/L. Downscaling this ratio, lowering the @amtration of FMN or increasing the
concentration of TEDA decreased the observed enhancedéigher FMN concentration increased
the optical density of the sample and non-uniform sampléitgded to significant line broadening

of the TEDA signal.

The longitudinal relaxation time of hyperpolarized TEDA svdetermined using a 10 ms laser

pulse excitation and subsequent observation of the timerdlmt signal decay (Fig:3.7). After the
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initial buildup, relaxation occurs at an exponential ratéhva time constant of 2.02 0.18 s. The
corresponding non-polarized longitudinal relaxationdimas determined by a standard inversion
recovery experiment to 2.30.03 s (Fid:3.B). The similarity of these two rates is anatyin the

discussion sectiol (3.4).

1084 f(x)=1+A exp[-t/T ]
A=0.097+0.004
1.06 | T,=(2.018+0.194)s
2
B
ﬂcg 1.04
£
1.02
1.00
T T T T T T T T T T T T
0 1 2 3 4 5 6

mixing time [s]

Figure 3.7: Determination of the longitudinal relaxation time after a 10 ms laser pulse.

intensity

f(x)=1-2 exp[-t/T.]

-1.0 T,=(2.156+0.031)s

delay between 180° and 90° NMR pulse [s]

Figure 3.8: Determination of the longitudinal relaxation time with a standard inversion recovery experi-

ment.

The average maximum enhancement of the TEDA signal aftemaslli@ser pulse wast?2%. This

enhancement was observable after a mixing time of 0.5 §3H): Increasing the laser duration to
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20 ms gave an enhancement oft30. This was, however, reflected mostly in a broadening of the
TEDA signal and not by an increase of the signal to noise (&ig3.8). Further increase of the pulse
duration worsened this effect, resulting in a decreaseesifinal to noise ratio compared to shorter

laser pulses.

The change in the chemical shift of the TEDA signals in[Eig@sults from non-uniform sample
heating caused by the laser pulse. The heating broadenshdtaltse water signal, which is the

reference signal for the chemical shift values.

Enhancement factors for TEDA after a 10 ms laser pulse waerakasured for two more tem-
peratures. Raising the temperature to 318 K slightly deeeséhe observed enhancement ¢l 66,
whereas the enhancement factor for 278 K was significantheased to 1:£1% (Figf3.9).

-
-
1

enhancement factor
=
1

278 298 318

temperature [K]

Figure 3.9: Average enhancement of the TEDA signal for threelifferent temperatures.

Over the course of several experiments on the same sampdupation in enhancement factors

was observed, which is attributed to the effect of photatiiesy (see sectidn 3.3.4).
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3.3.2 3-Fluorotyrosine

The previously derived relaxation matrix for F-tyr read$akws (Eqf119):

P H; pH owr O AH,
al B2 | = |9 PF OrmrF AR, (126)
2H;F, 0 OFHF PHF 2H,F;

The cross relaxation and cross-correlated relaxatios ratie extrem narrowing limit were given
before as (Eq:124 & Elq:125):

6

429 Ic M
OhF =2.52x 10 P> —
r'eg S
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oo [c M
O HF = 6.65x 102> —Agg>”
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Figure 3.10: Comparison of the F-tyr dark and light spectrum after a 100 ms laser pulse, 100 ms mixing

time and a 90 NMR pulse. Shown are the aromatic and beta protons.

For photo CIDNP with F-tyr as a quencher, the best resulte weserved for a F-tyr/FMN con-
centration ratio of 4 to 0.2 mmol/L. The lower FMN concentatand therefore the lower optical
density allowed for the application of longer laser pulsdestfor TEDA without inducing extensive

line broadening. An overlay of a light and a dark spectrum-tfiis shown in Fig:3.10.
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The general behaviour of F-tyr during photo CIDNP experiteevas investigated by performing
sets of experiments and varying one parameter per set. Timepameters for the experiments are
the laser pulse duration and the mixing time. HPe-signal dependency on the laser pulse duration
is shown in Figz3.211 with an initial buildup rate of 79%s(red line). It was expected that the fluorine
polarization reaches a steady state at which the photo CIDNIE-up rate is balanced with the
ralaxation rates. The lower polarization achieved by a @aker pulse compared to a 3.2 s pulse

presumably originates from the previously mentioned philetching effect (see sectibn 3)3.4).

40
4 ]
35 .
4 [ ]
30
2254 [ |
2 initial buildup rate =79 s
9 20
£ .
154
10+
5
oA . - - - ¥
0 1 2 3 4 5 6 7

laser pulse duration [s]

Figure 3.11: The fluorine signal intensity of F-tyr for different laser pulse duration. The initial buildup

rate was determined to 78 st (red line).

All following spectra were recorded using samples, that paviously been purged with argon
for 20 min, which slightly increased the enhancement factord lifetimes of the samples. The
dependency of the H2 proton of F-tyr on the mixing time afte¥08 ms laser pulse is shown in
Figf3.12. The signal is a doublet of doublets withr 12 Hz (F3) and) = 2 Hz (H6). The different
behaviour of the two parts of the flourine induced doubletdatgs the buildup of longitudinal two-
spin order E-IZ(Z) F.

After these first experiments, the assumption that the agilax behaviour of H2 and F3 is suffi-
cently described by considering just these two spins wasteatidated. To do thistH- and 1°F-

spectra with different mixing times were recorded (Eig)3.3

The relative signal intensities of the light spectrum todberesponding dark spectrum, dependent
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Figure 3.12: The observed aromatic H2 signal of F-tyr, aftera 100 ms laser pulse, dependent on the

mixing time.

on the mixing time, are shown in Figs:3113&3.14&3.15. Thefflne signal is a doublet of doublets
with J = 12 Hz (H2) and) = 8 Hz (H5). Therefore, the intensity of thdﬁéz) F, mode was calculated

from the difference of the two doublets, separated by 12 Hz.

Neglecting the initial build up rates, the system is desatiby three coupled differential equations
with five variables: one cross relaxation, one cross-caieel relaxation and three auto relaxation
rates (Eq:126). Following the Monte Carlo method, 100 ddtasf the three graphs were created
with an assumed standard deviation of 5% for each value. fiee equations were fitted to the three
graphs (black lines) of each dataset, respectively, wittxgticit Runge-Kutta method. The variables
were adjusted to minimize the root-mean-square devialRM3D) between the fit and the graphs
using the differential evolution method. The mean and RM$Ehe resulting 100 sets of the five
relaxation rates are shown in Tabl. All calculations wenégomed with Mathematica8.0.4.0 and

the included packages.

With the resulting cross relaxation and cross-correlagtakation rates, the rotational correlation

time 1 and the shielding parametAUFCSA were easily calculated and given in Tab1.
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In the following figures the red squares represent the exygerial data and the black lines the

fitting curves.

H/H,
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Figure 3.13: The observed relative H2 signal intensity of Ryr after a 100 ms laser pulse, dependent on

the mixing time.
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Figure 3.14: The observed relative F3 signal intensity of Ryr after a 100 ms laser pulse, dependent on

the mixing time.
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Figure 3.15: The calculated reIativeZHz(Z) F, signal intensity of F-tyr after a 100 ms laser pulse, dependd

on the mixing time.

pH | (328+32)10 %57t
pE | (572+22)103st
PHE | (899+ 74)10 3571
OHF (40+ 1)103st
O HE | (220+ 15)103s7?
Tc 50+ 2 ps
AoESA 118+ 8 ppm

Table 1: The resulting parameters for photo CIDNP of F-tyr. The significance of these values is discussed

in the next chapter (3.4).
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3.3.3 Tyrosine
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Figure 3.16: TheB-protons of tyrosine were enhanced by a factor of 4.6 for the fst experiment.

Experiments with tyrosine resulted in signal enhancementi2/H6, H3/H5 and thes-protons
(Figi3.16). In Fid:3.1I7, the enhancement factors in thi@esecutive single laser pulse experiments
of a freshly prepared sample are shown. The first enhanceraeat as can be seen in the figure,
significantly higher than for F-tyr, yet, with each lasergmithe enhancement factors are drastically
decreased. The negative enhancement factors for the H38#&ng are a result of a negative hyper-

fine coupling constant.

—_ 5_
£ 4 4 A
8 34 A
g 27 = . . = H2/H6
g 4%: e H3/H5
2 - o A betaH
2 54 °
[
T 6 ®

T T T

1 2 3
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Figure 3.17: Enhancement factors of the three proton group®f tyrosine for three consecutive experi-

ments.
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3.3.4 Photobleaching

The direct influence of photobleaching on the signal intgrtsin be seen in Fig:3.118. The aromatic
region of F-tyr is shown for 10 selected spectra out of a sei®1 experiments, recorded using the
same sample. Every 10 scans, the enhancement factors acedday approximately 6%.e. after

91 scans, the enhancement factor forfhprotons was reduced from 2.7 to 1.8.

1st scan

—— 11st scan

—— 21st scan

2 —— 31st scan
% 41st scan
= —— b1stscan
- —— B1stscan
71st scan

—— 81st scan

—— 91st scan

T T T 1

. . : .
7.05 7.00 6.95 6.90 6.85
'H chemical shift [ppm]

Figure 3.18: The aromatic region of F-tyr after every 10 scas with a 100 ms laser pulse, 50 ms mixing

time and 5 min relaxation delay.

In a first attempt to increase the lifetime of the F-tyr samgissolved oxygen was removed by
purging with argon. 20 min of argon flushing allowed for extmo of 20 experiments using 100 ms
laser pulses before a decrease in the enhancement facoobserved. Further removal of oxygen by
longer purging with argon, application of reduced pressmetultrasonic sound reversed the increase
in the sample lifetime. This observation indicates thatgety, despite its negative effects, serves as
a repair molecule (see sectionl3.4). Addition of oxidizingl/®r reducing agents (hydrogen peroxide
and/or sodium ascorbate) had no influence on the samplinédetThe lifetime of a TEDA sample
showed the same behaviour as the F-tyr sample, whereas jorsaiple, no increase of the sample

lifetime was observed.

As a consequence of the limited number of experiments eabl®ibefore the photobleaching ef-
fects become too severe, the sample has to be replaced Ishaofre after an accumulated illumina-

tion of 2 s. Furthermore, longer laser pulses immediatelyae an error in the enhancement factors,
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which can be seen in Fig:3]11 for the fluorine polarizatiopedlency on the laser pulse duration.

For none of the three investigated quenchers, a degradatextuct was observed in the NMR
experiments. All mechanisms leading to a decrease in eehatt factors remove FMN from the

photocycle.

3.4 Discussion & QOutlook

The NMR signal of triethylenediamine was reproducibly ende by approximately 7% (10 ms
laser pulse) and 30% (20 ms laser pulse). The determinedtloltal relaxation rate for photo
CIDNP experiments (2.02 0.19 s) is in excellent agreement with the non-hyperpcadarlangitudi-
nal relaxation rate (2.16 0.03 s). This shows that for TEDA no other relaxation mecéasi, such
as cross relaxation or cross-correlated relaxation, hae twnsidered. The small enhancements also

allow for a high repetition rate of the experiments.

TEDA has a high quenching rate constant with flavins of apipnately 1.510° M1 s~1 which
is higher than for Tyr (9.20° M~ s~! [Porcal2003][[Heelis1991]). Nevertheless, the reportgt h
enhancement factors, achieved after nanosecond lasespkligprov2005], were not observable with
the experimental setup used in this work. The presumedmeasiegenerate electron transfer between
the radicals and their diamagnetic form which leads to alpeamplete cancellation of measurable

polarization differences between the two product pathvigesh1974].

Therefore, a different mechanism to create the hyperpaiaon has to be utilized in order to sub-
sequently employ TEDA as a polarizer for other moleculeséFresolved photo CIDNP, which was
mentioned above, or solution state dynamic nuclear p@taoz may prove to be applicable. The lat-
ter technique uses stable radicals and microwave irridétigaturate the electron spin and subsequent

cross relaxation then induces polarization transfer totieei [Hausser1968] [Lingwood2011].

A limiting factor for the conduction of photo CIDNP experints, for TEDA as well as for F-tyr
and Tyr, is the lifetime of the employed samples. Photoliigarinduces a decrease in the enhance-
ment factors after several seconds of accumulated lasertiflation. All of the previously described

attempts to tackle this obstacle, led to just a minor ina@ashe lifetimes of the samples.
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The enhancement factors for tReprotons and H3/H5 of tyrosine are very high, compared tgrf-t
with approximately 5 and -6, respectively. These enhanoésrege, however, only observable with a
freshly prepared sample. The significant decrease in eeh@a with every scan indicates the lack
of singlet recombination products and renders tyrosinaiitaisle for photo CIDNP. The negative
value of the H3/H5 enhancement factor reflects the negagiperfine coupling constants between

the protons and the electron. This negative hyperfine cogmionstant was predicted by Kuprov &
Hore, based on density functional theory calculations [i§uB0044].

The most promising results were obtained with F-tyr. Theiag®ion that the relaxation can be
sufficiently described by a two spin system (H2 and F3) wasdegs-itting the three coupled differen-
tial equations to the graphs for the three polarization ,mgulelded satisfying values for all relaxation

rates. As appearing from the graphs (Higs:B.13 &13.14 &3 te) relaxation is very well described

by the fitting.
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Figure 3.19: Comparison of the experimental data (black sqares) for an inversion recovery experiment

and the simluated data for the same starting magnetizationtlack lines) for F3 (left) and H2

(right).

Nevertheless, in the extreme narrowing limit, the autoxatian rate is expected to be approxi-
mately twice the cross relaxation rate. The fact that therdahed ratio in this work is approxi-
mately nine indicates that the two spins are involved in otékaxation mechanisms. However, since

the fitting of the experimental data with the<33 matrix was possible, it is assumed that it is valid to
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incorporate all other relaxation mechanisms into the agltxation rates. To validate this assumption,
longitudinal relaxation rates for F3 and H2 were measurdd a/standard inversion recovery exper-
iment (F3: (608+6)-10"2 s~%; H2: (385+10)-103 s1). The obtained data was compared to the
simulated evolution of the magnetization described by theBmatrix (3.19). The very well agree-

ment of the curves validates the incorporation of othexaian mechanisms into the auto relaxation

rates.

With the obtained cross relaxation rat¢ = (40+ 1)-10°2 s1), the rotational correlation time
of F-tyr is 50+ 2 ps. This value is much smaller than the correlation timemiened by Kuprov
& Hore, following the same method (106 15 ps). Reported values for the correlation time of
tyrosine in agueous solution are around 40 ps, which is isecfroximity to the value determined
in this work [Lakowicz198B][[Nordlund1986] [Harms1997].h& determined shielding parameter
(118 + 8 ppm) is a little higher than reported values for multisitbstd fluorobenzenes (81 — 88
ppm) [Dorai2001], whereas Kuprov & Hore reported 398 ppm. Direct illumination using the
tapered fiber tip gave a significantly higher fluorine buildage (79 s) and enhancement factor

(25) compared to illumination from above the sample (34and 14) when applying a 500 ms laser
pulse [Kuprov2004al.

Photo CIDNP active amino acids are mainly tyrosine, tryptope and histidine. Several investi-
gations of protein surfaces with solvent exposed photo (Rdtive amino acids and dynamics in
form of relative sidechain mobilities have been reportedr1993] [lvanov2011]. Nevertheless, F-
tyr mutated proteins were only investigated once by Kumtoad. to explain unusual phase behaviour
of fluorine in photo CIDNP experiments [Kuprov2007]. The ignhancement factors for F-tyr,
achieved in this work, can be used to increase the efficiendysansitivity of photo CIDNP exper-
iments with proteins. Achieving a high level polarizatidiflaorine, followed by a cross relaxation

mechanism, can increase the NMR signals of otherwise "pBMNP invisible" nuclei.

Photobleaching in form of degradation of the dye and/or trengher is a major obstacle in the field
of photo CIDNP. A straightforward solution to this problenowd be to exchange the sample after a
given number of experiments, yet this proves to be a bothe#saind time-consuming procedure, as
both, the fiber and the spectrometer, have to be adjustadeafth exchange. Minor aberrations in the

adjustments of the setup or just slight variations in the@arconcentrations can significantly impair
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the comparison of spectra measured on different samplesa dsmsequence, a sample reinjection
system, which exchanges the sample solution without remgatvie fiber and sample tube from the
spectrometer, was developed by Kuprov [Kuprov2005a]. Desis benefits, installation of such a
system was not practicable in our laboratory and is not egble in the case of limited amounts of

the sample.

Time-resolved photo CIDNP setups with laser pulse duratmib — 15 ns use either a sample

reinjection system [Kuprov2005] [Goez2005] or suffer froomparable degradation rates (up to 20%
within 40 laser pulses) [Morozova2004] [Kiryutin2007].

Two more methods to avoid extensive photobleaching wereldped in the Cavagnero group.

Two dimensional NMR spectra were recorded with low lasergrsw500 mW) to increase the signal
to noise ratio of tryptophane residués [Sekhar2009]. Wikksar power this low, the enhancement
factors between 1.2 and 2.1 were significantly smaller coatpto 6.5+ 0.3 achieved with a laser

power of 4 W [Lyon1990]. Nevertheless, the observed dediauaf only 10% after 600 laser pulses

is extremely small.

The most recent and promising approach is the utilizatica toFenzyme system. In regular sam-
ples, molecular oxygen is useful by reoxidizing hydratedNFEEMNH>), which is the main degra-
dation product, yet also reacts with intermediate prodotthe photocycle, thereby reducing the
enhancement factors. In this approach, glucose oxidaseaalhse are employed to very efficiently
remove oxygen from the sample solution, whereas nitrataatede adopts the useful function of
oxygen and reoxidizes FMNHLee2013]. The concentrations of the three enzymes arethess
1 umol/L and therefore negligible compared to the concertnatif the investigated molecule (usu-
ally between 1 and 4 mmol/L). With a laser power of 750 mW, theesved enhancement factors
were 4.5-fold higher than without the tri-enzyme systenteAB20 laser pulses, these enhancements

were reduced by 20%, yet still higher than without the threzymes.

3.4.1 Concluding Remarks

The following short summary will conclude this topic.
A photo CIDNP setup was successfully planned, built andstdl including the laser completely

with heatsink, mechanical shutter, lenses, collimator modified fibers. This setup was tested by
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reproducing previously reported results for FMN and F-fyven without a sample reinjection sys-
tem, the obtained results for the rotational correlatiomet{(50+ 2 ps) are in much better agreement
with literature values (35 — 40 ps) than the photo CIDNP dativalues by Kuprov (106- 15 ps).
The major problem which has to be solved, in order to imprbea¢liability, the sample lifetime and
therefore the usefulness of this technique, is the degoadat the samples as a result of photobleach-
ing. Addition of oxidizing or reducing agents showed no imipan the lifetimes of the samples, yet
as the very efficient tri-enzyme system developed by the @®m@ group clearly shows, reoxidiza-
tion of hydrated FMN can lad to a significant increase in egkarent factors and sample lifetimes.
The next steps for this topic are to adopt the tri-enzymeesysind to test its applicability to F-tyr

modified proteins and subsequent cross relaxation of hyppsiped fluorines.
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4 Tagging Strategy For DNA

The lack of natural occuring sulfur moieties in DNA moleaileads to the need of synthetically
introduced sulfur atoms when using tags based on disulfidgéds as connection. Modification of
the type of linkage between the DNA and a tag poses an alteertatthis approach. Either of this
methods requires a modification of the DNA strand which isa@ble at the phosphate backbone
or at one or more of the nucleosides. In this work, synthlyicaodified nucleosides were used.

The Cys-Ph-TAHA tag, recently developed in our group (Eiffjy4was the initial molecule for all
approaches [Peters2011].
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Figure 4.1: Cys-Ph-TAHA tag coordinating Th3+.

The chelating TAHA part of the tag was first described by Vaguwand has high stability constants
when binding lanthanide ions (I&g= 14.85) which is the main prerequisite for using this clelat

paramagnetic NMR [Viguier2001].

All DNA molecules were synthesized bBA. Synthesis of small polynucleotides is nowadays per-
formed in automated DNA synthesizers from the 3"-end to thertdl. The first nucleoside is bound
to a solid silica phase, a method first described over 30 yagogMatteucci1981]. Each nucleo-
side has a dimethoxytrityl protection group bound to the%ygen, which is easy to cleave. The
concentration of the cleaved protection group and the @og@fficiency are routinely determined
by UV-spectroscopy. Coupling to the next nucleoside ocatithe 3"-position via a (2-cyanoethyl)-

diisopropylphosphoramidite moiety, which is easily aataed [Caruthers1991]. A complete synthesis
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cycle is devided into the following phasés [Reese2005]:

e Detritylation:

Addition of trichloroacetic acid (3% in dichloromethandgaves the dimethoxytrityl group.

e Coupling:
Addition of tetrazole and the next nucleoside (in acetdajtprotonates the diisopropylamine
group, which is subsequently substituted with the tetezbhe activated phoshphorus species
reacts with the 5"-oxygen of the previous nucleotide to giyosphite-triester.

e Capping:
The excess molecules, which did not react, are removed fiemretaction cycle by esterification

with acetic anhydride.

e Oxidation:

The phosphite-triester is oxidized to the correspondirmsphate-triester using iodine.

After the synthesis, all remaining protection groups onrheleosides as well as the cyanoethyl
groups bound to the phosphorus are released by treatmdénaminonia. This step also cleaves the

DNA from the solid phase.

The sequence of the used polynucleotide is given inFHig4.2.

5 CAXTTCCCGT ¢
3-GTAAAGGGCA1C

Figure 4.2: The sequence of the test DNA strand. The X marks # position of the modification. In the

wildtype DNA, a thymidine occupies this position.

Utilization of a self-complementary polynucleotide ratbigan two single strands avoids stoichio-
metric problems. Unpaired single strands would lead to arsgset of signals in the NMR spec-
tra. The position of the modification (Fig:4.2) was chosemhat third position based on a previ-
ously performed structure calculation of the wildtype DNAa thymidine at the modification site

[Siepel2009]. The methyl group of the thymidine points ofith@ major groove and therefore its
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modification is less probable to induce a change in the sesgradructure. The preservation of the
secondary structure is an important condition for the usdghe concept of tagging for the deter-
mination of structural parameters. The modified nuclecsitierefore are based on uracil with a

modification at the 5 position (FIg:1.12).
During this work, two different approaches for tagging of ®Nere investigated:

e Change of the linkage type of the Cys-Ph-TAHA tag.
First approaches with an EDTA-based tag in our group use8-difaplar cycloaddition (Huis-
gen reaction [Huisgen1963] [Gierlich2006]) of an azide amarbon triple bond to connect tag
and DNA via a triazole[[Woeltjen2009] [Siepel2009]. Basedtbis work, the possibility to
alter the Cys-Ph-TAHA tag linkage to a triazolyl moiety waseastigated.

¢ Introduction of a thiole moiety into the DNA.
Since many known tags use disulfide bridges as a connectitoduction of a thiole group

provides the opportunity to use different tags.

4.1 Alteration Of The Linkage Type Of Cys-Ph-TAHA

The 1,3-dipolar cycloaddition is a copper(l) catalyzedctiem. Its catalytic cycle is shown in
FigiZ3 [Himo2005].

In the catalytic cycle, the first step is the addition of thieyak to the copper-ligand complex by
elimination of the terminal proton. Next, the azide bindgtie copper via the negatively charged
nitrogen. Subsequently, the first new carbon-nitrogen bhsiiormed. By elimination of the copper
and formation of the second carbon-nitrogen bond, thenmédrate six-membered ring is reduced to

the triazole. The last step is the reductive eliminatiorhef¢opper-ligand complex.

When using cycloaddition reactions on DNA, a crucial fag®the selection of the employed
ligand. Oxidative scission of DNA strands catalyzed by tbpper ion (Fenton reaction) reduces
the yield of the reaction [Burrows1998]. Triazoyl compoangere first described by Chat al.
to stabilize the copper(l) species and to increase theivagdor the cycloaddition, reducing the

reaction time[[Chan2004]. The reduction of the reactioretsimilarly reduces the time during which
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Figure 4.3: Catalytic cycle of the 1,3-dipolar cycloadditon.

the Fenton reaction can take place. In the previous workwiier-insoluble tris[(1-benzylH-
1,2,3-triazol-4-yl)methyllamine (TBTA) ligand was useat the cycloaddition and was also used in
the first reactions of this work. To perform the reaction im@aus solution, synthesis of the water
soluble tris[[1-(3-hydroxypropyl)-Hi-1,2,3-triazol-4-ylimethyllamine (TPTA) ligand was perined
(Figi4.4) [Hein2011].

The 8 step synthesis of the modified nucleoside, containicagriaon triple bond, was described

3

29 30
TBTA TPTA

Figure 4.4: The two triazolyl ligands used in this work.
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in a previous work|[[Woeltjen2009] [Siepel2009]. In this \pthe synthetic route was optimized
to 6 steps, significantly raising the overall yield from 208649% (Fig:4.5). The starting molecule
was 5-iodo-2"-desoxyuridine8Q), which was in the first step protected at the 2"-positiomgis
dimethoxy-trityl group. Two Sonogashira reactions weredus introduce the carbon triple bond
[Sonogashiral975] [Sonogashira2002]. After each Sorogaseaction, a deprotection step took
place yielding 5°©-dimethoxytrityl-5-[[(4-ethynyl)phenyl]ethynyl]-2desoxyuridine34). The final
nucleoside §5) for DNA synthesis was obtained by reaction3f with 2-cyanoethyl diisopropyl-

chlorophosphoramidite.

O O

O
| ! X
| i DMT-CI | i Sonogashira | e
HO A P bwro PN 9ashTe. pmTO A
N O N o
O

T 1 N (@]
l | 0 2 steps 0
OH OH OH
31 32
X
S 0]
i X idi DMTO
Sonogashlra> | NH Phosphoramidite . N /KO
2 steps DMTO O
N ’J*o
@] o- P/O
/\/ \
OH NC \(N \(
34 35

Figure 4.5: The reaction pathway to the final nucleoside cormtining a carbon triple bond.

For the introduction of an azide moiety into the tag, an imtediate product of the previously de-
scribed Cys-Ph-TAHA synthesis was used [Peters?2011]. ofrBra,a,a-tris[[N,N-di(tert-butoxy-

carbonylmethyl)amino]methyljtoluene was converted #® ¢brresponding azide by a copper(l) cat-
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alyzed substitution (Fig:4.6). The copper(l) species wabikzed by addition oftrans-N,N’-di-
methylcyclohexane-1,2-diamirle [Anderson2005].

COOH
Nt COOH
 111COOH

\\\lmN,

" 'iCOOH

NC:‘COOH
COOH

36

Figure 4.6: The modified tag for the cycloaddition, Azide-PRTAHA.

An overview of cycloaddition reactions performed with thr@anAzide-Ph-TAHA tag is given in
Tabf2. The first reactions were performed with just a nudtioand the lutetium loaded Azide-Ph-
TAHA tag. As the tag can not be loaded quantitatively after tdigging reaction, a preloaded tag
was used [Peters2011]. Several different copper(l) ssusege examined. Copper bromide directly
provides the correct oxidation state, whereas this statédiae generated situfor solid copper and

copper sulfate.

The following reactions were performed with phenylacetgl@s a testmolecule, since it is com-
mercially available and provides a carbon triple bond. Tyw@aaddition with DNA was tested next,
first with TBTA and afterwards with the newly synthesized PHiigand. As is apparent from the
table, the cycloaddition is unsuccessful when using thelé&®h-TAHA tag. The supposed reason
for this is the chelating function of the tag which, even whéeady coordinating a lanthanide ion, is
in competition to the ligand of the copper catalyst complaat prevents the formation of the catalytic

species.

In order to investigate the presumed behaviour, NMR speitthe Azide-Ph-TAHA tag loaded
with diamagnetic lutetium were recorded (Eigi4.7). The twoad peaks at 2.98 ppm and 2.86 ppm,
with intensities of 2 and 4, respectively, correspond teeh€CH-groups. The four protons of the

CHy-groups between the carboxyl groups and the nitrogen argadgat, indicating that one arm is
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non-coordinating and in slow exchange with the other twoeré&fore, the loaded tag does not ex-
hibit C3-symmetry contrary to previous assumptions [B2@t1]. Two dimensiondH-13C-HSQC-
spectra were recorded to analyze the coordination motifi@fiwo chelating arms (Fig:4.8). In the
attained spectrum, there are three sets ob-Grbups, each set with a combined intensity of four,
corresponding to two equivalent groups. Therefore, thedmoas bind equally to the lanthanide, but

the two carboxyl groups of a single arm bind in different fasis.
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Figure 4.7: Overlay of the spectra for the lutetium loaded Aizde-Ph-TAHA tag (black) and the unloaded

tag (red). The numbers above the signals indicate the relaté integral intensities.
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Figure 4.8: Section of the!H-13C-HSQC spectrum of the lutetium loaded tag.



Carbon triple bond molecule Catalyst system| Ligand Solvent Product

33 CuBr TBTA 'BUOH & H,0 No

33 CuBr & NaAsc | TBTA 'BUOH & H,0 No
Phenylacetylene CuSQy & NaAsc | TBTA 'BUOH & H,0 No
Phenylacetylene Cu(s) TBTA 'BUOH & H,0 No
Phenylacetylene CuBr & NaAsc | TBTA 'BUOH & H,0 No
Phenylacetylene CuBr & NaAsc | TBTA 'BUOH & H,0 & DMSO No
Phenylacetylene CuSQ; & Cu(s) - H,O No
DNA CuBr & NaAsc | TBTA 'BUOH & H,0 & DMSO No
DNA CuBr & NaAsc | TBTA | 'BuOH & TEAA (50 mmol/L) & DMSO No
DNA CuSQ & NaAsc | TPTA H>0 No
DNA CuSQ & NaAsc | TPTA AA (50 mmol/L) No

34 CuAc & NaAsc | TPTA H,0 & MeCN No

Table 2: Overview of performed cycloaddition reactions wih the Azide-Ph-TAHA tag.

vNQ Jo4 ABarens buibbe]

68






4 Tagging Strategy For DNA 91

4.2 Introduction Of A Sulfur Moiety Into DNA

Based on the synthetically modified nucleoside (Fig:4.%) the feasibility to perform cycloaddi-
tion reactions with the modified DNA strand, the introduntaf a sulfur moiety via a cycloaddition
between an azide and a carbon triple bond was investigatbé. commercially available dithio-
bis(phenylazide) (DTBPA) was selected as a sulfur sou88eRig{4.9), as this molecule provides an
azide moiety and the desired sulfur atom is already covgl&@oiund, thereby avoiding a poisoning
of the catalyst.

N3

7 N‘N\N/©/SH

2 steps
S 63%

DNA //

DNA

N3

37 38 39

Figure 4.9: Cycloaddition to introduce a sulfur moiety into a DNA strand.

The conditions for this reaction were optimized to a yiel&8%. The catalytic copper species was
generatedh situby reduction of copper(ll) acetate with sodium ascorbafEBPA is water insoluble
and therefore a mixture of THF, MeCN and water was used agsblvApplication of the newly
synthesized TPTA ligand was found to give higher yields thBTA. The described catalyst/ligand
system was also testet unsuccessfully on the cycloaddifithre Azide-Ph-TAHA tag (Tabl2, last en-
try), supporting the thesis that the TAHA group preventsftimmation of the active catalytic species.
Incubation of the modified DNA39) with preloaded Cys-Ph-TAHA tag yielded the first DNA tagged
with a lanthanide (Fig:4.10).

The combination of the modified nucleoside, dithiobis(pti@ride) and the Cys-Ph-TAHA tag

results in a large distance between the lanthanide and tiiedisind (approximately 32 A, measured
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Figure 4.10: Structure of the first Cys-Ph-TAHA tagged DNA lcaded with a lanthanide ion.

with Avogadro1.0.3). This distance and the flexibility of the linker inéua high mobility of the
lanthanide, which reduces the alignment and the obseredfielets in the NMR spectra. Therefore, a

shorter and more rigid linker is preferred.
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4.3 Shortening Of The Linker Of The Cys-Ph-TAHA Tag

Similar to the introduction of the azide group into the taghrdmo-a,a,a-tris[[N,N-di(tert-but-
oxy-carbonylmethyl)amino]methyl]toluene and the depecteéd 4-bromax,a,a-tris[[N,N-di(carb-
oxymethyl)-amino]methylJtoluene were used with the aimstdostitute the bromine with a sulfur
atom (Figi4.Il1). Several different catalysts and sulfurses were tried for this reaction (Tab:3).
The Pd-PEPPSI-IPent catalyst was described by Sayah & J@myah2011] and was used on

bulky bromide substrates, achieving high yields in the eosion to the sulfur product. However,
the Pd-PEPPSI-IPent catalyst showed no conversion foodo,a,a-tris[[N,N-di(tert-butoxy-
carbonylmethyl)amino]methyljtoluene. In order to testhé tert-butoxy protection groups are too
bulky, the same reaction was performed with the deprotettecomo«a,a,a-tris[[N,N-di(carboxy-
methyl)amino]methylJtoluene, without success.€eYial. described the reaction of aromatic bromine
compounds with sodium thiosulfate, tris(dibenzyliderstane)dipalladium (Pddbak) and 2-dicy-
clohexyl-phosphino-2",4",6"-tilpropyl-1,1"-biphenyl (Xphos) [Yi2011]. This reactiorsalyielded
no conversion. Another carbon-sulfur bond formation neactvas described by Forbes & Zondlo
[Forbes2012]. The sulfur source in this Cu(l) catalyzedtiea is thioacetic acid and 1,10-phenantro-
line was added as copper stabilizing ligand. Just as the attempts, no conversion to the product

was observed in this reaction.

rCOOR rCOOR
N mmsm COOR N mumss COOR
\\\unN)l\,\ 1niCOOR \\\““N),\I\ 1 COOR Ry = H
Br - “ 1 MCOOR—f> S " “ 1 11COOR
Rp = '‘Bu
N—cooR N——cooR
\ \
COOR COOR
40a,b 41a,b

Figure 4.11: The tested exchange of the bromine with a sulfur

Unfortunately, as Tab3 shows, the substitution of the atmneomine with a sulfur moiety was
unsuccessful with the catalyst systems described in t@tiire. Compared to the successful substi-

tution with an azide (Fig:416), the catalyst systems forghiur exchange reaction are much larger
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and, due to the big ligands, more sterically demanding. &fbes, the presumed reason for the un-
successful reaction lies in the bulky carboxyl groups, Wiievent a spatial approach of the catalyst
and the bromine substrate. Consequently, the sulfur has totibduced at an earlier stage of the

synthesis route. This is still an ongoing project in our grou



Educt: 4-bromoa-a-a-tris((N,N-di(tert-butoxy-carbonylmethyl)amino)methyl)toluene

Sulfur source Catalyst system Solvent Product
Triphenylmethanethiol Pd-PEPPSI-iPent Toluene No
'‘BuSH Pd-PEPPSI-IPent Toluene No
Thioacetic acid Cul & 1,10-Phenanthroline Toluene No
Thioacetic acid Pd-PEPPSI-IPent Toluene No
Potassium thioacetate Cul & NaAsc & trans-N,N”"-dimethylcyclohexane-1,2-diamineEtOH & DMSO & H,O No
Sodium thiosulfate Pd(dbal & Xphos & Caesiumcarbonat H,O No

Educt: 4-bromoa-a-a-tris((N,N-di(carboxymethyl)amino)methyl)toluene

Sulfur source Catalyst system Solvent Product

Triphenylmethanethiol Pd-PEPPSI-IPent Toluene No
Table 3: Overview of performed bromine-sulfur substitution reactions.
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4.4 Results

The introduction of an endstanding carbon-carbon tripledeend a subsequent cycloaddition reac-
tion with DTBPA led to a modified DNA strand with a free thiol lety. The product of each step in
the synthesis of the tagged DNA was verified by mass spectrgnie Fig[4.12, the mass spectra of
the product of the cycloaddition (left) and of the subsedquaeprotection to give the free thiol moiety

(right) are shown.

The first prepared tagged DNA was a diamagnetic referencelsamwhich the tag was loaded
with diamagnetic lutetium. Following the tagging protodeiscribed by Peteket al., the tag was in-
cubated with 1.2 eq. of the corresponding lanthanide soidtr 2 h [Peters2011]. After adjusting the
pH to 7 with 0.1 mol/L sodium hydroxide solution, precipédtlanthanide hydroxide was removed
by centrifugation. The supernatant was added to the DNA thighfree thiol moiety and incubated
for 12 h. Subsequent HPLC purification yielded tagged DNAd&ghwith the corresponding lan-
thanide. The HPLC chromatogram is shown in the experimelgils. The lutetium-loaded DNA

DNA—DTBPA DNA—SH
exp:7714.35+1.14 exp:7564.68+1.18
calc:7713.78 calc:7564.78

00— 100 —

% — % —

ok |

7500 ' 8000 0750 7750
mass mass

Figure 4.12: Mass spectra of the DNA strands with DTBPA (left and with the free thiol moiety (right).
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Figure 4.13: NOESY walk region of the'H-H-NOESY spectrum of the lutetium loaded DNA.
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Figure 4.14: Schematic representation of the principle beind *H-3C-HSQC-IPAP spectra.

was lyophilized, dissolved in 250L D,0 with 2 mmol/L ammonium acetate (pH 7) and transferred

into aShigemNMR tube. Unless otherwise stated, all NMR spectra wererdszbat 298 K.

The one dimensional proton spectra showed the expectedwnéine widths for a diamagnetic
sample. Two dimensiondH-1H-NOESY (Figi4.1B) andH-'H-COSY spectra were recorded to
assign the peaks of the reference spectra.

Assignment of the aromatic signals was achieved using a NOESk [Roberts1993], leading to
a complete assignment, except for the overlaid signalseri@gine 20 — 22 and the loop region.

1H-13C-HSQC-IPAP spectra were recorded to determine the C-Hlicmuponstants and for a

completion of the reference spectra set. A schematic of Mi&xperiment applied to record these
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spectra is given in Fig:4.14.

Two proton-carbon correlated spectra were recorded intarléaved method, one of which results
in in-phase and the other in anti-phase magnetization. Gimessd the difference of these two spectra
are added up to give an in-phase spectrum. The obtained sitgasity is high, compared to regular
HSQC spectra, since twice the number of experiments arenpeel due to the interleaved IPAP
method, resulting in redoubled signal intensity. In stadddMR experiments, a doubling of the

number of scans increases the signal intensity only by @ifaxty/2. The pulse program for this
experiment was adopted from the correspondiig®N-HSQC-IPAP pulse prograrh [Ottiger1998al.

After the measurements of the reference spectra, samplesglifterent lanthanides were prepared.
The mass spectra of the three differently loaded DNA stramdsshown in Fig:4.15. Following the
same tagging protocol used to prepare the diamagneticerefersample, a terbium loaded DNA
sample was examined as the first paramagnetic sample. Atapwdrthe aromatic regions of the

proton NMR spectra is shown in Hig:4]16. As easily inferraahf the spectra, the resolution of the

DNA—tag—Tb DNA—tag—Lu DNA—tag—Tm
exp:8394.61+2.35 exp:8410.53+2.37 exp:8401.90+£2.73
calc:8396.65 calc:8412.69 calc:8406.65
- 100 — 100 —
OA) — 0/0 - DA) -

8500 8500 8500
mass mass mass

Figure 4.15: Mass spectra of the three tagged DNA strand: Thl¢ft), Lu (center) and Tm (right).
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paramagnetic sample is much smaller than for the diamagoe&. The presumed reason for this
paramagnetic linebroadening is an excess of the lanthamiither bound to the phosphate backbone
or in a water-soluble complex. Another effect which can irelline broadening is a misfolding of
the DNA strand[[Roberts1993].

A GE HealthcarePD-10 size exclusion column was used to remove the exceastbidnide. Sub-
sequently, the sample solution was heated to®%o0 unfold the DNA strand and afterwards cooled
to ambient temperature to induce the proper folding. Atés procedure, mass spectra showed only
degradation products and no tagged DNA. As mentioned in texqus section, oxidative scission
of DNA strands is catalyzed by metal ions, and the efficierfaiis reaction might be increased at
higher temperatures [Burrows1998]. The observation af deigradation implies that the lanthanide
is bound to the phosphate backbone and that a size exclusiomic is not suitable to remove the

excess of lanthanide.

The loading of the tag for the next sample was performed witked;. of Tb to reduce the excess of
lanthanide. An overlay of different spectra of this samplghiown in Fid:4.1]7. The blue spectrum was
recorded after the tagging reaction and one HPLC purifination (MeCN & 50 mmol/L ammonium
acetate). The resolution was increased compared to thepssVb sample (Fig:4.16), but residual

ammonium acetate buffer led to an immense signal at 1.92 pipimaw!00-fold intensity compared

Lu loaded DNA
—— Tb loaded DNA

intensity

T — T — T T
86 84 82 80 78 76 74 72 70 68 66

"H chemical shift [ppm]

Figure 4.16: The aromatic region of diamagnetic (Lu: red) ard paramagnetic (Th: black) DNA. The

spectra are scaled for comparability.
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Figure 4.17: Aromatic region and ammonium acetate signal offrb-loaded DNA. 1. Blue: After tagging
and one HPLC purification run. 2. Black: After 1. and one week d lyophilization. 3. Red:

After 2. and a second HPLC purification sun.

to the DNA signals. Subsequently, the buffer was removedigweeek of lyophilization, resulting in
the black spectrum with just one broad unresolved peak iathatic region of the spectrum. After
a second HPLC purification run and re-addition of the butiespectrum similar to the first one was

recorded (red spectrum), although minor changes in the iclaéshifts were observed.
There are three possible explanations for these obsengatio

1. The acetate ions form a complex with the excess of thedadle ions and prevent the coordi-

nation of the lanthanide ions to the phosphate backbone.

2. The ammonium ions bind to the phosphate backbone and bieggossible binding sites for

the lanthanide ions.
3. A combination of both effects.

Mass spectra of the sample showed tagged DNA with and witlamtihanide, which explains the
changes in the chemical shifts, mentioned above. Mixtufésamled and non-loaded DNA strands
led to a twin signal set in the NMR spectra, which is highlyautrable. In a further attempt to
remove the excess of lanthanide ions, the sample solutiendvedysed against EDTA (0.1 mol/L)
and ammonium acetate (50 mmol/L) solutions. Mass spectrnaesththat both dialysis procedures led

to a complete loss of coordinated lanthanide ions, yieldinly non-loaded DNA. This observation
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indicates that acetate ions, at least in high concentratoom a complex with the lanthanide ions
and are able to completely remove it from the Cys-Ph-TAHA fEugs effect was not observed for 2

mmol/L ammonium acetate concentrations.

To saturate the phosphate backbone with a different catidricaavoid the release of the lanthanide
ions, the sample was washed usiniyldlipore Amicon 15 mL device with 3000 g/mol molecular
weight cut off and a sodium chloride solution (3215 mL). The effect of such a washing on a

freshly prepared and HPLC purified Th-sample is shown ifd&i@. As can be seen, the quality of

] —— 12 x washing with 1 mol/L NaCL
| —— HPLC purification

intensity
1

86 84 82 80 78 76 74 72 70 68 66
"H chemical shift [ppm]
Figure 4.18: Aromatic region of Tb loaded DNA after HPLC purification (black) and after washing with

1 mol/L NaCl solution (12 x 20 mL) (red).

the spectrum is significally improved, proving the efficigrd this method. Nevertheless, since the
resolution was still inferior to the diamagnetic samplectpen, 5 more washing cycles with NaCl
were performed, followed by 2 cycles using 2 mmol/L ammonacatate solution to remove NacCl.
Subsequently, the sample was lyophilized, the dried DNAdalised in DO and an NMR spectrum
immediately recorded (Fig:4.119 blue). The observed resoiwof the spectrum was comparable to
the diamagnetic sample, though after 3.5 h a slight decrieageality was observed (red). After
28.5 h, the quality had significantly decreased to a levelpamable to earlier samples, in which the
lanthanide ions were coordinated to the phosphate backboeen). 51 h after the sample preparation
(orange), mass spectra showed only non-loaded tagged Diisating that a removal of NaCl leads

to a complete release of the lanthanide ions from the tag.
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Figure 4.19: Aromatic region of Th loaded DNA several times #er preparation of the sample.

The most recent results show that adjusting the NaCl coretért of the sample to approximately
200 mmol/L and using MOPS buffer (3-morpholinopropaneilfesic acid) (10 mmol/L, pH 7.5)
results in stable samples and gives reproducible highutsolspectra (internal communication with

Sebastian Taubert).

4.5 Discussion & QOutlook

In this work, several approaches to adopt the concept oépréoagging to DNA molecules were
investigated. A synthetic modification of the Cys-Ph-TAH&Atin order for it to bind via formation
of a triazole moiety, yielded the Azide-Ph-TAHA tag. Eveoulgh cycloaddition reactions between
DOTA-based tags and DNA molecules for electron spin rescmapectroscopy were already reported
[Song2011], the attachment site in that approach was at temd with the least sterical demand
and the highest flexibility, which is highly undesirable faducing paramagnetic effects. For the
Azide-Ph-TAHA tag, no successful cycloaddition reactiauld be mediated under various applied
conditions. Nevertheless, the possibility to attach a D@B&ed tag to the modified DNA strand used

in this work will be further investigated in the future.

Combination of the 1,3-dipolar cycloaddition and the disigl binding motif of the Cys-Ph-TAHA
tag led to the first metal-tagged DNA strand for NMR spectopyc(Figi4.20). Preparation of a
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Figure 4.20: Combination of disulfide binding and cycloaddiion yielded Cys-Ph-TAHA-tagged DNA.

diamagnetic reference sample, quantitatively loaded litetium was straightforward, following the
tagging protocols for proteins. Two dimensional high ragoh H-'H-NOESY, 1H-1H-COSY and

1H-13C-HSQC-IPAP spectra were recorded. During the preparatfahe paramagnetic samples
the crucial point of tagging DNA strands became apparenpeatathe chelating property of the
phosphate backbone. Time- and sample-consuming optiongabf the tagging protocol revealed

the following aspects which have to be dealt with:
e Any excess of lanthanide is efficiently bound to the backbone

e EDTA, phosphate buffer and acetate buffer (in concentnatabove 2 mmol/L) lead to a release

of the lanthanide ions from the tag.

e Washing the sample with NaCl solution prevents the bindirigrdhanide ions to the backbone,
yet a backbone unsatured in regard of ion coordination fwittNaCl) competes with the tag

for the lanthanide ions and also leads to a release of thiednitte ions.

Considering these observations, very recently a promigingfication protocol was developed.
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Adjusting the pH with MOPS-buffer, washing several timeshwNaCl-solution (20x 15 mL) and
providing a constant NaCl concentration of at least 200 Mioalowed for repeated measurements of
identical NMR spectra with a high resolution (data by Sebastaubert). To obtain reliable reference
spectra, a diamagnetic reference sample has to be prefaleding the new protocol, and all of the

reference spectra have to be re-recorded.

4.5.1 Concluding Remarks

A method to successfully introduce a solvent exposed soifiety to a modified DNA strand was
developed. In principle, this method provides the potéttiattach each disulfide-binding-based tag
to the DNA, which was demonstrated using preloaded CysAHATtag. The next steps for this
project include the preparation of a diamagnetic referesazeple, investigation and analysis of the

induced paramagnetic effects and the transfer of the tqakrio different systems.

The first planned application of the tagged DNA is shown in£ER{l. The test molecule is the bulge
and loop region of the trans-activation response elem&R{RNA) of the human immunodeficiency
virus-1 (HIV-1), which is essential for the virus replicaiand therefore a major drug targeting motif.

The group of Al-Hashimi used an elongation of 22 base pai@G; and'°N-labeling and phages

TAR-RNA loop and bulge
of HIV-1

C tagged DNA ) Uc
CGGCTTCTGG/CCAG /-\"\U
(GCCGAAGACCGGUCU\G,q
TAR-RNA elongation oocoo co
e GG

Figure 4.21: Elongation and binding of tagged DNA to TAR-RNAof HIV-1.

as orientation media to measure RDCs. This method providedimsights and revealed nano-to-
millisecond domain motions upon ligand bindifng [ZhangZjd@®ang2007]. A significantly shorter

elongation of the RNA molecule provides a binding site foromplementary DNA strand. If this

DNA strand is modified and tagged, all paramagnetic effedisoe introduced to the RNA strand,
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without the need for labeling or orientation media. For thesspnted modified nucleotide, all cytidine
residues in the DNA strand are possible tagging sites. Tdwereparamagnetic tagging of DNA
and RNA strands provides a very useful tool for gatheringcstiral and dynamic information. The
methods and molecules developed and synthesized durimgvtitk make it possible to apply this

tool to highly intriguing and challenging molecules of péainterest.
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5 Experimental Part

5.1 Materials

All solvents were purchased jpro analysisquality from Merck and Fluka. Argon was used as
shielding gas for oxygen and moisture sensitive reactiodsnas dried over phosphorus pentoxide.

All chemicals were purchased frolterck Fluka, Alfa Aesar Sigma-Aldrich AcrosandApollo.

5.2 Methods

Flash column chromatography was performed with silica g@hfMerck with a particle size of
63—100um and pressures between 1.0 and 1.5 bar. The crude produeppisd as a concentrated
solution in the elution solvents. Reaction control was @ened with thin layer chromatography
and phoshpomolybdic acid solution in ethanol (10%) andniedvere used as coloring substances.

Precoated silica gel SIL G/UV254 plates fravierckwere used for thin layer chromatography.

5.3 Analysis

5.3.1 Nuclear Magnetic Resonance Spectroscopy

All NMR spectra for analysis of the synthetic molecules wereorded on &ruker Avance Ul-
trashield Spectrometer (400 MHz) at 298 K. The used sohematgjiven in the experimental details.

The chemical shifts are given in parts per million (ppm) ilatien to the residual solvent signal.

solvent | chemical shift (ppm)
1H 13C
CDCl3 7.26 77.0
DMSO-d6 | 2.49 39.7

Following notation for the signals is used: chemical sBiftn ppm, multiplicity (s = singlet, d =
doublet, t =triplet, m = multiplet), scalar coupling con#ttdin Hz, intensity and nucleus. Assignment

of the signals was achieved with two dimensiortéd °C]-HSQC and fH,'*C]-HMBC spectra.
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5.3.2 HPLC Chromatography

HPLC purification was performed alascosystems equipped with a multiwavelength detector.
Reversed phadenauerEurospher C18 columns (2508 mm) were used. A gradient of triethylam-
monium acetate buffer in water (0.1 mol/L) and acetonitwigs used as eluent. The gradient and

eluation speed are given in the experimental details.

5.3.3 Mass Spectrometry

The mass spectra were measured dkaderselectron spray ionisation mass spectrometer (Micro-
mass ZQ) with quadropole detector. The values are given issrpar chargenf/z) and the used

solvents are given in the experimental details.

5.3.4 UV/Vis-Spectroscopy

Spectra were recorded using a UV/Vis-spectrometer 8458 Hewlett Packard

5.4 DNA

Synthesis of the wildtype DNA and the modified DNA were pearied bylBA.



5 Experimental Part 109

5.5 Experimental Details

5.5.1 57-0O-Dimethoxytrityl-5-iodo-2 "-desoxyuridine

[ [
\ﬁj\ NH DMT-CI \f‘k NH
DMAP 2
HOL, &~ > pmto_ . &
* N /&O Pyridine * N /l\o
=0 EtsN =0
3 2 3 2

OH OH
31 32
354.10 656.46

To a solution of 5-iodo-2"-desoxyuridine (1.00 g, 2.82 mpmolpyridine (20 mL) 4,4"-dimethoxy-
trityl chloride (1.91 g, 5.64 mmol, 2.00 eq.), 4-(dimethyli@o)pyridine (34 mg, 0.28 mmol, 0.10 eq.)
and triethylamine (0.59 mL, 4.23 mmab, = 0.73 g/mL, 1.50 eq.) were added. The solution was
stirred at ambient temperature for 6 h under argon atmosph&he solvent was removed under
reduced pressure and the crude product was purified by géidéash column chromatography. Elu-
tion with CHCkL/MeOH/EgN (100/1/1-100/2/1) afforded the product (1.57 g, 2.39 mmol, 85%) as

a white foam.

1H-NMR (400 MHz, DMSO-d6): = 8.32 (s, 1H, NH), 8.03 (s, 1H, H6), 7.44—7.20 (m, 9H, DMT),
6.90 (M, 4H, DMT), 6.13 (m, 1H, H1"), 4.25 (m, 1H, H3"), 3.92, (b, H4"), 3.75 (s, 6H, % OMe),
3.25-3.16 (M, 2H, H5"a, H5'b), 2.31-2.16 (M, 2H, H2 a, Hjjn.

13C-NMR (400 MHz, DMSO-d6):6 = 161.05 (1C, C4), 158.57 (2C, DMT), 150.56 (1C, C2), 145.21
(1C, DMT), 144.66 (1C, C6), 135.92 (1C, DMT), 135.85 (1C, DMT30,19 (4C, DMT), 128.42 (2C,
DMT), 128.13 (2C, DMT), 127.18 (1C, DMT), 113.74 (4C DMT),.86 (1C, DMT), 86.27 (1C, C4"),
85.25 (1C, C1"), 71.00 (1C, C37), 70.31 (1C, C5), 64.18 (1€)55.53 (2C, 2x OMe), 40.20 (1C,
C2") ppm.

ESI-MS m/z(MeCN, negative mode): calc. forsgH2gIN2O7 [M-H] ~: 655.09; found: 655.21.
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5.5.2 57-0O-Dimethoxytrityl-5-trimethylsilylethynyl-2 “-desoxyuridine

|
\f‘J\ NH cul
Pd(PPhs3),Cl,
DMTO s 2 — - .
5 N /&O * TMS—— THF
=0~y EtsN . .
3 2 3 o

OH OH
32 42
656.46 626.77

To a solution of 5'©-dimethoxytrityl-5-iodo-2"-desoxyuridine (7.75 g, 11.&mol) in triethyl-
amine (100 mL) and tetrahydrofuran (50 mL) were added cdqppedide (179 mg, 0.94 mmol,
0.08 eq.), bis(triphenylphosphine)palladium(ll) chtti(246 mg, 0.35 mmol, 0.03 eq.) and trime-
thylsilyl acetylene (3.31 mL, 23.6 mmab,= 0.70 g/mL, 2.00 eq.). The solution was stirred at 85
for 24 h under argon atmosphere. The solvent was removed vedieced pressure and the crude
product was purified by silica gel flash column chromatogyadfution with CHCk/MeOH/EgN
(100/2/1-100/5/1) afforded the product (6.89 g, 10.99 mmol, 93%) asigesoam.

1H-NMR (400 MHz, DMSO-d6):6 = 8.32 (s, 1H, NH), 7.96 (s, 1H, H6), 7.44—7.18 (m, 9H, DMT),
6.90 (m, 4H, DMT), 6.10 (m, 1H, H1), 4.23 (m, 1H, H3"), 3.93,(ftH, H4), 3.74 (s, 6H, OMe),
3.17 (m, 2H, H5"a, H5'b), 2.29-2.15 (m, 2H, H2 a, H2 b), Q9DH, TMS) ppm.

13C.NMR (400 MHz, DMSO-d6):5 = 161.90 (1C, C4), 158.54 (2C, DMT), 149.72 (1C, C2), 145.12
(1C, DMT), 144.07 (1C, C6), 136.08 (1C, DMT), 135.86 (1C, D\T30.14 (2C, DMT), 130.06 (2C,
DMT), 128.35 (2C, DMT), 128.09 (2C, DMT), 127.10 (1C, DMT)13.69 (4C DMT), 99.08 (1C,
C5), 97.65 (1C, C27), 97.58 (1C, C17), 86.42 (1C, C4")2861C, DMT), 85.56 (1C, C1’), 70.89
(1C, C3), 64.05 (1C, C5'), 55.46 (2C, OMe), 40.33 (1C, C202 (3C, TMS) ppm.

ESI-MS m/z (MeCN, positive mode): calc. for gHs54N30;Si [M+EtsN+H]": 728.37; found:
728.43.
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5.5.3 57-0O-Dimethoxytrityl-5-ethynyl-2 “-desoxyuridine

SN
|5 4 NH
| nBusNF pmTo_, L /zg
THF N
. . =0,
3 2' 3 2'

\

OH OH
42 33
626.77 554.59

To a solution of 5'©-dimethoxytrityl-5-trimethylsilylethynyl-2”-desoxyidine (802 mg, 1.28
mmol) in tetrahydrofuran (10 mL) tetnabutylammonium fluoride solution (1 mol/L in THF, 2.56
mL, 2.56 mmol, 2.00 eq.) was added. The solution was stifradhdient temperature for 24 h under
argon atmosphere. The solvent was removed under reducgslipeeand the crude product was puri-
fied by silica gel flash column chromatography. Elution withi@3z/MeOH/EgN (100/0/1-100/1/1)
afforded the product (632 mg, 1.14 mmol, 89%) as a white foam.

1H-NMR (400 MHz, DMSO-d6):6 = 8.32 (s, 1H, NH), 7.95 (s, 1H, H6), 7.42—7.19 (m, 9H, DMT),
6.89 (M, 4H, DMT), 6.10 (m, 1H, H1"), 4.24 (m, 1H, H3"), 3.9H(1H2""), 3.91 (m, 1H, H4'), 3.74
(s, 6H, OMe), 3.13 (m, 2H, H5a, H5'b), 2.31-2.15 (m, 2H, Ha'b) ppm.

13C.NMR (400 MHz, DMS0-d6):6 = 162.12 (1C, C4), 158.60 (2C, DMT), 149.87 (1C, C2), 145.23
(1C, DMT), 144.36 (1C, C6), 136.01 (1C, DMT), 135.82 (1C, DMT30.15 (4C, DMT), 128.34 (2C,
DMT), 128.07 (2C, DMT), 127.12 (1C, DMT), 113.69 (4C DMT), 88 (1C, C5), 86.33 (1C, C4"),
85.54 (1C, C17), 84.09 (1C, DMT), 76.26 (2C, C1", C27"),80(1C, C3"), 64.17 (1C, C5"), 55.49
(2C, OMe), 40.05 (1C, C2) ppm.

ESI-MS m/z(MeCN, positive mode): calc. for4gH4eN307 [M+Et3N+H]*: 656.33; found: 656.33.
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5.5.4 57-0O-Dimethoxytrityl-5-[[(4-trimethylsilylethynyl)phenyl]ethynyl]-2 “-desoxyuridine

z O
Y \
|5 * "NH \ Cul
Pd(PPhs),Cl,
DMTO_ , S 2 -
° N/J%O ¥ THF
i o N EtsN
3 2

OH |
3 2
OH
33 43
554 .59 726.89

To a solution of 5'©-dimethoxytrityl-5-ethynyl-2”-desoxyuridine (632 mg14 mmol) in triethy-
lamine (30 mL) and tetrahydrofuran (10 mL) were added cappedide (17 mg, 91umol, 0.08 eq.),
bis(triphenylphosphine)palladium(ll) cloride (24 mg, B#ol, 0.03 eq.) and (4-iodophenylethynyl)-
trimethylsilane (684 mg, 2.28 mmol, 2.00 eq.). The soluti@s stirred at 55C for 24 h under argon
atmosphere. The solvent was removed under reduced premsdittie crude product was purified
by silica gel flash column chromatography. Elution with Cel@eOH/EgN (100/0/1-100/2/1) af-
forded the product (670 mg, 0.92 mmol, 81%) as a yellow foam.

1H-NMR (400 MHz, DMSO-d6):5 = 8.32 (s, 1H, NH), 8.12 (s, 1H, H6), 7.42 (m, 2H, DMT), 7.36
(d,J = 8.3 Hz, 2H, H5"), 7.33-7.14 (m, 7 H, DMT), 7.05 @= 8.3 Hz, 2H, H4™"), 6.85 (m, 4H,
DMT), 6.15 (m, 1H, H1"), 4.33 (m, 1H, H3"), 3.97 (m, 1H, H4')63 (s, 6H, OMe), 3.21 (m, 2H,
H5a, H5'b), 2.36—2.21 (M, 2H, H2"a, H2'b), 0.24 (9H, TMS)hpp

13C-NMR (400 MHz, DMSO-d6):4 = 161.79 (1C, C4), 158.54 (2C, DMT), 149.75 (1C, C2), 145.16
(1C, DMT), 143.65 (1C, C6), 136.01 (1C, DMT), 135.84 (1C, DMT32.01 (2C, C5"), 131.65 (2C,
C4"), 130.09 (4C, DMT), 128.35 (2C, DMT), 128.09 (2C, DMIR7.20 (1C, DMT), 123.14 (1C,
C6™), 122.34 (1C, C9”), 113.69 (4C DMT), 105.08 (1C, C798.75 (1C, C5), 96.83 (1C, C8"),
91.93 (1C, C2°), 86.62 (1C, C4’), 86.40 (1C, DMT), 85.73(D1"), 84.71 (1C, C1”), 70.93 (1C,
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C3'), 64.02 (1C, C5), 55.46 (2C, OMe), 40.46 (1C, C2), &5, TMS) ppm.

ESI-MS m/z (MeCN, positive mode): calc. for &gH5sN307Si [M+EtsN+H]": 828.40; found:
828.53.
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5.5.5 57-0-Dimethoxytrityl-5-[[(4-ethynyl)phenyl]ethynyl]-2 “-desoxyuridine

T™MS

43 34
726.89 654.71

To a solution of 5'©-dimethoxytrityl-5-[[(4-trimethylsilylethynyl)pheriyethynyl]-2"-desoxyuri-
dine (5.09 g, 7.00 mmol) in tetrahydrofuran (200 mL) tatrutylammonium fluoride solution
(1 mol/L in THF, 14.0 mL, 14.0 mmol, 2.00 eq.) was added. Thieitgmn was stirred at ambi-
ent temperature for 24 h under argon atmosphere. The sohesremoved under reduced pres-
sure and the crude product was purified by silica gel flashneolechromatography. Elution with
CHCI3/MeOH/EgN (100/0/1-100/5/1) afforded the product (4.37 g, 6.68 mmol, 95%) as #ewh

foam.

1H-NMR (400 MHz, DMSO-d6):5 = 8.33 (s, 1H, NH), 8.11 (s, 1H, H6), 7.44 (m, 2H, DMT), 7.38
(d, J = 8.3 Hz, 2H, H57"), 7.34-7.14 (m, 7 H, DMT), 7.07 @ 3= 8.3 Hz, 2H, H4""), 6.85 (m, 4H,
DMT), 6.19 (m, 1H, H1"), 4.34 (m, 1H, H3"), 4.32 (1H, H87")98.(m, 1H, H4"), 3.66 (s, 6H, OMe),
3.20 (m, 2H, H5"a, H5'b), 2.29 (m, 2H, H2 a, H2"b) ppm.

13C-NMR (400 MHz, DMSO-d6):6 = 162.45 (1C, C4), 158.52 (2C, DMT), 150.25 (1C, C2), 145.16
(1C, DMT), 143.53 (1C, C6), 136.01 (1C, DMT), 135.87 (1C, DMT32.11 (2C, C5°), 131.61 (2C,
C4"), 130.10 (4C, DMT), 128.32 (2C, DMT), 128.09 (2C, DMIR7.15 (1C, DMT), 123.30 (1C,
C6™), 121.87 (1C, C9”"), 113.68 (4C DMT), 98.75 (1C, C5).8B1(1C, C2"'), 86.56 (1C, C4"), 86.37
(1C, DMT), 85.67 (1C, C1°), 85.02 (1C, C1”), 83.43 (1C, §883.06 (1C, C7""), 70.96 (1C, C3),
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64.09 (1C, C5'), 55.45 (2C, OMe), 40.85 (1C, C2') ppm.

ESI-MS m/z(MeCN, positive mode): calc. for fgH34sN3NaO; [M+Na]*: 677.23; found: 677.23.
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5.5.6 57-0O-Dimethoxytrityl-5-[[(4-ethynyl)phenyl]ethynyl]-2 “-desoxyuridine-3 "-[ O-(2-
cyanoethyl)- N, N-diisopropyl]phosphoramidite

(NCCH,CH,)OPCIN(i-Pr),

DIPEA
DCM '
3 2
O\P’O
3 2 /\/ \
OH NC \(N \(
34 35
654.71 854.93

To a solution of 5'©-dimethoxytrityl-5-[[(4-ethynyl)phenyl]ethynyl]-2desoxyuridine (537 mg,
0.82 mmol) in dichloromethane (10 mL) were added diisopleiylamine (279uL, 1.64 mmol,
p =0.76 g/mL, 2.00 eq.) and 2-cyanoethyl diisopropylchldragphoramidite (387 mg, 1.64 mmol,
2.00 eq.). The solution was stirred at ambient temperatur fh under argon atmosphere. The
solvent was removed under reduced pressure and the crudecpmas purified by silica gel flash
column chromatography. Elution with hexane/ethyl acéEsdl (50/50/1-0/100/1) afforded the
product (637 mg, 0.75 mmol, 91%) as a yellow foam.

1H-NMR (400 MHz, CDC}): & = 8.27 (s, 1H, H6), 7.46 (m, 2H, DMT), 7.36 (d,= 8.6 Hz, 2H,
H5""), 7.30-7.12 (m, 7 H, DMT), 6.89 (d,= 8.3 Hz, 2H, H4""), 6.79 (m, 4H, DMT), 6.37 (m, 1H,
H1), 4.65 (m, 1H, H3"), 4.21 (m, 1H, H4"), 3.81 (M, 2H, OgEH,CN), 3.70 (s, 3H, OMe), 3.69 (s,
3H, OMe), 3.58 (M, 2H, N(CKCHs)2)2), 3.50 (m, 1H, H5'a), 3.30 (m, 1H, H5'b), 3.15 (1H, H8"),
2.69 (M, 1H, H2 a), 2.64 (m, 2H, OGIBH,CN), 2.38 (m, 2H, H2'b), 1.19 (s, 3H, N(CH(G})>),
1.17 (s, 3H, N(CH(CH)2),), 1.09 (s, 3H, N(CH(CH)2),), 1.07 (s, 3H, N(CH(CH)2)2) ppm.
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13C.NMR (400 MHz, CDC}): & = 161.37 (1C, C4), 158.65 (2C, DMT), 149.33 (1C, C2), 144.36
(1C, DMT), 142.46 (1C, C6), 135.45 (2C, DMT), 131.54 (2C, §5131.43 (2C, C4™), 129.94 (2C,
DMT), 129.90 (2C, DMT), 128.02 (2C, DMT), 127.93 (2C, DMTR2L.02 (1C, DMT), 122.97 (1C,
C6™), 121.65 (1C, C37), 117.56 (1C, OGEH,CN), 113.32 (4C DMT), 100.34 (1C, C5), 93.03
(1C, C2"), 87.06 (1C, DMT), 85.96/85.901C, C4'), 85.81 (1C, C1°), 83.33 (1C, C7"), 82.08 (1C,
C17), 78.87 (1C, C8™"), 73.81/73.641C, C3'), 63.18 (1C, C5'), 58.49/58:2@.C, OCH,CH,CN),
55.14 (2C, 2x OMe), 43.28 (1C, N(EI(CHs)2)2), 43.16 (1C, N(EI(CHs)2)2), 40.89 (1C, C2),
24.58 (1C, N(CH(El3),),), 24.51 (2C, N(CH(El3),),), 24.45 (1C, N(CH(El3),),), 20.41/20.34
(1C, OCHCH2CN) ppm.

Signals marked with indicate two diastereomers due to the phosphor atom.

ESI-MS m/z(MeCN, positive mode): calc. for gH5,N4OgP [M+H]": 855.35; found: 855.20.
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5.5.7 3-Azidopropan-1-ol

3 1 NaN3 /3\/1\
B ~N"0H o Ng~ > OoH
44 45
138.99 101.11

To a solution of 3-bromopropan-1-ol (12.2 mL, 135 mmpl= 1.54 g/mL) in water (100 mL)
sodium azide (17.6 g, 270 mmol, 2.50 eq.) was added. The@olas stirred at 80C for 48 h. The
mixture was extracted with ethyl acetate X350 mL), the organic layer dried over sodium sulfate,
filtrated and the solvent removed under reduced presswelaffy the product (13.44 g, 133 mmol,

99%) as a colorless liquid.

H-NMR (400 MHz, CDCb): & = 3.60 (t,J = 6.0 Hz, 2H, H1), 3.32 (t) = 6.6 Hz, 2H, H3), 1.71
(m, 2H, H2) ppm.

13C-NMR (400 MHz, CDC}): & = 59.37 (1C, C1), 48.25 (1C, C3), 31.38 (1C, C2) ppm.

ESI-MS m/z(MeCN, positive mode): calc. for4EigN3zO [M+H]*: 102.07; found: 102.00.
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5.56.8 3-Azidopropyl acetate

Ac,0
3 X DMAP
N~ > OH YR N3/\2/\0Ac
45 46
101.11 143.14

To a solution of 3-azidopropan-1-ol (13.4 g, 133 mmol) inhfiicomethane (100 mL) were added
acetic anhydride (24.9 mL, 266 mmgs, = 1.09 g/mL, 2.00 eq.) and 4-(dimethylamino)pyridine
(1.59 g, 13 mmol, 0.10 eq.). The solution was stirred at antli@mperature for 24 h. The mixture
was washed with water (4 100 mL) and the organic layer was dried over sodium sulfateerAil-
tration the solvent was removed by evaporation under retlpeessure affording the product (17.4 g,

121 mmol, 91%) as a colorless liquid.

H-NMR (400 MHz, CDC}): 6 = 4.12 (t,J = 6.2 Hz, 2H, H1), 3.36 (t) = 6.6 Hz, 2H, H3), 2.03 (s,
3H, OAc), 1.88 (m, 2H, H2) ppm.

13C-.NMR (400 MHz, CDC}): 6 = 170.78 (1C, ©CHg), 61.31 (1C, C1), 48.18 (1C, C3), 28.10 (1C,
C2), 20.83 (1C, CO8s) ppm.

ESI-MS m/z(MeCN, positive mode): calc. forgEi;oN3O, [M+H] *: 144.08; found: 143.90.
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5.5.9 Tris[[1-(3-acetyloxypropyl)-1H-1,2,3-triazol-4-ylJmethyl]amine

Cu(OAc),

~ NaAsc =N
N /\/\OAC + N/\\ > 2\ |{|

3 2 MeCN 2
\4/\6/OAC
V4
46 47
143.14 560.61

To a solution of tripropargylamine (4.94 mL, 35 mmpl= 0.93 g/mL) and 3-azidopropy! acetate
(17.38 g, 121 mmol, 3.50 eq.) in acetonitrile (25 mL) was abddesolution of copper(ll) acetate
(127 mg, 0.7 mmol, 0.02 eqg.) and sodium ascorbate (139 mgntdal, 0.02 eq.) in water (2 mL).
The solution was stirred at 30C for 48 h. The solvents were removed under reduced pressure,
the residue was solved in dichloromethane (50 mL), washdd water (4x 100 mL) and EDTA
solution (0.1 mol/L, 3x 50 mL), the organic layer dried over sodium sulfate and féitla The solvent
was removed under reduced pressure and the crude produgiwmiBed by silica gel flash column
chromatography. Elution with CHgIMeOH (100/1-5) afforded the product (9.24 g, 16.5 mmol,

47%) as a yellow oil.

1H-NMR (400 MHz, CDCh): & = 7.77 (s, 3H, H3), 4.42 (] = 7.1 Hz, 6H, H4), 4.05 (1J = 5.8 Hz,
6H, H6), 3.69 (s, 6H, H1), 2.23 (M, 6H, H5), 2.02 (s, 9H, OACHIPp

13C-NMR (400 MHz, CDC}): & = 170.81 (3C, ©CHy), 143.73 (3C, C2), 124.16 (3C, C3), 60.90
(3C, C6), 47.09 (3C, C4), 45.91 (3C, C1), 29.37 (3C, C5), 2¢3&, COGH3) ppm.

ESI-MS m/z(MeCN, positive mode): calc. forGH37N1006 [M+H] ™: 561.29; found: 561.30.
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5.5.10 Tris[[1-(3-hydroxypropyl)-1H-1,2,3-triazol-4-ylJmethyl]amine

BIO-RAD AG 1-X2
MeOH o

To a solution of tris[[1-(3-acetyloxypropyl)H-1,2,3-triazol-4-yllmethyllamine (9.24 g, 16.5
mmol) in methanol (100 mL) BIO-RAD Strong Anion Exchange A&X2 was added (20 g). The
solution was shaken at ambient temperature for 1 h. Afteafitin the solvent was removed under

reduced pressure affording the product (6.09 g, 14.0 mndéh)&s a white solid.

1H-NMR (400 MHz, DMSO-d6):5 = 8.00 (s, 3H, H3), 4.38 (] = 7.2 Hz, 6H, H4), 3.59 (s, 6H,
H1), 3.36 (m, 6H, H6), 1.93 (M, 6H, H5) ppm.

13C-NMR (400 MHz, DMSO-d6):5 = 143.84 (3C, C2), 124.42 (3C, C3), 57.93 (3C, C6), 47.52 (3C,
C1), 47.00 (3C, C4), 33.41 (3C, C5) ppm.

ESI-MS m/z(MeCN, positive mode): calc. for{gH31N1903 [M+H] ™: 435.26; found: 435.20.
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5.5.11 4-Azido-a,a,a-tris[[ N, N-di(carboxymethyl)amino]methyl]toluene

COO'Bu 1 Cul COOH
N_—COOtBu ' NaNg N_—COOH
o 11 COO'Bu NaAsc o 1 COOH
\ ; \
Br &) /I//I o ICOOtBu ||gan'd > N3 : &) ”"I 11ICOOH
2. formic acid
N_\ t N_\
\ COOQO'Bu \ COOH
COO'Bu 3 S;OOH
40b 36
943.01 568.49

To a solution of 4-Bromax,a,a-tris[[N,N-di(tert-butoxycarbonylmethyl)amino]methyl]toluene
(909 mg, 964umaol) in EtOH/DMSO/H0O (18 mL, 9/6/3) were added copper(l) iodide (36.7 mg,
193 umol, 0.2 eq.), sodium azide (313 mg, 4.82 mmol, 5 eq.), sodasoorbate (19.1 mg, 96.4
pmol, 0.1 eq.) andrans-N,N"-dimethylcyclohexane-1,2-diamine. The reaction migtwas stirred
at 100 C for 72 h. The solvents were removed under reduced preshiereesidue was dissolved
in ethyl acetate (40 mL), washed with water X440 mL) and the organic layer dried over sodium
sulfate. After filtration the solvent was removed under tlpressure. The residue was dissolved
in formic acid (10 mL) and stirred at ambient temperaturelf®® h. After addition of water (5 mL)
the solvents were removed under reduced pressure. The pradect was purified by HPLC. The
gradient used is shown below. Combined product fractiogteiition time = 15.62 min) afforded the

product after lyophilization as a white solid (112 mg, }9mol, 20%).

1H-NMR (400 MHz, D,O): = 7.52 (d,J = 8.6 Hz, 2H, H2), 7.10 (dJ = 8.6 Hz, 2H, H3), 3.62 (s,
6H, H2"), 3.60 (s, 12H, H3") ppm.

13C-NMR (400 MHz, D,O): & = 172.68 (6C, C4"), 139.88 (1C, C4), 134.81 (1C, C1), 128213 (
C3), 119.79 (2C, C2), 61.02 (3C, C2"), 56.10 (6C, C3"), 45153 C1") ppm.

ESI-MS m/z(MeCN, positive mode): calc. for SHogNgO12 [M+H] T: 569.18; found: 569.26.
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5.5.12 Click Reaction On Modified DNA In Solution

N3
N3
SH
Cu(OAc),
NaAsc S\S
NA_— 4  S< TPTA _ TCEP
— S THF H,0
MeCN N‘N
Hzo \ 1
N
N DNA
N
N3 S\ 4
DNA
37 38 48 39
7413.92 300.36 7713.78 7564.78

To a solution of modified DNA (2.8/mol) in sodium chloride solution (1 mol/L, 4 mL) were
added a freshly prepared solution of copper(ll) acetated(fy, 70umol, 25 eq.), sodium ascor-
bate (13.9 mg, 7umol, 25 eq.) and tris[[1-(3-hydroxypropy)H:1,2,3-triazol-4-yllmethyllamine
(30.4 mg, 7Qumol, 25 eq.) in water (2.0 mL) and a solution of 4,4"-dith&(phenylazide) (42.1 mg,
140 umol, 50 eq.) in HO/MeCN/THF (3 mL, 1/1/2). The reaction mixture was stirred% C for
3 h. THF and MeCN were removed under reduced pressure. Adtdrifugation the residue was
washed with water (1 mL) and the combined supernatants veelieced to 50QL with a Sartorius
Vivaspin 2 mL concentration device with a MWCO of 2000 g/mabavashed with EDTA solu-
tion (5%, pH 7, 3x 5 mL). To the intermediate product was added tris(2-carbthg)phosphine
hydrochloride (TCEP) (40.1 mg, 14Gmol, 50 eq.) and the solution was shaken at ambient tem-
perature for 12 h. HPLC purification afforded one DNA peakiwatretention time of 22.87 min.
The gradient used is shown at the tagging protocol. Masdrepeetry showed only free thiol DNA
(M = 7564.78 g/mol). UV-VIS concentration determination73 pumol, 63%. The product was
subsequently lyophilized and stored at*Z5
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5.6 Tagging Protocol

To a solution of Cys-Ph-TAHA tag (1.02 mL, 7.5 eq., 18uhol, 13.3 mol/L) lathanide trichloride
solution (0.30 mL, 9.0 eq., 15/8mol, 53.6 mmol/L) was added. The solution was shaken at arhbie
temperature for 2 h. The pH was adjusted to 7.1 with 0.1 madditan hydroxide solution. After
centrifugation the supernatant was added to the lyopkiilizee thiol DNA (1.75umol) and shaken
at ambient temperature for 12 h. HPLC purification afforded BNA peak with a retention time of
23.38 min. The gradient used is shown below. Mass spectrgrabbwed only tagged DNA. The
solution containing the product was reduced to p@0with a Millipore Amicon 15 mL concentra-
tion device with a MWCO of 3000 g/mol, washed with sodium ctde solution (1 mol/L, pH 7.6,
50 mmol/L MOPS-buffer, 10< 15 mL), reduced to 10@iL, diluted with 150uL D,O (0.1 mol/L
NacCl, pH 7, deuterium corrected) and transferred 8hagemNMR tube.

100

1
N
N

-
N

MeCN (%)
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[o¢) o
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6 Appendix

6.1 HSQC-IPAP Pulse Program

'HSQCPR_IPAP

;G. Bodenhausen and D.J. Ruben, Chem. Phys. Lett. 69, 189)19
:D.R. Muhandiram et al, JIMR B102, 317-321 (1993)
;M. Ottinger et al, IMR, 373-378 (1998)

:pl1 : power for 1H

;pl2 : power for 13C hard

;pl12 : power for 13C GARP decoupling

;p1 : 90 degree hard pulse 1H

:p3 : 90 degree hard pulse 13C

;p4 : 13C pulse, 225deg for 500/600, 180deg for 750/900
;pcpd2 : 90 deg cpd-pulse 13C ( 85us)

;p20 : 1m (Gradient before first INEPT)

;p21 : 1m (Gradient in first INEPT)

;p22 : 800u (Gradient in first INEPT)

:p23 : 1m (Gradient for z-filter)

:p24 : 1m (Gradient for second INEPT)

:p25 : 500u (Gradient for IP AP conversion INEPT)
:gpz0 : 80%

;gpzl: 19%

:gpz2 : 30%

;gpz3 : 65%

:gpz4 : 15%

;gpz5: 17%

;d1 : relaxation delay

;d2 : 1H-13C INEPT delay (1.7m)

;in0 : 1/2*SW(in Hz)

#include <Avance.incl>

define delay INEPT_1

define delay INEPT_2

define delay INEPT_3

#define GRADIENTO 10u p20:gp0 200u

#define GRADIENT1 10u p21:gpl1 200u

#define GRADIENT2 10u p22:gp2 200u

#define GRADIENT3 10u p23:gp3 200u

#define GRADIENT4 10u p24:gp4 200u

#define GRADIENTS5 10u p25:gp5 200u
"p2=pl*2"

"in0=inf1/2"
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"d0=in0/2-p3*2/3.14159"
"INEPT_1=d2-(p21+210u)"
"INEPT_2=d2-(p24+210u)"
"INEPT_3=d2-(p25+210u)"
"13=td1/4"

110u ze

; IP-part
18 40u

19 10u

201m

30 1m do:f2

20u pl9:fl

10u LOCKH_OFF
d1 cw:fl ph29

4u do:fl1

10u LOCKH_ON
20u pl1:f1

20u pl2:f2

(p3 ph20):f2
GRADIENTO

10m

; first INEPT

(p1 ph20):f1

GRADIENT1

INEPT_1

(center (p2 ph20):f1 (p3 ph20 2u p4 ph21 2u p3 ph20):f2)
GRADIENT1

INEPT_1

(p1 ph2):f1

GRADIENT2

; 13C evolution

(p3 phl1 dO dO p3 ph20):f2
GRADIENT3

(p1 ph20):f1

; second INEPT
GRADIENT4

INEPT_2

(center (p2 ph20):f1 (p3 ph20 2u p4 ph21 2u p3 ph20):f2)
GRADIENT4

INEPT_2 pl12:f2 LOCKH_OFF

; acquisition of IP-part
g0=18 ph31 cpd2:f2
1m do:f2 wr #0 if #0 zd
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; AP-part
40 goto 60

50 1m

60 50u

1m do:f2

20u pl9:fl

10u LOCKH_OFF
d1 cw:fl ph29

4u do:fl1

10u LOCKH_ON
20u pl1:f1

20u pl2:f2

(p3 ph20):f2
GRADIENTO

10m

; first INEPT

(p1 ph20):f1
GRADIENT1
INEPT_1
(center (p2 ph20):f1 (p3 ph20 2u p4 ph21 2u p3 ph20):f2)
GRADIENT1
INEPT_1
(pl ph2):f1
GRADIENT2

; AP evolution INEPT

(p3 phl11):f2

GRADIENT5

INEPT_3

(center (p2 ph20):f1 (p3 ph12 2u p4 ph13 2u p3 ph12):f2)
GRADIENT5

INEPT_3

(p3 ph20):f1

; 13C evolution

(dO dO p3 ph20):f2
GRADIENT3

(p1 ph20):f1

second INEPT

GRADIENT4

INEPT_2

(center (p2 ph20):f1 (p3 ph20 2u p4 ph21 2u p3 ph20):f2)
GRADIENT4

INEPT_2 pl12:f2 LOCKH_OFF

; acquisition of AP-part
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go=50 ph31 cpd2:f2
1m do:f2 wr #0 if #0 zd
10uipl

10u ip11

10u ip12

10uip13

lo to 19 times 2

for frequency descrimination

10u idO
lo to 20 times I3

13=td1/2

10u LOCKH_OFF
exit

ph1=02
ph2=1133
phl1=13
ph12=0
ph13=1
ph20=0
ph21=1
ph22=2
ph23=3
ph29=0
ph31=2002

6.2 1D Pulse Program With Laser Trigger

-edit of zg for laser trigger
;avance-version (06/11/09)

;1D sequence
:$CLASS=HighRes
:$DIM=1D

S$TYPE=
$SUBTYPE=
;$COMMENT=
#include <Avance.incl>
"acqt0=-p1*2/3.1416"
"d12=20u"

1ze

setnmr3|12

di9

2 30m
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d12 pl9:f1

d1 cw:fl ph29

4u do:fl1

d12 pl1:f1

3 setnmrd2

d20

setnmr3|12

d22

lo to 3times 10

setnmrd.2

d20

setnmr3|12

d21

plphl

go=2 ph31

30m mc #0 to 2 FO(zd)

exit

phl1=02201331

ph29=0

ph31=02201331

:pl1 : f1 channel - power level for pulse (default)
;p1 : f1 channel - high power pulse

;d1 : relaxation delay; 1-5* T1

:NS: 1 * n, total number of scans: NS * TDO
:d12: 20u

;d19: delay to turn laser on

:d20: the pulse duration

;d21: delay between laserpulse and aq
;d22: delay between laserpulses

;10: 10+1 = number of laserpulses

6.3 Mathematica Monte - Carlo Script

Needs["DifferentialEquations‘NDSolveProblems"]
Needs["DifferentialEquations‘NDSolveUtilities"]

ClearAll[inpH, inpF, inpFH]; (* experimental data input*)

inpH="time, integral value";

inpF="time, integral value";

inpFH="time, integral value";

ClearAll[GammaH, GammaF, H, F]; (* define the differencesha equlibrium polarization *)
GammaH=26.752* 10

GammaF=25.17* 10
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H=GammaH/GammaF;

F=GammaF/GammaH;

ClearAll[z, results];

results={};

z=100; (* number of iterations *)

Do(

ClearAll[err, resint];

err=0.05;

resint=(ClearAll[model, i, s, hf, timeH, timeF, timeFH Hit fitF, fitFH, intH, intF, intFH, errH, errF,
errFH, errtot, rhoHH, sigmaHF, rhoFF, deltaFHF, rhoHFHIHMC, inpFMC, inpFHMC, m, k, |,
n, o;

model[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?Nio@e deltaFHF_ ?NumericQ,
rhoHFHF_ ?NumericQ] :=(model[rhoHH, sigmaHF, rhoFF, dElF, rhoHFHF]=NDSolve[{i'[t]
== - rhoHH(i[t] - 1) - sigmaHF(F s[t] - F 1), s’[t] == - rhoFF(H8 - F 1) -

sigmaHF(i[t] - 1) - deltaFHF hf[t], hf’[t] == - deltaFHF(F §[- F 1) - rhoHFHF hf[t],

i[0.05] == 1.5784, s[0.2] == F* 25.4372, hf[0.1] == - 1.3147]}, s, hf}, {t, O, 40},

Method - >"ExplicitRungeKutta"]); (* define a model for thewpled differential equations * )
inpHMC-=inpH; (* rename the original input files *)

inpFMC=inpF;

inpFHMC=inpFH;

For[m=1, m<12, inpHMC|[[m, 2]]=Random[NormalDistributifinpHMC[[m, 2]], Abs[inpHMC|[[m,
2]]* err 1], m++]; (* create new values within the standarewation *)

For[o=1, 0<10, inpFMCJ[o, 2]]=Random[NormalDistributipnpFMCJ[o, 2]], Abs[inpFMC|[o, 2]]*
err]]], o++];

For[n=1, n<10, inpFHMC][n, 2]]=Random[NormalDistribati[inpFHMC|[[n, 2]],
Abs[inpFHMCI[n, 2]]* err ]]], n++];

timeH=Table[inpH[[k, 1]], {k, Length[inpH]}];(* extractthe timevalues of the data points *)
timeF=Table[inpF[[k, 1]], {k, Length[inpF]}];

timeFH=Table[inpFH[[k, 1]], {k, Length[inpFH]}];

intH :=Table[inpHMC][[k, 2]], {k, Length[inpH]}]; (* get the integral values *)

intF :=Table[inpFMCJ[K, 2]], {k, Length[inpF]}];

intFH :=Table[inpFHMCJ[K, 2]], {k, Length[inpFH]}];

fitH[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?Nuef@rideltaFHF _ ?NumericQ,
rhoHFHF_ ?NumericQ] :=i[timeH]/.model[rhoHH, sigmaHRaFF, deltaFHF, rnoHFHF];

(* fit the equations to the graph *)

fitF[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?Nun@rideltaFHF_ ?NumericQ,
rhoHFHF_ ?NumericQ] :=s[timeF]/.model[rhoHH, sigmaHfOFF, deltaFHF, rhoHFHF];
fitFH[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?Nuaof@rdeltaFHF_ ?NumericQ,
rhoHFHF_ ?NumericQ] :=hf[timeFH]/.model[rhoHH, sigmaHRoFF, deltaFHF, rhoHFHF];
errH[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?NucgrdeltaFHF _ ?NumericQ,
rhoHFHF_ ?NumericQ] :=Sgrt[Sum[(fitH[rhoHH, sigmaHF, fig deltaFHF, rhoHFHF][[1, I]]

- intH[[I]) 2, {I, Length[inpH]}]/Length[inpH]];

(* calculate the error between the fit and the graph *)



6 Appendix 151

errF[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?NuicterdeltaFHF_ ?NumericQ,
rhoHFHF_ ?NumericQ] :=Sqrt[Sum[(fitF[rhoHH, sigmaHF, At§ deltaFHF, rhoHFHF][[1, I]]

- intF[[I]]) 2, {I, Length[inpF]})/Length[inpF]];

errFH[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?Nuce deltaFHF_ ?NumericQ,
rhoHFHF_ ?NumericQ] :=Sgrt[Sum[(fitFH[rhoHH, sigmaHFpofF, deltaFHF,

rhoHFHF][[1, I]] - intFH[[I]]) 2, {I, Length[inpFH]})/Length[inpFH]];

errtot[rhoHH_ ?NumericQ, sigmaHF_ ?NumericQ, rhoFF_ ?Hio®, deltaFHF_ ?NumericQ,
rhoHFHF_ ?NumericQ] :=(errH[rhoHH, sigmaHF, rhoFF, dek#, rhoHFHF]+errF[rhoHH,
sigmaHF, rhoFF, deltaFHF, rhoHFHF]+errFH[rhoHH, sigmaHieFF, deltaFHF, rhoHFHF]);
NMinimize[errtot[rhoHH, sigmaHF, rhoFF, deltaFHF, rhoHF], {rhoHH, sigmaHF, rhoFF,
deltaFHF, rhoHFHF}, Method - >"DifferentialEvolution”]

(* minimize the error by adjusting the relaxation rates *));

AppendTo[results, resint[[2, All, 2]]];

) {z}]
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