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Referent: Dr. Richard L. C. Vink

Institute of Theoretical Physics,

Georg-August-Universität Göttingen

Korreferentin: Prof. Dr. Annette Zippelius

Institute of Theoretical Physics,

Georg-August-Universität Göttingen

Weitere Mitglieder der Prüfungskommission
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Chapter 1

Introduction

Living organisms, composed of a large number of components that cooperate together,

exhibit collective behaviour. This fascinating self-organized phenomenon, ubiquitous

in nature, is emerged as a result of interaction between many individual constituents

[see e.g., Mitchell, 2009]. In an interdisciplinary approach, biophysics has provided an

impressive collection of knowledge about biological systems from different aspects based

upon the underlying physical principles. Among those biological systems, cells and their

structural organization have been intensely investigated, and their physical properties

probed both experimentally and theoretically. All cells are surrounded by a membrane

that provides a selective permeable barrier around the cell and plays diverse roles in

cell behaviour. Most cell functionalities, in fact, take place at or are mediated by the

cell membrane [Alberts et al., 2008; Phillips et al., 2012]. In this case, the chemical

composition of the cell membrane and the organization of the membrane constituents

are of great importance in cellular processes. This chapter represents a brief overview

on the cell membrane and its molecular structure that importantly regulates various

functions of the biological cells.

1.1 Cell Membrane

All living matter is made of cells; prokaryotes (without cell nucleus) including eubacteria

and arcahebacteia like Escherchia cloi, eukaryotes (with cell nucleus) from unicellular

organism like yeast, to even more complicated multicellular organisms like fungi, plants,

and animals [Mouritsen, 2004; Alberts et al., 2008; Phillips et al., 2012]. Cells as building

blocks of living organisms, regardless of their varieties in shapes and tasks in different
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organisms, share a number of common features. They all include DNA (the information-

storing molecules), ribosome (molecular machinery manufacturing proteins), cytoplasm

(thick fluidic environment interior of the cell, i.e., cytosol, containing organelles), and

a membrane encapsulating all mentioned intercellular components [Alberts et al., 2008;

Phillips et al., 2012]. The cell membrane (also called plasma membrane) is indeed

an important part of the cell that defines the cell boundary and separates it from its

surrounding environment. In addition to this primitive function, the plasma membrane is

actively involved in many cellular processes such as transport, growth, neural function,

immunological response, motility, signaling, and enzymatic activity [Mouritsen, 2004;

Alberts et al., 2008; Phillips et al., 2012].

The main ingredients of plasma membranes are lipid molecules, so that about 50% of

the membrane mass of most animal cells consists of lipids [Alberts et al., 2008]. Lipids

are veritably crucial in construction of the plasma membrane. They are amphiphilic

molecules, typically composed of a polar head group which is hydrophilic (water-loving),

and one or two non-polar hydrocarbon chains, the hydrophobic (water-fearing) part.

The most common lipids in the plasma membrane of eukaryotic cells are phospholipids,

sphingolipids, and cholesterol (see Fig. 1.1) [Mouritsen, 2004; Alberts et al., 2008].

Phospholipids typically have two hydrocarbon chains that are linked through a glycerol

phosphate as a backbone to a polar head group. The number of carbon atoms in the

hydrocarbon chain determines its length. In the cell membrane, phospholipids are mainly

unsaturated lipids in which a hydrocarbon chain has at least one cis-double bond. The

latter bond induces a kink in the hydrocarbon chain which is fairly stable in a wide range

of temperature. Rather than glycerol, sphingolipids are derivative of sphingosine which

already has a long hydrocarbon chain. Sphingolipids are typically saturated lipids with

only single carbon-carbon bonds in their hydrocarbon chains. The latter lipids have

more conformational degrees of freedom so that lowering the temperature one achieves

more order in their hydrocarbon chains, for example, in all-trans when the hydrocarbon

chain is fully expanded. Cholesterol is remarkably different from other classes of lipids

mentioned above. It has a ring steroid structure rather than hydrocarbon chains, and

a simple hydroxyl head. This characterizes cholesterol as a bulky and stiff lipid with a

small head group, which is nevertheless essential for the higher life in eukaryotes [Alberts

et al., 2008; Phillips et al., 2012].

Plasma membranes spontaneously self-assemble in a form of lipid bilayers in an aqueous

solution (Fig. 1.2). They are constructed in such a way that hydrocarbon chains of

lipids point inward due to the hydrophobicity of chains, whereas hydrophilic heads are
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Figure 1.1: Molecular structure of different major lipid molecules present
in mammalian plasma membranes. (A-C) Glycerophospholipids, typically
unsaturated lipids, abundant in the inner leaflet (A-B), and outer leaflet (C)
of cell bilayer membranes. (D) Sphingomyelin, a saturated lipid present in the
outer leaflet. (E) Steroid ring structure of cholesterol. Lipid rafts are small
domains rich in sphingolipids and cholesterol representing liquid-ordered phase
floating in an ocean of unsaturated lipids, namely glycerophospholipids that
exhibit liquid-disordered phase. (Adopted from Alberts et al., 2008.)

exposing to polar molecules of the water. The thickness of the membrane depends on

lipids chain length and is typically about 5 nm. Lipids diffuse rapidly in each monolayer

with lateral diffusion constant D ≈ 10−8 cm2/s, but the flip-flop between two leaflets is

relatively rare due to the hydrophobic repulsion of hydrocarbon chains [Alberts et al.,

2008; Phillips et al., 2012]. The plasma membrane, therefore, is considered as a two-

dimensional fluid sheet that encloses the cell volume. The membrane fluidity is crucial for

proper functioning of the cell so that, for example, some proteins become inactive when

membrane solidifies. Higher concentration of unsaturated lipids in the plasma membrane

induces a disordered state in which the fluidity is higher, whereas membrane regions rich

in cholesterol represent a ordered state with reduced fluidity. Plasma membranes like

most biological materials are soft matter with substantial conformational complexity.

The membrane softness implies mechanical flexibility that is manifested by thermal

fluctuations and undulations. This property enables the cell to properly respond to
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Figure 1.2: (A) An electron micrograph of the plasma membrane of human
red blood cells [Daniel S. Friend]. (B) Side view depiction of the lipid bilayer
membrane; some proteins span within the bilayer. (C) Fluid-mosaic model of
the plasma membrane describes a two-dimensional fluid of rapidly diffusing
lipids with integral proteins randomly distributed in the membrane. The thick-
ness of the bilayer membrane is about 5 nm. (Courtesy of Alberts et al., 2008.)

external conditions. It also serves to carry out certain functions like cell division, cell

adhesion, and cell motility.

Proteins, ubiquitous in cells, are also present in plasma membranes, taking care of

considerable varieties of biological activities. Integral proteins are largely involved in

some specific functions. For example, transport proteins, spanned within the membrane,

provide selective channels for transporting matter and information through the mem-

brane into and out of the cell. In addition, peripheral proteins anchored to the membrane

often have structural roles and may function in signaling pathway. Of course, presence

of the proteins in the plasma membrane induces more complexity to be considered, yet

detailed and systematic inclusion of them is not the aim of this thesis (although we do

consider how proteins may affect lipid domains).

1.2 Lipid Rafts

The lateral organization of lipids and proteins in the biological membrane is an important

feature in cellular functions [Binder et al., 2003]. In fact, the interaction of the cell and its

environment is regulated via proteins and lipids organization in the plasma membrane.

A prominent model for the plasma membrane is the fluid mosaic proposed by Singer

and Nicolson [1972] that mainly retains the bilayer structure of the lipid membrane
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from previous models (Fig. 1.2). It, furthermore, proposes that the proteins are floating

at random positions in the membrane, and some proteins are even spanned within the

bilayer membrane. Although this model modifies our understanding of the membrane

structure from early models (for example, lipo-protein sandwich model in which proteins

coated in a layer on the exterior part of the membrane [Danielli and Davson, 1935]), still

lacks of precise knowledge about the distribution of lipids across the bilayer membrane.

The fluidity of the plasma membrane still suggests a random distribution of lipids in

the membrane. However, this has been challenged by widely accepted experimental

evidence that characterizes a nontrivial lateral heterogeneity in the plasma membrane

[Pike, 2009; Lingwood and Simons, 2010]. The latter is argued to be a vital issue for

the living being [Brown and London, 1998]. More precisely, in the plasma membrane,

lipids are clustered into domains composed of saturated lipids and cholesterol floating

like rafts in an ocean of unsaturated lipids. These highly dynamic and small domains

rich in sphingolipids and cholesterol are called lipid rafts [Edidin, 2003; Hancock, 2006].

Although lipid rafts were conceived to address particular biological problem [Simons and

van Meer, 1988; van Meer and Simons, 1988], ever since they became a paramount in cell

researches as fascinating entity in the plasma membrane. Lipid rafts are supposed to be

thicker and more compact than the surrounding due to the higher order in tightly packed

hydrocarbon chains of sphingolipids. They are also more stiff because of abundant of

cholesterol in between the hydrocarbon chains.

Lipid rafts have not yet been visually observed in vivo and their existence is even under

question by some [Munro, 2003; McMullen et al., 2004; Nichols, 2005]. Nevertheless,

there exists compelling indirect evidence to support the lipid raft hypothesis, and their

size is postulated to be in the range of 10−200 nm [Pike, 2009]. Single-particle tracking

technique and fluorescence microscopy, for instance, are used to probe lateral diffusion

of fluorescently labeled lipids in the membrane. Experimental results show a temporary

confinement of diffusive lipids in some small regions that, after some transient time,

appear in another confined zone. This is due to the reduced fluidity of cholesterol-rich

domains in the membrane, i.e., lipid rafts [Lingwood and Simons, 2010].

Other experimental techniques, extensively applied to investigate the plasma membrane

structure and lipid rafts, include atomic force microscopy (AFM) [Frederix et al., 2009],

nuclear magnetic resonance (NMR) [Angelis et al., 2005], and stimulated emission

depletion (STED) [Eggeling et al., 2009, 2013]. All these experiments have provided

more insight into understanding the lateral heterogeneity of plasma membranes, as well

as synthetic (model) membranes.
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Lipid rafts are believed to support various aspects of biological functions including cell

surface signaling, intracellular trafficking, cell surface adhesion, cell motility, endocytosis,

cytokinesis, etc. These functions are predominantly carried out via specific proteins that

prefer to partition into specific lipid domains, i.e., lipid rafts [Simons and Toomre, 2000].

In addition, some pathogens seem to enter mammalian cells via the ordered fluid state in

the membrane, and certain diseases like prion disease, Alzheimer’s disease, and cancer

might be associated with lipid rafts as well [Brown and London, 1998; Simons and

Ehehalt, 2002].

1.3 Phase Separation in Model Lipid Membranes

The extremely complex composition and structure of plasma membranes makes their

detailed investigations difficult. Model membranes, on the other hand, with a much

reduced number of lipid species, provide an attractive alternative. In these “simpli-

fied” membranes, collective phenomena can be systematically studied in great detail

[Lipowsky and Sackmann, 1995]. A prime example of collective behaviour are phase

transitions, that are frequently observed in model membranes [London and Brown, 2000;

Veatch and Keller, 2003]. One of those is the main phase transition, also called melting

phase transition [Nagle, 1980]. The main phase transition generally occurs in a single-

component membrane containing saturated lipids at a transition temperature Tm, where

a pronounced peak is observed in the specific heat. This is a first-order phase transition

between solid-ordered (So) and liquid-disordered (Ld) phases. The solid-ordered phase

is characterized by crystallized lipids with highly ordered hydrocarbon chains, while the

liquid-disordered state is distinguished by diffusing lipids with less ordered hydrocarbon

chains [Mouritsen, 1991]. The presence of cholesterol in the phospholipid membrane

brings about a new phase into the system, namely the liquid-ordered (Lo) phase [Ipsen

et al., 1987]. In liquid-ordered phase, hydrocarbon chains are fairly ordered due to the

presence of cholesterol in between them, yet lipid molecules are positionally disordered in

the membrane; they still laterally diffuse. In multi-component model membranes, there

exists the possibility of unmixing of the components, and the phase transition occurs in

a wider range of thermodynamic variables rather than a single transition temperature

[Mouritsen, 1991]. In such cases, the lipid-lipid interaction results in phases separation of

lipids in different phases. For instance, a ternary mixture of saturated and unsaturated

lipids, as well as cholesterol phase separates macroscopically into liquid-ordered and

liquid-disordered phases depending on temperature and composition [Veatch and Keller,



Chapter 1 Introduction 7

Figure 1.3: Schematic phase diagram of a bilayer membrane comprising a
binary mixture of saturated phospholipids and cholesterol. Tm is the transition
temperature of the pure bilayer membrane, and the critical point is marked by
an asterisk. (Adopted from Mouritsen, 2011.)

2002]. The significance of the presence of cholesterol in phospholipid membranes is to

introduce a critical point and hence a continuous phase transition. A schematic phase

diagram of a binary mixture of phospholipids and cholesterol is shown in Fig. 1.3, in

which the critical point is marked by an asterisk. The snapshots represent the lateral

structure of different lipid phases that appear in the phospholipid membrane depending

on the temperature and the cholesterol concentration.

It is hypothesized that phase separation, readily observed in model membranes, is also

the driving mechanism of lipid raft formation in plasma membranes [Veatch and Keller,

2005; Murtola et al., 2006]. Indeed, it assumes that lipid rafts are small coexisting

domains of Lo and Ld phases. We should note that in model membranes, as opposed to

plasma membranes, these domains grow (coalesce) in order to reduce the line tension.

This minimizes the free energy cost for creation of interfaces between different phases

(i.e., lipid rafts and the surrounding host phase).

The major question arises what physical mechanisms prevent the coalescence of phase

separating domains in the membrane. To this end, an enormous number of experiments

have been applied on plasma and model membranes, and several explanations have
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been postulated to rationalize nanoscopic domain formation in plasma membranes.

In following sections, we mainly focus on two of those mechanisms, which also set the

scope of the thesis chapters that follow.

1.4 Membrane-Cytoskeleton Coupling:

Quenched Disorder

The cytoplasmic part of the plasma membrane of eukaryotic cells extensively interacts

with the highly dense polymeric network, namely the cytoskeleton. The cytoskeleton

network mainly controls mechanical properties of the cell. It is attached to the plasma

membrane via certain anchoring proteins, such as streptavidin. Based on single-molecule

tracking techniques, a picket-fence model, introduced by Kusumi et al., suggests that

actin filaments (fence-like) and anchored proteins to actin filaments (picket-like) would

compartmentalize the fluid lipid membrane [Ritchie et al., 2003]. Inside a compartment,

lipids diffuse rapidly, but it takes quite some time for lipids to diffuse into another

partition (Fig. 1.4).

In a theoretical framework, Yethiraj and Weisshaar [2007] proposed that the cytoskeleton

acts as a form of quenched disorder. Quenched disorder is introduced by randomly

distributed static obstacles in the membrane. It is known that presence of quenched

disorder in a system may alter its phase behaviour [Imry and Ma, 1975]. For example,

consider a generic model of a two-dimensional (2D) Ising that undergoes continuous

phase transition at a critical temperature (Tc), belonging to the 2D Ising universality

class. Introduction of even small amount of impurities into this system, as randomly

distributed frozen spins, will change the universality class to one of the random field

Ising model. Crucial is that the impurities have a preferred affinity for one of the lipid

species [Fischer and Vink, 2011]. The latter has no critical point and thermodynamically

is always in one-phase region. Therefore, presence of quenched disorder in the plasma

membrane, due to the cytoskeleton network or anchored proteins, importantly prevents

growing of phase separating domains. This can be probed in model membranes as is

addressed in chapter 3. In that case, the surface roughness of the solid substrate in a

supported model membrane induces quenched disorder in the phospholipid membrane

that consequently prevents the main phase transition in a single-component membrane.

Another theoretical attempt to address the existence of the raft-like structure is to

regard them as critical fluctuations in the plasma membrane. Indeed, the macroscopic
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Figure 1.4: (A) Schematic drawing showing the membrane-skeleton mesh-
work, which acts as a fluctuating barrier for the diffusion of membrane proteins
(membrane-skeleton fence model), and lipids (anchored-transmembrane picket
model). (B) The diffusion paths of fluorescently labeled membrane proteins (or
lipids). Different colours indicate diffusion within membrane compartments.
(Adopted from Kusumi et al., 2005.)

phase separation is not observed in membranes with a lipid composition resembling

the inner leaflet of the plasma membrane [Wang and Silvius, 2001]. In addition, the

membrane extracted directly from the living cell demixes at a temperature much lower

than the physiological one [Veatch et al., 2008]. Therefore, the macroscopic phase

separation of the bilayer membrane is supposed to be eliminated or occur at a very

low temperature, meaning the membrane at physiological temperature lies in the one-

phase region. The hypothesis of critical fluctuations argues that the plasma membrane

composition is tuned in such a way that the system resides in one-phase region, yet in the

vicinity of the demixing critical point [Veatch et al., 2007; Honerkamp-Smith et al., 2009].

The size of the critical fluctuating domains is constrained by the influence of the

cytoskeleton network. Although the hypothesis of critical fluctuations is supported by

recent studies on model membrane, it lacks a detailed description of the small difference

(contrast) between composition of the fluctuating domains [Shlomovitz and Schick,

2013]. Moreover, if biologically relevant, an intricate mechanism must have evolved

to keep all membranes tuned to criticality.
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1.5 Curvature-induced Microemulsion

In an alternative view, it is considered that small domains in composition of the plasma

membrane are those of a microemulsion. Sam Safran et al. proposed that microemulsion

domains are introduced by line-active agents [Brewster et al., 2009]. The presence of

line-active agents reduces the interfacial line tension of the domains similarly to what

happens for the mixture of oil and water when amphiphilic molecules are introduced.

The possible candidates for such surfactant-like agents in the plasma membrane could be

the hybrid lipid molecules with one saturated and one unsaturated hydrocarbon chain,

in favor of Lo and Ld phases, respectively. However, the domain formation in a ternary

mixture of saturated phospholipids like DPPC, DSPC, and cholesterol cannot be fully

explained by this hypothesis. It had been already shown by Leibler and Andelman [1987]

that a coupling between internal degrees of freedom of the plasma membrane and its

shape introduces undulated phases in the membrane. Schick [2012], therefore, extended

the idea in a mean-field framework and suggested that the microemulsion domains do not

necessarily require to bringing about by line-active molecules. He developed a hypothesis

by considering a coupling between local composition difference of the bilayer membrane

and its local curvature. Such coupling leads to microemulsion in one-phase region which

is still a (thermodynamically) disordered phase but not structureless. In this case, the

size of microemulsion domains are determined by elastic properties of the membrane

rather than only lipid-lipid interaction. Chapter 4 will cover the effect of the curvature

on the phase separating lipid membrane (Fig. 1.5).

The membrane curvature is the deflection in plasma membranes when two-dimensional

fluid is embedded into third dimension by bending and stretching. It is an active means

in many cellular processes such as growth, division, motility, endocytosis, and exocytosis.

Indeed, some cellular activities like cell fusion and cell budding are associated with highly

curved regions in the plasma membrane [McMahon and Gallop, 2005]. The membrane

curvature, moreover, regulates partitioning in the membrane plane that sort proteins

with different architecture and certain functions correspondingly (Fig. 1.5) [Semrau and

Schmidt, 2009]. The membrane curvature can be induced by thermal fluctuations and

undulations, or spontaneously by intrinsic architecture of membrane constituents, i.e.,

lipids and proteins. In addition, extracellular components, including adhesion sites

[Farago, 2011] and cytoskeletal structure, may constrain the membrane deformation

and consequently induce curvature. The latter will be considered in chapters 5 and 6.
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Figure 1.5: A schematic drawing showing the side-view of a symmetric lipid
bilayer membrane. A coupling between local composition and local curvature
can be seen. Lipid rafts are small domains rich in sphingolipids and cholesterol.
(Adopted from Semrau and Schmidt, 2009.)

1.6 Outline

In this thesis, we mainly focus on two scenarios mentioned above, namely the presence

of quenched disorder and curvature, and how these affect lateral lipid domain structure.

We should be aware of the fact that all discussed mechanisms, to some extent, may

contribute to the organization of components in the lipid membrane. The second chapter

introduces simulation membrane models and briefly describes computational methods

used in this study. Chapters 3-6 represent the peer-reviewed papers as follows:

Chapter 3, represents computer simulation results of the Pink membrane model for

single-component phospholipid membrane. The main phase transition in a phospholipid

membrane is studied and the effect of static impurities on the phase separating regime

is investigated [Sadeghi and Vink, 2012].

Chapter 4, describes a phase separating lipid membrane incorporated thermal height

fluctuations by considering a composition-curvature coupling. Different resulting phases

and the nature of thermotropic phase transitions are discussed [Sadeghi et al., 2014].

Chapter 5, discusses a series of experiments on solid supported model membranes bound

to an actin meshwork. The membrane comprises a ternary mixture of saturated lipids,

unsaturated lipids, and cholesterol. An extended simulation model is developed to

explain the different pattern formation in the membrane, depending on the type of the

membrane-actin cross-linker molecules [Honigmann et al., 2014].
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Chapter 6, extends the simulation model represented in the chapter 5 in order to explain

the similar mechanism in cell membranes, in addition to supported membranes [Sadeghi

and Vink, 2014].

Finally, summary and conclusion are given in chapter 7.



Chapter 2

Computer Simulations:

Models and Methods

Biological systems are often too complex to be understood comprehensively with theoret-

ical approaches and experiments alone. Therefore, simplified model systems are designed

and constructed on the basis of phenomenological data and fundamental physical laws.

Indeed, models are simplified representations of physical systems that provide systematic

description of physical phenomena in great detail. However, in most cases the analytical

work and solving mathematical equations is still not feasible. To this end, computer

simulations serve as a complementary approach to traditional areas of science, namely

theory and experiment. Computer simulations are carried out via two main approaches:

Molecular Dynamics that follows deterministic dynamics of constituents, governed by

Newtonian equations of motions, and Monte Carlo simulation, considering random

nature of complex systems, that is exploited in this study. The aim of this chapter

is to describe membrane models and simulation techniques, employed in this thesis, to

investigate collective behaviour of biological systems, typically cell membranes.

2.1 Models

Biological systems typically contain an enormous number of components that their

detailed inclusion in a physical model might not be computationally feasible or even

practically useful [Phillips et al., 2012]. However, coarse-grained models, which represent

a physical system by a reduced number of degrees of freedom, can provide a substantial

insight into understanding the collective behaviour of biological systems [de Pablo, 2011;
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Saunders and Voth, 2013]. A typical problem in connection between experiments and

computational models (including exhaustive description), is the distinct resolution in

length and time scales [Müller et al., 2003]. Detailed descriptive computational methods

usually achieve much finer resolution than what experiments do. In this case, coarse-

grained models are considerably beneficial to reach larger length and time scales

(depending on the level of coarse-graining, of coarse). Being favorite example of coarse-

grained models, lattice models are extensively applied to biological systems [Lipowsky

and Zielinska, 1989; Heberle and Feigenson, 2011; Vink and Speck, 2013]. Due to their

simplicity and computational efficiency, lattice models serve as a fruitful tool that can be

readily implemented in computers in order to study the phase behaviour of the system

under consideration [Mouritsen, 2004]. In what follows, we introduce lattice models of

lipid membranes that have been used in this study.

2.1.1 Pink Model

An early promising coarse-grained model that considers microscopic interactions between

lipid hydrocarbon chains has been introduced by David Pink and co-workers [Pink et al.,

1980a,b; Caillé et al., 1980]. The Pink model is a q-state lattice-based model that has

been originally defined to describe the main phase transition in a single-component lipid

membrane. It only includes information of hydrocarbon chain conformations and ignores

other degrees of freedom such as translation of lipids and head group details. The Pink

model is defined on a two-dimensional triangular lattice and in its standard form, it

contains q = 10 states per site. The latter are classified into three categories based on

conformations of the single acyl chain. Fig. 2.1 displays Pink states as: one ground

state with all-trans bonds indicating an ordered state (A), eight intermediate excited

states including up to three gauche bonds (B), and a highly-melted disordered state

representing all remaining conformations (C).

The total free energy of the system consists of three terms; internal energy of each acyl

chain, van der Waals interaction between adjacent acyl chains, and an effective lateral

pressure coupled to the cross-sectional area per any acyl chain. The simplicity and

lattice nature of the Pink model allow investigation of large system size as required in

probing phase transitions. However, a rigorous description of the main transition in

the Pink model requires an appropriate finite-size scaling analysis. The latter needs to

be considered in order to deal with finite-size effects present in computer simulations

(see Section 2.6). Such analysis was not properly performed for the Pink model to date
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Figure 2.1: Chain conformations of the Pink model. (A) The ground state
with all-trans bonds, (B) eight intermediate excited states containing up to
three gauche bonds, and (C) highly-melted state.

although it had been introduced long ago. Chapter 3 describes an accurate Monte Carlo

simulation of the Pink model and covers finite-size scaling analysis to address the main

transition in this model.

As an interesting extension to the Pink model, we introduce immobilized impurities

into the system in order to investigate the effect of quenched disorder on the phase

transition. In solid-supported model membranes, the surface roughness of the substrate,

e.g., glass, may cause presence of such impurities. To implement this effect in the model,

we consider impurities as frozen chain conformations that are randomly distributed

in the membrane. Our results confirm the experiments that demonstrate no phase

transition in solid-supported model membranes in presence of irregular surface roughness

[Charrier and Thibaudau, 2005]. In addition, the patterns we observe resemble those

of experiments performed at the Max Planck Institute for Biophysical Chemistry with

whom we collaborate [Honigmann et al., 2013].

2.1.2 Two-dimensional Membrane Model with Height Deformations:

The Curvature-Composition Coupling

Demixing into coexisting (liquid-ordered/liquid-disordered) phases in model membranes

is shown to support critical behaviour indicating the expected universality class, i.e., 2D

Ising model [Veatch et al., 2008; Honerkamp-Smith et al., 2008; Connell et al., 2013].

This motivates to represent the model lipid membrane composed of a binary mixture of

liquid-ordered and liquid-disordered phases by a 2D Ising model [Machta et al., 2011].

The latter macroscopically phase separates below a critical temperature Tc as it is

observed in experiments [Veatch and Keller, 2003]. However, membrane models such as
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Figure 2.2: Out-of-plane deformation of a nearly flat two-dimensional lipid
membrane model. The 2D Ising model represents lipid phases as spin up for
liquid-ordered and spin down for liquid-disordered phases. The height of lattice
site i is considered as hi, according to Monge representation.

Pink model (designed to study main phase transition) and simple 2D Ising (introduced to

capture miscibility transition), all assume a two-dimensional in-plane representation for

the membrane, while the real membrane is not completely flat. In order to incorporate

out-of-plane deformations of the lipid membrane, we developed a 2D Ising-like model

that also assigns a real number as height to each lattice site (Monge representation).

Fig. 2.2 depicts a two-dimensional (Ising-like) membrane model with height deforma-

tions. The main ingredient of this model is that there is a coupling between the

local composition and the local curvature of the membrane, inspired by experiments

[Parthasarathy et al., 2006; Parthasarathy and Groves, 2007; Hsieh et al., 2012].

The total free energy of the system is thus, sum of three terms; lipid-lipid interaction

(given by pairwise additive Ising), elastic energy (given by Helfrich energy), and a

curvature-composition coupling energy term as

H = HIsing +HHelfrich +Hcoupling . (2.1)

The curvature-composition coupling sort lipids in the membrane accordingly so that

regions with negative (positive) curvature (in upper layer) are energetically favorable

for liquid-ordered (liquid-disordered) phase, (Fig. 2.3). The corresponding energy term,

Hcoupling is given by a curvature-composition coupling constant γ. The latter indicates
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Figure 2.3: Side view depiction of the (upper) monolayer of a lipid membrane.
The saturated (unsaturated) lipids shown in black (magenta) correspond to
liquid-ordered (liquid-disordered) phase. (A) A free two-dimensional membrane
(Ising-like model) which is completely flat. (B) Out-of-plane deformations of a
free lipid membrane. A coupling between local composition and local curvature
sort lipids in the membrane accordingly. (C) A bound lipid membrane to an
actin network (not shown). The cross-linker molecule (shown in green) that
energetically interact with surrounding lipids, locally induces curvature. The
model depicted here forms the central basis of chapters 4-6.

the strength of the coupling so that for γ = 0, no curvature-composition coupling is

observed and the critical 2D Ising will be captured. As it is shown in chapter 4, inclusion

of such coupling with sufficiently large strength alters the nature of the phase transition

in a membrane comprising a binary mixture of liquid-ordered and liquid-disordered

phases. We proposed a simulation phase diagram that slightly modifies the one given in

the mean-filed framework.

In line with recent series of experiments, the model is developed further to include the

effect of an actin network [Machta et al., 2011; Ehrig et al., 2011a]. The key feature of

the model is schematically demonstrated in Fig. 2.4. The sketch shows a lipid membrane

which is bound to an actin network via cross-linker molecules (pinning sites). To mimic

the actin network in the model, we consider a Voronoi tessellation, superimposed on the

Ising lattice. According to experiments, pinning sites are randomly distributed along
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Bilayer membrane

Actin network

Pinning sites

Lipid phases

Figure 2.4: Schematic representation of a lipid bilayer which is bound to an
actin network (A). Actin strands are attached to the membrane via cross-linker
molecules (pinning sites) (B). The latter are randomly distributed along actin
strands and have different affinity for (liquid-ordered/liquid-disordered) lipid
phases. To implement the effect of pinning sites on the phase behaviour of the
lipid membrane in simulations, a Voronoi tessellation is employed to represent
the actin network (C).

the actin fibers, i.e., Voronoi strands in the model. The strength of energetic interaction

between pinning sites and surrounding lipids may be different, (depending on the type

of cross-linker molecules). In fact, different pinning sites result in different lipid phases

that are correlated with actin fibers. However, we note that this interaction cannot

capture all experimental data. For example, in case of (almost) neutral pinning sites,

simulations will lead to a diluted 2D Ising model which macroscopically phase separate.

This is in contrast to experiments in which apparent microscopic domains are observed

(chapter 5). That means, other mechanisms should play a role in domain formation

in the lipid membrane bound to an actin network. To this end, we further proposed

that pinning sites constrain height deformations of the membrane and induce curvature

locally (Fig. 2.3C). Hence, an additional term in free energy should be considered to



Chapter 2 Computer Simulations 19

address how pinning sites influence the membrane curvature and consequently lipid

distribution. The latter results in a mechanism that imprints the actin network pattern

on the membrane via combination of energetic interaction of cross-linker molecules with

lipids and a curvature-comparison coupling (chapter 5). We emphasize that the latter is

required to fully describe the lateral domain formation observed in experiments. More-

over, it induces lateral structure in the membrane independent of any phase transition

the lipid membrane may exhibit (chapter 6).

2.2 Monte Carlo Simulations of Phase Transitions

Monte Carlo simulations employ the stochastic nature of many-body complex systems.

A standard Monte Carlo move considers a given system in a initial state µ, and proposes

a new state ν. Realizations of the Monte Carlo scheme should be proposed in a way

that satisfies “ergodicity”. The latter is required in order that all possible states in the

phase space be accessible. The new configuration is then accepted with a acceptance

probability. For instance, in the often used Metropolis algorithm, this criterion is given

by Pacc(µ → ν) = min
{

1, e−∆H/kBT
}

, where ∆H is the energy difference between

initial and final configurations, kB the Boltzmann constant, and T the temperature.

The Monte Carlo move should also fulfill the “detailed balance” condition in order

that the ultimate distribution satisfies the known equilibrium one (typically Boltzmann

distribution) [Newman and Barkema, 1999; Binder and Heermann, 2010].

In what follows, we explain how Monte Carlo simulations are used to study phase tran-

sitions in membrane models. To this end, we introduce the order parameter distribution

and note its relation to the free energy of the system. To overcome the free energy

barrier (particularly in phase coexisting regime), we employ a rigorous Monte Carlo

scheme, namely successive umbrella sampling. Furthermore, we perform extrapolation

of simulation data obtained at certain model parameters to nearby values, that enhances

the computational efficiency. Finally, an appropriate finite-size scaling is implemented

to deal with finite-size effects present in computer simulations.

2.3 Order Parameter Distribution

The key parameter in probing the phase behaviour of a system, frequently used in this

study, is the distribution of the order parameter, P (m). The physical relevance is its
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Figure 2.5: Probability distribution of order parameter P (m) of a 2D Ising
model at different temperature. (A) At low temperature T < Tc, a bimodal
distribution is observed corresponding to phase coexistence. (B) As the critical
temperature is approached T ≈ Tc, two peaks are overlapping. (C) At high
temperature T > Tc, the system appears in one-phase region indicated by a
single peak in the order parameter distribution.

relation to the free energy, F (m) = −kBT lnP (m). Local minima in free energy reflect

phases (according to Landau theory) and hence, by measuring F , the free energy barrier

can be studied. The order parameter m, changes abruptly when the system undergoes

a phase transition. In a generic 2D Ising model with spins si ∈ {−1, 1}, the order

parameter is magnetization, m = L−2
∑

i si, where L is the linear extension of the system

and the sum is over all lattice sites i. During the course of simulation, m fluctuates and

thus, P (m) is the probability that the system is observed with magnetization m.

The behaviour of the order parameter distribution P (m) indicates the nature of the phase

transition. It is possible to locate the critical temperature Tc, at which the continuous

phase transition in a critical system occurs. This is shown for a 2D Ising model in Fig. 2.5.

At low temperature T < Tc, the system can be in either ferromagnetic states, in which

the majority of spins are up or down. This leads to a bimodal distribution of order

parameter with peaks distinctly separated from each other. Bimodality indicates phase

coexistence that can be achieved under certain conditions [Borgs and Kappler, 1992;

Orkoulas et al., 2001]. As the temperature approaches the critical one T ≈ Tc, two peaks
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overlap continuously and finally merge into a single peak beyond the critical temperature

Tc. In fact, in a system at high temperature T > Tc, P (m) is basically single-peaked

around zero. This manifests a Gaussian distribution as a result of randomly setting up

and down spins.

2.4 Successive Umbrella Sampling

In principle, it is possible to measure P (m) directly from Monte Carlo simulation data.

However, difficulties may arise especially in cases where systems are at low temperature.

For example, a 2D Ising system might become trapped in either of ferromagnetic phases.

In such cases, it takes quite some time for the system to overcome the barrier between

the two peaks. Therefore, the whole range of the order parameter might not be sampled

properly. In order to measure P (m) accurately, one must employ an alternative Monte

Carlo simulation method. An appropriate technique is provided by the successive um-

brella sampling method, in which the entire range of m is sampled in small overlapping

windows consecutively [Virnau and Müller, 2004; Müller and de Pablo, 2006]. To this

end, the known range of order parameter m, for example, in simple case of 2D Ising, is

divided into windows (sub-intervals) [mi−1,mi], where i = 1, . . . , N and N is the total

number of windows, (Fig. 2.6). Each window i is split into two bins denoted by pos-

itive and negative signs, corresponding to right and left, respectively. The right (left)

bin contains the right (left) boundary value of the sub-interval. The binning is set in

a way that two successive windows overlap. The measurement is performed in each

window individually for certain number of Monte Carlo moves. This is done such that

the magnetization of the system is kept constrained to not exceed the boundaries of the

sub-interval. Therefore, moves that results in magnetization outside of the window are

rejected. The contribution of each window i into P (m) is then H+
i /H

−
i ; the ratio of

how often the system is visited with magnetization mi and mi−1, in right and left bins,

respectively. Thus, the ratio for the first sub-intervals is H+
1 /H

−
1 , the second H+

2 /H
−
2 ,

and so on. One should note that H+
1 and H−2 are simulated in the same bin but in

two consecutive windows, i.e., overlapping states are sampled twice. The simulation is

carried out in all individual windows successively and corresponding ratios are recorded.

Finally, the probability of the system with magnetization mi can be constructed as

follows:

P (mi) = P (m0) .
H+

1

H−1
.
H+

2

H−2
. . .

H+
i

H−i
, i = 1, . . . , N , (2.2)

provided a good estimation for P (m0), which is an initial weight for the first window.
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Figure 2.6: Successive umbrella sampling: the range of the order parameter
m is divided into N overlapping windows. Simulations run in windows consec-
utively and Monte Carlo moves resulting in exceeding window boundaries are
rejected. Each window i is split into two bins and its contribution to P (m), i.e.,
wi is measured as the ratio of how often the system is visited in right and left
bins (with magnetization mi and mi−1), respectively.

A practical advantage of using successive umbrella sampling, in comparison to other

methods like Wang-Landau sampling [Wang and Landau, 2001], is that the CPU time

can be divided over the various bins easily.

2.5 Histogram Reweighting

Another crucial ingredient in this study that facilitate Monte Carlo simulations is the

histogram reweighting. The idea of histogram reweighting is to extrapolate information

obtained in a single Monte Carlo simulation at a single state point without running extra

simulations. In fact, each simulation measures the order parameter distribution P (m)

at a certain state point in a multi-dimensional phase diagram that is characterized by all

model parameters. One should note that in most cases, simulations are very demanding

in CPU time and memory storage. The situation becomes even more troublesome when

one has to perform more simulation runs for different system sizes (in finite-size scaling),

and different quenched disorder realizations (in quenched averaging). Therefore, in order

to economize simulation time and energy, it is advantageous to use an approximation in

measuring physical quantities in a range of control parameters. To this end, histogram

reweighting offers a powerful means that is used to extrapolate generated data at certain

points to nearby values [Ferrenberg and Swendsen, 1988, 1989].
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To implement the histogram reweighting, one performs a single simulation at a state

point, characterized by temperature T and magnetic fieldH in Ising model, and measures

the probability distribution P (m)|T,H . The basis of the histogram reweighting is on the

fact that properties of the system can be determined by this probability distribution,

given in an appropriate ensemble [Landau and Binder, 2005]. In the canonical ensemble,

the latter distribution is expressed as P (m)|T,H = 1
ZT,H

ρ(m) e−HL
2m/kBT , where ZT,H

is the canonical partition function, ρ(m) the density of states with magnetization m,

and exponential term the Boltzmann factor with L the linear extension of the system.

The density of states ρ(m) can be measured from a single simulation, (this is given by

successive umbrella sampling). Thus, an estimates is provided for the order parameter

distribution at some (nearby) values of H ′ as

P (m)|T,H′ ∝ P (m)|T,H e−(H′−H)L2m/kBT . (2.3)

Histogram reweighting in temperature requires additional information that is given by

a joint two-dimensional probability distribution P (m,E), where E is the energy. The

latter distribution is measured by using a multiple histogram reweighting in which, a

number of simulations are performed at different state points and generated data are

interpolated between simulated points. However, this is computationally expensive due

to the remarkably increasing memory usage. Hence, in order to reduce computational

efforts, we apply an approximation and still use the single histogram reweighting [Vink,

2014]. To this end, we Taylor expand the order parameter probability distribution at

temperature T ′ as

lnP (m)|T ′,H = lnP (m)|T,H + ∆β
d lnP (m)

dβ′

∣∣∣∣
β′=β

+

1

2
(∆β)2 d2 lnP (m)

dβ′2

∣∣∣∣
β′=β

+ . . . ,

(2.4)

where ∆β = β′ − β with β = 1/kBT . We note that from canonical partition function

one writes ∂ lnZ/∂β = 〈−E〉 and ∂2 lnZ/∂β2 = 〈E2〉 − 〈E〉2. Hence, the Eq. (2.4) can

be estimated up to second order by

lnP (m)|T ′,H = lnP (m)|T,H + ∆β 〈−E〉+
1

2
(∆β)2

(
〈E2〉 − 〈E〉2

)
, (2.5)

where higher order derivatives are dropped because they contribute little. Thus, it is not

required to measure a full energy distribution but only the first two moments, namely

〈E〉 and 〈E2〉. The latter are readily stored during Monte Carlo simulation for each bin.
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2.6 Finite-size Scaling

Phase transitions are characterized by singularities in the free energy or its derivatives

(thermodynamic observables such as susceptibility, specific heat, etc) [Goldenfeld, 1992].

These singularities at phase transitions occur in thermodynamic limit where the number

of interacting constituents in the system goes to infinity, (and consequently the system

size L → ∞). Computer simulations, however, are performed on finite-size systems

which influence the known behaviour of thermodynamic quantities at phase transition.

For instance, in 2D Ising model, the susceptibility χ = βL2
(
〈m2〉 − 〈|m|〉2

)
diverges to

infinity as the system approaches the critical point Tc. Simulations of finite-size systems,

however, do not display such divergence. Instead, a rounded maximum is observed at

some temperature T ′c, which is shifted from Tc [Newman and Barkema, 1999]. As the

system size increases, the maximum susceptibility increases and the temperature at

which the rounded maximum of susceptibility is observed, approaches Tc. Hence, a

divergence to infinity at Tc is expected to be observed in thermodynamic limit, L→∞.

That means, simulations of a finite system already contains useful information about

phase transition in the infinite one. Employing this fact, finite-size scaling suggests to

perform several simulations for different finite system sizes and extrapolate the obtained

results to thermodynamic limit. We emphasize that the use of finite-size scaling is an

important issue in probing phase transition in computer simulation models, however it

is not yet standard in biophysics, at the time of writing. As we will show, the lack

of an appropriate finite-size scaling can lead to the erroneous identification of phase

transitions [chapter 3].

An advantage of finite-size scaling is to provide a standard tool to investigate the nature

of phase transitions in finite systems. In critical systems, the correlation length ξ diverges

to infinity as the critical point is approached. The latter measures the length scale over

which fluctuations in order parameter are correlated. The finite-size scaling hypothesis

is based on the fact that correlation length ξ should not exceed the lateral extension L of

a finite system [Fisher and Barber, 1972; Stanley, 1987]. Indeed, the standard finite-size

scaling Ansatz assumes that the correlation length is comparable to the system size,

ξ ≈ L. In thermodynamic limit, the correlation length ξ and susceptibility χ scale as

[Goldenfeld, 1992]

ξ ∝ |t|−ν ,

χ ∝ |t|−γ ,
(2.6)
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where t = (T − Tc)/Tc is the reduced temperature, and ν and γ are critical exponents.

By eliminating |t| from Eq. (2.6) and substitute Ansatz ξ ≈ L, one can readily obtain

χ ∝ Lγ/ν , (2.7)

that immediately follows scaling expressions for the maximum susceptibility χm ∝ Lγ/ν ,

and the shifted temperature T = Tc
(
1 + xL−1/ν

)
, with coefficient x to be obtained

[Newman and Barkema, 1999]. The coefficient of proportionality in Eq. (2.7), χ̄
(
L1/νt

)
,

is a universal scaling function that its behaviour around the critical point does not

depend on the system size. That means, plotted χ̄
(
L1/νt

)
= L−γ/νχ versus L1/νt,

for different system sizes, will collapse, (provided proper values for critical exponents)

[Newman and Barkema, 1999].

First-order phase transitions, on the other hand, do not include divergence of ξ as the

transition is approached. Instead, they display phase coexistence at phase transition

under certain conditions. In this case, finite-size scaling are governed by the volume of

the system, i.e., L2 for two-dimensional system [Binder, 1987; Lee and Kosterlitz, 1991].

For example, the maximum susceptibility χm of a 2D Ising system at T < Tc (first-order

phase transition) is scaled as ∝ L2 and its location is shifted ∝ L−2 [Billoire et al., 1992].

A crucial element of the analysis in this thesis is thus to perform simulations for

different system sizes L. The way in which the susceptibility χ scales with L allows

us to distinguish first-order phase transitions from continuous ones (and measure the

ratio γ/ν in the latter case).
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Abstract

We consider the main transition in single-component membranes using computer simu-

lations of the Pink model [D.A. Pink et al., Biochemistry 19, 349 (1980)]. We first show

that the accepted parameters of the Pink model yield a main transition temperature

that is systematically below experimental values. This resolves an issue that was first

pointed out by Corvera and co-workers [Phys. Rev. E 47, 696 (1993)]. In order to yield

the correct transition temperature, the strength of the van der Waals coupling in the

Pink model must be increased; by using finite-size scaling, a set of optimal values is

proposed. We also provide finite-size scaling evidence that the Pink model belongs to

the universality class of the two-dimensional Ising model. This finding holds irrespective

of the number of conformational states. Finally, we address the main transition in the

presence of quenched disorder, which may arise in situations where the membrane is

deposited on a rough support. In this case, we observe a stable multi-domain structure

of gel and fluid domains, and the absence of a sharp transition in the thermodynamic

limit.

3.1 Introduction

Lipid membrane bilayers are abundant in nature and to understand their properties is

of paramount importance [Simons and Ikonen, 1997; Engelman, 2005; Jacobson et al.,

2007]. One aspect that has received much attention are collective phenomena (phase

transitions) taking place in these systems. Among the different phase transitions that

can occur [Mouritsen, 1987; Risbo et al., 1995; Keller et al., 2005; Kranenburg and Smit,

2005], the main phase transition is presumably the most important and well-studied

one [Nagle, 1980; Mouritsen, 1991]. This transition, typically driven by the temperature

T , is between a “gel” and a “fluid” phase. At low T , the bilayer is in the gel phase

(characterized by nematic chain order of the lipid tails), while at high T the bilayer

assumes the fluid phase (characterized by the absence of nematic chain order).

Computer simulations have become a well-established tool to model the main transition.

The challenge in simulations is to strike a balance between the level of detail to include,

and the time and length scale one wishes to address [Müller et al., 2006]. Since collec-

tive phenomena involve many molecules and entail large length scales it is clear that,

in order to describe the main transition, a significantly coarse-grained particle model

is crucial. Strictly speaking, one needs to address the thermodynamic limit (infinite

http://dx.doi.org/10.1021/bi00543a016
http://dx.doi.org/10.1103/PhysRevE.47.696
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particle number) since only there phase transition properties become properly defined.

Indeed, the need for coarse-grained modeling of lipid bilayers is well recognized [Marrink

et al., 2005; Orsi et al., 2010; Hömberg and Müller, 2010].

An early and highly successful coarse-grained approach to study the main transition has

been the particle model introduced by David Pink and co-workers [Pink et al., 1980a,b;

Caillé et al., 1980]. In this model, the so-called Pink model, only the orientational degrees

of freedom of the hydrophobic lipid tails are included, while the positional degrees of

freedom of the hydrophilic heads are disregarded. This model, due to its simplicity,

allows for the investigation of very large systems, and the nature of the main transition

can be probed in great detail. Indeed, key features of the main transition in the Pink

model compare well to experiments [Mouritsen et al., 1983], and the model continues to

be used to this day [Surovtsev and Dzuba, 2009].

However, despite the great success the Pink model has enjoyed, there remain some

open questions. One problem is that, due to its simplicity, the Pink model necessarily

ignores a number of features that exist in realistic membranes (for instance, translational

ordering of polar heads, the coupling between translational and orientational degrees of

freedom, and membrane height fluctuations). Problems such as these are unavoidable in

any simplified model description, and this is not the issue that we wish to address in the

present paper. Instead, the aim of this paper is to highlight the importance of carefully

analyzing finite-size effects in simulation data. The motivation for doing so is provided

by Corvera et al. [1993], where it was noted that the Pink model at the experimentally

determined main transition temperature does not undergo any phase transition. While

in systems of finite size there were indications of a transition, these vanished in larger

systems.

This raises the question as to why no transition could be detected. The aim of this

paper is to resolve this issue. As it turns out, to properly model the main transition,

a finite-size scaling study is essential. Computer simulations inevitably deal with only

a finite number of particles, and their output will depend on the number of particles

used, especially near phase transitions. Finite-size scaling provides the framework to

systematically extrapolate simulation data to the thermodynamic limit. To date, finite-

size scaling studies of the Pink model are scarce, with work of Corvera et al. [1993]

being a notable exception. The present paper aims to fill this gap. Our main finding

is that, in order to observe the main transition in the Pink model at experimentally

relevant temperatures, one of the model parameters needs to be adjusted. This follows

quite naturally when one realizes that the universality class of the Pink model is just the
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one of the two-dimensional (2D) Ising model [Pink et al., 1980a]. As we will show for

three lipid species, the “standard” Pink model parameters yield a critical temperature

distinctly below the experimental main transition temperature. In other words, at the

experimental main transition temperature, the “standard” Pink model is inside its one-

phase region where no phase transition can occur. Consequently, a “re-tuning” of the

standard Pink parameters is urgently needed.

As an application, we also address the fate of the main transition in the presence of

quenched (immobilized) impurities using the Pink model. The experimental motivation

to do so is that this situation may resemble that of a membrane supported on a rough

substrate. In binary lipid mixtures, the effect of such impurities on lateral phase separa-

tion has recently attracted much attention [Yethiraj and Weisshaar, 2007; Gómez et al.,

2010; Fischer and Vink, 2011; Machta et al., 2011; Ehrig et al., 2011a; Fischer et al.,

2012]. In this paper, we present simulation results for the corresponding scenario in a

single-component bilayer undergoing the main transition. Within the framework of the

Pink model, we find that quenched impurities prevent the main transition from taking

place, already at low impurity concentrations. Instead of the formation of macroscopic

gel and fluid domains, we now obtain a stable multi-domain structure, which strikingly

resembles experimental results. The theoretical justification is that the impurities in-

duce a change in universality toward the 2D random-field Ising class. As is well known,

the latter does not support an order-disorder phase transition in the thermodynamic

limit [Imry and Ma, 1975; Imbrie, 1984; Bricmont and Kupiainen, 1987; Aizenman and

Wehr, 1989].

3.2 The Pink model

In the Pink model, the lipid bilayer is assumed to consist of two independent monolayers.

Each monolayer is represented by a triangular 2D lattice consisting of N sites, and each

lattice site contains a single lipid chain. Each lipid molecule comprises two independent

hydrophobic acyl chains and a hydrophilic polar head. The polar heads are transla-

tionally frozen to the lattice, and no particular structure for the polar head groups is

assumed. The only degrees of freedom included in the Pink model are the acyl chain

conformations. These are not simulated directly (i.e., one does not explicitly model the

carbon atoms) but are captured in a coarse-grained fashion whereby the chain conforma-

tions are grouped into α = 1, . . . , q discrete states. The original Pink model uses q = 10,

but we will consider different values also. These states include the ground state (α = 1),
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State α Eα lα Dα

Ground state 1 0 M − 1 1

Kink



2 Γ M − 2 4
3 Γ M − 3 4
4 Γ M − 4 4
5 2Γ M − 2 2(M − 6)
6 2Γ M − 3 2(M − 8)
7 2Γ M − 4 2(M − 10)
8 3Γ M − 3 8(M − 8)
9 3Γ M − 4 16(M − 10)

Disordered 10 E10 l1A1/A10 6× 3M−6

Table 3.1: The coarse-graining parameters used to describe the acyl chain
conformations in the q = 10 Pink model [Pink et al., 1980a,b; Caillé et al.,
1980; Mouritsen et al., 1983]. For each state conformation α, we list the internal
energy Eα, the projected length lα, and the degeneracy Dα. The energy of a
single gauche bond equals Γ = 0.45 × 10−13 erg, while M denotes the number
of carbon atoms in the chain.

eight low-energy excitations (α = 2, . . . , q − 1), while all remaining conformations are

grouped into a single disordered state (α = q). Each state α is characterized by three

coarse-graining parameters, namely an internal energy Eα, a cross-sectional area Aα,

and a degeneracy Dα counting the number of chain conformations with energy Eα and

area Aα.

3.2.1 Coarse-graining parameters

To determine the coarse-graining parameters, we assume that a single acyl chain consists

of i = 1, . . . ,M carbon atoms, thereby containing M −1 carbon-carbon bonds, and that

bonds are either in a trans or gauche configuration. The trans configuration yields the

lowest energy, while the gauche configuration has a slightly higher energy. The energy

difference between the trans and gauche configuration is denoted Γ (Table 3.1). To

understand the difference in geometry between trans and gauche bonds consider a chain

segment of four consecutive carbon atoms. The positions of the first three atoms define

a two-dimensional plane. In the trans configuration, the fourth atom remains in the

plane, while in the gauche configuration, it leaves the plane, and it can do so inward

or outward. Thus, each gauche bond is twofold degenerate. In the Pink model, it is

assumed that each 2nth gauche bond takes the chain back to the original plane, and so
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the gauche degeneracy is given by

G = 2ceil(n/2) , (3.1)

where n denotes the total number of gauche bonds in the chain, and where the function

ceil means “rounding up” to the nearest integer.

It is convenient to mathematically represent the chain conformations on a hexagonal

lattice with next-nearest neighbor distance 2a. We emphasize that this lattice is merely

an aid to identify the low-energy chain conformations which are needed to set the coarse-

graining parameters: It should not be confused with the triangular simulation lattice on

which the Pink Hamiltonian will eventually be defined. The carbon atoms are placed

on the nodes of the hexagonal lattice following certain rules, and nearest-neighbor con-

nections between atoms represent carbon-carbon bonds. The ground state α = 1 corre-

sponds to the chain conformation that is maximally stretched (Fig. 3.1A). Note that, in

the ground state, the atoms are alternatingly placed on the left and right lattice node,

yielding a characteristic “zig-zag” pattern. The ground state by definition contains only

trans bonds, its internal energy is set to zero as a reference E1 = 0, and it is obviously

nondegenerate D1 = 1. The cross-sectional area of the ground state has experimentally

been determined as A1 = 20.4 Å2 [Pink et al., 1980b]. We also introduce the projected

length l of the conformation, defined as the difference in the z coordinate between the

carbon atom closest to the head group (i = 1) and the one furthest away (i = M),

with the z direction as indicated in the figure. For the ground state, it follows that

l1 = (M − 1)a.

The eight low-energy excitations (α = 2, . . . , 9) are obtained by systematically incorpo-

rating gauche bonds. The effect of such a bond is to disrupt the “zig-zag” pattern of

the ground state; that is, one no longer places the atoms alternatingly on left and right

nodes, but also allows for “excursions” whereby for two consecutive atoms the same

direction is chosen. Each such excursion corresponds to a gauche bond, and has energy

cost Γ. The gauche bonds are introduced according to the following rules: (1) The two

bonds in the chain closest to the head group must always be in the trans configuration.

In Fig. 3.1, these correspond to the bonds between atoms 1 and 2, and 2 and 3. (2) At

most three gauche bonds are allowed, and each time such a bond is included there is an

energy cost Γ. (3) The projected chain length l must obey l1 − l ≤ 3a. (4) The acyl

chain cannot fold back onto itself. In the coordinate system of Fig. 3.1, this means that

the z coordinates of the atoms must obey zi+1 ≥ zi.



Chapter 3 Main transition in the Pink membrane model . . . 32

5

6

4

3

2

1

l1

2a

(A)

head

z
7

(B)

(i) (ii)

X

5

6

4

3

2

1

l 2

7

X5

4

3

2

1

7

6

(C)

X

2

1

3

4

6

5

7

l 3

Figure 3.1: Typical chain conformations of the Pink model with M = 7,
showing (numbered) carbon atoms placed on the nodes of a hexagonal lattice.
The atom connected to the head group is labeled i = 1 but for clarity the head
group is only drawn for the ground state. The z direction indicates the bilayer
normal, while the vertical double arrows indicate the projected length. (A) The
ground state α = 1, consisting of only trans bonds. (B) The two conformations
that constitute the first excited state α = 2 containing one gauche bond (marked
with a cross). (C) Conformation belonging to the second excited state α = 3.
The internal energy is the same as in (B) but the projected length is shorter
(the other α = 3 conformation has the gauche bond between atoms 3 and 4).

Following these rules, we show in Fig. 3.1B the chain conformations (i) and (ii) that

form the first excited state α = 2. In (i), a single gauche bond is placed at the very

chain end, while in (ii) it is placed at the second-last position. One immediately sees

that both conformations have the same energy E2 = Γ, and the same projected length

l2 = (M − 2)a. To compute the cross-sectional area, one assumes volume conservation

for the lipid chains: Aαlα = A1l1. Hence, from the (known) ground state values, the

cross-sectional area of the excited state follows. Note that, by placing the gauche bond

at the third-last position (Fig. 3.1C), a shorter projected length is obtained, and so

conformation (C) does not belong to the first excited state (even though it has the same

energy). The total degeneracy of the first exited state D2 = 4, which is the total number

of conformations, multiplied by the gauche degeneracy of Eq. (3.1). The coarse-graining

parameters of the remaining excited states can be found analogously, and are listed for

completeness in Table 3.1. Finally, for the completely disordered state α = q = 10, one

assumes E10 = (0.42M−3.94)×10−13 erg, A10 = 34 Å2, and degeneracy D10 = 6×3M−6,

which have their origins in experimental considerations [Caillé et al., 1980].
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3.2.2 Pink model Hamiltonian

Having specified the coarse-graining parameters, the Hamiltonian of the Pink model can

be written as [Mouritsen, 1984]

HPink = H0 +HVDW +HP . (3.2)

The first term is the total internal energy of the acyl chains H0 =
∑N

i=1Es(i), with the

sum over all N sites of the triangular lattice, and s(i) ∈ {1, . . . , q} the conformational

state at the ith lattice site. The second term represents the anisotropic van der Waals

interaction between adjacent acyl chains HVDW = −J0
∑
〈i,j〉 Is(i) Is(j), with J0 the van

der Waals coupling constant, and 〈i, j〉 a sum over all 3N nearest-neighboring sites on

the triangular lattice. The precise value of J0 depends on the chain length, and explicit

expressions are provided elsewhere [Pink et al., 1980a,b; Ipsen et al., 1990]. However,

it has been noted that these parameters do not always yield a main transition at the

expected temperature [Corvera et al., 1993], and so we will also propose our own values

later on. The (dimensionless) variables Iα measure nematic chain order, and can be

expressed in terms of the cross-sectional areas [Caillé et al., 1980; Corvera et al., 1993]:

Iα = ωα

(
9

5

A1

Aα
− 4

5

)(
A1

Aα

)5/4

, (3.3)

where ω10 = 0.4 for the disordered state α = 10, and ωα = 1 otherwise.

The last term in the Hamiltonian accounts for the interaction between the hydrophilic

polar head groups and between them and water and also steric interactions from both

head groups and the lipid chains. Although it is possible to consider a more realistic

pairwise interaction between the head groups [Mouritsen, 1984], this interaction can be

approximated with a simple pressure term HP = ΠA, where Π is an effective lateral

pressure acting on the lipid chains in the bilayer membrane, and A the total cross-

sectional area occupied by the lipids chains,

A =

N∑
i=1

As(i) . (3.4)

3.3 Monte Carlo methods

To study the phase behavior of the Pink model, we use the Monte Carlo (MC) simulation

method. We mostly use triangular lattices of size N = L × L with periodic boundary
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conditions. The principal MC move consists of randomly picking one of the lattice sites,

reading out the conformational state α of that site, and proposing a new state β drawn

randomly from the set of q possible states. The new configuration is accepted with the

Metropolis criterion:

Pacc(α→ β) = min

[
1,
Dβ

Dα
exp

(
−∆H
kBT

)]
, (3.5)

where D denotes the state degeneracy, ∆H the energy difference between initial and final

configuration as given by Eq. (3.2), kB the Boltzmann constant, and T the temperature.

The degeneracy compensates for the fact that some of the states have a much larger

entropy, and should therefore appear more often in the ensemble average.

By virtue of the MC move, the total projected area A given by Eq. (3.4) fluctuates

during the course of the simulation. In fact, A plays the role of order parameter since

it changes abruptly at the main phase transition. Hence, it is instructive to measure

the distribution P (A|T,Π), defined as the probability of observing a configuration with

projected area A. The distribution depends on the imposed temperature and pressure,

as well as on the linear extension L of the triangular simulation lattice. At the main

transition, P (A|T,Π) assumes a characteristic bimodal shape, from which a number of

important phase properties are obtained (explicit examples are provided in the next

section). We note that even with very long simulation runs, distributions P (A|T,Π)

of high statistical quality are difficult to obtain, especially in the vicinity of the main

transition. The reason is related to free energy barriers that arise from the formation

of interfaces [Binder, 1982; Neuhaus and Hager, 2003; Fischer and Vink, 2010]. To

overcome this problem, we combine our MC simulations with a biased sampling scheme

called successive umbrella sampling [Virnau and Müller, 2004]; the latter ensures that

P (A|T,Π) is sampled accurately over the entire (specified) range in A of interest. A final

ingredient to economize simulation time is the use of histogram reweighting [Ferrenberg

and Swendsen, 1989]. A single simulation run yields P (A|T,Π) at a given temperature T

and effective pressure Π; histogram reweighting enables us to extrapolate the measured

distribution to different values T ′,Π′. For example, extrapolations in the pressure are

performed using P (A|T,Π′) ∝ P (A|T,Π) e−(Π′−Π)A/kBT . Extrapolations in the temper-

ature can be performed analogously, but also require storage of the energy histograms;

for implementation details see Fischer and Vink [2009].
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3.4 Results

3.4.1 The “standard” Pink model revisited

We first consider the main transition in a membrane consisting of DPPC lipids to settle

a controversy when this system is being simulated using the Pink model. The acyl chains

in DPPC consist of M = 16 carbon atoms, and the experimentally obtained main tran-

sition temperature TDPPC = 314.0 K [Ipsen et al., 1990]. However, simulations based on

the Pink model could not detect a transition at this temperature [Corvera et al., 1993].

The latter simulations used the “standard” Pink parameters as listed in Table 3.1, van

der Waals coupling constant J0 = 0.710×10−13 erg, and pressure Π = 30 dyn/cm. Hence

the question arises as to why no transition could be detected. To answer this question we

perform additional DPPC simulations using the Pink model, with the same parameters

as in Corvera et al. [1993], but over a wider range in temperature and pressure. The

picture that emerges is the following: At high temperature the distribution P (A|T,Π) is

always single-peaked (corresponding to one-phase) for all value of the lateral pressure Π.

At low temperature, P (A|T,Π) is double-peaked for a special value of the lateral pres-

sure, Π = ΠCOEX, corresponding to two-phase coexistence (Fig. 3.2A). Here, the left

peak reflects the gel phase, the right peak the fluid phase. The numerical criterion to

locate ΠCOEX is to vary Π until the fluctuation 〈A2〉−〈A〉2 reaches a maximum [Orkoulas

et al., 2001], with the thermal averages computed as 〈Am〉 =
∫
Am P (A|T,Π) dA.

At the temperature T = Tc where the transition from a single- to double-peaked distribu-

tion occurs, the system becomes critical. To locate the critical temperature a finite-size

scaling analysis is performed, whereby we plot the Binder cumulant U1 = 〈∆2〉/〈|∆|〉2,

∆ ≡ A− 〈A〉, versus temperature T for different system sizes L. In the thermodynamic

limit,

lim
L→∞

U1 =


1 T < Tc,

U∗1 T = Tc,

π/2 T > Tc,

(3.6)

while in systems of finite size, curves for different L intersect at T = Tc [Binder, 1981a,b].

In Fig. 3.2B, we show the result for DPPC obtained using the “standard” Pink model

parameters: The data scale is as expected, and from the intersection the critical tem-

perature Tc can be accurately “read off”.
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Figure 3.2: Simulation results for DPPC obtained using the Pink model
with “standard” parameters. (A) Probability distribution P (Ā) of the cross-
sectional area per molecule. Note that we have adopted the convention to
plot the average area per lipid, Ā = 2A/N , with A given by Eq. (3.4). At high
temperature, irrespective of the value of Π, P (Ā) is single-peaked corresponding
to one-phase (solid line). At low temperature, P (Ā) becomes double-peaked
provided Π = ΠCOEX, indicative of two-phase coexistence (dotted line). (B)
Finite-size scaling analysis to locate the critical temperature Tc. Plotted is the
Binder cumulant U1 as a function of temperature T for different system sizes L.
The intersection of the curves for different L yields Tc.
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M J0 Tc ΠCOEX Tm J∗0 Π∗COEX

DMPC 14 0.618 270.3 4.3 296.9 0.690 15.6
DPPC 16 0.710 291.7 4.6 314.0 0.772 18.1
DSPC 18 0.815 321.5 21.6 327.9 0.833 26.7

Table 3.2: Critical point parameters for three lipid species, with M the
number of carbon atoms in a single chain. We list the critical temperature Tc

and coexisting pressure ΠCOEX obtained in simulations of the Pink model using
the “standard” value of the van der Waals coupling constant J0. The resulting
estimates of Tc are to be compared to the experimental melting temperatures
Tm: Tc clearly underestimates Tm in all cases. Instead, by using the Pink model
with the re-tuned values J∗0 proposed in this work, Tc coincides with Tm, with
corresponding critical pressure Π∗COEX (coupling constants in units of 10−13 erg,
temperatures in K, and pressures in dyn/cm).

The corresponding estimates of Tc as well as the coexistence pressures ΠCOEX for three

lipid species are collected in Table 3.2. For all lipid species considered, the computed

critical temperature Tc is distinctly below the experimental melting temperature Tm.

In other words, if one simulates the Pink model at the experimental melting tempera-

ture Tm, one is always inside the one-phase region, where P (A|T,Π) is single-peaked!

This, apparently, is the reason why no phase transition could be seen in previous stud-

ies [Corvera et al., 1993]. One possibility to get the proper value for the transition

temperature (i.e., such that Tc coincides with Tm) is to re-tune the value of J0. This

has been done for the three lipid species by systematically changing the coupling con-

stant J0 using histogram reweighting and finite-size scaling. Our proposed values J∗0 and

corresponding pressures Π∗COEX for the three lipid species are summarized in Table 3.2.

For completeness, we still confirm the universality class of the critical point, which for the

Pink model is expected to be the one of the 2D Ising model [Pink et al., 1980a]. To this

end, we consider the susceptibility χ =
(
〈∆2〉 − 〈|∆|〉2

)
/(kBTL

2) [Orkoulas et al., 2000],

which diverges at the critical point χ ∝ |t|−γ , t = T/Tc − 1, with critical exponent γ.

In systems of finite size, the divergence is rounded, but γ can still be obtained using

the standard finite-size scaling procedure of plotting χL−γ/ν versus t L1/ν [Newman and

Barkema, 1999], where ν is the correlation length critical exponent. Provided suitable

values γ, ν, Tc are used, data for different L collapse. The result for DPPC is shown

in Fig. 3.3, where the “standard” parameters of the Pink model were used. Indeed, by

using the 2D Ising values {γ = 7/4, ν = 1}, and Tc = 291.7 K of Table 3.2, an excellent

data collapse is observed (similar good collapses are obtained for DMPC and DSPC
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Figure 3.3: Susceptibility scaling function χL−γ/ν versus t L1/ν for DPPC
obtained using the “standard” Pink model. The data for different system sizes
strikingly collapse using 2D Ising values for the critical exponents.

also). The order parameter critical exponent has also been measured, and the 2D Ising

value β = 1/8 was confirmed (scaling plot not shown). Therefore, even though the Pink

model is a 10-state model, its critical behavior remains in the universality class of the

2D Ising model. This further motivates the idea of reducing the q = 10 states in the

Pink model to an effectively two-state description as is frequently done [Doniach, 1978;

Pink et al., 1980a; Mouritsen et al., 1983; Michonova-Alexova and Sugár, 2002; Ehrig

et al., 2011b].

3.4.2 Modified Pink model with fewer states

We now consider the effect of lowering the number of states in the Pink model. For

this purpose, an appropriate number of intermediate states was removed, based on the

maximum number of gauche bonds. In the “standard” 10-state Pink model at most three

gauche bonds are allowed. We now consider the case where at most two gauche bonds

are permitted, by removing states α = 8, 9 from Table 3.1, yielding an 8-state model

(to keep the total number of states constant the degeneracy of the removed states was

added to the disordered state, but we emphasize that this correction is small). We apply

our previous finite-size scaling analysis to the resulting 8-state model for DPPC, using

the “standard” value J0 = 0.710 × 10−13 erg. As expected, the critical point remains

in the universality class of the 2D Ising model, but it is “shifted” to Tc = 309.4 K

and ΠCOEX = 26.0 dyn/cm. Similarly, by allowing at most one gauche bond, a 5-state
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model is obtained. In this case, the DPPC critical point is located at Tc = 351.5 K and

ΠCOEX = 87.7 dyn/cm.

Therefore, lowering the number of states in the Pink model while leaving the other

parameters untouched, one finds that both the critical temperature and pressure in-

crease. This trend is consistent with the Pink model simulations of Mouritsen [1983] for

DPPC performed at the experimental melting temperature Tm but with a lower number

of states. In these simulations, hysteresis loops indicating a first-order transition are

clearly visible around Tm for q < 6. Indeed, as our scaling analysis shows, by lowering

the number of states q, Tc eventually exceeds Tm, resulting in a genuine phase transition

at Tm.

To conclude, lowering the number of states q does not affect the universality class of the

Pink model, which remains 2D Ising (provided q ≥ 2, of course). Hence, the topology of

the phase diagram remains the same; merely the critical point gets shifted. Depending

on the parameters used, the main transition in the Pink model is either first-order

(T < Tc), or it is 2D Ising critical (T = Tc). We do not claim that the main transition

as observed in experiments necessarily conforms to this scenario (we return to this point

in Section 3.5).

3.4.3 Pink model with quenched disorder

As a final illustration, we consider the main transition in a solid-supported membrane,

which has received considerable attention in experiments [Yang and Appleyard, 2000;

Xie et al., 2002; Tokumasu et al., 2003; Charrier and Thibaudau, 2005; Keller et al., 2005;

Seeger et al., 2010]. A striking feature observed in one of these studies is the formation

of coexisting gel and fluid domains that do not coalesce with time, but instead form a

multi-domain structure that is stable over hours [Charrier and Thibaudau, 2005]. To

understand the stability of this structure is not trivial, due to the large amount of line

interface it contains. Here we attempt to reproduce such a multi-domain structure within

the framework of the Pink model. Our hypothesis is that the solid support onto which

the membrane is deposited has a certain roughness. Since surface roughness is random

and time independent, it constitutes a form of quenched disorder. We assume that this

gives rises to regions on the surface where certain lipid tail conformations are preferred

over others. We capture this effect in the Pink model by randomly labeling a fraction p

of the lattice sites as “pinning sites”. At the pinning sites, the corresponding lipid chain

is fixed into the ground state conformation. This extension is trivially incorporated
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Figure 3.4: DSPC simulation results for T = 291 K in the absence of quenched
disorder. (A) The natural logarithm of P (Ā) at ΠCOEX and system size L = 50.
The barrier ∆F is related to the line tension via Eq. (3.7). (B) Typical snapshot
of the bilayer with the lipids color coded according to their conformational
state for a 200 × 300 lattice. The snapshot was taken at cross-sectional area
Ā = 54.4 Å2 chosen “between the peaks” of P (Ā). A pronounced coexistence
between a single gel and fluid domain is observed.

into our MC simulations: We simply do not apply the MC move to pinning sites. We

specialize to DSPC, using the “standard” Pink parameters of Tables 3.1 and 3.2.

In Fig. 3.4A, we show lnP (A|T,Π) at T = 291 K and ΠCOEX = −18.9 dyn/cm in the

absence of quenched disorder (p = 0). At this temperature, which is well below Tc, the

main transition is strongly first-order. Consequently, there is a significant line tension

σ between gel and fluid domains; the latter is related to the free energy barrier [Binder,

1982; Billoire et al., 1994]:

∆F ≡ kBT ln (Pmax/Pmin) = 2σL , (3.7)

indicated by the vertical double arrow in Fig. 3.4A. Here, Pmin is the value of P (A|T,Π)

at the minimum “between the peaks”, while Pmax denotes the average peak value. The
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Figure 3.5: DSPC simulation results for T = 291 K in the presence quenched
disorder, with a fraction of pinning sites p = 0.03. (A) Typical distributions
P (Ā) for four different samples of pinning sites, and system size L = 50. In
contrast to Fig. 3.4A, a first-order transition can no longer be identified. (B)
Typical bilayer snapshot obtained at Ā = 54.4 Å2 for a 200 × 300 lattice. A
stable structure of multi-domains is observed.

physical motivation for Eq. (3.7) is that, for cross-sectional areas “between the peaks”,

the bilayer reveals a coexistence between two slab domains where the total interface

length equals 2L (Fig. 3.4B). For DSPC, and assuming the lattice constant to be 1 nm,

we obtain σ ∼ 1.1 pN, which is compatible with experimental values [Karatekin et al.,

2003].

Next, we consider a DSPC bilayer with a fraction p = 0.03 of the lattice sites marked as

“pinning sites”. In Fig. 3.5A, we show distributions P (A|T,Π) for T = 291 K obtained

for four different random positions (samples) of pinning sites. Even though the tem-

perature is the same as in Fig. 3.4A, a unique double-peaked distribution can no longer

be identified. In contrast, P (A|T,Π) is strongly sample dependent, and a multitude of

rather exotic shapes is revealed. This behavior is characteristic of systems that belong to

the universality class of the 2D random-field Ising model (2D-RFIM) [Fischer and Vink,
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Figure 3.6: The (disorder-averaged) Binder cumulant U1 as a function of
temperature T for DSPC with a fraction p = 0.03 of pinning sites. In contrast
to Fig. 3.2B, an intersection of the curves for different L can no longer be
identified. Instead, as the system size L increases, U1 → π/2, indicative of
the one-phase region. For each system size, the disorder average comprised 200
samples of pinning sites.

2011]. Hence, by introducing the pinning sites, we have changed the universality class of

the Pink model from ordinary 2D Ising toward 2D-RFIM (the pinning sites essentially

correspond to a field of infinite strength acting at random locations).

There are two features of the 2D-RFIM universality class that are remarkably consistent

with experimental results for the main transition in supported membranes. First of all,

2D-RFIM universality implies the absence of macroscopic coexistence between gel and

fluid domains [Imry and Ma, 1975; Imbrie, 1984; Bricmont and Kupiainen, 1987; Aizen-

man and Wehr, 1989]. Indeed, inspection of simulation snapshots (Fig. 3.5B) reveals

an equilibrium multi-domain structure, that is highly anisotropic, strongly resembling

experimental AFM images [Charrier and Thibaudau, 2005]. A second (related) feature

is that the 2D-RFIM has no true phase transition in the thermodynamic limit. In finite

systems, there may be signs of a transition [or even several transitions; note that some

of the distributions in Fig. 3.5A are triple-peaked], but they will be “smeared” over a

wide temperature range, and do not persist in the thermodynamic limit. Precisely this

behavior has also been reported in experiments [Tokumasu et al., 2003; Charrier and

Thibaudau, 2005]. Simulation evidence that the pinning sites prevent a sharp transi-

tion in the thermodynamic limit follows from the (disorder-averaged) Binder cumulant

U1 =
[〈

∆2
〉]
/[〈|∆|〉2], where [·] denotes an average over different samples of pinning
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sites. As shown in Fig. 3.6, U1 → π/2 as L increases, consistent with only a single

phase.

3.5 Conclusion

In this paper, the main phase transition in single-component phospholipid membranes

was investigated using the Pink model. Our simulations of the pure membrane (i.e., with-

out quenched disorder) confirm the formation of macroscopic gel and fluid domains below

a critical temperature Tc, and at the coexistence pressure ΠCOEX. We also demonstrated

that, using the accepted values of the Pink model parameters, Tc falls below experimen-

tally measured transition temperatures. This explains why no phase transition was

detected at the experimental transition temperature in the simulations of Corvera et al.

[1993]. To resolve this issue, we propose that the strength of the van der Waals coupling

in the Pink model be increased. By using the values proposed in this work, Tc of the

Pink model in the thermodynamic limit coincides with the experimental main transition

temperature. In addition, finite-size scaling was applied to confirm the universality class

of the critical point in the Pink model, which was shown to be 2D Ising. This result

holds irrespective of the number of conformational states q (as long as q ≥ 2, of course).

Hence, to capture the generic features of membrane phase behavior, a highly detailed

model is not always needed (which is consistent with the findings of Fischer et al. [2012]).

We have also used the Pink model to describe the main transition in the presence of

quenched disorder, which may arise in case the membrane is deposited on a rough

support. Assuming that this induces regions in the membrane where certain tail confor-

mations become preferred, the universality class changes toward that of the 2D random-

field Ising model. In the presence of quenched disorder, the Pink model reveals a stable

multi-domain structure, and the absence of a sharp transition; these findings are indeed

consistent with some of the experimental observations.

Although the Pink model (both the pure version and the one containing quenched dis-

order) seems well suited to describe the main transition, we wish to end with a warning.

By using the Pink model, one inevitably casts the main transition into the Ising univer-

sality class. This may not be entirely appropriate, as the main transition is essentially

a melting transition leading to the formation of nematic chain order. A liquid-crystal

model may therefore be more suitable, such as the Maier-Saupe approach followed in

Marčelja [1973]. If, indeed, the main transition occurs close to a critical point [Marčelja,
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1974; Doniach, 1978] it may well be necessary to replace the discrete set of states of

the Pink model by a continuous one [Scoville-Simonds and Schick, 2003]. In that case,

one enters the regime of Heisenberg-type models (which, provided certain conditions

are met, do support 2D phase transitions [van Enter and Shlosman, 2002; Blöte et al.,

2002; Fish and Vink, 2009]). The investigation of the main transition in terms of such

a continuous model could be an interesting topic for future work.
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Abstract

We present computer simulations of a membrane in which the local composition is cou-

pled to the local membrane curvature. At high temperatures (i.e., above the temperature

of macroscopic phase separation), finite-sized transient domains are observed, reminis-

cent of lipid rafts. The domain size is in the range of hundred nanometers, and set

by the membrane elastic properties. These findings are in line with the notion of the

membrane as a curvature-induced microemulsion. At low temperature, the membrane

phase separates. The transition to the phase-separated regime is continuous and belongs

to the two-dimensional Ising universality class when the coupling to curvature is weak,

but becomes first-order for strong curvature-composition coupling.

4.1 Introduction

Ever since the postulation of the lipid raft hypothesis [Simons and Ikonen, 1997], under-

standing the lateral structure and heterogeneity of lipid bilayers has been an extremely

active area of research. One line of thought is that lipid rafts (i.e.,tiny domains rich in

saturated lipids and cholesterol floating in an ocean of unsaturated lipids) are the result

of two-phase fluid-fluid coexistence. The challenge is to explain why raft domains remain

small, as opposed to growing and coalescing in order to minimize line tension [Lenne

and Nicolas, 2009; Komura and Andelman, 2014]. One hypothesis is that membranes

are close to (but distinctly above, i.e., in the one-phase region of the phase diagram)

the critical point of the fluid-fluid coexistence region. Hence, the correlation length

is still large (i.e., significantly exceeding the size of single molecules) but macroscopic

domain formation does not occur. Experiments performed on model membranes indeed

reveal that such systems support critical behavior [Veatch et al., 2007, 2008; Connell

et al., 2013], with indications that the corresponding universality class is the expected

one [Honerkamp-Smith et al., 2008] (i.e., the one of the two-dimensional (2D) Ising

model).

Although the existence of critical behavior in free-standing membranes has thus been

demonstrated quite convincingly (not only in model membranes, but also in cell-derived

vesicles [Veatch et al., 2008; Levental et al., 2009]), the relevance of this for real cell

membranes is not entirely obvious, because the latter are typically not free, but intri-

cately connected to their environment (for instance to the cytoskeleton). Relatively re-

cent simulations have shown that, in the presence of a cytoskeleton network, macroscopic



Chapter 4 Raft formation in lipid bilayers coupled to curvature 47

domain formation will always be suppressed [Fischer and Vink, 2011; Machta et al., 2011;

Ehrig et al., 2011a; Fischer et al., 2012]. The idea is that, assuming the cytoskeleton

network to be spatially random on large scales and with a preferred affinity to one of the

lipid species, a new universality class is induced, namely the one of the two-dimensional

random-field Ising model. As is well known [Imry and Ma, 1975], the latter model

does not support macroscopic domain formation at any temperature nor does it support

critical behavior, and so it is not a priori obvious how the critical behavior observed in

free-standing vesicles would manifest itself in the presence of a cytoskeleton network.

The suppression of macroscopic lipid phase separation was recently confirmed experi-

mentally in a model membrane coupled to an actin network [Honigmann et al., 2014].

In yeast cells, the situation is less clear [Spira et al., 2012].

In yet another view [Yamamoto and Safran, 2011; Palmieri and Safran, 2013], applicable

to both free-standing and non-free membranes, the working hypothesis is that the line

tension is effectively lowered by hybrid lipids; the latter collect at the raft interface,

thereby lowering the line tension in much the same way a surfactant molecule would.

In the presence of hybrid lipids, the tendency of the membrane to phase separate would

thus be greatly diminished, offering an alternative explanation for the stability of lipid

rafts.

Finally, the last hypothesis that we mention here is that rafts may be stabilized via a

coupling between the local membrane composition and the local shape (e.g., curvature,

thickness) of the membrane leaflet [Schick, 2012; Meinhardt et al., 2013; Shlomovitz

and Schick, 2013]. For instance, it may be that regions of certain curvature sign prefer

certain lipid species (the feasibility of such a coupling has been demonstrated experi-

mentally [Parthasarathy et al., 2006; Parthasarathy and Groves, 2007]). This hypothesis

differs from the others discussed above, because it departs from the view that the mem-

brane is strictly flat and two-dimensional. Instead, the membrane height deviations into

the third dimension now play a crucial role.

The existence of the various hypotheses (i.e., critical behavior, cytoskeleton arrested

phase separation, hybrid lipids, coupling to membrane leaflet shape) precludes a com-

prehensive picture of exactly what goes on in membrane raft formation. Presumably, all

proposed mechanisms contribute to some extent. With this idea in mind, the purpose of

this article is to investigate by computer simulation how membrane fluid-fluid demixing

is affected by a coupling to the membrane leaflet shape. We thus focus on the combined

effect of the first and last discussed hypothesis (leaving aside therefore the role of hybrid

lipids and the cytoskeleton). Our foremost aim is to test the recent hypothesis of Schick
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in which the membrane is envisioned as a curvature-induced microemulsion [Schick,

2012]. This hypothesis is interesting for biological applications because it accounts for

transient domains of finite size (i.e., rafts) at physiological temperatures, without re-

quiring the vicinity of a critical point. Our second aim is to consider the fate of phase

separation transitions in membranes that are coupled to curvature.

The outline of this article is as follows: We first recapitulate the essentials of Schick’s

hypothesis. Next, we introduce our membrane model, and describe how this model is

simulated using Monte Carlo updates in Fourier space. Our results, including a careful

analysis of finite-size effects, are presented, and then we give our conclusions.

4.2 Theoretical Background

We consider a lipid bilayer that undergoes lateral phase separation into a liquid-ordered

(Lo) and liquid-disordered (Ld) phase. The Lo phase is characterized by a high density of

saturated lipids and cholesterol, whereas the Ld phase has a high density of unsaturated

lipids [Veatch and Keller, 2003; Veatch et al., 2008]. We assume the membrane to be

planar, such that the local membrane height h, and the local composition φ, may be

expressed as functions of the lateral coordinates x, y (Monge representation). The scalar

field φ ≡ φ(x, y) describes the local composition of, say, the upper leaflet, with the sign

encoding whether the position at (x, y) is predominantly Lo or Ld. The free energy cost

of the membrane height fluctuations is given by the Helfrich form [Helfrich, 1973], which

regards the membrane as an elastic sheet with bending rigidity κ, and surface tension σ,

as

HHelfrich =

∫ [κ
2

(∇2h)2 +
σ

2
(∇h)2

]
dxdy . (4.1)

The free energy cost of the composition fluctuations is described by a fourth-order Lan-

dau expansion

HComposition =

∫ [
A

2
φ2 +

B

2
(∇φ)2 + Cφ4

]
dxdy . (4.2)

The molecular asymmetry between the Lo and Ld phases gives rise to a curvature-

composition coupling term [Parthasarathy et al., 2006; Parthasarathy and Groves, 2007]

Hx = γ

∫
φ (∇2h) dxdy , (4.3)



Chapter 4 Raft formation in lipid bilayers coupled to curvature 49

Figure 4.1: Topology of the mean-field phase diagram of Eq. (4.4). The
horizontal axis is the strength γ of the curvature-composition coupling, the
vertical axis is the prefactor A of the quadratic term in Eq. (4.2). There are four
distinct thermodynamic phases: a disordered fluid phase spanning the regions
f1 and f2; the Lo phase and the Ld phase; and a modulated phase (mod).
(Solid lines) Genuine phase transitions; (dashed line) Lifshitz line. In mean-
field theory, all lines meet in the Lifshitz point (LP). The point Is marks the
critical point of the system without curvature-composition coupling.

with coupling strength γ. This coupling implies that the composition of the lower leaflet

will be anti-correlated. More refined descriptions allowing for a positive correlation are

presented elsewhere [Shlomovitz and Schick, 2013; Meinhardt et al., 2013], but here we

focus on the most simple case. The full model is the sum of the above three Hamiltonian

terms

HTheory = HHelfrich +HComposition +Hx . (4.4)

Models such as Eq. (4.4) have been intensely studied [Leibler and Andelman, 1987;

Andelman et al., 1992; Hansen et al., 1998; Kumar et al., 1999; Gozdz and Gompper,

2001; Harden et al., 2005], and the corresponding mean-field phase diagram, depicted

in Fig. 4.1, is well known [MacKintosh, 1994; Shlomovitz and Schick, 2013]. A two-

dimensional representation is used, in which the horizontal axis denotes the strength

γ of the curvature-composition coupling, and the vertical axis denotes the coefficient

A of the quadratic term in the Landau expansion, Eq. (4.2). There are four distinct

thermodynamic phases: The first one is a fluid phase, indicated by regions f1 and f2,

which is a disordered phase characterized by exponentially decaying correlations. This

phase occurs for A > 0 and small values of γ. The difference between regions f1 and f2

is that the structure factor S(q) assumes its maximum at wave vector q = 0 in f1, and
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at q = q∗ > 0 in f2. We emphasize that no phase transition is associated by crossing the

Lifshitz line that separates regions f1 and f2. Thermodynamically, the entire region, f1

and f2, is a single phase. For A < 0 and small γ, the membrane macroscopically phase

separates into two coexisting phases, i.e., the Lo and Ld phases. A may thus be regarded

as the temperature difference from the critical temperature of phase separation. At large

γ, the fourth phase is observed. This is a modulated phase characterized by alternating

stripes in the composition, of some characteristic wavelength.

In mean-field theory, all lines meet at the Lifshitz point (LP), located at A = 0 and

γ = γLif . In the absence of curvature-composition coupling, γ = 0, one recovers conven-

tional fluid phase separation (the experimental analysis of phase separation in vesicles

is typically performed this way [Honerkamp-Smith et al., 2008]). In this case, there is a

critical point (Is) below which the homogeneous fluid membrane macroscopically phase

separates into coexisting Lo and Ld phases. In a real membrane (accounting for fluctua-

tions), this critical point is expected to belong to the 2D Ising universality class. In the

presence of curvature-composition coupling, γ > 0, the point Is marks the beginning of

a line of critical points, which extends to the Lifshitz point. In mean-field theory, phase

transitions between f1 ↔ Lo/Ld and f2 ↔ mod are continuous, whereas transitions

Lo/Ld ↔ mod are first-order.

To account for lipid rafts, i.e., composition fluctuations on a length scale that is large

compared to single particles yet not macroscopic, Fig. 4.1 offers two possible candidates.

The first is to tune the membrane close to the critical point of phase separation, i.e., just

above the line “Is-LP”. Provided A > 0, the membrane remains mixed, but with large

composition fluctuations characteristic of a critical point [Veatch et al., 2007; Connell

et al., 2013]. The second possibility, proposed by Schick [Schick, 2012], is the fluid

region f2. Because the latter is above the Lifshitz line, composition fluctuations on a

non-trivial scale corresponding to wave vector q∗ are expected. To quantify this scale,

one can ignore the quartic term in the Landau expansion (C = 0), because in region f2

the coefficient A > 0. In terms of the Fourier components of the composition field φ̃(~q),

and after integrating out the height fluctuations, the free energy becomes [Schick, 2012]

F =
1

2

∫
|φ̃(q)|2

S(q)
d~q, q = |~q| , (4.5)
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with the integration over all two-dimensional wave vectors, ~q. Here S(q) denotes the

static structure factor of composition fluctuations

1

S(q)
= A+Bq2 − γ2

κ+ σ/q2
. (4.6)

For γ → 0, S(q) approaches the Ornstein-Zernike form, which reaches its maximum at

wave vector q = 0, indicating macroscopic composition fluctuations. For γ > γLif =
√
σB, the structure factor, S(q), assumes its maximum at a finite wave vector

q∗ =
√

(σ/κ)(γ/γLif − 1) , (4.7)

and so γLif marks the Lifshitz line (vertical dashed line in Fig. 4.1). The corresponding

(inverse) value of the structure factor reads as

1

S(q∗)
= A

(
1− (γ − γLif)

2

Aκ

)
, (4.8)

which becomes zero at γm = γLif +
√
Aκ (the phase boundary f2 ↔ mod is thus

parabolic).

For γLif < γ < γm (region f2), i.e., between the Lifshitz line and the modulated phase,

the system resembles a microemulsion. That is, the membrane is overall disordered, but

with composition fluctuations on a non-trivial length scale set by the wave vector q∗.

As noted by Schick [2012], this is promising in view of rafts, which are postulated to be

transient domains of finite size. To obtain the actual length, one Fourier transforms S(q),

which in two dimensions corresponds to a Hankel transform. The result from Schick

[2012] is a characteristic size of the composition fluctuations ∼ (κ/σ)1/2. For typical

values of the bending rigidity and tension, this size is ∼ 100 nm, which is compatible

with the raft scale.

4.3 Simulation Model

Our simulation model is a discretized version of Eq. (4.4). It is defined on a L × L

periodic square lattice, each lattice site having a spatial coordinate (i, j). To describe

the membrane composition, we assign a spin variable si,j = ±1 to each cell, where

the sign indicates whether the cell (i, j) is predominantly Lo or Ld. To incorporate

the membrane height fluctuations, we also assign to each cell a real number hi,j ∈ R

describing the membrane height at cell (i, j) measured with respect to a flat reference
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plane. Without loss of generality, the reference height is placed at zero in what follows.

The total free energy of our simulation model is given analogously to Eq. (4.4) as

HSim = HSim
Helfrich +HSim

Composition +HSim
x . (4.9)

The first term describes the elastic energy of the membrane height fluctuations, for which

we again use the Helfrich expansion [Helfrich, 1973]

HSim
Helfrich =

∑
(i,j)

a2

2

[
κ
(
∇2hi,j

)2
+ σ|∇hi,j |2

]
, (4.10)

where a is the lattice spacing, and the sum is over all lattice sites:
∑

(i,j) ≡
∑L−1

i=0

∑L−1
j=0 .

The first term in Eq. (4.10) is the bending energy, and its strength is set by the bending

modulus, κ. The latter term describes the free energy of membrane area deformations,

and its scale is dictated by the membrane tension, σ. Note that Eq. (4.10) is given

in discrete form, as is appropriate for a lattice model. To compute the gradient and

Laplacian terms, we use the finite-difference expressions

∇hi,j ≡
1

2a

hi+1,j − hi−1,j

hi,j+1 − hi,j−1

 ,

∇2hi,j ≡
1

a2
(hi+1,j + hi−1,j + hi,j+1 + hi,j−1 − 4hi,j) ,

(4.11)

as is commonly done in simulations [Weikl et al., 2002]. In the limit a → 0, these

finite-difference expressions exactly converge to their continuous counterparts; for finite

a, however, some lattice artifacts may be present (e.g., square anisotropy). The second

term models the lipid interactions, which we assume to be pairwise-additive, and are

given by a simple Ising term

HSim
Composition = −J

∑
(i,j)

si,j (si+1,j + si,j+1) , (4.12)

where J > 0 is the Ising interaction constant. This is following the approach of

Honerkamp-Smith et al. [2008], which also use the Ising model to describe phase-

separating vesicles, but without curvature coupling. The last term in the free energy

describes the coupling of the local composition to the local membrane curvature, given

in discrete form as

HSim
x = γ

∑
(i,j)

a2si,j
(
∇2hi,j

)
, (4.13)

where γ is the strength of curvature-composition coupling.



Chapter 4 Raft formation in lipid bilayers coupled to curvature 53

4.4 Simulation Method

4.4.1 Monte Carlo moves

To study the statistical mechanics of the model defined by Eq. (4.9), we use Monte

Carlo (MC) simulation. To update the spin variables si,j , we employ single-spin-flip

dynamics, whereby one of the lattice sites (i, j) is randomly chosen, and its spin variable

inverted as si,j → −si,j . The proposed flip is accepted with the Metropolis probability,

Pacc,flip = min
[
1, e−∆H/kBT

]
, where ∆H is the free energy difference computed according

to Eq. (4.9), kB is the Boltzmann constant, and T is the temperature. To update the

height variables, hi,j , we use a MC move formulated in Fourier space [Lin and Brown,

2004; Tröster, 2007]. A change in the height variables only affects the Helfrich part and

the coupling term of Eq. (4.9). This part of the free energy is conveniently expressed in

Fourier space as

HSim
Helfrich +HSim

x =

1

L2

∑
(u,v)

[(
κc2

1

2a2
+
σc2

2

)
h̃∗u,vh̃u,v − γc1s̃∗u,vh̃u,v

]
,

(4.14)

where (∗) denotes complex conjugation, and the coefficients are given by

c1(u, v) ≡ 2 [2− cos(2πu/L)− cos(2πv/L)]

c2(u, v) ≡ 1

2
[2− cos(4πu/L)− cos(4πv/L)] .

(4.15)

We emphasize that Eq. (4.14) is the exact result obtained by Fourier transforming the

corresponding real space terms using the finite-difference expression of Eq. (4.11), i.e.,

the energy computed in real space is identical to that in reciprocal space. The Fourier

amplitudes, X̃, of the spin and height variables are obtained by the two-dimensional

Fourier transforms

X̃u,v =
∑
(i,j)

Xi,j e
−2πı(ui+vj)/L ,

Xi,j =
1

L2

∑
(u,v)

X̃u,v e
2πı(ui+vj)/L ,

(4.16)

where ı =
√
−1, and X ∈ {h, s}. Note that the amplitudes are not all independent, but

related via complex conjugation, h̃∗u,v = h̃L−u,L−v, because Eq. (4.14) must be real.
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In general, the mode amplitudes are complex numbers, h̃u,v = (hR)u,v + ı(hI)u,v, where

hR and hI denote the real and imaginary parts, respectively (to improve readability, we

omit the dependence on u, v in the subsequent notation). The key point to note is that

Eq. (4.14) is quadratic in hR and hI. Hence, in thermal equilibrium, these variables

are Gaussian distributed according to P (x) ∝ exp[−(x− µx)2/Γ2
x], where x ∈ {hR, hI}.

The average is given by the minimum of Eq. (4.14) as

µhR = γc1Re[s̃u,v]/(κc
2
1/a

2 + σc2) ,

µhI = γc1Im[s̃u,v]/(κc
2
1/a

2 + σc2) ,
(4.17)

while the variance follows from equipartition

Γ2
hR = Γ2

hI =
1

2
kBTL

2/(κc2
1/a

2 + σc2) . (4.18)

The exception is for purely real modes, for which hI = 0. In this case, P (hR) remains

Gaussian with average µhR but increased variance, Γ2
hR → 2Γ2

hR.

To update the height variables, a fast Fourier routine is used to compute the spin

amplitudes, s̃u,v. We then generate a new set of height amplitudes, h̃u,v, each one

drawn from its corresponding Gaussian distribution, and back-transform to obtain the

real space height variables, hi,j . In this procedure, there is no accept/reject decision.

The advantage of this MC move is that it yields a completely decorrelated set of height

variables, at the expense of two (fast) Fourier transforms. In our simulations, spin flips

and Fourier height moves are typically attempted in a ratio (10L2 : 1), respectively.

4.4.2 Order parameter distribution

In the analysis to be presented, a key role is played by the order parameter distribution,

P (m), defined as the probability to observe the membrane with composition, m =

L−2
∑

(i,j) si,j . During the simulations, as spins are flipped, m fluctuates; P (m) is the

histogram of observed m values. The distribution depends on all the model parameters,

including the system size L. For a system of size L, there are L2 possible values of the

composition. To accurately obtain P (m), it is required that the simulation visits all

of them. We used successive umbrella sampling for this purpose [Virnau and Müller,

2004], where the range, L2m = −L2,−L2 +2, . . . , L2, is sampled on successive steps. As

the number of steps grows ∝ L2, this analysis is restricted to relatively small systems,

L ≈ 40. In cases where only a single snapshot is required, for instance to measure
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the structure factor, much larger lattices L = 200 can be used. To enhance efficiency,

we used histogram reweighting [Ferrenberg and Swendsen, 1989] to extrapolate data

obtained for given model parameters (here: J and γ) to different (nearby) values.

4.4.3 Model parameters and units

In what follows, we use reduced coupling constants J, κ, σ, and γ, which have a factor

1/kBT absorbed into them. All lengths are measured in units of the lattice spacing, a.

We set κ = 20 and σ = 1. With this choice, we expect γLif =
√
σB to be of order unity.

The characteristic length of the composition fluctuations is then l ∼ (κ/σ)1/2 ≈ 4.5.

Because this physically relevant length scale is significantly larger than our spatial dis-

cretization, l � a ≡ 1, our choice mitigates lattice artifacts of the discretized curva-

ture Hamiltonian. Yet, l is small enough such that we can investigate systems that

comprise many domains, L � l. If we take typical values for the membrane tension

σ ∼ 10−5 − 10−6 N/m [Schick, 2012], ambient temperature T = 300 K, and bending

rigidity κ = 20 kBT , then (κ/σ)1/2 ≈ 90− 300 nm.

4.5 Results

4.5.1 No curvature coupling: γ = 0

For γ = 0, the model defined by Eq. (4.9) reduces to the 2D Ising model [Honerkamp-

Smith et al., 2008]. In situations where the composition m can fluctuate freely, the

corresponding phase behavior is as follows: For J > Jcrit = ln(1 +
√

2)/2 ≈ 0.44, the

Ising model phase separates into two coexisting phases – one where the majority of spins

are positive (composition m > 0), and one where they are negative (composition m < 0).

These phases are identified as the Lo phase and the Ld phase. When J < Jcrit, the Ising

model is in the disordered fluid phase, characterized by m = 0. The transition, at

J = Jcrit, is continuous, and belongs to the 2D Ising universality class. This corresponds

to the point Is in Fig. 4.1. In cases where the composition is fixed, which is typical for

experiments, the same scenario applies provided that m = 0. For m 6= 0, the transition

occurs at a larger value of J and is first-order.



Chapter 4 Raft formation in lipid bilayers coupled to curvature 56

0

0.1

0.2

0.3

0.4

0.5

0 0.2 0.4 0.6 0.8 qa

S(q)
(A)

0

0.04

0.08

0 1 2 3 qa

S(q) (B)

data
fit

0

10

20

 3  4  5γ

l*/a
(C)

J=0.7
J=0.6
J=0.5
J=0.4

Figure 4.2: Membrane structure in the disordered fluid phase, i.e., regions
f1 and f2 of the phase diagram (data for J = 0.4, L = 200, with the lattice
constant a as the unit of length). (A) Static structure factor, S(q), for curvature-
composition coupling, γ = 0, 1, 2, 3, 4, 5 (from top to bottom). When γ = 0, S(q)
assumes its maximum at q = 0, characteristic of region f1. When γ > γLif , the
maximum occurs at a finite value, q∗ > 0 (region f2), and shifts to larger q as γ
increases. In region f2, the membrane resembles a raft phase, with composition
fluctuations of typical size l∗. (B) Comparison between the simulated S(q)
(data) and the mean-field form Eq. (4.6) for γ = 3 (fit). (C) l∗, as computed
via Eq. (4.20), as a function of γ, for several values of J . As γ increases, the
curves approach the theoretical estimate ∼ (κ/σ)1/2 [Schick, 2012] (indicated
by the horizontal line).

4.5.2 Fluid phase with curvature coupling

We now consider the fluid phase in the presence of curvature-composition coupling γ > 0,

corresponding to regions f1 and f2 in Fig. 4.1. Because this is the one-phase region, the

Ising interaction constant J is below its critical value Jcrit. Here, we choose J = 0.4. In

Fig. 4.2A, we show the static structure factor, S(q), for several γ, where

S(~q) =

〈
1

L2

∣∣∣∣∣∣
∑
(i,j)

si,j exp(ı~q · ~r)

∣∣∣∣∣∣
2〉

, (4.19)

with ~r = (i, j), wave vectors ~q = 2π(u, v)/L, and 〈·〉 denoting the thermal average. Note

that Fig. 4.2 shows the angular averaged S(q), where q = |~q|. For γ = 0, S(q) reaches its

maximum at q = 0. When γ exceeds a threshold value γLif , S(q) reaches its maximum at

a finite wave vector, q∗ > 0. In Fig. 4.2B, we compare the simulated structure factor to

the mean-field prediction of Eq. (4.6) using γ = 3. We observe that the simulated S(q)

can be well fitted with the mean-field form (in fitting to Eq. (4.6), the ratio σ/κ was

set to the value used in the simulation; A,B, γ were the fit parameters). The threshold
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J = 0.4 J = 0.5 J = 0.7 J = 0.9

Figure 4.3: Typical membrane configurations, for several values of J , and for
two values of the curvature-composition coupling, namely γ = 5 (top row) and
γ = 3 (lower row). The lattice size is L = 200. (Blue) Lo domains; (yellow) Ld
domains. The snapshots left of the vertical line (J ≤ 0.7) correspond to the raft
region f2 of the phase diagram of Fig. 4.1. In this case, the membrane is charac-
terized by composition fluctuations of typical size ∼ (κ/σ)1/2 [Schick, 2012], but
there is no long-range order. The snapshots at J = 0.9 show modulated phases
(region mod of Fig. 4.1), where the domains have crystallized into lamellae (in
two dimensions, we do not expect the orientational order to be long-ranged, but
rather to decay algebraically with system size [Toner and Nelson, 1981]).

value of γ where q∗ first becomes nonzero marks the crossing of the Lifshitz line, where

the membrane goes from region f1 → f2. The biological significance is that, once this

line has been crossed, the membrane is characterized by composition fluctuations of a

characteristic size l∗ = 2π/q∗. In simulations, it is convenient to measure l∗ numerically

using the formula [Newman and Barkema, 1999]

l∗ = 2π

∫
S(q)dq∫
qS(q)dq

. (4.20)

Fig. 4.2C shows l∗ versus γ for various J . As γ increases, the curves approach to a

common value. Schick [2012] predicts this length to be of ∼ (κ/σ)1/2, marked with the

horizontal line. The presence of a characteristic length scale l∗ may also be inferred

from simulation snapshots that are presented in Fig. 4.3. Shown are typical membrane

configurations, for two values of γ, and several values of J .

Next, we ask whether the raft domains are functional, i.e., be able to serve as platforms
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Figure 4.4: Results of a grid analysis at J = 0.43 and γ = 1 showing the
histogram H(m̄) of the normalized composition m̄ measured in w × w cells.
For w in the range of the raft size ∼ (κ/σ)1/2 = 4.5, the histograms remain
distinctly bimodal, implying a clear contrast between raft domains (m̄ ∼ +1)
and the surrounding host phase (m̄ ∼ −1).

for biologically relevant tasks. To this end, there should be a composition contrast be-

tween the raft domains, and the surrounding host phase. To show the contrast, we

performed a grid analysis at J = 0.43 and γ = 1. For γ = 1, macroscopic Lo/Ld phase

separation occurs when J & 0.51 (evidence is presented in the next section). Hence,

J = 0.43 is deep inside the fluid region f2 of the phase diagram, well away from the

Lo/Ld coexistence region (J = 0.43 is even below Jcrit of the 2D Ising model). In the

grid analysis, a w×w cell is selected randomly from the snapshot, and the (normalized)

composition m̄ = (1/w2)
∑

i∈cell si in that cell is recorded. One then repeats this pro-

cedure for different random locations in a snapshot and different snapshots along the

simulation trajectory, and constructs a histogram H(m̄) of the observed composition

values on the length scale, w. In Fig. 4.4, we show how H(m̄) depends on the grid size,

w. For small w, the histograms are distinctly bimodal, whereas for large w a single peak

is observed. For w corresponding to the raft size, which for our parameters is ∼ 4.5,

H(m̄) is still bimodal, showing that raft domains (m̄ ∼ +1) are clearly resolved from the

surrounding phase (m̄ ∼ −1). The results of Fig. 4.2 and Fig. 4.4 provide a numerical

confirmation of Schick’s hypothesis [Schick, 2012]. If composition is coupled to curva-

ture, there indeed exists a fluid phase, f2, with composition fluctuations compatible with

the raft scale. This fluid phase persists well away from the Lo/Ld coexistence region,

i.e., it does not require the membrane to be tuned close to a critical point.
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Figure 4.5: Simulation evidence showing that, for J = 0.53 and γ = 1,
the membrane is in the two-phase Lo/Ld coexistence region. (Main panel)
Probability distribution, lnP (m), for several system sizes, L. The distributions
are distinctly bimodal. (Vertical double-arrow) For L = 20, defining the barrier
∆F . (Inset) ∆F versus L; a linear increase is observed, consistent with the
expected scaling for coexistence in D = 2 dimensions [Lee and Kosterlitz, 1991].

4.5.3 Phase transitions

As stated above, for γ = 1 and J & 0.51, the membrane is in the Lo/Ld coexistence

region. This conclusion is based on the order parameter distribution, P (m), introduced

in Section 4.4.2. In Fig. 4.5 (main panel), we show lnP (m) for γ = 1 and J = 0.53.

We observe a pronounced bimodal distribution, featuring two sharp peaks symmetri-

cally distributed around ∼ m = 0. This bimodal shape is the hallmark of two-phase

coexistence [Vollmayr et al., 1993], each peak representing one phase – in this case, the

Lo and Ld phases. To ensure that the observed bimodal shape is not a finite-size arti-

fact, Fig. 4.5 (inset) shows how the free energy barrier ∆F (double arrow) scales with

the lattice size. As L increases, ∆F linearly increases, providing further confirmation of

genuine Lo/Ld coexistence [Lee and Kosterlitz, 1991]. The slope, ∆F/2L > 0, quantifies

the line tension between the two laterally coexisting phases [Binder, 1982].

In mean-field theory, the transition between the fluid and the Lo/Ld coexistence region

is continuous. Our simulations, in contrast, reveal that the latter transition becomes

first-order, provided γ is large enough. To quantify this, we study the composition

fluctuation χ = L2(〈m2〉 − 〈|m|〉2) [Orkoulas et al., 2000], with averages defined as

〈f(m)〉 =
∫
f(m)P (m) dm. In Fig. 4.6A, we plot χ versus J for various lattice sizes L

at γ = 1. For each curve, there is a value J = JL, where χ reaches its maximum χL.

The observation of a maximum in the composition fluctuation is the hallmark of a phase

transition. However, phase transitions are defined only in the thermodynamic limit
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Figure 4.6: Finite-size scaling analysis of the phase transition between the
Lo/Ld coexistence region and the fluid phase. (A) The composition fluctuation
χ versus J for various system sizes L and γ = 1. The pronounced peak, at
J = JL, and the increase of the peak height χL with L, indicates that a phase
transition occurs. (B) The scaling of the maximum composition fluctuation
lnχL with lnL for γ = 1. The linear increase indicates a power-law χL ∝ Lr,
with r ∼ 2.0 obtained by fitting. This shows that the transition for γ = 1 is
first-order. (C) The exponent r versus γ. For large γ, the transition is first-order
(r = 2), whereas lower values of γ reveal a continuous transition approaching
r = 7/4 of the 2D Ising model. (D) JL versus L−2 for γ = 1. (Dashed line)
Linear fit, whose intercept yields J∞ of the thermodynamic limit.

L → ∞, and so we must carefully check how our data scale with L. Finite-size scaling

theory [Binder and Landau, 1984; Vollmayr et al., 1993; Binder, 1997; Newman and

Barkema, 1999] predicts that χL ∝ Lr, with r = 7/4 if the transition is critical and of

the 2D Ising universality class, and r = D = 2 if the transition is first-order with D being

the spatial dimension. In Fig. 4.6B, we plot χL versus L on double logarithmic scales.

The expected power-law scaling is strikingly confirmed, with an exponent, r ≈ 2.0,

obtained by fitting. Hence, our scaling analysis indicates that for γ = 1 the transition

is first-order. In Fig. 4.6C, we plot r versus γ. For small γ, the exponent, r, approaches

the 2D Ising value. This is to be expected because, for γ = 0, Eq. (4.9) is the Ising

model.

From this simulation evidence, we propose the following scenario for the transition be-

tween the fluid phase and the Lo/Ld coexistence region: In the absence of curvature-

composition coupling, γ = 0, the transition is continuous and of the 2D Ising class. For

large γ, the transition is first-order. Hence, there is a special intermediate value, γ = γtri,

where the type of the transition changes from continuous to first-order – in the language

of phase transitions, this is called a tricritical point [Müller and Binder, 2001]. In the

thermodynamic limit, we thus expect that r = 7/4 for γ < γtri, and r = 2 for γ > γtri.
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Figure 4.7: The simulated phase diagram of Eq. (4.9) in the regime of small
γ. Plotted is 1/J∞ versus γ, which separates the fluid phase from the Lo/Ld
coexistence region (squares indicate the results of our finite-size scaling analysis,
the dot marks the exact location of the 2D Ising critical point). For γ < γtri

(γ > γtri), the transition between the fluid and the Lo/Ld region is 2D Ising-
critical (first-order). Based on the scaling analysis of Fig. 4.6C, we estimate the
tricritical point to be γtri ∼ 0.6− 1.0.

The smooth variation of r depicted in Fig. 4.6C indicates that the systems considered by

us are too small to see the asymptotic scaling behavior. In these situations, one observes

crossover scaling [Anisimov et al., 2005], which is characterized by effective exponents

in-between the Ising and first-order values. Hence, a precise determination of γtri is

not possible, but we estimate γtri ≈ 0.6 − 1.0 because the slope of r versus γ changes

most rapidly in this interval. The reason that prevents us from locating the tricritical

point more precisely is the requirement that L must be large compared to the physical

length scale (κ/σ)1/2 ∼ 4.5 of the noncritical composition fluctuations. In terms of the

latter length, our simulated systems are clearly very small, and so we cannot reach the

accuracy that is typical for studies of tricritical behavior using simpler models [Wilding

and Nielaba, 1996].

Finally, we present the simulated phase diagram, in the regime of small γ. For each

γ, the inverse transition temperature, J∞, in the thermodynamic limit was obtained

using the finite-size scaling formula J∞ − JL ∝ 1/Ls. For the 2D Ising model, s = 1,

whereas for a first-order transition, s = D = 2. In Fig. 4.6D, we show the result of the

corresponding linear fit for γ = 1 using s = 2; the intercept yields J∞. Because γtri is

not precisely known, it is not clear which value of s to use in the extrapolation. However,

the resulting estimates do not sensitively depend on s. We therefore performed the fit

for both values, and report for J∞ the average value. The resulting phase diagram is

presented in Fig. 4.7, which shows 1/J∞ versus γ. This curve separates the fluid phase

from the Lo/Ld coexistence region, and it is the simulation analog of the mean-field
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phase diagram of Fig. 4.1 for small values of γ. Note that Fig. 4.7 does not show the

transitions towards the modulated phase, which one expects for large J and large γ (see

the snapshots for J = 0.9 in Fig. 4.3 or, alternatively, experiments by Toulmay and

Prinz [2013]). The analysis of the f2 ↔ mod transition is very demanding numerically

and not attempted here (due to the large value of J , the accept rate of the spin-flips will

be low). We merely remark that, if fluctuations are taken into account, the transition

f2 ↔ mod will shift to larger values of J and γ, i.e., the region f2 is expected to be

larger than the mean-field estimate of Fig. 4.1 because thermal fluctuations extend the

stability of the disordered phase at the expense of the spatially modulated phase.

4.6 Conclusions

In this article, we have presented computer simulations of a phase-separating membrane,

in which the local composition was coupled to the local membrane curvature. There are

two central conclusions to be drawn from this work, as follows.

The first conclusion is the numerical confirmation of the theoretical hypothesis [Schick,

2012] that curvature-composition coupling can induce a disordered fluid phase with a

structure factor, whose maximum occurs at a finite wave vector q∗ > 0. The associated

length scale is set by the elastic properties of the membrane, in this case, the bending

rigidity κ and the surface tension σ. For typical values of κ and σ, the characteristic

scale (κ/σ)1/2 ≈ 100 nm, which is compatible with the size of lipid rafts. For biolog-

ical applications, it is interesting that these curvature-stabilized rafts survive at high

temperature, i.e., well above the temperature of Lo/Ld phase separation. Hence, it is

not necessary for the membrane to be tuned close to any phase transition. Admittedly,

the 100-nm raft scale of this model is on the high end [Lingwood and Simons, 2010].

However, alternative models are easily formulated, for instance by coupling the compo-

sition to the bilayer thickness [Meinhardt et al., 2013]. This leads to a mathematically

similar model, sharing the same generic phase diagram [MacKintosh, 1994], but with a

numerically smaller raft size. The purpose of this article, however, was not to precisely

reproduce the raft size, but rather to demonstrate how the generics of membrane phase

separation are affected by a coupling to membrane shape.

Our second main result concerns the nature of the transition from the fluid phase to

the Lo/Ld coexistence region. Provided the curvature-composition coupling, γ, is large

enough, this transition becomes first-order, whereas for small γ, the transition is 2D
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Ising-critical. The observation of a first-order transition at large γ is consistent with

results obtained for microemulsions [Gompper and Schick, 1990], as well as recent sim-

ulations of a Landau-type model [Shlomovitz et al., 2014]. This result is important

because membrane phase separation is typically assumed to be a continuous transition

belonging to the universality class of the 2D Ising model. As our data show, this as-

sumption may not be justified in situations where membrane composition and curvature

are coupled.

Finally, we wish to emphasize the importance of finite-size scaling in the analysis of phase

transitions. The systematic investigation of how results depend on system size is not yet

standard in biophysics. This can have several consequences, an extreme example being

the false identification of phase transitions, as has occurred for the Pink membrane

model [Corvera et al., 1993; Sadeghi and Vink, 2012]. Furthermore, in biophysical

applications, it could even be that experiments are affected by finite sizes. For instance,

a typical fluorescence image spans ∼ 1 µm, which is not that much larger than the

100-nm raft scale of this model.
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Abstract

The eukaryotic cell membrane is connected to a dense actin rich cortex. We present

FCS and STED experiments showing that dense membrane bound actin networks have

severe influence on lipid phase separation. A minimal actin cortex was bound to a

supported lipid bilayer via biotinylated lipid streptavidin complexes (pinning sites). In

general, actin binding to ternary membranes prevented macroscopic liquid-ordered and

liquid-disordered domain formation, even at low temperature. Instead, depending on

the type of pinning lipid, an actin correlated multi-domain pattern was observed. FCS

measurements revealed hindered diffusion of lipids in the presence of an actin network.

To explain our experimental findings, a new simulation model is proposed, in which the

membrane composition, the membrane curvature, and the actin pinning sites are all

coupled. Our results reveal a mechanism how cells may prevent macroscopic demixing

of their membrane components, while at the same time regulate the local membrane

composition.

5.1 Introduction

The lateral heterogeneity of lipids and proteins in the plasma membrane of eukaryotic

cells is an important feature for regulating biological function. The most prominent

concept for membrane organization, the lipid raft theory, relates lipid phase separation

(driven by interactions between cholesterol, sphingolipids, and saturated phospholipids)

to membrane protein partitioning and regulation [Simons and Ikonen, 1997; Simons and

Sampaio, 2011]. Consequently, understanding lipid phase separation in membranes is a

topic of extreme interest. A convenient starting point is to envision the membrane as a

two-dimensional (2D) fluid environment through which the various membrane compo-

nents freely diffuse. This simple picture successfully captures ternary model membranes

containing two phospholipid species and cholesterol. At low temperature, these systems

macroscopically phase separate into liquid-ordered (Lo) and liquid-disordered (Ld) do-

mains [Veatch and Keller, 2003] and the nature of the transition is consistent with that

of a 2D fluid [Honerkamp-Smith et al., 2008, 2009]. Similar behavior was observed in

plasma membrane-derived vesicles [Baumgart et al., 2007; Sezgin et al., 2012].

Despite these successes for model membranes, there is growing consensus that this simple

picture needs to be refined for the plasma membrane. For example, a remaining puzzle

is that the Lo/Ld domains observed in model membranes grow macroscopic in size
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(micrometers), whereas lipid domains in plasma membrane are postulated to be tiny

(nanometers) [Lenne and Nicolas, 2009]. Additionally, the temperature Tc below which

Lo/Ld domains start to form in plasma membrane derived vesicles is distinctly below

T = 37◦C [Sezgin et al., 2012], and so its relevance at physiological temperature requires

further justification. In the case of a free-standing membrane (i.e., in the absence of

an actin cortex), experiments have shown that lipid domains at temperatures above Tc

can be induced by crosslinking low abundant membrane constituents [Hammond et al.,

2005; Lingwood et al., 2008]. Furthermore, there are numerous theoretical proposals

of how a finite domain size above Tc might be accounted for: vicinity of a critical

point [Honerkamp-Smith et al., 2009], hybrid lipids [Palmieri and Safran, 2013], coupling

between composition and membrane curvature [Schick, 2012], electrostatic forces [Liu

et al., 2005].

In addition to this, the cortical cytoskeleton has also been identified as a key player

affecting membrane domain formation [Kusumi et al., 2005]. The latter is a dense

fiber network of actin and spectrin on the cytoplasmic side of the eukaryotic plasma

membrane. This network is connected to the membrane via pinning sites, such as lipid-

binding proteins, transmembrane proteins, or membrane-attached proteins [Janmey,

1998; Mangeat et al., 1999; Janmey and Lindberg, 2004; Saarikangas et al., 2010]. This

has led to the hypothesis of the membrane being laterally compartmentalized: the pin-

ning sites structure the membrane into small compartments whose perimeters are defined

by the underlying actin network (the so-called ‘picket-fence’ model). This picket-fence

network then acts as a barrier to diffusion, which elegantly accounts for confined diffusion

of lipids and proteins observed in a single molecule tracking experiments [Kusumi et al.,

2005]. In a recent series of simulations, it was subsequently shown that a picket-fence

network also acts as a barrier to macroscopic phase separation of lipids [Fischer and

Vink, 2011; Machta et al., 2011; Ehrig et al., 2011a]. Instead, a stable mosaic of Lo and

Ld domains is predicted, with a domain structure that strongly correlates to the actin

fibers. Moreover, this mosaic structure already appears at physiological temperatures.

These simulation findings are promising in view of the lipid raft hypothesis, since rafts

are postulated to be small, as opposed to macroscopic.

In this paper, we present the first experimental confirmation of these simulation results.

To this end, we use an in vitro model system consisting of a supported lipid bilayer

bound to an actin network. Complementing previous studies [Liu and Fletcher, 2006;

Subramaniam et al., 2013; Heinemann et al., 2013; Vogel et al., 2013], our system enables

direct observation of Lo/Ld domain formation in the presence of a lipid bound actin
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network using superresolution STED microscopy [Hell and Wichmann, 1994; Hell, 2007]

and fluorescence correlation spectroscopy (FCS) [Magde et al., 1972; Kim et al., 2007].

Based on our results, we propose an extension of the picket-fence model by including

a coupling of the local membrane curvature to the membrane composition. Computer

simulations of this extended model show that the pinning effect of the actin network is

dramatically enhanced by such a coupling. These results imply that even a low density

of pinning sites can induce significant structuring of lipids and proteins in the plasma

membrane.

5.2 Experimental results

5.2.1 Domain formation in membranes without actin

Our model system is a lipid mixture of unsaturated DOPC, saturated DPPC, and choles-

terol. Such ternary mixtures are routinely used to approximate the complex lipid compo-

sition of the eukaryotic plasma membrane [Dimova et al., 2006]. The phase diagram for

this system in the absence of actin is well known [Veatch and Keller, 2003]. For a large

range of compositions this system reveals macroscopic Lo/Ld phase coexistence below

the transition temperature Tc, while above Tc they are homogenously mixed. The size,

shape, and the exact phase transition temperature of Lo/Ld domains depend on the spe-

cific model membrane system used. Domains grow largest in unsupported membranes

[Honigmann et al., 2010], they are smaller in Mica supported membranes [Jensen et al.,

2007] and are below the diffraction limit on glass supported membranes [Honigmann

et al., 2013]. Depending on the composition, the transition to the coexistence region can

be first-order, or continuous passing through a critical point. In the present work, we

choose a composition ratio of (DOPC:DPPC:cholesterol) = (35:35:30) mol%, including

1 mol% of a biotinylated lipid (DOPE-biotin) to eventually connect the membrane to an

actin network. To facilitate high resolution microscopy flat, single membranes of that

mixture were prepared on a Mica support. After membrane preparation the sample was

heated to T = 37◦C for 15 min to equilibrate the bilayer in the mixed phase. At this

stage, the connector protein streptavidin was bound to the biotinylated lipid (but not yet

to actin). After this preparation the membrane was slowly cooled and the distribution of

the red fluorescent Ld-marker (DPPE-KK114) was determined by superresolution STED

imaging. Visual inspection of images revealed that, upon cooling, there is a well-defined

temperature at which Lo/Ld domains became visible (Fig. 5.1A). This temperature is
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around Tc ≈ 28◦C and thus marks the transition between the mixed one-phase state

at high temperature, and the low-temperature two-phase coexistence state. This phase

transition temperature is close but slightly decreased compared to the reported value

for lipid vesicles made of the same mixture (Tc ≈ 28◦C [Veatch et al., 2004]). At Tc,

domains were constantly forming and re-forming, implying that the line tension is small,

and so the transition is close to critical. The transition from a one-phase to a Lo/Ld

separated two-phase membrane can be analyzed more quantitatively via the cumulant

U1 of the images (see ‘Materials and methods’ for definition). In the one-phase region,

U1 = π/2, whereas for a two-phase system U1 = π/2 ([Binder, 1981b; Fischer and Vink,

2011]). As shown in Fig. 5.1C, U1 markedly dropped toward unity below Tc. Once the

membrane enters the two-phase region, domains were seen to coarsen within a couple of

minutes. The typical domain size R was obtained from the radial distribution function

g(r) of the images. As shown in Fig. 5.1D, R increased rapidly at Tc, from < 75 nm

to 200 nm, and continued to grow into the near micrometer range as the temperature

was lowered further. These findings are consistent with atomic force microscopy exper-

iments [Connell et al., 2013], where the transition was shown to be continuous as well.

The observation that the domains do not fully coalesce at low temperature (as opposed

to free-standing membranes) can be attributed to the interaction of the membrane with

the mica support [Jensen et al., 2007]. Our data do not allow the nature of the transition

to be unambiguously identified. We emphasize, however, that this does not affect the

overall conclusions of our work. All that we require is that the system without actin

reveals two-phase coexistence at low temperatures.
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Figure 5.1: Binding of an actin network to ternary membranes dramatically
affects lipid domain structure. (A) In the absence of actin, our Mica supported
model membrane revealed a phase transition at Tc ≈ 28◦C, below which macro-
scopic Lo/Ld phase separation was observed. The membrane was stained with
the Ld-marker DPPE-KK114 (magenta), and imaged by STED-microscopy with
a lateral resolution of 70 nm. (B) The same membrane as in (A) but now in the
presence of an actin network (green) bound to the membrane via a streptavidin
linker. The Ld domains were strongly correlated to the actin network, as can
be seen in the overlay, resulting in a meshwork like structure of Ld channels.
This structure was stable even at temperatures above Tc. (C) Variation of the
cumulant U1 of the images with temperature T in the absence of actin (red)
and presence (blue). In the absence of actin, there is a transition toward a two-
phase coexistence region at low temperature, as manifested by a pronounced
drop of U1 toward unity. The transition occurs at Tc ≈ 28◦C. In the presence
of actin, no such transition is detected. (D) Typical domain size R as a func-
tion of T . In the absence of actin, there was pronounced domain coarsening
below Tc. In the presence of actin, R was essentially temperature indepen-
dent, and restricted to at most 90 nm. Note that R could not be measured
for temperatures above T = 32◦C as the contrast of the domains became too
low. (E) Pearson correlation coefficient (PCC) between Ld domains and actin
vs temperature. This coefficient measures the degree of correlation between Ld
domains and the actin fibers. The correlation is largest at low temperature, but
it persists at high temperature also, including the physiological temperature
T = 37◦C. Inset shows the graphical representation of the correlation between
high intensities in the actin channel with high intensities in the lipid channel
(Ld phase). For another example of phase reorganization by actin binding see
Fig. 5.1-supplement 1. For actin meshwork binding to single component DOPC
membranes see Fig. 5.1-supplement 2.
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5.2.2 Domain formation in membranes with actin

Having characterized the phase behavior of the membrane without actin, we heated

the same membrane back to the mixed state at T = 37◦C to bind actin fibers via

phalloidin–biotin to the streptavidin–biotin–lipid complexes (a molecular sketch is pro-

vided in Fig. 5.1-supplement 3). The resulting binding sites strongly attract the Ld phase

with a partitioning value of Lo% = 10 for DOPE-biotin (Fig. 5.1-supplement 1). The

actin fibers were stained with a green fluorescent phalloidin. After the actin meshwork

was bound to the membrane, the temperature was again decreased, and the distributions

of the Ld-marker DPPE-KK114 and the actin were imaged simultaneously using (su-

perresolution) STED and (diffraction limited) confocal microscopy, respectively. Visual

inspection of images (Fig. 5.1B) revealed that, with actin, domains already appeared

at T = 37◦C. The spatial domain structure, however, was very different compared to

the actin-free case. We observed a partitioning of the membrane into compartments of

Lo-enriched domains, separated by ‘channels’ of Ld-enriched domains. These channels

were clearly correlated to the actin fibers (middle row), as shown in the overlay (lower

row). This correlation was analyzed quantitatively via the Pearson measure (PCC),

which is an estimate of the colocalization between the Ld domains and the actin fibers

(see ‘Materials and methods’ for definition). In general, a large value PCC > 0 indicates

a pronounced overlay of structures, PCC = 0 indicates randomly distributed objects,

whereas PCC < 0 represents inverted features (i.e., anti-correlations). We observed

that PCC is largest at low temperature, implying that the correlation between Ld do-

mains and actin is strongest there (Fig. 5.1E). However, PCC remains finite at high

temperatures also, with a significant correlation up to our highest accessible tempera-

tures of T = 37◦C, which is a stunning 9◦C above Tc of the actin-free membrane. For

T > 28◦C, the decrease of PCC is approximately linear. This decrease was caused by

an increasingly even partitioning of the Ld-marker, and not by a redistribution of Ld

domains away from the actin fibers (as follows from Fig. 5.1B, where correlated domains

remain clearly visible at T = 37◦C). In contrast to the actin-free case, our data suggest

that there is no phase transition associated with the formation of the domain structure:

Neither the cumulant nor the domain size revealed any pronounced temperature depen-

dence (Fig. 5.1C,D). Also the variation of PCC with temperature is entirely smooth,

and does not indicate a transition either. Furthermore, in the presence of actin, the

average domain size was significantly smaller, R ≈ 90 nm at most, and no coarsening

was observed. Our conclusion is that the phase transition of the actin-free membrane is
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effectively eliminated by the actin network, in line with theoretical expectations [Fischer

and Vink, 2011; Machta et al., 2011].

As control experiment, we also considered a single component bilayer (DOPC) bound

to actin. In this case, no domains were induced by the actin (Fig. 5.1-supplement 2).

Additionally, we excluded the possibility that the actin-correlated phases were induced

by the green fluorescent phalloidin. To this end, we stained the membrane with the

Ld-marker (red) and the Lo-marker (green) but not the actin itself. The result was a

comparable structure as observed in Fig. 5.1B, see Fig. 5.1-supplement 1.

5.2.3 The lateral diffusion of lipids is restricted by actin-organized

domains

To determine the lateral movement of lipids in the membrane in relation to the actin

fibers, we applied scanning FCS [Digman et al., 2005; Ries and Schwille, 2006; Digman

and Gratton, 2009]. We used the same system as described above, but now with a lower

density of actin such that single fibers could be resolved by confocal microscopy. The

temperature was set to T = 32◦C, that is slightly above Tc of the actin-free membrane.

As a control, we started with actin fibers on a single component DOPC membrane

including 1 mol% DOPE-biotin (compare Fig. 5.1-supplement 2B). A small circle (di-

ameter d = 500 nm) was scanned over a single actin fiber, as depicted in Fig. 5.2E. For

each position on the circle, the diffusion of the Ld-marker was determined by standard

FCS analysis [Kim et al., 2007]. The upper panel in Fig. 5.2A shows the intensity of

the Ld-marker (red) and of the actin-marker (green) along the scan circle for the single

component membrane (A). The intensity maximum of the green channel indicates the

position of the actin fiber (corresponding to 0 and 180◦), the intensity of the red chan-

nel shows the corresponding distribution of the Ld-marker. In the single component

membrane, the Ld-marker was homogenously distributed. The lower panels of Fig. 5.2A

shows the decay of the autocorrelation function of the Ld-marker measured along the

scan circle, with the color representing the amplitude of the correlation. For the single

component membrane, the autocorrelation analysis revealed no significant differences in

mobility between areas with actin and without. Next, we used the same data to deter-

mine the diffusion of lipids across the scanning circle by calculating the pair-correlation

function of ‘opposing’ pixels on the scanning circle, that is pixel pairs that are separated

by a rotation of 180◦ [Cardarelli et al., 2012]. This correlation measures how long the
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probe on average needs to diffuse across the circle and is therefore more sensitive to de-

tect diffusion barriers than the autocorrelation analysis of a single excitation spot. The

resulting pair-correlation is shown in Fig. 5.2B. For the single component membrane, the

amplitude and correlation time revealed no clear directional dependence. The average

correlation time across the circle was τ ≈ 30 ms, indicating that the pinning of the actin

filament imposed no significant diffusion barrier for lipids. These results are in agree-

ment with point FCS measurements on single component membranes in the presence of

increasing actin densities, which are reported in Fig. 5.1-supplement 2E. Also here, the

lateral diffusion was remarkably insensitive to the presence of actin.

In contrast to the single component membrane, a pronounced directional dependence of

lipid diffusion was observed in the ternary system. The intensity distribution of the Ld-

marker showed a slight increase at the position of the actin fiber (upper panel Fig. 5.2C),

indicating a stabilized Ld phase along the actin fiber. While the autocorrelation analysis

along the scan trajectory indicated no clear heterogeneities (lower panel Fig. 5.2C),

the pair-correlation function revealed strong peaks at 0 and 180◦ (i.e., along the actin

filament) at delay times τ ≈ 30−50 ms (Fig. 5.2D). In the direction perpendicular to the

actin fiber, a much weaker amplitude was observed, with the peak shifted to longer times

τ > 50 ms. This indicates that the actin stabilized Ld domains favored the diffusion

of the Ld-marker within the domain (and thus along the actin fiber), while restricting

diffusion across domain boundaries. These findings strikingly confirm the simulation

prediction of Machta et al. [2011], where lipid domains stabilized by actin pinning were

also found to ‘compartmentalize’ lipid diffusion.
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Figure 5.2: Lipid diffusion was restricted by actin-organized domains. (A)
Scanning-FCS (mobility) analysis of the Ld-marker DPPE-KK114 in a single
component DOPC membrane in the presence of a low density actin meshwork.
The upper panel shows the intensity of the green channel (actin) and red chan-
nel (Ld-marker), indicating the position of the actin fiber on the scan orbit
(perpendicular lines). The lower panel depicts the autocorrelation decay for
each pixel along the circular scan orbit with a diameter of d = 500 nm. The
normalized autocorrelation amplitude is represented by the color. The mean
transit time through the excitation spot (mobility) can be estimated by the
transition from yellow to green. As expected the mobility along the scan orbit
was homogenous. (B) Pair-correlation analysis of the same data as in (A) for
opposing pixels on the scan orbit. The maxima in the pair-correlation represent
the average time the probes need to move across the scan orbit. No signifi-
cant directional dependence of the mobility was observed in case of simple one
component membranes. (C) Same as in (A) but for ternary membranes (same
composition as in Fig. 5.1). (D) While the autocorrelation analysis seemed to
be homogenous a distinct directional dependence of diffusion was revealed by
the pair-correlation. In the direction along the actin fiber, a distinct correlation
peak is visible with a maximum at τ ≈ 40 ms. In the perpendicular direc-
tion, the correlation amplitude is reduced, which indicates a diffusion barrier
along this axis. (E) Representation of the scanning orbit over a single actin
fiber bound to the membrane. The numbers represent the angles of the orbit
(F). Qualitative representation summarizing the results of the pair-correlation
analysis with pronounced diffusion along (drawn arrow) and restricted diffusion
perpendicular to the actin fiber (dashed arrow).
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5.2.4 Influence of the type of lipid-pinning site on domain structure

We next consider how domain formation is affected when different pinning sites are used

to bind the membrane to the actin network. To this end, we compared three biotinylated

lipids with different partitioning values: DOPE-biotin (i.e., the same as used in the

experiment of Fig. 5.1) that partitions strongly into the Ld phase (Lo% = 11 ± 2),

DSPE-PEG-biotin that partitions predominantly in the Lo phase (Lo% = 78± 7), and

DPPE-biotin that partitions almost equally in both phases (but with a small preference

toward the Lo phase, Lo% = 59±5). The experimental procedure to determine the Lo%

is outlined in Fig. 5.3-supplement 1. In Fig. 5.3A, we show confocal images of the domain

structure for the Ld-preferring pinning lipid DOPE-biotin. The figure confirms the

previous experiment of Fig. 5.1B: We again observe the formation of Ld domains along

the actin fibers, as expressed by a positive Pearson coefficient PCC = 0.55±0.02. Pinning

of the Lo-preferring lipid DSPE-PEG-biotin induced an ‘inverted’ domain structure,

yielding a negative PCC = −0.37±0.04 (Fig. 5.3C). The binding of actin to DPPE-biotin

did not result in a strong localization of lipid domains along the fibers, as manifested

by a small ‘but positive’ PCC = 0.07 ± 0.03 (Fig. 5.3B). The result of Fig. 5.3B is

surprising, since DPPE-biotin slightly prefers the Lo phase, and so a ‘negative’ PCC

was expected. Notwithstanding that several mechanisms could be responsible for this

(e.g., streptavidin binding to biotinylated lipids may induce lipid disorder by steric or

electrostatic interactions with the membrane), it is interesting that a coupling between

membrane composition and curvature also brings about this effect. To illustrate this

point, we resort to computer simulations, where important parameters such as pinning

density and phase partitioning of pinning sites can be systematically varied.
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Figure 5.3: The type of pinning site used to bind actin to the membrane
strongly affects the domain structure. The Ld phase (left column, magenta)
were stained with DSPE-KK114, while actin (middle column, green) was stained
with phalloidin-488. The right column shows the overlay of both images. The
membrane was imaged by confocal microscopy at T = 19◦C, using the same
lipid composition as in Fig. 5.1. (A) Binding of actin to the Ld preferring lipid
DOPE-biotin resulted in Ld domains along the actin fibers (as in Fig. 5.1B,
PCC = 0.55 ± 0.02). (B) When actin was bound to DPPE-biotin, the corre-
lation of domains with the actin fibers was significantly reduced, but remained
detectable, with a slightly positive Pearson coefficient (PCC = 0.07 ± 0.03).
(C) Binding of actin to the Lo preferring lipid DSPE-PEG-biotin resulted in
correlated Lo domains along the actin fibers, that is the ‘inverse’ structure of
(A). In this case, the Pearson coefficient was negative (PCC = −0.37 ± 0.04).
For the lipid phase partitioning values of the biotinylated lipids used in this
experiment see Fig. 5.3-supplement 1.
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5.3 Simulation results

We simulated a phase separating membrane coupled to a picket-fence network resembling

actin using a model similar to Machta et al. [2011] but extended to include membrane

curvature. The energy contains three terms: Hsim = HHelfrich +HIsing +Hx (‘Materials

and methods’). The first term describes the membrane elastic properties using the

Helfrich form [Helfrich, 1973], with bending rigidity κ, and surface tension σ; the second

term describes the phase separation using a conserved order parameter Ising model; the

third term couples the phases to the local membrane curvature. The strength of the

curvature coupling is proportional to the product of κ and the spontaneous curvature

difference between Lo and Ld domains (‘Materials and methods’). Since there is a

substantial range in the experimentally reported values of κ and σ, a large uncertainty

(about one order of magnitude) in the strength of the curvature coupling is implied

[Schick, 2012]. For this reason, we allow the curvature coupling strength to be scaled

by a (dimensionless) factor g in our analysis. The latter is defined such that, for g > 0,

regions of positive curvature favor unsaturated lipids, that is Ld domains. For g = 0

our model reduces to the one of Machta et al. [2011]. In situations where curvature

coupling is known to occur, one should restrict g to finite positive values. The influence

of the actin network is incorporated via (immobile) pinning sites, which are distributed

randomly along the actin fibers (linear pinning density ρp). At the pinning sites, there

is a preferred energetic attraction to one of the lipid species (set by the Lo%). The

pinning sites also locally fix the membrane height h, which we model by keeping h = 0

at these locations (we assume the actin network to lie in a flat plane, providing the

reference from which the membrane height is measured). Additionally, there is a steric

repulsion between the membrane and the actin: directly underneath the actin fibers,

the membrane height is restricted to negative values h < 0.

We first consider DPPE-biotin pinning sites that slightly prefer Lo domains (Lo% =

59 ± 5). Interestingly, the corresponding experiment (Fig. 5.3B) revealed a positive

PCC, implying a weak alignment of Ld domains along the actin fibers instead. This

contradiction can be rationalized, however, when one considers the membrane curva-

ture. In Fig. 5.4G, we show how the simulated PCC varies with the curvature coupling

parameter g, using pinning density ρp = 0.1/nm, corresponding to 20% of the total

actin network being pinned. The key observation is that, at g ≈ 20, the PCC changes

sign and crosses the experimental value. We emphasize that the simulation data were
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not corrected for the optical point spread function (PSF) of the experiment; by artifi-

cially broadening the simulation images, lower values g ∼ 10 were obtained, precluding

a precise determination. In addition, the value of g, where the PCC changes sign also

depends on the pinning density: by increasing ρp, also g must increase to result in a

positive PCC. In qualitative terms, the change of sign in the PCC reflects a competi-

tion between two effects: an energetic attraction between DPPE-biotin and saturated

lipids, favoring alignment of Lo domains, vs a curvature-induced repulsion of these lipids

away from the actin fibers. Due to the steric repulsion between the membrane and the

actin fibers, the preferred curvature around the fibers is positive on average, thereby

favoring Ld domains. At large g, the latter effect dominates, yielding a positive Pear-

son coefficient. In Fig. 5.4E, we show a typical snapshot corresponding to g = 20 and

ρp = 0.1/nm. In agreement with the experiment of Fig. 5.3B, we observe a structure

of small domains. In contrast, by using g = 0, the domains grow to be much larger

(Fig. 5.4B), contradicting the experimental observations.

Our model also predicts that, in the presence of curvature coupling, the pinning density

required to induce domain alignment along the actin fibers can be much smaller. Previ-

ous simulations corresponding to g = 0 [Machta et al., 2011; Ehrig et al., 2011a] required

rather large pinning densities, ρp ∼ 0.2−1.25/nm, in order to achieve this. In Fig. 5.4A,

we show a typical domain structure using DOPE-biotin pinning sites (Lo% = 11± 2) at

pinning density ρp = 0.1/nm in the absence of coupling to curvature (g = 0). Fig. 5.4D

shows the corresponding snapshot in the presence of curvature coupling, using g = 20,

which is the value of Fig. 5.4G where the PCC changed sign. To reproduce the ex-

perimentally observed domain structure (Fig. 5.3A) at low pinning densities, curvature

coupling is thus essential. In Fig. 5.4D, the average Ld domain size Rsim ≈ 40 nm, which

is somewhat below Rexp ≈ 90 nm of the experiment (Fig. 5.1D). Note, however, that

the experimental value likely presents an upper-bound, due to broadening by the PSF.

The case of DSPE-PEG-biotin pinning sites (Lo% = 78±7) is considered in Fig. 5.4C,F.

Again, curvature coupling is required to reproduce the (now inverted) domain structure

of the experiment (Fig. 5.3C). In the presence of curvature coupling, the length scale

over which the effect of a pinning site propagates is thus enhanced dramatically. This

is due to the elastic properties of the membrane: the bending rigidity and the surface

tension define a length ξh = (κ/σ)1/2 [Schick, 2012], which sets the scale over which

the membrane height deformations propagate (for our model parameters ξh ∼ 100 nm).

When g > 0, this scale couples to the composition, in which case a reduced pinning

density already suffices to induce domain alignment. We emphasize that ξh is essentially
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independent of temperature, and so it is not necessary for the membrane to be close to

a critical point.

Also included in Fig. 5.4 are typical membrane height profiles for the snapshots with

curvature coupling (D,E,F) scanned along a horizontal line through the center of each

image. These profiles qualitatively illustrate the curvature coupling effect: Ld domains

(magenta) reveal positive curvature on average, while for Lo domains (black) the curva-

ture is on average negative. In the absence of coupling to actin and g = 0, the typical

root-mean-square height fluctuation is h ≈ 3.6 nm. In the presence of actin and cur-

vature coupling, these fluctuations are significantly reduced to h ≈ 2 nm, which is very

close to the value reported by Speck et al. [2010].
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Figure 5.4: (Continued on the following page.)



Chapter 5 A lipid bound actin meshwork . . . 80

Figure 5.4: Simulation analysis of the influence of pinning and curvature
coupling on lipid phase organization. All data refer to T = 19◦C. The Ld lipids
are shown as magenta, the Lo lipids as black, and the actin network is shown
in green as an overlay. The pinning density ρp = 0.1/nm. (A–C) Simulation
snapshots obtained without coupling to curvature (g = 0) for the three species
of pinning sites used in the experiments: Lo% = 11± 2 (A), Lo% = 59± 5 (B),
and Lo% = 78±7 (C). No significant influence of the actin network is apparent.
(D–F) Same as (A–C) but in the presence of curvature coupling (g = 20).
For snapshots (D) and (F), the lipid domains strongly correlate to the actin
network, with Ld domains favoring actin in (D), and the inverse pattern in (F).
The lower panels show height profiles of the images (D–F) scanned horizontally
along the center of the image; the green dots indicate the positions of the actin
fibers. (G) Pearson correlation coefficient PCC vs the curvature coupling g for
the pinning species with Lo% = 59± 5. For weak curvature coupling, the PCC
is negative indicating alignment of Lo domains along actin. By increasing the
curvature coupling, the PCC becomes positive and ‘meets’ the experimentally
observed value (conform Fig. 5.4B).
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5.4 Discussion

We have presented an experimental model system in which the response of membrane

organization to a bound actin network can be accurately probed using superresolution

STED microscopy and FCS. The application of our model system to a single component

liquid-disordered membrane shows that actin has only a minor influence on the lateral

distribution and dynamics of lipids (Fig. 5.1-supplement 2, as well as Fig. 5.2A,B). In

contrast, under the same conditions using a ternary membrane, the effects are dramatic.

In particular, by binding actin using pinning sites that attract the Ld phase, earlier

simulation predictions [Fischer and Vink, 2011; Machta et al., 2011; Ehrig et al., 2011a]

could finally be put to a stringent test. In agreement with these simulations, our ex-

periments confirm the absence of macroscopic phase separation in the presence of actin.

Additionally, our experiments revealed the alignment of Ld domains along the actin

fibers, leading to a channel-like domain structure very similar to structures observed in

simulations [Fischer and Vink, 2011; Machta et al., 2011; Ehrig et al., 2011a]. Finally, in

agreement with the simulations of Machta et al. [2011], the enhanced diffusion of unsatu-

rated lipids along the Ld channels, and the hindered diffusion of these lipids in directions

perpendicular, was confirmed. These findings demonstrate that relatively simple sim-

ulation models are capable to capture key essentials of lateral membrane organization

and dynamics.

However, by using pinning sites that weakly attract the Lo phase, our experiments also

uncover phenomena that cannot be explained using these simulation models. The para-

dox is that, for the latter type of pinning site, one still observes alignment of Ld domains

along the actin fibers, albeit weak. This indicates that there must be additional mecha-

nisms at play–beyond the level of the pinning-lipid energetic interaction–playing a role

in the lateral organization of the membrane. As possible candidate for such a mecha-

nism, we considered the local membrane curvature, and a coupling of the latter to the

lipid composition [Schick, 2012]. A simulation model that incorporates these ingredients

is able to reproduce the experimentally observed alignment of Ld domains, even when

the pinning sites themselves energetically favor the Lo phase. The physical explanation

is that the actin network locally induces regions with non-zero average curvature. The

coupling of the curvature to the composition then causes these regions to prefer certain

types of lipids. Provided the coupling is strong enough, it can overcome the pinning-lipid

energetic interaction, which is how we interpret the experimental result. An additional

finding is that, in the presence of curvature coupling, the effect of a pinning site extends
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over a much greater distance (set by the elastic properties of the membrane). Hence, the

pinning density can be much lower compared to models where such a coupling is absent.

We emphasize once more that curvature coupling is not the only conceivable mechanism

that could account for our experimental findings. However, a recent experimental study

[Kaizuka and Groves, 2010] of membrane phase separation using intermembrane junc-

tions did uncover a very pronounced curvature coupling, making this a likely candidate.

There are interesting implications of our results concerning the in vivo organization of

the plasma membrane. Our experiments show that the type of lipid domain selected

to be stabilized depends sensitively on the properties of the pinning species. A similar

phenomenon, albeit on a larger scale, was observed by crosslinking GM1 with cholera

toxin B [Hammond et al., 2005; Lingwood et al., 2008]. Since the stabilized phase is de-

termined by the properties of the pinning species, cells could locally sort their membrane

components in this way. Moreover, this sorting mechanism persists to physiological tem-

peratures, that is above the temperature of phase separation. At the same time, the

pinning sites would naturally prevent the plasma membrane from phase separating at

low temperatures. In the presence of curvature coupling, these effects are enhanced.

We note that the proposed curvature effect in our experiments was likely limited by

the Mica support. However, since the energy cost of lipid extraction far exceeds that

of membrane de-adhesion from the support [Helm et al., 1991; Lipowsky and Seifert,

1991], we still expect some effect. In free-standing membranes, or in cell membranes,

the curvature-coupling is anticipated to be stronger. The recent findings of Kaizuka and

Groves [2010] seem to support this view.

5.5 Materials and methods

5.5.1 Preparation of Mica supported membranes

Mica (Muscovite, Pelco, Ted Pella, Inc., Redding, CA) was cleaved into thin layers

(∼ 10 µm) and glued (optical UV adhesive No. 88, Norland Products Inc., Cranbury,

NJ) onto clean glass cover slides. Immediately before spin-coating the lipid solution, the

Mica on top of the glass was cleaved again to yield a thin (∼ 1 µm) and clean layer.

Next, 30 µl of 2 g/l lipid solution in Methanol/Chloroform (1:1) were spin-coated (2000

rpm, for 30 s) on top of the Mica. To remove residual solvent, the cover slide was put

under vacuum for 20 min. The supported lipid bilayer was hydrated with warm (50◦C)

buffer (150 mM NaCl Tris pH 7.5) for 10 min and then rinsed several times to remove
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excess membranes until a single clean bilayer remained on the surface. All lipids were

purchased from Avanti Polar Lipids, Inc., AL USA. The Ld phase was stained with

far-red fluorescent DPPE-KK114 [Kolmakov et al., 2010] or green fluorescent DPPE-

OregonGreen-488 (Invitrogen, Darmstadt, Germany). The Lo phase was stained with

DSPE-PEG(2000)-KK114 or DSPE-PEG(2000)-Cromeo-488 [Honigmann et al., 2013].

For imaging experiments, the concentration of fluorescent lipids was ∼ 0.1 mol%; for

FCS experiments ∼ 0.01 mol% was used.

5.5.2 Actin binding to supported membranes

Supported lipid bilayers were doped with biotinylated lipids (1,2-dioleoyl-sn-glycero-

3-phosphoethanolamine-N-(cap biotinyl) (DOPE-biotin), 1,2-dipalmitoyl-sn-glycero-3-

phosphoethanolamine-N-(cap biotinyl) (DPPE-biotin), 1,2-distearoyl-sn-glycero-3-phos-

phoethanolamine-N-[biotinyl(polyethylene glycol)-2000] (DSPE-PEG-biotin), also pur-

chased from Avanti) that were used to bind actin fibers to the membrane. The following

procedure was performed at 37◦C to keep the membrane in the one-phase region: The

bilayer was incubated with 200 µl of 0.1 g/l streptavidin for 10 min and then rinsed

several times to remove unbound streptavidin. Next, the membrane was incubated with

200 µl of 1 µM biotinylated phalloidin (Sigma-Aldrich, Steinheim, Germany) for 10 min

and then rinsed several times to remove unbound phalloidin. Pre-polymerized actin

fibers (500 µl with 7 µg/ml actin; Cytoskeleton Inc., Denver, USA) were then incubated

with the membrane for 20 min and then rinsed several times to remove unbound actin.

In case actin fibers were imaged, the actin was stained with green fluorescent phalloidin

(Cytoskeleton Inc.). The membrane bound actin network was stable for at least 24 hr.

The density of the actin network was controlled by the amount of biotinylated lipids in

the membrane (Fig. 5.1-supplement 2).

5.5.3 Simulation model

The local membrane height h(x, y) is a function of the lateral coordinates x and y, which

are discretized on the sites of a L × L periodic lattice, L = 400a, with lattice constant

a = 2 nm. The membrane elastic energy HHelfrich =
∑
a2
(
κ(∇2h)2 + σ(∇h)2

)
/2, with

the sum over all lattice sites, and ∇ the gradient operator [Helfrich, 1973]. The first term

is the bending energy; the second term reflects the cost of area deformations. We use

typical values, κ ∼ 2.7× 10−19 Nm and σ ∼ 2× 10−5 N/m, at the same time emphasiz-

ing that there is a considerable spread in the reported values of these quantities [Schick,
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2012]. This holds especially true for σ, whose value near a support may well be differ-

ent. This, in turn, implies a large spread in the coupling to curvature strength [Schick,

2012]. As stated before, we adopt the approach keeping κ and σ fixed, while allowing

the curvature coupling strength to vary. To describe phase separation, we introduce

the local composition s(x, y), which reflects the lipid composition at site (x, y). Experi-

ments indicate that phase separation in membranes (without actin) is compatible with

the universality class of the Ising model [Magde et al., 1972; Honerkamp-Smith et al.,

2009]. We therefore use a two-state description, s(x, y) = ±1, where the positive (nega-

tive) sign indicates that the site is occupied by a saturated (unsaturated) lipid, leading

to HIsing = −J
∑
s(x, y)s(x′, y′), with the sum over all pairs of nearest-neighboring

sites, and coupling constant J > 0. To match the phase transition temperature of the

Ising model to the experiment [Machta et al., 2011], we choose J = 0.44kBTc, with

Tc = (273 + 28) K the transition temperature of the membrane without actin, and kB

the Boltzmann constant. It has also been shown experimentally that the membrane

height and composition are coupled via the local curvature [Baumgart et al., 2003; Yoon

et al., 2006; Parthasarathy et al., 2006; Parthasarathy and Groves, 2007; Kaizuka and

Groves, 2010]. This motivates the term Hx = g κ δC a2
∑
s∇2h, with the sum over

all lattice sites, δC ∼ 106 m−1 the difference in the spontaneous curvature between Lo

and Ld domains [Leibler and Andelman, 1987; Liu et al., 2005; Schick, 2012], and g > 0

the dimensionless parameter introduced previously to reflect the fact that the model

parameters are not known very precisely.

To include actin, a network of line segments (line thickness a) was superimposed on

the lattice, with a typical compartment size ∼ 100 nm, close to the experimental value

(Fig. 5.1-supplement 2F). This network was the Voronoi tessellation of a random set of

points [Machta et al., 2011; Ehrig et al., 2011a]. The network was fixed to the membrane

via pinning sites, which were immobile, and distributed randomly along the fibers. The

actin network and the pinning sites couple to both the composition and the membrane

height. To realize the former, we replaced the composition variable at each pinning site

by a fixed value s(x, y) = Lo%/50 − 1, where Lo% is the partitioning fraction of the

pinning lipid derived experimentally (Fig. 5.3-supplement 1). To couple the pinning

sites to the membrane height, we imposed h(x, y) = 0 at the pinning sites [Speck and

Vink, 2012]. Additionally, we included a steric repulsion between the membrane and

the actin fibers: lattice sites underneath an actin fiber have their corresponding height

variable restricted to negative values.
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5.5.4 Monte Carlo simulation procedure

The model Hsim was simulated using the Monte Carlo method. To compute the gradient

and Laplace operators, standard finite-difference expressions were used. The simulations

were performed at conserved order parameter, using equal numbers of saturated and un-

saturated lipids. Two types of Monte Carlo move were used. The first was a Kawasaki

move [Newman and Barkema, 1999], whereby two sites of different composition were

chosen randomly, and then ‘swapped’. This move was accepted conform the Metropo-

lis probability, Pacc = min
[
1, e−∆Hsim/kBT

]
, with ∆Hsim the energy difference, kB the

Boltzmann constant, and T the temperature. The second move was a height move,

whereby a new height was proposed for a randomly selected site; this height was opti-

mally selected from a Gaussian distribution, as explained by Speck and Vink [2012]. We

emphasize that the moves were not applied to pinning sites. In addition, there is the

steric repulsion constraint at sites that overlap with the actin network: for these sites,

height moves proposing a positive value were rejected. Kawasaki and height moves were

attempted with equal a priori probability, with production runs typically lasting 2.106

sweeps, prior of which the system was equilibrated for 4.105 sweeps (one sweep is defined

as L2 attempted moves).

5.5.5 Temperature control of the membrane

The temperature of the membrane and the surrounding buffer was controlled by a water

cooled Peltier heat and cooling stage which was mounted on the microscope (Warner

Instruments, Hamden, CT, USA). The achievable temperature range with this configura-

tion was between 7 and 45◦C, with a precision of 0.3◦C. The actual temperature directly

over the membrane was measured by a small thermo-sensor (P605, Pt100, Dostmann

electronic GmbH, Wertheim-Reicholzheim, Germany).

5.5.6 Microscopy

All experiments were performed on a confocal custom-built STED microscope whose

main features are depicted in Fig. 5.1-supplement 4. The confocal unit of the STED

nanoscope consisted of an excitation and detection beam path. Two fiber-coupled pulsed

laser diode operating at λexc = 635 nm and λexc = 485 nm with a pulse length of 80

ps (LDH-P-635; PicoQuant, Berlin, Germany) were used for excitation of the green and

far-red fluorescence, respectively. After leaving the fiber, the excitation beams were
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expanded and focused into the sample using an oil immersion objective (HCXPLAPO

100x, NA = 1.4, Leica Microsystems). The fluorescence emitted by the sample was col-

lected by the same objective lens and separated from the excitation light by a custom-

designed dichroic mirror (AHF Analysentechnik, Tuebingen, Germany). In the following,

the fluorescence was focused onto a multi-mode fiber splitter (Fiber Optic Network Tech-

nology, Surrey, Canada). The aperture of the fiber acted as a confocal pinhole of 0.78 of

the diameter of the back-projected Airy disk. In addition, the fiber 50:50 split the fluo-

rescence signal, which was then detected by two single-photon counting modules (APD,

SPCM-AQR-13-FC, Perkin Elmer Optoelectronics, Fremont, CA). The detector signals

were acquired by a single-photon-counting PC card (SPC 830, Becker&Hickl, Berlin,

Germany). The confocal setup was extended by integrating a STED laser beam. A

modelocked Titanium:Sapphire laser (Ti:Sa, MaiTai, Spectra-Physics, Mountain View,

USA) acted as the STED laser emitting sub-picosecond pulses around λSTED = 780 nm

with a repetition rate of 80 MHz. The pulses of the STED laser were stretched to

250−350 ps by dispersion in a SF6 glass rod of 50 cm length and a 120 m long polariza-

tion maintaining single-mode fiber (PMS, OZ Optics, Ontario, CA). After the fiber, the

STED beam passed through a polymeric phase plate (RPC Photonics, Rochester, NY),

which introduced a linear helical phase ramp 0 ≤ Φ ≤ 2π across the beam diameter.

This wavefront modification gave rise to the doughnut-shaped focal intensity distribu-

tion featuring a central intensity zero. The temporal synchronization of the excitation

and STED pulses was achieved by triggering the pulses of the excitation laser using

the trigger signal from an internal photodiode inside the STED laser and a home-built

electronic delay unit, which allowed a manual adjustment of the delay with a temporal

resolution of 25 ps. The circular polarization of the STED and excitation laser light in

the focal plane was maintained by a combination of a λ/2 and λ/4 retardation plates

in both beam paths (B Halle, Berlin, Germany). Integration of a fast scanning unit

enabled rapid scanning of the excitation and STED beam across the sample plane. A

digital galvanometric two mirror-scanning unit (Yanus digital scan head; TILL Photon-

ics, Gräfeling, Germany) was used for this purpose. The combination of an achromatic

scan lens and a tube lens in a 4f-configuration (f = 50 mm and f = 240 mm, Leica,

Wetzlar, Germany) realized a stationary beam position in the back aperture of the ob-

jective, preventing peripheral darkening within the focal plane at large scan ranges, such

as vignetting. The maximal frequency of the Yanus scanner depended on the scan am-

plitude and varied between 2 and 6 kHz for scan amplitudes up to 150 µm, respectively.

The hardware and data acquisition was controlled by the software package ImSpector

(http://www.imspector.de/).

http://www.imspector.de/
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5.5.7 Image analysis

To analyze the temperature-driven phase separation of the membrane (Fig. 5.1C), we

calculated the cumulant U1 = [x2]/[|x|]2, where the square brackets [·] denote an average

over all pixel values x in the image. The latter were normalized beforehand such that

the mean [x] = 0 and the standard deviation [x2]− [x]2 = 1. The average domain size R

(Fig. 5.1D) was extracted from the radial distribution function g(r) of the lipid intensity

image, which represents the intensity correlations between two points of distance r. We

observed that g(r) was largest at r = 0, and decayed for r > 0. As a measure of

the domain size R, we used the criterion g(R) = 0.5 × g(0). The Pearson correlation

coefficient (PCC) between the actin and the lipid channels (Fig. 5.1E) was calculated

as the covariance of both channels divided by the product of the standard deviations of

both channels. For each temperature up to 5 images from different parts of the sample

were analyzed. Vesicles on top of the supported bilayer (which were visible in the lipid

channel as round bright structures) were excluded from the analysis.

5.5.8 Scanning FCS and pair-correlation analysis

For the analysis of Fig. 5.2, circular orbits 0.5 − 1.2 µm in diameter were scanned,

at scanning frequency 4 kHz. The scanning orbit was subdivided into 64 pixels. For

each pixel i, the fluorescence intensity Fi(t) was recorded as a function of time t for a

duration of 30 − 60s. The correlation between two pixels, i and j, was computed via

the pair-correlation function (PCF) Gij(τ) = Fi(t)Fj(t + τ)/Fi(t)Fj(t) − 1, where 〈·〉

denotes a time average. Fig. 5.2A,C shows the autocorrelation (i = j) of each pixel

along the orbit, whereas Fig. 5.2B,D shows the correlation between pairs of pixels i and

j separated by a rotation of 180◦. The maximum of the PCF yields an estimate of how

long the fluorescent probes on average need to diffuse from i to j [Digman and Gratton,

2009]. To avoid crosstalk between the two excitation spots, the distance between pairs

(i.e., the diameter of the scanning orbit) was at least twice the size of the observation

spot. In case of free Brownian diffusion, the PCF is homogenous around the scan orbit.

In case the diffusion is hindered by obstacles, the maximum of the PCF is shifted to

longer times, and its amplitude is decreased.
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Figure 5.1-supplement 1: Phase organization by the actin network. Si-
multaneous confocal and STED images of a fluorescent lipid preferring the
Lo (DSPE-PEG-Chromeo488, green, Lo-marker) and Ld phase (DPPE-KK114,
red, Ld-marker), respectively. The membrane has the same composition as in
Fig. 5.1 without staining the actin network, confirming a negligible influence
of the green fluorescent phalloidin actin-marker. (A) Without actin, the Ld-
marker reveals the typical phase separating behavior: below Tc domains coarsen,
while above Tc the membrane is homogenous (Tc ≈ 28◦C). (B) After actin
binding to DOPE-biotin, Ld domains form a meshwork-like structure, similar
to Fig. 5.1B. The Lo domains form an inverse pattern, that is compartments
separated by the Ld meshwork. As in Fig. 5.1, the mosaic pattern persists above
the phase transition temperature Tc of the membrane without actin.
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Figure 5.1-supplement 2: Actin network density and lipid diffusion depen-
dence on the concentration of biotinylated lipids. The data refer to a single
lipid species (DOPC) supported bilayer at T = 22◦C. (A–D) Images of actin
binding for increasing concentrations of DOPE-biotin (as marked on the left)
using fluorescence markers phalloidin-488 for actin and DPPE-KK114 for the
Ld phase. As expected, the actin network density increases with the number
of binding sites in the membrane. In contrast to ternary membranes (Fig. 5.1),
the Ld-marker distribution remains homogeneous. (E) Measurements of the lat-
eral diffusion constant D of DPPE-KK114 (Ld-marker) determined with FCS.
For increasing concentrations of DOPE-biotin, the diffusion constant was deter-
mined before the addition of streptavidin (control), after the addition of strep-
tavidin (with streptavidin), and after the subsequent addition of actin (i.e., with
streptavidin and actin). No change in diffusion was detected after actin binding
for DOPE-biotin concentrations up to 1 mol%. Only for very high concentra-
tions (5 mol%) could a decrease (∼ 30%) in lateral diffusion be detected. (F)
STED image of the actin network at a binding site concentration of 1 mol%
DOPE-biotin (actin was stained with Alexa633-phalloidin). The network can
be clearly resolved by STED. Compartment sizes are between 60 nm and 500
nm with a peak at 120 nm.
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Figure 5.1-supplement 3: Molecular sketch of the assembled components
in our model system.
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Figure 5.1-supplement 4: Optical setup for STED imaging and scanning
FCS with pulsed excitation and pulsed STED laser and according beam paths
(excitation orange/blue and STED dark red). The repetition rates of the three
lasers were synchronized using an electronic trigger box. The laser beams were
overlaid using three dichroic mirrors and focused into the sample. The emitted
fluorescence (red/green) from the sample was split with a dichroic mirror and
cleaned using bandpass filters and detected using four fiber-coupled avalanche
photon detectors (APD). Each fluorescence channel was imaged onto the input
of a 50:50 splitting fiber, serving as the confocal pinhole. The polymeric phase
plate (PP) induced a clockwise 2π-phase shift across the STED beam, which
generated the doughnut shaped intensity distribution in the focal plane. Note,
that the circular polarization of all laser beams is maintained by a combination
of λ/2 and λ/4 waveplates. The STED laser was further sent through SF6 glass
rods (SF6) and a 120 m long polarization maintaining single-mode fiber (PMS)
for stretching of the pulses and mode cleaning.
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Figure 5.3-supplement 1: Lipid phase partitioning of biotinylated lipid-
streptavidin complexes without actin. (A) Exemplary image of a phase sepa-
rated membrane (DOPC, DPPC, Cholesterol) containing 1 mol% DSPE-PEG-
biotin, and the green fluorescent Ld-marker (DOPE-fluorescein; Avanti po-
lar lipids Inc.). The biotinylated lipid was labeled by streptavidin stained
with red fluorescent Atto655 (Atto-Tec GmbH, Germany). (B) The parti-
tioning of the biotinylated lipid-streptavidin complex was calculated by de-
termining the intensity of red fluorescence in the Lo phase (int[Lo]) and in
the Ld phase (int[Ld]) across a domain boundary. The scan in (B) corre-
sponds to the yellow box in the overlay image. The partitioning is defined
as Lo% = 100%× int[Lo]/(int[Lo] + int[Ld]). (C) The resulting Lo% partition-
ing values for the biotinylated lipids used in this study with standard variation
from three independent preparations. The partitioning values serve as input
parameters for our simulation model.
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Abstract

We consider the coupling between a membrane and the extracellular matrix. Computer

simulations demonstrate that the latter coupling is able to sort lipids. It is assumed that

membranes are elastic manifolds, and that this manifold is disrupted by the extracellular

matrix. For a solid-supported membrane with an actin network on top, regions of posi-

tive curvature are induced below the actin fibers. A similar mechanism is conceivable by

assuming that the proteins which connect the cytoskeleton to the membrane induce local

membrane curvature. The regions of non-zero curvature exist irrespective of any phase

transition the lipids themselves may undergo. For lipids that prefer certain curvature,

the extracellular matrix thus provides a spatial template for the resulting lateral domain

structure of the membrane.

6.1 Introduction

Ever since the lipid raft hypothesis [Simons and Ikonen, 1997], the lateral organization of

membranes has been intensely studied. Much has been learned from model membranes,

in which the number of lipid species is strongly reduced compared to their biological

counterparts, enabling detailed and systematic investigations [Dietrich et al., 2001; Si-

mons and Vaz, 2004]. The hope is that a good understanding of the model system will

also provide valuable insight into biological membranes.

Investigations of model membranes have established one fact beyond any doubt, namely

the occurrence of phase transitions in these systems. For example, ternary membrane

mixtures containing saturated lipids, unsaturated lipids, and cholesterol, demix into two

fluid phases upon lowering the temperature [Veatch and Keller, 2002]. Furthermore, in

single component membranes, there exists the main transition, between a phase where

the lipid tails are ordered, and one where the tails are disordered [Nagle, 1980; Charrier

and Thibaudau, 2005]. Consequently, it is tempting to assume that phase transitions

play a key role in biological membranes as well [Veatch and Keller, 2005; Levental et al.,

2009]. Of course, a minimal condition for this hypothesis is that all biological membranes

operate at conditions that are close to phase transitions. Given the enormous diversity in

membrane compositions between cells, different “body” temperatures between species,

coupling of the membrane to active processes in the cell cortex [Mayor and Rao, 2004], an

intriguing mechanism must have evolved to keep the membrane “tuned” to the vicinity
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of a phase transition. While such a mechanism may well exist, its details remain elusive

to this day.

The purpose of this paper is to highlight that phase transitions are not the only means

to bring about lateral organization in biological membranes. In our view, a key differ-

ence between biological and model membranes is the presence of an extracellular matrix

in the former: A biological membrane is not free, but instead intricately connected to

its environment, for example, to the cytoskeleton network. As we will show for a very

simple model, the mere connection to the environment is already sufficient to induce lat-

eral organization. Our model is inspired by a recent experiment of a (model) membrane

“sandwiched” between a substrate and an actin network [Honigmann et al., 2014]. This

experiment revealed a lateral domain structure in the membrane that was strongly cor-

related to the actin fibers. We will show here how the interplay between the substrate,

the actin network, and the membrane elastic properties already provides a “template”

for this structure, i.e., completely independent of any phase transition the lipids may

exhibit. Next, we consider how such a mechanism could manifest itself in situations

where a substrate is absent, but where the proteins that connect the cytoskeleton to the

membrane induce local membrane curvature. Our proposed mechanisms are in line with

recent studies that also indicate the importance of the cytoskeleton in bringing about

lateral organization, such as the formation of protein-lipid complexes [Gómez-Llobregat

et al., 2013], and GPI-anchored protein clusters [Goswami et al., 2008]. In addition, the

coupling to the cytoskeleton induces spatial confinement, which affects the spectrum of

membrane height fluctuations [Gov and Safran, 2004; Farago, 2008, 2011], as well as

protein diffusion [Kusumi et al., 2005; Lin and Brown, 2005].

6.2 Model and method

Our membrane model is defined on a two-dimensional (2D) L × L periodic square lat-

tice. To describe the out-of-plane height deformations, each lattice site i is given a

real number hi to denote the local membrane height (Monge representation). We con-

sider a membrane that strongly interacts with its environment. This interaction, for

instance with the solid substrate or the cytoskeleton network, will typically constrain

the membrane height fluctuations. In general, the free energy of the system is given by

H =
κa2

2

∑
i

(
∇2hi

)2
+Henv , (6.1)
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where a is the lattice spacing, and the sum is over all lattice sites. The first term in

Eq. (6.1) is the elastic energy of the membrane, given in lowest order of the Helfrich

expansion with κ the bending modulus [Helfrich, 1973]. On the lattice, the Laplacian

is expressed using the standard finite-difference expression [Weikl et al., 2002]. The

second term Henv describes the membrane-environment interaction, and needs to be

defined explicitly for the case of interest.

We perform Monte Carlo (MC) to simulate Eq. (6.1). The MC move is to update the

height of a randomly selected lattice site. To this end, we propose a new height for the

chosen site and accept it with the Metropolis probability, Pacc = min[1, e−β∆H], where

β = 1/kBT with kB as the Boltzmann constant, T as the temperature, and ∆H as the

free energy difference computed according to Eq. (6.1). For a free energy H that is

quadratic in the height, ∼
∑

i

(
Aih

2
i +Bihi

)
, one can optimally propose the new height

to the chosen site i from a Gaussian distribution with mean −Bi/2Ai and variance

kBT/2Ai [Speck and Vink, 2012], which is how the present simulations are performed.

6.3 Results

6.3.1 Membrane “sandwiched” between a solid substrate and an actin

network

We first consider a solid-supported membrane bound to an actin network, which resem-

bles the situation addressed experimentally by Honigmann et al. [2014]. In this case,

the interaction potential in Eq. (6.1) is given by

Henv = Hsub +Hact , (6.2)

where the first term describes the interaction of the membrane with the solid support,

and the second term describes the influence of the actin network.

Solid-supported membranes are separated from the substrate by an ultra-thin hydration

layer typically 1 nm thick. Consequently, the membrane-substrate interaction is a strong

one [Lipowsky, 1995; Sackmann, 1996; Seifert, 1997; Salditt, 2005]. It can be expressed as

a superposition of repulsive hydration (steric) and attractive van der Waals forces [Rädler

et al., 1995]. This typically results in a membrane-substrate interaction featuring a

minimum some distance above the support. We expand up to quadratic order around
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the minimum, leading to

Hsub =
αa2

2

∑
i

h2
i , (6.3)

where α is the strength of the harmonic potential [Speck et al., 2010; Reister et al.,

2011]. For simplicity, the minimum of the harmonic potential is set to h = 0, which

we take as the reference from which the membrane height variables hi are measured.

We emphasize that by using a harmonic potential, the free energy Eq. (6.1) remains

quadratic in hi and so we can use the Gaussian distribution method of Speck and Vink

[2012] to optimally propose new height variables during the MC simulations.

Next, we describe the effect of the actin term Hact. In the experiment of Honigmann

et al. [2014], an actin network is deposited on top of the supported membrane, i.e.,

the membrane is “sandwiched” between the substrate and the actin network. In experi-

ments [Machta et al., 2011; Honigmann et al., 2014], actin is bound to the membrane via

cross-linker molecules, such as streptavidin, referred to as pinning sites in what follows.

The pinning sites are immobilized obstacles randomly distributed along the actin fibers.

In line with previous simulations [Machta et al., 2011; Ehrig et al., 2011a; Honigmann

et al., 2014], we represent the actin network by a Voronoi diagram obtained from a set of

random points. The thickness of the actin fibers is one lattice site, the typical compart-

ment size is chosen to be ∼ 100 nm. The resulting Voronoi diagram is then superimposed

on the lattice of height variables. Next, we place the pinning sites, at randomly selected

points along the edges of the Voronoi diagram. Once put in place, the pinning sites

remain fixed, i.e., they cannot diffuse along the actin fibers. We assume that the effect

of a pinning site is to locally push the membrane down, i.e., away from the reference

height h = 0 toward negative values. We incorporate this effect into our simulations by

fixing the height variable at each pinning site to a negative value hP < 0 (for simplicity,

the same value hP is used for all the pinning sites). During the simulations, MC moves

are thus not applied to pinning sites. Since Eq. (6.3) is a quadratic expansion, our anal-

ysis is restricted to small values of hP. An extreme upper bound is the thickness of the

hydration layer ∼ 10 Å, which is the maximum distance the membrane can be pushed

down, and where Eq. (6.3) certainly breaks down. For this reason, in the analysis to be

presented, we restrict hP to several Å at most.

We simulate a system of size L = 400 with lattice spacing a = 2 nm. For the presented

results, we use a typical value βκ = 70 for the bending rigidity [Speck et al., 2010; Schick,

2012]. At room temperature, T = 300 K, this corresponds to κ = 2.9×10−19 Nm, which

is close to the value used by Honigmann et al. [2014]. Fig. 6.1 shows a snapshot of the
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Figure 6.1: Typical snapshots of the thermally averaged height and curvature
profiles of the solid-supported membrane bound to an actin network, in units
of nm and nm−1, respectively. The strength of harmonic potential is given
βαa4 = 2 and 4 for (A) and (B), respectively. In both cases, the pinning fraction
is 25% of entire actin network and the pinning deviation height hP = −6 Å.

membrane, color-coded according to the thermally averaged height (left) and curvature

(right). In both cases 25% of the actin network is covered by pinning sites. Results are

presented for two values of the strength of the harmonic potential, βαa4 = 2 (A) and

βαa4 = 4 (B). The reported values of α in literature cover quite a wide range [Speck et al.,

2010; Reister et al., 2011; Speck and Vink, 2012]. Our results use values comparable

to kBT [Speck and Vink, 2012]. The deviation from the reference height at the pinning

sites is set as hP = −6 Å. The simulations ran for 4 × 106 sweeps, after having been

equilibrated for 4× 105 sweeps (each sweep is L2 attempted MC moves).

As can be seen from height and curvature profiles, the actin pattern is clearly “pressed”

onto the membrane. In particular, in the curvature snapshots, one can see that along the

actin fibers an on-average positive curvature has been induced. This effect persists even

at low fractions of pinning sites. To quantify this, we measured the cross correlation

between the curvature snapshot c and the actin network a using the Pearson correlation

coefficient (PCC). The advantage of using this quantity is that it can also be measured in

experiments via fluorescence spectroscopy [Honigmann et al., 2014]. The PCC is defined



Chapter 6 Membrane sorting via the extracellular matrix 100

0.00
0.02
0.04
0.06
0.08

 0  10  20  30  40
P

C
C

pinning fraction (%)

(A)

0.02
0.04
0.06
0.08
0.10

−7 −6 −5 −4 −3 −2 −1

 

 

(B)

hP (Å)

Figure 6.2: (A) The variation of the Pearson correlation coefficient (PCC)
with the pinning fraction for hP = −6 Å. (B) PCC versus hP for pinning fraction
of 40%. In both plots, the strength of the harmonic potential βαa4 = 4.

as

PCC =

∑
i (ci − c̄) (ai − ā)√∑

i (ci − c̄)2
√∑

i (ai − ā)2
, (6.4)

where c̄ and ā are the mean “pixel” values of the curvature and actin images, and the

sum over all lattice sites (for the actin image, ai is zero everywhere except at sites that

intersect with an edge of the Voronoi network, for which ai = 1). A positive (negative)

value of PCC means that the curvature is positive (negative) on average underneath the

actin fibers, while a value of zero means there is no correlation.

Fig. 6.2A shows how PCC varies with the pinning fraction, using hP = −6 Å. The PCC

initially increases linearly from zero with the pinning fraction. In the linear regime, the

pinning sites are isolated from each other. Each pinning site thus contributes to the PCC

by the same amount, which explains the linear increase. At larger pinning fractions, the

pinning sites are no longer isolated, i.e., their “regions of influence” begin to overlap,

which explains the downward curvature in the data. The effect of the pinning height hP

is shown in Fig. 6.2B for a pinning fraction of 40%: By pushing the membrane further

down, PCC increases.

For a solid-supported membrane with an actin network “on-top”, these results suggest a

mechanism for lateral domain formation in membranes that does not require any phase

separation between lipids. The pinning sites along the actin fibers locally push the mem-

brane down, leading to non-zero average curvature below the fibers. Consider now a lipid

mixture, with one of the lipid species preferring regions of, say, positive curvature (the

coupling between membrane composition and curvature is an established fact [Leibler

and Andelman, 1987; Liu et al., 2005; Parthasarathy et al., 2006; Parthasarathy and

Groves, 2007; Schick, 2012; Shlomovitz and Schick, 2013]). In the upper membrane

leaflet, these lipids would then preferentially collect underneath the actin fibers, since



Chapter 6 Membrane sorting via the extracellular matrix 101

there the curvature has the correct sign. In contrast, in the lower leaflet where the cur-

vature sign is reversed, these lipids would be repelled from the fibers. Hence, a domain

pattern (in this case anti-correlated between the two leaflets) can be induced purely by

the coupling between the local membrane curvature and the curvature preferred by a

single lipid species. This pattern is independent of the energetic interaction between

the lipids, i.e., it does not require the lipid mixture to be close to any demixing phase

transition. We emphasize that the formation of anti-correlated domains requires the

composition to be the same in both leaflets [Schick, 2012]. In case this condition is not

met, the coupling between the leaflets is more complex, and also correlated domains are

possible [Shlomovitz and Schick, 2013].

6.3.2 Pinning sites that induce local membrane curvature

We now argue that a similar mechanism as proposed above for a solid-supported mem-

brane could persist in the absence of a substrate also. This mechanism is based on the

observation that proteins associated with actin can be curved, owing to their geometry

(examples include IMD [Mattila et al., 2007] and IRSp53 [Scita et al., 2008] proteins).

In our model, this effect can be incorporated by assuming that the pinning sites induce

a non-zero local membrane curvature, say, of value Cp. Within this framework, the

Helfrich bending energy reads as

Hbend =
κa2

2

∑
i

(
∇2hi − Cpδi

)2
, (6.5)

where δi = 1 in case lattice site i is a pinning site, and zero otherwise. Expanding the

square (and dropping an irrelevant constant), one obtains Eq. (6.1) with

Henv = −κCpa
2
∑
i

(∇2hi)δi , (6.6)

which describes the effect of the pinning sites [Leibler and Andelman, 1987]. In the

previous model for the solid-supported membrane, the pinning sites were assumed to

locally push the membrane down. In the present model, they are assumed to induce

local membrane curvature. The model, as before, is readily simulated using our MC

procedure. We emphasize that since the free energy remains quadratic, one can still

use the Gaussian distribution to optimally propose new height values [Speck and Vink,

2012]. In contrast to the solid-supported membrane, the MC moves in the present model

are applied to all lattice sites.
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Figure 6.3: Typical snapshots of the thermally averaged curvature profile for
the membrane model of Eq. (6.5), where the pinning sites induce local membrane
curvature. The pinning fractions are 25% (A) and 40% (B) of the entire actin
network. The curvature radius of the pinning sites is set as C−1

P = 2 nm in both
cases.

Fig. 6.3 shows typical snapshots of the thermally averaged curvature values obtained

for the model of Eq. (6.5). The curvature radius of the pinning sites is set as C−1
P =

2 nm in both cases [Zimmerberg and Kozlov, 2005; Sorre et al., 2012]. The snapshots

correspond to pinning fraction 25% and 40% of the entire actin network, for (A) and (B),

respectively. The correlation between the positively curved regions and the actin fibers

increases as the pinning fraction increases. This is manifested by the PCC, shown in

Fig. 6.4A. Note that the PCC values significantly exceed those of Fig. 6.2A. As might be

expected, pinning sites that directly impose local membrane curvature are more efficient

at imprinting a curvature pattern than pinning sites that couple to the membrane height.

We also measured the PCC as a function of the curvature radius of the pinning sites

C−1
P , see Fig. 6.4B. As can be seen, by increasing the curvature radius of the pinning

sites, the PCC decreases. This is to be expected since the limit CP → 0 describes pinning

sites that prefer the membrane to be locally flat.

Hence, also in this case, a lateral domain pattern may already be “imprinted” via the

coupling of the membrane to the actin network. The preferred local membrane curvature

“stamped” onto the membrane sheet by the pinning sites induces regions that are favor-

able for lipids of matching spontaneous curvature. As in the case of the solid-supported

membrane, this provides a mechanism of sorting lipids via curvature, and which does

not require the lipids to be near a demixing transition.
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Figure 6.4: Pearson correlation coefficient (PCC) for the membrane model
of Eq. (6.5). (A) PCC vs. pinning fraction for C−1

P = 2 nm. (B) PCC vs. the
curvature radius of the pinning sites at pinning fraction of 40%.

6.4 Discussion

In this paper, we have proposed an alternative mechanism able to sort lipids in mem-

branes. The mechanism is based on the fact that membranes are elastic manifolds, and

that this manifold is disrupted by the presence of the extracellular matrix. In the case

of a solid-supported membrane with an actin network “on-top”, MC simulations reveal

that regions of positive curvature are induced underneath the actin fibers. A similar

mechanism is conceivable by assuming that the proteins which connect the cytoskeleton

to the membrane, induce local non-zero curvature. The regions of non-zero curvature

exist irrespective of any phase transition the lipids themselves may undergo. Hence, even

for a lipid mixture at high temperature, i.e., above the temperature of phase separation,

lipid sorting can still take place provided that the lipid species have different affinities to

curvature. In the presented models, lipids that prefer positive curvature would collect

underneath the actin strands.

In realistic situations, there will be an interplay between the proposed curvature mech-

anism and other mechanisms. For example, it could be that the pinning sites also

energetically attract certain lipid species, for instance, via electrostatic interactions.

The species that is attracted energetically need not be the same as the species preferred

by curvature. In this case, the resulting lipid domain structure is determined by the

relative strength of each source of attraction. Recent experiments suggest that such an

interplay indeed occurs [Honigmann et al., 2014]. In this experiment, a ternary mem-

brane mixture containing saturated/unsaturated lipids and cholesterol was used. The

membrane was connected to an actin network via pinning sites, and the energetic at-

traction of the pinning sites could be controlled. For pinning sites that weakly attract

saturated lipids, nevertheless a small excess of unsaturated lipids along the actin fibers
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was observed. This result shows that other mechanisms, beyond the energetic attraction

between lipids and pinning sites, are at work that determine the lateral domain struc-

ture. Computer simulations in which the energetic and curvature attractions are both

included are indeed able to reproduce the experimental results [Honigmann et al., 2014].

In view of raft formation, the coupling between membrane lipid composition and local

curvature is currently attracting much attention [Schick, 2012; Shlomovitz and Schick,

2013; Meinhardt et al., 2013]. It has been shown that such a coupling is able to induce

composition fluctuations on a length scale of 10− 100 nm, which is compatible with the

size of rafts. In combination with the coupling to the extracellular matrix presented in

this paper, this mechanism can be extended, providing cells with a means to control

the spatial location where rafts are formed (for instance, underneath actin strands).

A further interesting extension would be to include the role of active processes in the

cell cortex, such that the positions of the pinning sites become time-dependent. In this

situation, there can even be a feedback between the local membrane curvature due to

curved proteins that are associated with the actin, and the recruitment of actin [Gov

and Gopinathan, 2006; Veksler and Gov, 2007].
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Chapter 7

Summary

In this thesis, we studied phase transitions and domain formation in lipid membranes.

The lateral heterogeneity in the plasma membranes of eukaryotic cells is an important

factor for regulating many biological functions. Ever since the postulation of the lipid raft

hypothesis, understanding the lateral structure of lipid bilayer membranes has received

an enormous interest. As opposed to plasma membranes, model membranes (either

artificially prepared membranes, or membranes extracted from living cells) typically

phase separate. To address this paradox, we presented a detailed investigation of phase

behaviour of model membranes via computer simulations. To this end, we probed the

phase behaviour of membrane models that undergo macroscopic phase separation at low

temperature. We furthermore considered the effect of quenched disorder on the phase

separation in model membranes in order to answer why those small domains do not

coalesce. Additionally, we studied the effect of curvature on the phase behaviour of lipid

membranes, considering a curvature-composition coupling.

In the first attempt, we performed Monte Carlo simulations of the multi-state single-

component Pink model to address a variety of problems for the phase behaviour of

lipid mono- and bilayers. To this end, we employed a careful finite-size scaling method

and calculated the critical temperatures for three different lipid species. This enabled

us to point out that the 10-state Pink model is in the universality class of the 2D

Ising model. It also nicely resolved the problem found in previous studies in which no

phase transition had been reported for this model. The significance of this work is to

emphasize the importance of finite-size scaling in the analysis of the phase transition.

The systematic investigation of the finite-size effects on the phase behaviour of the

biological systems is not yet standard in biophysics. Hence, this work provided an
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extremely useful step toward further investigation of the phase behaviour of membrane

models. Moreover, as an example we studied the effect of quenched disorder (pinning

sites) on the phase separation of a solid-supported membrane. The pinning sites may be

present in the membrane due to the surface roughness of the substrate. We concluded

that the introduction of the pinning sites results in removing the phase transition and

creating a multi-domain state. In fact, the presence of quenched disorder alters the

phase behaviour of the membrane and changes it toward the one of the 2D random Ising

model which has no phase transition in thermodynamic limit. The biological relevance is

that quenched disorder in plasma membranes can prevent macroscopic phase separation,

thus offering a possible explanation for the in vivo and in vitro paradox.

In another work, we developed a lattice based model to study domain structures in two-

component membranes under tension. The model is simply a 2D Ising model coupled

to a discrete version of the Helfrich Hamiltonian for membranes in the linearized Monge

representation in order to incorporate height deformations. Similar models have been

studied numerous times within mean-field theory. However, computer simulations allow

us to assess the influence of fluctuations, which are known to be important in phase tran-

sitions between disordered and modulated phases. The essential aspect of the model is

the coupling of the local composition to the local membrane curvature, that corresponds

to the two lipid components having different spontaneous curvatures. The main result

of the simulations was that there is a region in the parameter space of the lipid-lipid

interaction and the curvature-composition coupling, in which domains with a preferred

finite-size appear, yet where the domains are not arranged in a structure with long-range

order. This manifested microemulsion region is identified as the region where lipid rafts

can form. Phase transitions between the disordered phase and the macroscopic phase

separation have been studied in detail. The results numerically confirmed the theoretical

hypothesis of Schick [2012], who related lipid rafts to a microemulsion-type structure in

such systems as a result of membrane curvature. The interesting biological relevance is

that those microemulsion-stabilized domains survive even at high temperature. Hence,

it is not necessary for membranes to be tuned close to any phase transition. Another

aspect of our result concerned the nature of the phase transition from the fluid phase to

liquid-ordered/liquid-disordered phase coexistence. This transition is continuous and as

is obvious belongs to the 2D Ising model universality class, in absence of a curvature-

composition coupling. It actually remains the same for a weak coupling, yet becomes

first-order as the coupling increases beyond a certain value. The importance of this

result is its contradictions with the assumption that phase separation in membranes is



Chapter 7 Summary 107

always continuous and of the 2D Ising universality.

In collaboration with experimental partners at Max Planck Institute for Biophysical

Chemistry (Eggeling and Honigmann), we studied the effect of extracellular complements

on the phase separation in lipid membranes. The lipid membrane is intricately in contact

with its environment, via the cytoskeleton network in the plasma membranes or solid

substrates in supported model membranes. To this end, a solid-supported membrane

was cross-linked to an actin network via cross-linker molecules (pinning sites). In the

theoretical part, we performed computer simulations of a lattice model describing the

above. The model was developed to incorporate the interaction of the lipid membrane

with its surrounding environment, as well as the lipid-lipid/pinning interaction, and a

curvature-composition coupling.

Previous simulations of a flat membrane model (without height deformation) suggested

that the actin network could be a key player in preventing macroscopic lipid phase

separation, even at low temperature [Machta et al., 2011]. At the same time, these sim-

ulations predicted the presence of stable nanodomains along the actin fibers, even at high

temperature. Using superresolution STED microscopy operating on the nanoscale and

fluorescence correlation spectroscopy, simulation predictions have largely been confirmed

experimentally. In addition to confirmation, experiments also revealed that previously

used simulation models, namely the 2D Ising model, need to be refined in order to

capture all observations. The essential ingredient of the improved model is a coupling

between the local membrane composition and the local membrane curvature. To com-

plement the experiments, we therefore presented a new body of simulation results, in

which the latter coupling is explicitly included. Computer simulations that incorporate

the local curvature were able to reproduce all experimentally observed domain struc-

tures. Our findings explained some of the apparent contradictions between pure lipid

model membranes and intact cell membranes. In contrast to model membranes, the

latter do not reveal a transition temperature below which the lipids macroscopically

phase separate. We showed that this transition is effectively eliminated once an actin

network is present. We also showed that the type of pinning sites, used to bind the actin

network to the membrane, dramatically influences the properties of the nanodomains

that become stabilized along the actin fibers. The explanation is that there exist an

extra curvature-induced lipid-pinning interaction, which can compete with the energetic

lipid-pinning interaction. This mechanism may be exploited by the cell to locally sort

membrane constituents, as suggested by the lipid raft hypothesis.
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As an extension to previous work, we furthermore demonstrated that the coupling

between the membrane elastic properties and the extracellular matrix is already able

to induce patterns on the membrane surface. For a solid-supported membrane bound to

an actin network on top, regions of positive curvature are induced below the actin fibers

(upper layer in a bilayer membrane). In addition, a similar effect has been observed in

simulations of a membrane model where the proteins which connect the cytoskeleton

to the membrane induce local non-zero curvature. The significance of these results is

that the imprinted pattern occurs irrespective of any phase transition the lipids them-

selves may undergo. This complements existing views in which the occurrence of such

transitions is considered to be crucial.
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