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Abstract

Many microbes live in biofilms, which are spatially structured populations [1] [2].
During adaptation to a new environment, beneficial mutations occur, and some
of them spread through the population. Others go extinct due to noise in the life
cycle and reproduction process. This noise is called genetic drift. Growing biofilms
are an example of populations undergoing a range expansion. The level of noise
in growing biofilms differs strongly between species [3] [4]. However, the effect of
these different noise levels on the establishment of beneficial mutations has not yet
been quantified. Here we show, that the observed differences in noise level indeed
lead to large differences in the establishment rates of beneficial mutations. We
found establishment rates of S. cerevisiae and spherical E.coli strains to be 1–2
orders of magnitude larger than establishment rates of rod-like strains of E. coli.
Furthermore we observed that the noise level can be tuned via growth temperature,
and that the establishment rates measured at different temperatures are consistent
with the respective noise levels. Our results suggest that the efficiency of natural
selection in biofilms strongly depends on the species and growth conditions. The
method presented in this study can be used to test the dependence of establishment
rates on other parameters and for many microbial species easily.
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1. Introduction

Life on earth emerged more than three billion years ago [5] [6] and has generated a
plethora of different species [7]; and the evolution of life is still an ongoing process.
The genetic composition of populations changes, new species develop and diversify,
others go extinct.

In the history of many species, range changes have played an important role [8]
[9] [10]. The habitats of these species — the areas they live in — have changed
over time, often driven by changes in the environment, for example regarding the
climate or food supply. Range changes are also part of the history of humans, that
evolved in Africa and eventually spread all over the world’s landmass except the
polar regions [11] [12]. The type of range changes we look at in this study are
continual expansions of the habitat. In terms of evolution, range expansions have
dramatic effects on the genetic composition of the population [13].

One way of studying evolution is modeling evolutionary processes theoretically and
comparing the results with actual genetic data of existing populations [11]. This
way one can gain insights into the history of these populations.

In this study we follow the complementary approach. We investigate evolution
experimentally, watching evolution "live at work". Of course, this cannot be done
with arbitrary species. Microbes are an excellent system for experimentally studying
evolution for several reasons [14].

Microbial populations can be huge (billions of individuals) in a very small habitat
(for example a test tube or a petri dish). Also, microbes usually have very short
division times — down to less than one hour. Thus, one can watch evolution
over many generations in real-time. Additionally, the environment needed for
microbes to live and proliferate often is very simple and can be well-controlled and
modified. Liquid growth medium or an agar plate in a petri dish containing the
necessary nutrients is enough to keep the cells alive and dividing. Altogether this
allows for replicate experiments. One can test an evolutionary process with many
populations under the same conditions. Replicate experiments are the key feature
that allows for quantification and strong statistical statements. Moreover, many
microbes can be sequenced and genetically modified with relatively little effort.
Hence, one can pointedly test the impact of particular mutations or label strains
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1. Introduction

for examination. Lastly, microbes can be stored frozen for long time without being
killed. Thus, in an evolution experiment one can keep a "frozen time record" of
the process and eventually compare microbes from different generations. These
properties altogehter make microbes a perfect system for the experimental study of
evolutionary processes. The most common microbial species used are the bacteria
Escherichia coli and the baker’s yeast Saccharomyces cerevisiae. Both of them
were also used in this study.

To design experiments and interpret their results, a mathematical framework is
needed. The mathematical framework for describing evolutionary processes is
population genetics [15]. Population genetics deals with the distribution of genetic
variants in a population and its dynamics. Several phenomena are involved in
evolution, some of which introduce new genetic variants into a population, some
remove genetic variants, and some redistribute them. In this study we focus on the
three central processes in evolution and their interplay: mutation, natural selection
and genetic drift. We explain these processes in detail in section 1.4. We are
particularly interested in the role of genetic drift and the establishment of beneficial
mutations in microbial populations.

So far, there are a number of studies on the experimental evolution of microbes.
One of the most outstanding is the (still ongoing) long-term evolution experiment
conducted by Richard Lenski [16]. Lenski started his experiment in 1988. He
founded twelve replicate populations from a single ancestor and introduced them into
a new, glucose-limited culture medium. These populations have been propagated
via daily transfers to fresh medium, and their evolution has been monitored. In
2010, the populations reached 50,000 generations. One of Lenski’s findings was,
that the populations adapted quite rapidly to the new environment during the first
2000 generations and then adaptation slowed down, albeit it still continued.

Lenski’s long-term evolution experiment surely marks a major progress in experi-
mental evolution of microbes. However, like many other studies investigating
microbial evolution [17] [18] [19], Lenski’s experiment focusses on well-mixed
liquid-culture populations. These populations are isotropic; there is no spatial
structure in the microbes’ habitat. In nature, many species in fact live in spatially
structured habitats, and there are many interesting phenomena that are distinctive
of spatially structured habitats. Studies suggest that the dynamics of adaptation
are qualitatively different between well-mixed ("zero-dimensional") and spatially
explicit habitats [20] [21] [22] [23].

In this study we look at range expansions, a spatially explicit process. By construc-
tion, range expansions cannot be studied on the basis of well-mixed populations.
Actually, in nature many microbial species form biofilms, which are spatially struc-
tured populations and therefore the natural choice for the experimental system
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1.1. Structure of this thesis

wanted. One example of biofilms in the lab are microbial colonies on a petri dish.
A growing colony is a population undergoing a range expansion, so some aspects of
range expansions can be studied experimentally in growing colonies.

Hallatschek et al. have introduced a particular type of experiments with microbial
colonies [3]. They grew colonies composed of two differently labeled fluorescent
strains. When imaging the mature colonies, they observed characteristical sector
patterns. A sketch of these sector patterns is shown in Figure 1.1; Figure 1.4 and
Figure 1.5 show microscope images of real colonies. The sector patterns render
genetic drift visible: in each sector only one of the genetic variants (fluorescence
colors) survives.

The colony sector patterns look different for different microbial species. In particular
E. coli colonies exhibit less sectors than colonies of S. cerevisiae. Also the boundaries
between the sectors look different – ragged in the case of E. coli and straight in
the case of S. cerevisiae. Hallatschek et al. concluded that the reduction of genetic
diversity during the range expansion due to genetic drift is much higher for E.
coli than for S. cerevisiae. This is very different from well-mixed liquid cultures
in which genetic drift primarily depends on the population size and not on the
species..

In this study we investigate the effect of the differences in genetic drift between
species on the efficiency of natural selection. In particular, we test, at which rate
beneficial mutations are established in a microbial colony.

1.1. Structure of this thesis

The structure of this thesis is as follows. First, we introduce range expansions and
show their importance in different types of species. We then provide information
about biofilms, which are our model system. Afterwards we introduce some of the
concepts of population genetics, in particular mutation, selection and genetic drift.
Our focus is on growing microbial colonies on a petri dish. We show that these
colonies exhibit particular sectoring patterns. We compare the sectoring patterns
generated by different species and present the general aim of this study.

In chapter 2 we list the microbial strains and growth media we used for this study.
We present the microscopy techniques used for imaging colonies. We then describe
the experiments that we have conducted, the main part of which are competition
assays for measuring establishment rates.

In chapter 3 we present our results. First, we shine a light on the connection
between noise in sector patterns and biophysical properties of the microbes. We
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1. Introduction

then show that there is indeed a difference in establishment rate between low-noise
and high-noise systems. We also show that inoculation volume and total cell
concentration do not have a major impact on these establishment rates.

In chapter 4 we discuss our results and the significance of our study in the framework
of evolutionary biology.

In the last chapter we present ideas for further investigations regarding this topic.

1.2. Range expansions

A species’ habitat is usually not stationary. Instead, it changes over time, for
instance due to environmental conditions like climate and food supply [8] [9] [10].
At the end of the last ice age for example, when the temperature increased and
the glaciers retreated, many species on the northern hemisphere expanded their
habitats northwards [8]. In the history of life on earth many species have undergone
such range changes.

In the following we have a look at range expansions in particular, for they exhibit a
number of important and interesting phenomena. Consider a large population that
colonizes a new territory. Typically only a small fraction of the whole population
takes part in the active colonization process. We call this fraction a founder
population.

Since it is much smaller than the whole population, the genetic diversity of this
founder population typically is also much smaller than the genetic diversity of the
original population. All individuals living in the new territory will be descendants of
the founder population: their genetic diversity is reduced compared to the starting
population, until mutation, recombination and migration bring back the population
into equilibrium. Hence, range expansions are accompanied by a genetic bottleneck.

1.3. Biofilms

Biofilms are multicellular communities held together by a self-produced extracellular
matrix. They grow on all kinds of surfaces: on plants [24], inside pipes [25] and on
human teeth [26]. By construction, biofilms have a spatial structure. Overviews on
the topic of biofilms can be found for instance in [1] or [2]. Biofilms provide numerous
benefits. They can confer resistance to antimicrobial agents and offer protection
against host defenses [27]. Biofilms often consist of specialized subpopulations,
which differ by gene expression levels. The majority of microbes can form biofilms.

12



1.4. Population genetics

Some examples of well-studied biofilm-forming species are Escherichia coli [28],
Bacillus subtilis [29], Pseudomonas aeruginosa [30] [31], Staphylococcus aureus [32]
and Saccharomyces cerevisiae [33]. Since the formation of biofilms is so prevalent
among microbial species, in this study we focus on evolutionary dynamics in a
particular biofilm, namely microbial colonies on a petri dish.

1.4. Population genetics

Population genetics is the mathematical theory that describes the dynamics of
the frequencies of genetic variants in a population. An introduction to population
genetics can be found for instance in [15]. Population genetics involves a variety
of processes: mutation, recombination, horizontal gene transfer, genetic drift and
natural selection. This list is possibly far from being complete [34]. In our study we
focus on three key processes that we introduce in the following: mutation, genetic
drift and natural selection. Mutation increases the genetic diversity of a population,
whereas genetic drift and natural selection reduce diversity.

1.4.1. Mutation

Mutations are changes of the DNA. These can be substitutions of single base pairs
(single nucleotide polymorphisms, SNPs), deletions, insertions or substitutions of
extended sequences, up to large rearrangements. If mutations occur within the
coding region of the DNA, the encoded protein can change. Even small mutations
that only change one amino acid in the protein’s polypeptide sequence can have
drastic effects. Outside the coding region mutations can affect the expression level
of proteins.

In this study we only consider the impact of mutations on the growth and pro-
liferation rate of the microbes. Therefore, we classify mutations with respect to
that impact. Mutations that increase the growth rate are called beneficial, ones
that decrease the rate are referred to as deleterious. Mutations that do not affect
growth rate are called neutral.

1.4.2. Noise: genetic drift

Genetic drift refers to the stochasticity in the life cycle and the reproduction process.
If individuals die by chance before they can reproduce, they do not contribute
to the genetic composition of later generations. Genetic drift plays a major role

13



1. Introduction

in small populations, because in this case death of one individual reduces the
relative frequency of its genetic variant in the population significantly. Population
bottlenecks — spontaneous drastic reductions of population size — are an important
example of situations in which genetic drift becomes crucial. In experiments with
microbes this happens for instance in a dilution step. Dilutions steps are necessary
to provide new nutrients. For instance, in Lenski’s long-term evolution experiment,
every day a sample of the cell culture is diluted in fresh medium; the remains of
the old culture are not propagated further. In our experiments there is a ’continual
bottleneck’: only the cells at the very edge of a growing colony contribute to the
range expansion. A comparison of Lenski-type experiments and growing biofilms is
sketched in Figure 1.3.

1.4.3. Natural selection

Selection is the process that changes frequencies of heritable traits that affect the
growth and reproduction rate of individuals carrying these traits. If a genetic
variant leads to faster proliferation, individuals carrying this variant will increase
in frequency. The mechanisms enabling faster proliferation can be very complex.
Several genes can be involved in a trait and have synergistic effects. Such non-linear
effects are summarized with the term epistasis. The selective advantage of a trait
can also depend on the composition of the whole population (frequency-dependent
effects). One prominent example of a frequency-dependent selective advantage is
cooperation. Individuals — including microbes — can cooperate in many ways.
This is especially true in biofilms [35]. One way is the secretion of public goods
[36], [37]. In a population that involves cooperation, the success of the cooperative
strategy depends on the frequency of cooperators and cheaters in the population
[38] [39].

In population genetics, the evolutionary success of individuals is called their fitness.
Fitness defines the rate at which individuals proliferate on average. For microbes
fitness is basically their growth rate α. For us the relation between the fitnesses of
two strains is of particular interest. If strain A has a growth rate of α1 and strain
B grows at rate α2, the relative fitness of A compared to B is

f =
α1

α2

. (1.1)

If α1 > α2, strain A has a selective advantage over strain B given by:

s =
α1

α2

− 1 . (1.2)
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1.5. Sector patterns in microbial colonies

If both strains have the same growth rate, s is zero. We discuss the topic of selective
advantages in growing biofilms in more detail in sections 1.5.3 and 2.9.

1.5. Sector patterns in microbial colonies

The type of microbial colonies we look at throughout this thesis is prepared as
follows (see section 2.6 for details): Microbes are grown in liquid culture, cultures
of different strains are then mixed, and a droplet of the mixture is placed onto an
agar plate containing nutrients, that enable the microbes to grow and proliferate.
Placing the droplet is called inoculation, and the resulting circular spot on the
plate where the microbes have been placed is called the homeland. The agar plate
is then incubated at appropriate temperature (37◦C for E. coli and 30◦C for yeast,
if not stated otherwise) for about 1–3 days. During incubation the microbes divide
and form a circular colony growing radially outwards. Hence, colony growth is a
range expansion starting from the homeland and colonizing more and more of the
initially unoccupied area of the agar plate. In our case after a couple of days colony
growth slows down strongly at a colony diamter of about 1.5–2 cm. The reason for
this may be lack of nutrients or drying of the agar.

It is an experimental observation that the microbes only grow and proliferate in a
relatively thin band at the colony front [40] (see Figure 3.3). Behind that band the
cells, albeit still alive, cease growing. This is a great opportunity for experimental
study of the colony growth — behind the front the colony is left unchanged and
therefore makes up a "frozen time-record" of the colony’s growth history.

1.5.1. Formation of sectors

In our experiments we inoculate mixtures of differently labeled strains. After
colonies have formed, we monitor them with a fluorescence microscope. A sketch
of what the resulting colonies look like is shown in Figure 1.1, Figure 1.4 shows
a microscope image of a real colony. The two colors represent the two microbial
strains. In the center of the colony one can see a circular region of a dense speckle
pattern. This is the area of the inoculum, or the homeland. The speckle pattern is
formed because the two strains were completely mixed in the liquid, and therefore
the two strains were randomly distributed within the inoculum. But on the outside
the colony exhibits lots of thin radial sectors of alternating color. These sectors
are formed as a consequence of the range expansion. This phenomenon was first
described by Hallatschek et al. in 2007 [3].

15



1. Introduction

The growing colony can be described as an advancing wavefront similar to the
classic model of Fisher, Kolmogorov, Petrovskii and Piskunov (FKPP) [41] [42]
[43]. The FKPP model describes the change of (cell) concentration c(x, t) via a
reaction-diffusion-equation with logistic growth:

∂c

∂t
= αc(κ− c)︸ ︷︷ ︸

logistic growth

+D
∂2c

∂x2︸ ︷︷ ︸
diffusion

. (1.3)

α here is the growth rate of the cells, and κ is the carrying capacity of the habitat
— the maximum concentration it can hold. Rescaling the concentration via

u :=
c

κ
(1.4)

yields

∂u

∂t
= ακ︸︷︷︸

=:k

u (1− u) +D
∂2u

∂x2
. (1.5)

The (minimum) speed of the resulting Fisher wave is:

v = 2
√
kD . (1.6)

The situation is depicted in Figure 1.2, which is a sketch of a transverse section along
the red line in Figure 1.1. At the colony front only few cells live and contribute to
the range expansion. This situation constitutes a continual population bottleneck,
and therefore stochasticity plays a major role. If, by chance, only blue cells live at
a certain front position, all cells beyond will be descendants of these blue cells and
therefore form a blue sector. The same holds for yellow sectors.

This experiment makes the reduction of genetic diversity due to the range expansion
visually observable. In every sector one of the two fluorescence variants present in
the initial population is lost; only one color survives. Figure 1.3 shows a comparison
of the serial bottleneck in Lenski-type experiments and the continual bottleneck in
growing colonies.
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1.5. Sector patterns in microbial colonies

FIGURE 1.1.: Sketch of a colony grown from a mixture of a blue and a
yellow strain. In the homeland (inner circle) blue and yellow patches are evenly
distributed. Outside the homeland sectors of single color form. Cutting along
the red line reveals the genesis of the sectors (see Figure 1.2).
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1. Introduction

FIGURE 1.2.: The moving edge of a growing colony. A. Both strains are
evenly distributed. B. By chance the tip of the wave now consists of almost
only blue cells. C. The yellow cells have lost contact with the growing front. A
completely blue sector has formed.
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1.5. Sector patterns in microbial colonies

FIGURE 1.3.: Comparison between serial dilution of well-mixed popu-
lations and a continual bottleneck during a range expansion. Top:
Lenski-type experiment. Microbes are grown in liquid. At discrete timepoints
(e.g. every day) a sample of the liquid culture is transferred to fresh medium. This
way a series of population bottlenecks is introduced. Bottom: colony experiment.
Microbes are grown on a petri dish. The region of actively proliferating cells
at the front moves forward continually. This leads to a continual population
bottleneck.
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1. Introduction

1.5.2. Difference between species

Both species mainly used in this work (S.cerevisiae and E. coli) exhibit characteristic
sector patterns when grown on petri dishes (Figures 1.4 and 1.5). However, the
patterns differ in two crucial aspects between these species. E. coli exhibits much
fewer sectors than S. cerevisiae, and the boundaries between the sectors are much
more ragged in the E. coli colony than the very straight sector boundaries in the S.
cerevisiae colony. We discuss possible reasons for the different sector patterns in
sections 2.4, 3.1 and 4.1.

It is sensible that the colony with more ragged boundaries ends up with fewer
sectors: Two neighbouring boundaries are more likely to collide and seperate the
enclosed sector from the growing colony front. Hence, more sectors die out and
fewer sectors reach the edge of the mature colony.

Figure 1.6 shows sector boundaries of an E.coli colony at higher magnification. The
boundaries are zigzag lines. From the images one can estimate the typical length
of a straight segment between to kinks to be on the order of 50 µm. Hallatschek
et al. presented a model in which the sector boundaries are described as random
walks [3] [4]. The diffusion constant D of the random walk defines the raggedness
of the sector boundaries. The straight sectors of S. cerevisiae exhibit a small
diffusion constant, whereas the diffusion constant of E. coli sectors is large. Since
this boundary diffusion determines the number of sectors that eventually survive,
the diffusion constant is the measure of genetic drift in this system. E. coli exhibits
high genetic drift — a high noise level — while genetic drift in S. cerevisiae is
relatively small. Hallatschek et al. also investigated colonies of P. aeruginosa and
found that they form sectors similar to E. coli [44].

Since the diffusion is caused by the cells pushing each other away, the diffusion
constant in this system is proportional to the growth rate α [45]:

D = λα . (1.7)

The wave speed therefore is

v = 2
√
kD = 2

√
κλα2 ∝ α . (1.8)

Thus, the relative fitness of two strains A and B with growth rates α1 and α2,
respectively, defined in equation 1.1 becomes

f =
α1

α2

=
v1
v2
. (1.9)
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1.5. Sector patterns in microbial colonies

FIGURE 1.4.: Fluorescent image of an S. cerevisiae colony (top view).
The colony was grown from a mixture of two differently labeled strains (shown
here in blue and yellow). The speckle pattern in the center marks the area of
the initial inoculum, the formation of the sectors on the outside is explained in
the text.

This is very convenient, since expansion speeds are easier to measure in colony
assays than growth rates. The corresponding selective advantage of A over B
(equation 1.2) becomes

s =
α1

α2

− 1 =
v1
v2
− 1 . (1.10)
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1. Introduction

FIGURE 1.5.: Fluorescent image of an E. coli colony (top view). The
colony was grown from a mixture of two differently labeled strains (shown here in
blue and yellow). The speckle pattern in the center marks the area of the initial
inoculum, the formation of the sectors on the outside is explained in the text.
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1.5. Sector patterns in microbial colonies

FIGURE 1.6.: Sector boundaries in a colony of E. coli (top view). Close-up
of the colony shown in Figure 1.5. From the image we can roughly estimate the
typical length between two kinks to be about 50 µm.
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1. Introduction

1.5.3. Natural selection

In this thesis we look at the interplay between genetic drift and natural selection.
Figures 1.4 and 1.5 show colonies of strains without a fitness difference. In this
case the sector boundaries are the result of unbiased random walks. If one of the
strains had a fitness advantage relative to the other, the wavefront of this fitter
strain would proceed faster. Therefore sectors of the fitter strain would not have
a fixed angle but instead expand. The geometry of a sector produced by a strain
with fitness advantage is explained in detail in section 2.9.

However, not every cell at the front eventually creates a sector. Many cells lose
contact to the front due to genetic drift. Thus, in order to grow deterministically,
the sector has to reach a certain size beyond that it will most likely survive genetic
drift. We call this initial growth process the establishment of a sector. The
central question of this thesis is, how likely it is for a beneficial mutation to get
established. The establishment probability of a beneficial mutation has an impact
on the adaptation speed of a species. Our approach to the central question is to
grow colonies from a liquid culture that already contains fluorescently marked cells
with a selective advantage. We then count the sectors these fitter cells produce. If
the portion of mutant cells in the inoculum is low enough, so they form non-merging
sectors, the number of established sectors is given by

nsec = Nmut · Pest , (1.11)

Nmut being the number of mutant cells at the front and Pest being the establishment
probability. Alternatively, we can express the number of established sectors in
terms of the total number of cells at the front Nfront

nsec = pmut ·Nfront · Pest , (1.12)

pmut being the portion of mutant cells in the inoculum. The total number of cells
able to actively take part in the range expansion is hard to determine. It not only
depends on the total cell concentration in the inoculum, but also on the geometry
of the inoculum. We would have to know the exact width of the active layer, as
well as the exact height profile of the inoculum. The inoculum is not flat, but
has a thick ring at the front due to the coffee-stain effect [46]. Furthermore, the
establishment probability itself might depend on the total numer of competing cells
at the front. Thus, in this study we rather look at the establishment rate that we
define as follows:

E :=
nsec
pmut

= Nfront · Pest . (1.13)
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1.6. Aim of this study

Theory predicts the establishment rate to be proportional to the square-root of the
selective advatage, and inversely proportional to the boundary diffusion constant
[4]:

E ∝
√
s

D
. (1.14)

1.6. Aim of this study

Adaptation of microbes within a biofilm is a process of beneficial mutations entering
the population, some of them getting established and growing to fixation. Overall
the accumulation of these fixed beneficial mutations leads to a fitness increase of
the population. Whereas the fixation of an established beneficial mutation can
be viewed as a deterministic process, the establishment itself is stochastic — it is
subject to genetic drift. Different species exhibit very different noise levels.
In this study we test what impact the observed difference in noise has on the
establishment rate of beneficial mutations. We measure the rate at which ben-
eficial mutations are established in colonies of different species. We show that
establishment rates depend on the species and the growth temperature.
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2. Materials and Methods

In this study we investigate, whether the observed differences in genetic drift lead
to different establishment rates of beneficial mutations. In this chapter we describe
the experimental methods used to conduct this investigation.
In section 2.1 we introduce the microbial strains that we used in our experiments,
and in section 2.2 we give the composition of the necessary growth media.
The microscopy techniques used to image the sector patterns in microbial colonies
are described in section 2.3. To observe how the patterns develop during colony
growth we implemented time-lapse microscopy.
In our study we first looked for possible reasons for the differences in genetic
drift between different species. Therefore we examined sector patterns of several
microbial strains and found evidence that cell shape probably is an important
factor, albeit not the only one. We explain our choice of strains for testing this in
section 2.4.
One of our observations was that genetic drift in colonies also depends on the growth
temperature. Since this might be linked with the cells’ growth rate, in section 2.5
we present methods of measuring the growth rate at different temperatures, in
liquid culture as well as in a colony.
So far we have no complete microscopic explanation for the differences in genetic
drift between species and between growth temperature. But for the following main
part of the study this does not matter, for we consider the different noise levels as
a phenomenological parameter.
The main part of this study was the measurement of the establishment rates of
beneficial mutations for different species and growth temperatures. We measured
the establishment rates in colony assays, where we grew colonies from a mixture
of two strains, one of which had a fitness advantage. These colony assays are
explained in detail in section 2.6.
For analysing the colony assays it was crucial to determine the initial portion of
mutant cells in the mixture. We present the method used to determine this portion
in section 2.7.
In section 2.8 we explain how we calculated the establishment rate from the ratio
of cell concentrations and the number of established sectors in the mature colonies.
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2. Materials and Methods

Since the establishment rate should increase with the fitness advantage of the
mutant strain [4], we measured the fitness difference between mutant and wild-type
strain. Following simple geometric considerations, we were able to extract the
fitness difference directly from the colony assays without the need of additional
experimental setups. The geometric method for determining the fitness difference
between the two strains directly from the sector patterns is described in section 2.9.

To make sure the observed strong differences between the measured establishment
rates for different species are not due to variations in inoculation volume and
total cell concentration, we performed two sets of control experiments. These
experiments are described in section 2.10.

2.1. Microbial strains used in this study

The experiments in this study were conducted with a variety of strains. Table 2.1
shows an overview.

E. coli :

NEB were purchased from New England BioLabs [47]. REL606 and REL607 are
the Ara− and Ara+ ancestor strains from the Lenski experiment [16]. JE has a
mutation in the mrdA gene leading to an unstable penicillin-binding protein PBP2
and spherical cell shape [48] [49] [50] [51] [52]. JE was provided by Waldemar
Vollmer. SJ102 is an MG1655 strain equipped with YFP. SJ102 was provided by
Ivan Matic.

All Strains of E. coli, except SJ102, were heat-shock transformed (see appendix A)
using the plasmid pOH1 (YFP) or pOH2 (CFP), respectively [3]. These plasmids
are based on the vector pTrc99A and contain the YFP/CFP gene under control
of the lac-operon. The plasmids confer resistance to 0.1 g/L ampicillin and are
inducible by 0.1 mM isopropyl β-d-thiogalactopyranoside (IPTG).

The strains marked with ’mut’ carry spontaneous beneficial mutations. We observed
them in colony experiments when they produced expanding sectors. We picked
cells from the expanding sectors and cultivated them.

S. cerevisiae:

yNK-RFP is a W303 strain equipped with RFP. This strain was provided by
Nilay Karahan. Paris-CFP and -YFP are K699 strains equipped with CFP/YFP
respectively [3].
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2.1. Microbial strains used in this study

Strain Trait
E. coli
NEB-YFP rod-like NEB 5-alpha w/ pOH1
NEB-CFP rod-like NEB 5-alpha w/ pOH2
NEB-CFP mut beneficial mutation of NEB-CFP
REL606-YFP rod-like Ara− ancestor w/ pOH1
REL606-CFP rod-like Ara− ancestor w/ pOH2
REL607-CFP rod-like Ara+ ancestor w/ pOH2
SJ102 rod-like MG1655 w/ YFP
JE-YFP1 spherical w/ pOH1
JE-YFP4 spherical w/ pOH1
JE-YFP4 mut beneficial mutation of JE-YFP4
JE-CFP4 spherical w/ pOH2
JE-CFP4 mut beneficial mutation of JE-CFP4
S. cerevisiae
yNK-RFP ellipsoidal budding yeast W303 w/ RFP
Paris-YFP ellipsoidal budding yeast K699 w/ YFP
Paris-CFP ellipsoidal budding yeast K699 w/ CFP
S. pombe
MJ95 rod-like fission yeast
M2 MJ95 w/ GFP

Table 2.1.: The microbial strains used in his study.

S. pombe:

MJ95 and M2 were provided by Marco Geymonat. M2 is derived from MJ95 and
contains the integrative Leu1 plasmid SP4 expressing GFP under the promoter of
Shk1.

Throughout this study we refer to pairs of strains by the abbreviations listed in
Table 2.2. The fitter strain of a pair (in non-neutral pairs) is mentioned first.
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2. Materials and Methods

Rod-like E. coli
NEB NEB-CFP mut vs. NEB-YFP
NEB neutral NEB-CFP vs. NEB-YFP
REL REL606-YFP vs. REL607-CFP
REL neutral REL606-YFP vs. REL606-CFP
SJNEB SJ102 vs. NEB-CFP
Spherical E. coli
JE41 JE-CFP4 mut vs. JE-YFP1
JE44 JE-YFP4 mut vs. JE-CFP4
S. cerevisiae
Yeast yNK-RFP vs. Paris-YFP
Yeast neutral Paris-CFP vs. Paris-YFP
S. pombe
POM neutral MJ95 vs. M2

Table 2.2.: Pairs of strains used in colony assays.

2.2. Growth media

If not stated otherwise, E.coli were grown in LB medium (lysogeny broth, also called
Luria-Bertani), S. cerevisiae in YPD medium (yeast extract peptone dextrose) and
S. pombe in YES medium (yeast extract with supplements).

Composition of LB:

Tryptone: 10 g/L
Yeast extract: 5 g/L
NaCl: 10 g/L

Composition of YPD:

YPD broth (Sigma Aldrich): 50 g/L
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2.3. Microscopic imaging and time-lapse movies

Composition of YES:

Yeast extract: 5 g/L
Glucose: 30 g/L
Adenine: 225 mg/L
Histidine: 225 mg/L
Leucine: 225 mg/L
Uracil: 225 mg/L
Lysine hydrochloride: 225 mg/L

For producing agar plates, 15 g/L agar were added to the medium. Media were
autoclaved after preparation. In case of LB, 0.1 g/L ampicillin and 0.0238 g/L
IPTG (0.1mM) were added after autoclaving and cooling the media to 55◦C in a
waterbath.

2.3. Microscopic imaging and time-lapse movies

We used a Zeiss AxioZoom.V16 microscope with LED illumination (CL 9000 LED)
for brightfield imaging and a metal-halide lamp (HXP 200 C) for fluorescence
imaging. Images were taken with an AxioCam MRm camera. The objectives used
were PlanApo Z 0.5x/0.125 FWD 114 mm for full-colony imaging and PlanNeoFluar
Z 2.3x/0.57 FWD 10.6 mm for imaging sector boundaries in detail. Filter sets for
fluorescence microscopy were 38 HE GFP, 46 HE YFP, 47 HE CFP and 63 HE
RFP. To monitor the growth of a colony we recorded time-lapse movies using the
Zeiss software ZEN pro. For time-lapse movies at 37◦C we placed the petri dish
onto a hotplate.

2.4. Testing the influence of cell shape on genetic
drift

First we looked for possible reasons of the different noise in S. cerevisiae and E. coli.
Since the different noise levels are linked to different sector geometry, it is sensible
to look for geometric differences between the cells on the single-cell level. E. coli
cells are rod-like and elongate axially during cell division, whereas S. cerevisiae
cells are ellipsoidal. Thus, cell-shape could play a major role for sector pattern
geometry and therefore genetic drift. To test the impact of cell-shape, we grew
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colonies from to additional strains. The first one, E. coli JE, is a strain with a
mutated mrdA gene. This gene encodes the penicillin-binding protein PBP2. The
change in the mrdA gene leads to spherical cell shape [48] [49] [50] [51] [52]. Having
a spherical strain of E. coli we also looked for a rod-like strain of yeast. For this
study we used Schizosaccharomyces pombe, which is a fission yeast. It has rod-like
cells that divide axially like E. coli. We grew colonies of these two types of strains
and imaged the resulting sector patterns.

2.5. Growth curves

We observed that the sector patterns and therefore the noise level in microbial
colonies changes with growth temperature. One obvious difference in growing at
different temperatures is the growth rate. We quantified growth rates at different
temperatures in three experimental setups that are described in the following
paragraphs.

2.5.1. Liquid culture

We used this setup to monitor growth of E. coli strain NEB-YFP in liquid culture
at 37◦C and at room temperature. Cells were grown overnight in liquid culture. 100
µL of overnight culture were added into 500 mL LB containing 0.1 g/L ampicillin
in a sterile flask. Flasks were shaken throughout the growth measurement at 200
rpm at the respective temperature. At regular intervals samples of the culture were
taken and cell concentrations were determined using a cell counter (Multisizer 3,
Beckman Coulter).

2.5.2. Colonies

We used this setup to monitor growth of colonies of E. coli and S. cerevisiae at
37◦C, 30◦C and room temperature. Cells were grown overnight in liquid culture. We
inoculated colonies on agar plates and incubated them at the respective temperature.
Every 24 hours colonies were imaged with the microscope and put back into the
incubator afterwards. To determine the growth speed of the colonies, we manually
fitted circles around the colonies using the ZEN software and measured their
diameter.
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2.6. Colony assays

2.5.3. Time-lapse

With this method we measured the growth speed of colonies of E. coli strain
NEB-YFP at 37◦C and at room temperature. Cells were grown overnight in liquid
culture. We inoculated a colony on an agar plate and placed it under the microscope.
(For the measurement at 37◦C we placed the petri dish onto a hotplate on the
microscope stage.) We then recorded a time-lapse movie of the growing colony
using the ZEN software. In the resulting movies we determined the positions of
the colony front at different timepoints and calculated the front speed via linear
regression.

2.6. Colony assays

2.6.1. General procedure

The general experimetnal procedure is illustrated in Figure 2.1. The two strains to
compete were grown overnight in liquid culture. We checked if the cell concentrations
of both cultures were of the same order of magnitude, using a cell counter (Multisizer
3, Beckman Coulter). If the concentrations differed at max by a factor of 2 we
mixed the cultures in the desired volume ratios. The exact ratio of viable cell
concentrations was measured a posteriori (see below). We then inoculated spots of
2 µL of the mixture onto an agar plate to grow colonies. Agar plates were sealed
with parafilm and then incubated for up to 3 days at 37◦C (E. coli) or 30◦C (S.
cerevisiae, S. pombe), if not stated otherwise. After colonies had grown, we imaged
them with the fluorescence microscope. Established sectors were then counted
manually.

2.6.2. Systematic assays

First we had to check the approximate ratio of cell concentrations, at which mostly
non-interfering established sectors could be observed. For finding that ratio, we
mixed the two strains in a number of different volume ratios, seperated by a factor
of 10 each. We selected the ratio which fit our needs best and used several ratios
of the same order of magnitude, with smaller differences between them, for the
quantitative experiments.
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2. Materials and Methods

FIGURE 2.1.: General experimental setup. A) Two differently lableled strains
are grown in liquid culture and then mixed in various volume ratios. B) Droplets
of each mixture are inoculated onto agar plates with the appropriate nutrient
medium. Plates are incubated at appropriate temperature until colonies have
formed. C) Colonies are examined under the fluorescent microscope. established
sectors of the mutant strain are counted. Sectors that die out behind the colony
edge are not counted as estblished.
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2.7. Determining initial portion of mutant cells

2.7. Determining initial portion of mutant cells

For the colony assays it is crucial to measure the initial strain-to-strain ratio of
viable cells as precisely as possible 1. Measuring the cell concentrations of the two
strains independently and calculating the ratio afterwards is prone to systematic
errors. Fortunately we can measure the ratio of viable cell concentrations directly
thanks to the differing fluorescence colors used in our setup.

The two strains are grown seperately overnight in liquid culture at appropriate
temperature to saturation. The cell concentrations are estimated roughly with a
cell counter (Multisizer 3, Beckman Coulter) to check, if both concentrations are of
the same order of magnitude. The two liquid cultures are then mixed at desired
volume concentrations for the colony assays (see section 2.6).

An additional mixture at volume ratio of 1:1 is made for determining the initial
ratio of cell concentrations. The 1:1-mixture is diluted in pure growth medium by
steps of 10 to final dilutions of 10−4, 10−5 and 10−6. Notice that the dilution does
not change the ratio of viable cells.

For each of the final dilutions 2 to 4 agar plates of the appropriate growth medium
are prepared. Onto each of the plates, 100 µL of the diluted mixture is pipetted,
then 5 to 10 autoclaved glass beads of 1 mm diameter are added. The lids are
closed and the plates are shaken horizontally to distribute the cell solution evenly
on the agar surface. It is important, that the glass beads touch every part of the
surface and do not rotate at the rim of the petri dish instead. When all of the
liquid has soaked into the agar, the lids are opened and the beads are poured out.
The petri dishes are sealed with parafilm and incubated at appropriate growth
temperature overnight.

The resulting colonies should be evenly distributed on the plate and not form
any clusters. They are then examined with the fluorescence microscope. In our
experiments the colors of the colonies can clearly be distinguished (Figure B.3).
The colonies of each color are counted. For calculating the ratio of the cells, only
plates with 20 to 200 colonies are used.

1The mutant portion pmut and the mutant-to-wild-type ratio rm/w are linked via

pmut =
1

1 + 1
rm/w

. (2.1)
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2.8. Measuring the establishment rate

The main goal of this study is to measure the establishment rate for different
species and different growth temperatures.

2.8.1. Sector numbers and mutant portion

For small mutant portions we expect the number of establishment events nsec to
be proportional to the fraction of mutant cells pmut in the inoculum. Thus, the
ratio E = nsec/pmut should be independent of pmut and therefore be a reasonable
measure for the establishment rate for the respective species at the given growth
temperature. For high mutant portions more and more established sectors will
merge and therefore the number of sectors will not grow further. Due to the
merging, nsec/pmut then is no longer a reasonable measure for the establishment
rate. So in our experiments we only use mutant portions low enough, so that the
sectors are independent.

2.8.2. Estimation of errors in establishment rate E

The establishment rate E is the fraction of the sector number nsec and the mutant
portion pmut. Both quantities contribute to the overall measurement error.

To estimate the variation of nsec, we calculate the standard error for each set of
experiments with equal mutant portion. When measuring pmut as described in
section 2.7, we assume that the colonies of the two colors are binomially distributed.
We calculate the Clopper-Pearson confidence intervals for the binomial distribution.
Combining both error estimates we obtain the error σEi

of Ei for each set of
experiments with equal mutant portion.

In order to obtain one single data point for each set of experiments with equal
strains and temperature we calculate the weighted average of the Ei over all mutant
portions:

〈E〉 =

∑
i
Ei

σ2
Ei∑

i
1
σ2
Ei

. (2.2)
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The corresponding error is given by:

σ〈E〉 = max


√

1∑
i

1
σ2
Ei

,

√√√√√ ∑
i
(Ei−〈E〉)2

σ2
Ei

(N − 1)
∑

i
1
σ2
Ei

 , (2.3)

N being the number of experiments for the respective strains and growth tempera-
ture. The detailed calculation of errors is explained in appendix D.

2.9. Determining fitness differences

A major advantage of our experimental setup is that one can measure the fitness
difference between the two strains directly from the microscope images of the
competition colonies. Therefore it is not necessary to run an additional experiment
for measuring fitness differences. The absolute growth rates of the two strains are
not needed for evaluation. The connection between fitness advantage and shape of
the resulting sector is illustrated in Figure 2.2 and will be discussed in the following.
The method is described in detail in [45].

The colonies in our experiment are circular, but for sake of simplicity we first
consider a linear colony with a proceeding front (Figure 2.2, top). This type of
colony could be implemented experimentally by inoculation with a razor blade
dipped in cell culture. The red star in the figure marks the point a beneficial
mutation occurs. In our experiments this would be a spot on the edge of the
homeland where an isolated mutant cell starts establishing a sector. The wild-type
strain (blue) has growth rate α and expands at speed v ∝ α. The mutant strain
(yellow) has a fitness advantage of s over the wild-type strain. It therefore has
growth rate α∗ = α(1 + s) and expands at speed v∗ ∝ α∗. The shape of the
sector can be obtained by utilizing an equal-times argument. Any arbitrary point
on the sector boundary is reached by both strains simultaneously. While the
wild-type reaches the point by just expanding vertically, the mutant has to cover
a larger distance, starting from the red star. Since both strains reach the point
simultaneously, the distances travelled are proportional to the respective expanding
velocities.

From Figure 2.2 we see that

v∗2 = v2 + v⊥
2 . (2.4)
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FIGURE 2.2.: Sectors produced by strains with a fitness advantage. The
wild-type strain (blue) expands at speed v, the mutant strain (yellow) at higher
speed v∗. Top: linear front. The mutant produces a sector of a circle. Bottom:
circular front. Left and right boundary of the yellow sector are logarithmic spirals.
The shape of the yellow sectors is calculated utilizing an equal-times argument
(see text).
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This leads to

tan

(
Φ

2

)
=
v⊥
v

=

√
v∗2

v2
− 1 . (2.5)

Using equation 1.10 we conclude:

tan

(
Φ

2

)
=

√
v∗2

v2
− 1 =

√
α∗2

α2
− 1 =

√
(1 + s)2 − 1 =

√
2s+ s2 (2.6)

Thus, we found the relation between the sector’s opening angle and the selective
advantage of the mutant. Note that no other properties of the system enter the
equation.

Since in our experiments typical selective advantages do not exceed 30%, we can
safely neglect the quadratic term and obtain

tan

(
Φ

2

)
=
√

2s . (2.7)

In our experiments the geometry of the colony is different. We inoculate a circular
droplet and obtain a circular colony (Figure 2.2, bottom). However, we still can
calculate the sector shapes utilizing a similar equal-times argument.

Within the time increment dt the wild-type strain needs to procced the radial
distance dr, the fitter strain grows the longer distance dl along the sector boundary:

dt =
dr

v
=
dl

v∗
. (2.8)

Expressing dl in polar coordinates (r, φ), the origin being the red star, we have:

dr

v
=

√
dr2 + (rdφ)2

v∗
. (2.9)

The solution reads [45]:

φ(r) = ±
√
v∗2

v2
− 1 · ln

(
r

R0

)
. (2.10)

The different signs correspond to the right and left boundary, respectively. R0 is
the radial distance of the point of mutation or, in our experiments, the radius of the
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homeland. The sector boundaries in this case are no straight lines but logarithmic
spirals.

If the wild-type strain were not present, the mutant strain would form a circular
colony centered around the red star (denoted by dotted red circle). Between points
A and B on top of the yellow bulge, this circular shape is not disturbed by the
wild-type strain. Within the sector of angle Φb the mutant strain grows radially
outwards. Beyond A and B, the front of the bulge is closer to the red star, for the
mutant here has to expand along a curved line and not radially. Since the sector
between A and B is the region of radial growth, the same relation between angle
and fitness advantage as in the linear geometry holds:

tan

(
Φb

2

)
=

√
v∗2

v2
− 1 =

√
2s . (2.11)

This way one can obtain s from microscope images by fitting a circle to the bulge,
determining A and B and measuring the enclosed angle. We placed the circle
manually and measured the angle both using the ZEN pro software.

2.9.1. Estimation of errors in fitness advantage

We measured the fitness advantage of the mutant following the sector angle method
described in section 2.9. For each combination of strains at a given temperature
we analyzed 1 – 5 sectors and took the arithmetic mean of the meausred angles,
Φb. We estimated the true angle to be within Φb ± 10◦.

2.10. Controls: varying inoculation volume and
total cell concentration

The size of the inoculum varies; even when the same volume of liquid is pipetted
onto the plate for inoculation in each experiment, the size of the resulting droplet is
not always exactly the same. The number of established sectors might be dependent
on the size of the inoculum, since a larger inoculum has a longer circumference and
therefore a larger frontier. So more cells are initially at the front with the potential
to form sectors. To make sure that our observed differences in sector numbers are
not due to variation of the inoculum size, we had to check the influence of the
size fluctuations. We inoculated a number of colonies with liquid volumes reaching
from 1 µL to 4 µL. Directly after the droplets had dried, we imaged them with
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the microscope and measured the circumference. We then incubated the plates as
usually and counted the resulting established mutant sectors.

As we did not fix the total cell concentration in the inoculum, but rather mixed the
undiluted saturated overnight cultures and only determined the ratio of wild-type
and mutant cell concentrations a posteriori, we had to check the effect of total
cell concentration on the sector number. To do so, we mixed our liquid overnight
cultures in the usual way. We then diluted the mixture 10-fold, 100-fold and
1000-fold. We inoculated droplets of all three dilutions as well as of the undiluted
mixture. This way we could make sure that the mutant portion was the same in all
of these experiments. We incubated the plates as usually and counted the resulting
established mutant sectors.
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3. Results

In this chapter we present the results of our study. In section 3.1 we show colony
sector patterns generated by spherical E. coli and by the fission yeast S. pombe.
We conclude that a rod-like cell-shape seems to be necesseary for high-noise sector
patterns, but it is not sufficient. We suggest that cell-to-cell adhesion also plays a
major role.

Next we show the influence of growth temperature on genetic drift in microbial
colonies in section 3.2.

In section 3.3 we show that the number of established mutant sectors in a colony
is proportional to the portion of mutant cells in the inoculum for sufficiently low
portions. We conclude that the ratio of sector numbers and mutant portion is
indeed a valid measure for the establishment rate.

We show the establishment rates for the different strains and temperatures in
section 3.4.

In sections 3.5 and 3.6 we present the results of our control experiments regarding
inoculation volume and total cell concentration. We can show that none of these
parameters explains the differences in establishment rates presented in section 3.4.

3.1. Influence of cell shape on genetic drift

In this part of the study we grew colonies from differently labeled pairs of spherical
E. coli and rod-like S. pombe. Figure 3.1 shows a colony of spherical E. coli strains
JE-YFP1 and JE-CFP4. One can see quite straight sector boundaries, like in the
colonies of S. cerevisiae. Thus, spherical cell shape seems to promote straight sector
boundaries.

Figure 3.2 shows a colony of rod-like fission yeast S. pombe. Sector boundaries are
very straight, resulting in a large number of sectors. Therefore a rod-like cell-shape
might be necessary, but is not sufficient for producing ragged sector boundaries.
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FIGURE 3.1.: Fluorescent image of a colony of the spherical E. coli mu-
tant JE (top view). Sectors are rather straight, as in colonies of S. cerevisiae.
In this colony most blue sectors expand and supersede the yellow ones. Thus,
the blue strain obviously has a (small) fitness advantage over the yellow one.
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FIGURE 3.2.: Colony of rod-like fission yeast S. pombe (top view). Like in
colonies of S. cerevisiae, a large number of sectors with very straight boundaries
is formed.
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3. Results

Figure 3.3 shows the front of a growing NEB colony as frames of a time-lapse
recording. One can see how eventually all but one of the blue sectors lose contact to
the front. The interesting feature of this time-series is that it shows how the sectors
are folded into each other during growth. Longitudinal alignment of cells along tens
of cell diameters probably is the crucial feature in the high-noise sector patterns of
E. coli. Cell-to-cell adhesion or nematic order under pressure are possible reasons
for the alignment. The typical length scale between two kinks estimated in section
1.5.2 probably can be explained by a buckling instability [53].
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FIGURE 3.3.: Growth of a colony of rod-like E. coli strain pair NEB
neutral. Images were extracted from a time-lapse movie recorded with ZEN
software. Timestamps denote time after inoculation. To keep the growing front
in the field of view, the microscope stage was adjusted between 8h and 12 h, as
well as between 28 h and 32 h.
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3.2. Influence of growth temperature on genetic
drift

Figure 3.4 shows colonies grown from NEB and REL at three different temper-
atures. One can see that in both strains the number of sectors increases with
decreasing temperature. Therefore genetic drift can be manipulated by tuning
growth temperature. This is a great opportunity, since it allows us to measure
establishment rates at different noise levels within the same species. This way all
possible impacts of phylogenetic differences between species on establishment rates
can be excluded.

One can speculate about the reason for the different noise levels at different growth
temperatures. The most obvious effect of changing the temperature is different
growth speed. In this study we measured growth rates in liquid culture as well as
in colonies.

3.2.1. Liquid culture

Figure 3.5 shows the growth curves of NEB-YFP in liquid culture at 37◦C and at
room temperature. At 37◦C one can see the typical sigmoidal bacterial growth
behavior (lag phase, exponential phase and stationary phase) [54]. At room
temperature the growth rate is drastically lowered. Here, the measured data points
only cover a part of the exponential phase.

During exponential phase, the cell concentration grows according to

c(t)

c(0)
= eβt = et/τ = 2t/T2 (3.1)

In this equation β is the exponential population growth rate, also named the
Malthusian parameter. τ = 1/β denotes the respective charateristical time, and
T2 = τ ln(2) is the mean doubling time. The parameter β was determined from
data by linear regression of the logarithm of the cell concentration.

Temperature β / h−1 τ / h T2 / h
37◦C 1.10± 0.04 0.91± 0.03 0.63± 0.02

RT 0.35± 0.01 2.86± 0.08 1.98± 0.06
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3.2. Influence of growth temperature on genetic drift

FIGURE 3.4.: Colonies of E. coli grown at 3 different temperatures. At
room temperature, the number of sectors is distinctly larger than at the normal
growth temperature of 37◦C. All colonies have been incubated for 7 days.

49



3. Results

100000

1e+06

1e+07

1e+08

1e+09

 0  5  10  15  20

ce
ll 

co
nc

en
tra

tio
n 

/ m
L

1

time / h

37°C
RT

FIGURE 3.5.: Growth curves of the E. coli strain NEB-YFP in liquid
culture. At 37◦C one can see the typical sigmoidal growth behavior. At room
temperature growth is drastically slowed down. Here the measured data points
only cover a part of the exponential phase.
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3.2. Influence of growth temperature on genetic drift

At room temperature the doubling time is more than three times as large as at
37◦C.

3.2.2. Colonies

Figure 3.6 shows growth curves of the NEB neutral pair at three different tem-
peratures aquired via the colony method described in section 2.5.2. Figure 3.7
shows growth curves of the Yeast neutral pair at the same three temperatures. At
37◦C and at 30◦C NEB as well as Yeast grew at constant speed for 2–3 days after
inoculation and then slowed down. At room temperature both strains exhibited
a lag phase after inoculation. NEB had a lag phase of about 3 days and then
grew at constant speed until at least 7 days after inoculation. Yeast had a lag
phase of about 1 day and then grew at constant speed until at least 7 days after
inoculation. We determined the colony front speeds by linear regression in the
phases of constant growth speed.

Strains Temperature Front speed / µm h−1 Front speed / µm d−1

NEB 37◦C 39.8 ± 1.5 954 ± 36
NEB 30◦C 27.4 ± 0.1 658 ± 2
NEB RT 13.3 ± 0.3 319 ± 6
Yeast 37◦C 27.9 ± 0.7 669 ± 17
Yeast 30◦C 34.3 ± 0.0 822 ± 0
Yeast RT 18.3 ± 0.3 438 ± 7

Note that the front speed is only half the slope in the graphs, since there we show
colony diameters and not radii. NEB grows optimally at 37◦C, Yeast at 30◦C. At
room temperature both species grow much slower.
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FIGURE 3.6.: Growth curves of the E. coli strain pair NEB neutral ob-
tained via the colony method. At each of the 3 temperatures, 3 colonies
were grown and analyzed (A, B and C). At 37◦C and at 30◦C, colonies grew at
constant speed for 2–3 days after inoculation and then slowed down. At room
temperature, colonies exhibited a lag phase of about 3 days and then grew at
constant speed until at least 7 days after inoculation.
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FIGURE 3.7.:Growth curves of the S. cerevisiae strain pair Yeast neutral
obtained via the colony method. At each of the 3 temperatures, 3 colonies
were grown and analyzed (A, B and C). At 37◦C and at 30◦C, colonies grew at
constant speed for 2–3 days after inoculation and then slowed down. At room
temperature, colonies exhibited a lag phase of about 1 day and then grew at
constant speed until at least 7 days after inoculation.
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FIGURE 3.8.: Growth curves of the E. coli strain pair NEB neutral ob-
tained via the time-lapse method. At both temperatures the front proceeds
at constant speed. As well as in liquid culture, growth at room temperature is
slower than at 37◦C.

3.2.3. Time-lapse

Figure 3.8 shows the advance of the colony front of the NEB neutral pair measured
via the time-lapse method described in section 2.5.3. For each temperature one
colony was analyzed. Speeds were obtained via linear regression.

Strains Temperature Front speed / µm h−1 Front speed / µm d−1

NEB 37◦C 33.4± 0.6 801.6± 14.4

NEB RT 16.2± 0.2 388.8± 4.8
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3.2. Influence of growth temperature on genetic drift

The front speeds are in good agreement with the ones measured via the colony
method. One reason for the slightly slower growth at 37◦C in the time-lapse method
might be the temperature gradient created by the hotplate. The temperature on
top of the agar plate was probably a bit lower than 37◦C.
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3. Results

3.3. Sector number is proportional to initial
mutant portion

Figure 3.9 shows the number of established sectors versus the mutant portion in
the inoculum for all of our experiments with low mutant portion. As one can see,
the data indeed show a linear dependence of sector number on the initial mutant
portion.

Since for low mutant portions pmut the number nsec of established sectors is
proportional to pmut, the quotient

E =
nsec
pmut

(3.2)

is independent of pmut in this case. Therefore E is indeed a reasonable measure for
the establishment of mutant sectors.

In the next section we compare the establishment rates for the different experimental
scenarios, especially for the different species — those with high and those with low
genetic drift. Since E depends on the fitness advantage s of the mutant strain, in
Figures 3.12, 3.13 and 3.14 we plot E as a function of s.
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3.3. Sector number is proportional to initial mutant portion
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FIGURE 3.9.: Established sectors versus initial mutant portion. E. coli
colonies were grown at 37◦C, S. cerevisiae colonies at 30◦C. Vertical errorbars
indicate the standard error. Data were fitted via linear regression with one
parameter (slope).
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3. Results

3.4. Establishment rates for different species and
diffenrent growth temperatures

In section 1.5 we have shown microscope images of colonies grown from strains
with equal fitness. In section 2.9 we have explained how sectors of strains having
a selective advantage look like. Here we present microscope images of sectors
established by fitter strains. Figure 3.10 shows a colony of rod-like E. coli in
which the fitter strain has produced 4 sectors. Figure 3.11 shows a colony of S.
cerevisiae in which the fitter strain has produced 15 sectors. As in the neutral case,
the sectors of S. cerevisiae have much straighter boundaries and therefore their
logarithmic-spiral-shape can nicely be seen.
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3.4. Establishment rates for different species and diffenrent growth temperatures

FIGURE 3.10.: Established sectors of rod-like E. coli strain pair REL.
REL607-CFP is shown in blue, the fitter strain REL606-YFP is shown in yellow.
The initial portion of REL606-YFP in this case was 16 %.
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3. Results

FIGURE 3.11.: Established sectors of S. cerevisiae strain pair Yeast. Paris-
YFP is shown in blue, the fitter strain yNK-RFP is shown in yellow. The initial
portion of yNK-RFP in this case was 4.5 %.
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3.4. Establishment rates for different species and diffenrent growth temperatures

Strain pair Temperature Number of colonies

NEB 37◦C 129
NEB neutral 37◦C 58
NEB 30◦C 108
NEB RT 105
REL 37◦C 79
REL 30◦C 15
SJNEB 37◦C 10
Yeast 30◦C 15
Yeast neutral 30◦C 150
JE41 37◦C 5
JE44 37◦C 10

Table 3.1.: Number of colonies analyzed for determining establishment rates.

Figure 3.12 shows the measured establishment rates of all strains we investigated
plotted against the respective fitness advantages of the fitter strain with double-
logarithmic scale. Since the datapoints for the neutral strain pairs cannot be seen
completely in this graph, we show the data again with linear scale in Figures 3.13
and 3.14. Horizontal errorbars show deviation of ±10◦ in measuring the asymptotic
angle of a sector for determining the fitness advantage (see section 2.9). Vertical
errorbars denote the error σ〈E〉 calculated according to sections 2.8 and appendix
D.

Table 3.1 shows the number of colonies that were analyzed for determining estab-
lishment rates.

The establishment rates cover a very large range starting at 20 reaching to about
10,000. Our results show clearly that establishment rates of high-noise systems
(rod-like E. coli at 37◦C and 30◦C) are distinctly smaller than establishment
rates of low-noise systems (S. cerevisae, spherical E. coli, rod-like E. coli at room
temperature). In the graphs we put a horizontal line at E = 450 (cyan) to illustrate
the seperation of low- and high-noise systems.

Since fitness differences in most of the pairs are comparable (between 2 and 10 %),
the fitness differences cannot explain the wide range of establishment rates. All
the more, as the establishment rate should only grow with the square-root of s [4]
(see equation 1.14).
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FIGURE 3.12.: The establishment rate E versus the selective advantage
of the mutant s (double-logarithmic scale). Each data point shows the
weighted average of E from a number of experiments with the same strains and
the same temperature. Horizontal errorbars show deviation of ±10◦ in measuring
the asymptotic angle of a sector for determining the fitness advantage (see section
2.9 for details). Vertical errorbars denote the corrected error for the weighted
average σ〈E〉 (see sections 2.8.2 and appendix D). We observe a clear separation
(cyan line) between high-noise systems (NEB, 37◦C; NEB neutral, 37◦C; NEB,
30◦C; REL, 37◦C; REL, 30◦C; SJNEB, 37◦C;) and low-noise systems (NEB, RT;
Yeast, 30◦C; Yeast, 30◦C; Yeast neutral, 30◦C; JE41, 37◦C; JE44, 37◦C).
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3.4. Establishment rates for different species and diffenrent growth temperatures
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FIGURE 3.13.: The establishment rate E versus the selective advantage
of the mutant s (linear scale, w/o large establishment rates). Each data
point shows the weighted average of E from a number of experiments with the
same strains and the same temperature. Horizontal errorbars show deviation of
±10◦ in measuring the asymptotic angle of a sector for determining the fitness
advantage (see section 2.9 for details). Vertical errorbars denote the corrected
error for the weighted average σ〈E〉 (see sections 2.8.2 and appendix D).

63



3. Results

 0

 10

 20

 30

 40

 50

2  0  2  4  6  8  10

es
ta

bl
is

hm
en

t r
at

e 
E

fitness advantage s in %

NEB, 37°C
NEB neutral, 37°C
NEB, 30°C
NEB, RT
REL, 37°C
REL, 30°C
SJNEB, 37°C
Yeast, 30°C
Yeast neutral, 30°C
JE41, 37°C
JE44, 37°C

FIGURE 3.14.: The establishment rate E versus the selective advantage
of the mutant s (linear scale, only small establishment rates). Each
data point shows the weighted average of E from a number of experiments with
the same strains and the same temperature. Horizontal errorbars show deviation
of ±10◦ in measuring the asymptotic angle of a sector for determining the fitness
advantage (see section 2.9 for details). Vertical errorbars denote the corrected
error for the weighted average σ〈E〉 (see sections 2.8.2 and appendix D).
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3.5. Control: Influence of inoculation volume

3.5. Control: Influence of inoculation volume

Since the inoculation volume varies between experiments, we tested the impact of
inoculation volume on the number of established sectors. We inoculated 39 colonies
of E. coli strain pair NEB at the same ratio and measured the inoculum size. After
colonies had grown we counted the number of established sectors.

Figure 3.15 shows the number of established sectors of NEB-CFP mut as a function
of the inoculum size. One can see that the data points are rather scattered and do
not show an obvious trend. Nevertheless, we fitted the data via linear regression.
The resulting slope is 0.82± 0.31 mm−1. The correlation coefficient between sector
number and inoculation diameter is 0.40. From this data we assume that variation
in inoculum sizes within our experiments does not explain the clear and large
measured differences in establishment rates.
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FIGURE 3.15.: Control: Established sectors versus diameter of inoculum.
Data were fitted via linear regression. The slope of the fitted line is 0.82± 0.31
mm−1. The correlation coeffcient between sector number and inoculation diameter
is 0.40.
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3.6. Control: Influence of total cell concentration

3.6. Control: Influence of total cell concentration

In our colonies we only measured the portion of mutant cells within the liquid
culture. The total cell concentration was not determined and might have varied.
The variation, however, should not have differed by an order of magnitude, since
we always used overnight cultures grown to saturation.

To test, if a variation of total cell concentration has an effect on the number of
establishement events, we conducted another control experiment. We inoculated
colonies with undiluted mixture of overnight cultures, as well as with the same
mixture, but diluted 10-fold, 100-fold (E. coli and S. cerevisiae) and 1000-fold
(only E. coli). We then counted the resulting established sectors and calculated the
establishment rate E. Figure 3.16 shows the results for E. coli and S. cerevisiae.
For E. coli, 10-fold and 100-fold dilution has no effect on the establishment rate.
At 1000-fold dilution, the establishment rate is slightly reduced. In the case of S.
cerevisiae, the establishment rate hardly drops at 10-fold dilution, but is only at
100-fold dilution distinctly smaller.

Since dilution up to 10-fold hardly has an impact on the measured establishment
rate, we conclude that possible variations of total cell concentration do not affect
the results of our study.
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FIGURE 3.16.: The establishment rate E versus the total dilution. (Total
dilution of e.g. 0.1 means that the total cell concentration of the inoculum was
0.1 times the concentration of the mixture of liquid overnight cultures.) Vertical
errorbars denote the corrected error for the weighted average σ〈E〉 (see sections
2.8.2 and appendix D).
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4. Discussion

In this study we investigated the establishment of beneficial mutations during range
expansions in spatially structured microbial populations. We presented a method
for measuring establishment rates and found that these rates strongly vary between
different species and growth conditions. In this chapter we summarize and interpret
our findings.

4.1. Rod-like cell shape promotes high noise

Existing studies have stated that the type of sectors in microbial colonies is a
measure of genetic drift [3] [4]. Straight sector boundaries lead to a large number
of sectors corresponding to little loss of genetic diversity. In contrast, ragged sector
boundaries cause more lineages to go extinct and therefore the colony ends up
with less sectors. Colonies of ellipsoidal budding yeast S. cerevisiae exhibit many
straight sectors, whereas rod-shaped bacteria E. coli and P. aeruginosa produce
few ragged sectors.

Here we have shown that spherical mutants of E. coli produce colonies with straight
sector boundaries like in the case of S. cerevisiae. Therefore, cell shape is one of
the factors determining the type of sectors in colonies. However, it is not the only
factor. We showed that colonies of rod-like fission yeast exhibit straight sectors
as well. Thus, rod-like cell shape is not sufficient for causing high genetic drift,
however, it might be necessary.

From our microscope images of rod-like E.coli we see that the typical distance
between two kinks in a sector boundary is several tens of micrometers. This is
probably due to aligning of the rod-like cells [55]. A correlation across several
tens of micrometers means alignment across tens of cell diameters. We therefore
presume that cell-to-cell adhesion and pressure are other crucial parameters in
determining the level of noise in growing microbial colonies.
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4. Discussion

4.2. Growth temperature influences noise level

We have demonstrated that lower growth temperatures lead to less noise in colonies
of E.coli. The reasons for this behavior remain unknown, yet. However, the
different growth rates and corresponding expanding velocities might be the key to
that question.

We have measured growth rates of E. coli and S. cerevisiae both in liquid culture
and in colonies. Our results approve that in liquid as well as on plates at room
temperature growth rates are drastically reduced compared to the usual growth
temperatures of 37◦C and 30◦C.

Computer simulations like the ones in [56] may be a promising method to study
the connection between growth rate and noise level.

4.3. Number of establishment events is
proportional to mutant portion

Throughout the rest of our study we took the different noise levels in microbial
colonies as a phenomenological parameter. We investigated the consequences of
the different noise levels on the establishment of beneficial mutations. In order to
do so, we mixed liquid culture of microbes with small portions of fitter mutants,
grew colonies from the mixture and counted the resulting sectors established by
the mutant.

We have shown that for sufficiently small mutant portions, the number of established
sectors is proportional to the mutant portion. That allowed us to define the
establishment rate as the ratio of sector number and mutant portion. This way the
establishment rate is independent of the mutant portion.

4.4. Establishment rates range over three orders
of magnitude

We have measured establishment rates for several strains of E. coli and S. cerevisiae.
We have shown that establishment rates of low-noise systems (S. cerevisiae, spherical
E. coli and rod-like E. coli grown at room temperature) are in the interval between
450 and 10,000. In contrast, establishment rates of high-noise systems (rod-like
E. coli grown at 30◦C and 37◦C) range from 20 to 450. Thus, the efficiency of
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4.5. Variations of inoculation volume

natural selection in growing biofilms depends strongly on the species and growth
conditions.
We have shown that the very same strains of E. coli exhibit largely different
establishment rates at different growth temperatures. Therefore we can conclude
that phylogenetic differences cannot explain the wide range of establishment rates.
Instead, the same species can exhibit drastically different establishment rates
depending on the growth conditions, in particular temperature.
This should be taken into account in future studies on adaptation in spatially
structured populations.

4.5. Variations of inoculation volume do not
explain the large differences between
establishment rates in our experiments

We have shown that within the range of inoculation volumes in our experiments
the establishment rate and the volume are only weakly correlated. Therefore we
can exclude artifacts in our results caused by variations of inoculation volumes.

4.6. Establishment rate is independent of total
cell concentration under crowded conditions

We have shown that the establishment rate is not affected by reduction of total
cell concentration by at least a factor of 10 in S. cerevisiae. In the case of E. coli,
even dilution of saturated liquid culture by a factor of 1000 does not change the
establishment rate by more than a factor of 3. Thus, under crowded conditions
establishment rate only very weakly depends on total cell concentration.
The different behavior of the two species is not a surprise, since their liquid culture
saturation concentrations are different. Saturation concentration of S. cerevisiae in
YPD is on the order of 106 cells / mL. In contrast, E. coli in LB reach saturation
concentrations on the order of 109 cells / mL (Figure 3.5).
Knowing that under crowded conditions E rate does not depend on the total
number of cells at the front, Nfront, tells us something about the establishment
probability. From equation 1.13 we can conclude that Pest is inversely proportional
to Nfront under crowded conditions. This is also what one would expect, since all
cells at the front compete for expansion. The less competitors, the higher is the
chance of a particular individual to succeed in colonizing the new territory.
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4. Discussion

4.7. Conclusion

In this study we have shown that the efficiency of natural selection in growing
biofilms strongly depends on the species and the growth conditions. This is in
contrast to the situation in well-mixed microbial populations. Assuming that
mutation rates in the different systems studied are comparable, our results suggest
that the speed of adaptation is strongly dependent on species and growth conditions
in biofilms. In this case our results suggest that E. coli have a much lower
adaptability in biofilms than S. cerevisiae

One might speculate about an evolutionary advantage of low adaptability within
biofilms. A species that changes between well-mixed conditions and biofilms
frequently, might decrease its overall fitness when accumulating biofilm-specific
advantages quickly. After all, these advantages could turn out deleterious during
well-mixed growth.

In conclusion, our findings show an important phenomenon in growing biofilms
that is not present in well-mixed microbial populations.
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5. Outlook

The method to determine establishment rates presented in this study is simple
and can be applied in the future to a variety of systems. Different species, growth
temperatures and more parameters like nutrient and agar concentration can be
tested. This is of particular interest, because of the great variety of shapes, microbial
colonies exhibit depending on nutrient concentration, humidity and hardness of
the agar plates [40] [57]. The next step might be measuring establishment rates of
S. pombe and P. aeruginosa.

Instead of already having a fitter mutant in the inoculum, one could utilize sponta-
neous mutations of known rate. Plasmid loss is a good candidate here. A plasmid
conferring resistance to an antibiotic and containing a fluorescence marker (like
the ones used in our study) is deleterious, if the growth medium does not contain
antibiotic. This is because expression of the marker gene costs ressources. Plasmid
loss can be easily detected in this case because of the loss of fluorescence. Thus,
plasmid loss rates can be determined for instance via fluorescence activated cell sort-
ing (FACS). In colony assays, cells that have lost the plasmid, form non-fluorescent
sectors that can be counted, allowing for the exact experimental procedure as
presented in this study.

Aside from that, the measurement of fitness differences can be improved. More
precise methods are presented in [45].

The other still open key question is about what causes the differences in noise-
level between different systems. The first step in addressing this question may be
monitoring the growth of colonies on the single-cell level. Another approach are
computer simulations similar to the ones in [56] that can implement different cell
shapes and cell-to-cell adhesion strengths.

73



5. Outlook

74



A. Biochemical protocols

The protocols for competent E. coli and heat-shock transformation are based on
[58].

A.1. Competent E. coli

A.1.1. Composition of transfer buffer 1 (TFB1)

100 mM RbCl
10 mM CaCl2
50 mM MnCl2
30 mM Potassium acetate
15 % Glycerol

Adjust to pH 5.8 by adding HCl. Sterile-filter and store at 4◦C.

A.1.2. Composition of transfer buffer 2 (TFB2)

10 mM RbCl
75 mM CaCl2
10 mM MOPS
15 % Glycerol

Adjust to pH 6.8 by adding KOH. Sterile-filter and store at 4◦C.
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A. Biochemical protocols

A.1.3. Procedure

1. Grow E. coli overnight in LB.

2. Add 333 µL of overnight culture to 33 mL pre-warmed LB in a sterile
Erlenmeyer flask and grow to an OD of 0.5.

3. Cool on ice for 5 min.

4. Centrifuge at 4◦C and 4000 g for 5 min. Remove supernatant.

5. Resuspend pellet in 10 mL ice-cold TFB1.

6. Store on ice for 90 min.

7. Centrifuge at 4◦C and 4000 g for 5 min. Remove supernatant.

8. Resuspend pellet in 666 µL ice-cold TFB2.

9. Aliquot to 100–200 µL.

10. Flash-freeze in liquid nitrogen.

11. Store at -80◦C.

A.2. Transformation of E. coli

A.2.1. Procedure

1. Thaw competent cells on ice.

2. Add 1 µL of plasmid DNA eluate.

3. Store on ice for 20 min.

4. Heat-shock at 42◦C in water bath for 90 s.

5. Add 1 mL LB.

6. Shake at 400 rpm at 37◦C for 60 min.

7. Plate 50 – 200 µL on LB agar containing 0.1 g/L ampicillin.
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B. Microscopy

In section 2.3 we described our microscope setup and in section 2.7 we explained
the method to determine initial mutant portions. Here we show images of the
microscope and the cell counting device.
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B. Microscopy

FIGURE B.1.: Stereomicroscope. Zeiss AxioZoom.V16 microscope with LED
illumination (CL 9000 LED) for brightfield imaging, a metal-halide lamp (HXP
200 C) for fluorescence imaging and an AxioCam MRm camera.
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FIGURE B.2.: Device used for counting colonies. A sheet of paper with a
printed grid on it was stuck onto a quadratic petri dish. To count fluorescent
colonies on an agar plate, the respective plate was put onto the grid and both
were placed under the fluorescent microscope.
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B. Microscopy

FIGURE B.3.: Microscope image: edge of an agar plate with colonies of
two different fluorescent colors (green and cyan). The fluorescent colors
are clearly distinguishable. You can see the grid of the counting device below
the agar plate.

80



C. Colonies

In section 3.4 we showed microscope images of one REL and one Yeast colony with
established sectors of the fitter strain of the pair. Here we show respective images
of one colony of NEB (Figure C.1) and one of JE44 (Figure C.3).
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C. Colonies

FIGURE C.1.: Established sectors of rod-like E. coli strain pair NEB.
NEB-YFP is shown in blue, the fitter strain NEB-CFP mut is shown in yellow.
The initial portion of NEB-CFP mut in this case was 33 %.
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FIGURE C.2.: Established sectors of spherical E. coli.

FIGURE C.3.: Established sectors of spherical E. coli strain pair JE44.
JE-CFP4 is shown in blue, the fitter strain JE-YFP4 mut is shown in yellow.
The initial portion of JE-YFP4 mut in this case was 0.90 %.
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D. Estimation of errors in
establishment rate

For each experiment and each mutant portion pmut we calculated the arithmetic
mean of the sector numbers in our replicates and the corresponding standard error
σsec. The error of pmut was determined as follows: The number of mutant colonies
on our counting plates should follow a binomial distribution:

Pm(k) =

(
m

k

)
(1− pmut)m−kpkmut . (D.1)

Here Pm(k) is the probability that in a sample of m cells we find k mutant cells,
given that the portion of mutant cells in the total population is pmut.

One can calculate the Clopper-Pearson confidence interval [59] using quantiles of
the Beta distribution [60]:

B
(α

2
, k,m− k + 1

)
= plb < pmut < pub = B

(
1− α

2
, k + 1,m− k

)
, (D.2)

where α is the error percentile, B is the inverse of the Beta cumulative distribution
function and plb and pub are the lower and the upper bound of the confidence
interval. We choose to calculate the 95% confidence interval, therefore α = 5%.

Since nsec ∈ [nsec − σsec;nsec + σsec] at 68% probability we can conclude

(nsec − σsec)
pub

=: Elb < E < Eub :=
(nsec + σsec)

plb
(D.3)

at ≈ 65%.

We take the maximum of Eub − E and E − Elb and define it as the deviation σE.
This way we get errorbars for one set of experiments at one specific mutant portion.

In order to obtain one single data point for each set of experiments with equal
strains and temperature we calculate the weighted average of E over all mutant
portions:
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〈E〉 =

∑
i
Ei

σ2
Ei∑

i
1
σ2
Ei

. (D.4)

Since for a given set of experiments the σEi
may vary quite strongly, the estimation

of the resulting error of the weighted average via

σ̃〈E〉 =

√
1∑
i

1
σ2
Ei

(D.5)

might not be precise enough, and the corrected error

σ̂〈E〉 =

√√√√√ ∑
i
(Ei−〈E〉)2

σ2
Ei

(N − 1)
∑

i
1
σ2
Ei

(D.6)

is a better estimate, N being the number of expermients in the set. In our graphs
we always show the greater of the two errors:

σ〈E〉 = max


√

1∑
i

1
σ2
Ei

,

√√√√√ ∑
i
(Ei−〈E〉)2

σ2
Ei

(N − 1)
∑

i
1
σ2
Ei

 . (D.7)
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