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General Introduction

Vision

When electromagnetic radiation leaving the sun, 149.6 millions of kilometres away,
hits a tree on our planet, a portion of that radiation is absorbed and transformed
into energy, while another portion bounces back. When this rebounded radiation
hits the retina of a passing monkey, the tree is seen and its image begins an intricate
journey into the animal’s mind. Rebounded light is first transduced into electro-
chemical information and progressively distributed to the rest of the brain for
further computations. It is safe to assume that the transformation of light into
information is an essential ability for the vast majority of animal species. Regardless
of their complexity, all animals (with only very few exceptions!) have indeed
evolved mechanisms to detect light. Simple unicellular organisms can be either
attracted to light or repelled by it, a phenomenon known as phototaxis; multicellular
organisms like earthworms have light sensitive cells on their body surface; the
nautilus (a marine mollusc of the cephalopod family) has all the photoreceptors
concentrated into small openings on both sides of its head, a proto-eye; many insects
and crustaceans show compound eyes, a collection of repeating and independent
visual receptors clustered in large spheres protruding from the head; birds’ eyes
often have two regions of high density of photoreceptors in within the same eye to
simultaneously monitor the ground for foraging and the sky for predators; humans

have the highest ratio of exposed sclera among all the primates to presumably

1 Some moles, a spider, a deep-sea lobster, the blind cave fish, the Texas salamander, the Salem cave
crayfish and most of the troglobites don’t make use of light in any way to survive. Some of these
animals either have nonfunctioning eyes, or no eyes at all.



favour the rapidity of eyeball movements relative to the slowness of head and body
movements when scanning the environment (Kobayashi & Kohshima, 2001).
Understanding the mechanics underlying the transformation of light into
information is only the tip of the iceberg of visual perception. While transforming
light into information is an instantaneous event, seeing is rather a continuous and
diversified process through which animals can express agency upon their world. The
ability to infer others’ intentions by observing their behaviour; the possibility of
predicting where a certain fruit will fall given the current wind direction; the faculty
of discriminating colours, of estimating distances, of clustering objects into
categories and remembering them; the ability to share a friend’s smile, to recognise
a loved one by the way she walks; are all skills made available to us by our brain
unceasingly computing the stream of photons hitting the photoreceptors. Some
studies have even found that imagery and visual perception share common
processing mechanisms in the human brain (O'Craven & Kanwisher, 2000),
suggesting that vision occurs even in the absence of light hitting the retina. The
object of inquiry for cognitive neuroscientists of vision is to understand how the
brain achieves these diverse and complex skills starting from light transduction.

The emphasis of the second chapter of this dissertation is on how medial superior
temporal area (MST) of macaque brain makes use of visual information to infer the
motion energy of an object and its distance from the eyes, with a special focus on
whether and how a given neuronal population simultaneously takes these two

features into account to infer self-motion.



The visual system

Given their brain’s size, one major difference compared with animals from other
mammalian taxa, is that primates seem to have more neurons (Herculano-Houzel,
Collins, Wong, & Kaas, 2007). This is partially a consequence of the smaller size of
primates’ neurons (Sherwood & Hof, 2007) and partially because of the glia / other
cells proportion in primates and other mammals. As a result, primates’ neurons are
more densely packed with respect to other mammals. This distinctive
neurobiological difference seems more pronounced in the visual system and in
particular in its primary visual cortex, V1 (Collins, Airey, & Young, 2010). The
proportion of cerebral cortex devoted to vision is 20-30% in humans and 50% in
macaque monkeys (Van Essen, 2004), where it accounts for more than 30 distinct
areas (Felleman & Van Essen, 1991a). One of the reasons macaques have become the
primary animal model in neurophysiology of vision research is the considerably
high level of homology between human and macaque brains (Kaas, 2004), especially

with regard to the visual system?.

Retina

The first transduction of light into information occurs at the level of the retina. Like
other vertebrate, the primate retina comprises approximately 80 types of cells,
subdivided into 5 major groups. Among these, photoreceptors are the group of cells
capable of phototransduction3. Signals transduced by photoreceptors immediately

reach bipolar cells, which in turn dispatch the message to ganglion cells. Ganglion

21t is important to note that the quality of the homology of visual areas and their position in the
hierarchy for visual processing are anti-correlated. For a review see Orban et al., 2004.

3 Photoreceptors can either be rods, responsible for night vision, or cones, responsible for colour
vision. Both contain one of several proteins tuned to the absorption of light at a particular region of
the electromagnetic spectrum. When photons hit the photoreceptors, hyperpolarization of the cell’s
membrane occurs, which is the first step of the process called visual phototransduction (Ebrey &
Koutalos, 2001).



cells’ axons form the optic nerve, through which the information is finally
transmitted to the rest of the brain for all sorts of computation. It is important to
note that at the level of the retina, the circuit is already capable of advanced forms of
computation - motion detection and compensation as well as object localization -
(Gollisch & Meister, 2010) thanks to a number of different ganglion cells and to two
intermediate layers of cells responsible for integrating multiple photoreceptors

(horizontal cells), and multiple bipolar cells (amacrine cells).

LGN

Three neuronal populations compose the output from the optic nerve: the
magnocellular (M), parvocellular (P) and the koniocellular (K) streams. While the
precise roles of M, P and K streams in vision is currently under extensive debate?,
within the lateral geniculate nucleus (LGN) of the thalamus the three streams
represent respectively 80%, 10% and 10% of the total number of neurons (Kaplan,
2004). The LGN neurons, as the relay between the optic nerve and the occipital lobe,
send their axons through the optic radiation directly to the primary visual cortex.
Moreover, the LGN receives numerous feedback connections from the primary
visual cortex. While the functions of the LGN are various and diversified, this
thalamic structure seems crucial in summing the signals originating from the left
and right hemifields captured by the two eyes, as the basis for stereopsis. LGN is
indeed the first brain structure to present binocular neurons: cells which are

sensitive to the disparity in image position of a stimulus seen by the left and right

4 Keeping in mind that many substreams have been identified over the years and that in a non-linear
system such as the primate brain, it seems rather unlikely to have isolated computational nodes,
some agreement can be found around the basic notions that the M system feeds the initial input of the
where? pathway, the P system feeds the what? pathway and the K stream contributes to some aspect
of colour vision (for a review see Kaplan, 2004).



eye, due to the horizontal separation of the two eyes - binocular disparity (Parker,

2007).

V1

Most visual information from the LGN reaches the primary visual cortex (V1 -
Broadman’s area 17) at the very back of the occipital lobe. Here, a thick series of
myelinated axons from LGN form the stripes that give this brain region its
alternative name of striate cortex. The over 280 million neuronal cells in the left and
right portion of adult human V1 (Leuba & Kraftsik, 1994) are thought to code for the
orientation of visual objects, their spatial and temporal frequency, the direction of a
moving object, its colour and its disparity, a concept explained in detail later in this
chapter. V1 contains a very precise representation of the visual field and
neighbouring neurons in area V1 are sensitive to visual stimulation of adjacent
portions of the visual field. From a neurophysiological perspective, this means that
neurons in this area are specialized to respond to stimulation occurring inside a
very specific sub-region of the visual field, termed the receptive field of the neuron.
The resulting topographic property of a map of the visual field, known also as
retintopy, is a feature common to most of the visual areas of the primate’s brain.
What makes V1 unique is that at this processing stage, different mechanisms take
place to guarantee the precision of the map. These mechanisms are called into action
to battle different sources of distortions: magnification distortions, due to the
overrepresentation of the central visual field versus the peripheral one; and
geometrical distortions, resulting from the transformation of spherical visual
elements into a Cartesian representation with a horizontal and a vertical axis

(Daniel & Whitteridge, 1961). V1 takes the signal from the LGN, applies these



compensatory algorithms and sends the transformed signal to the rest of the visual
cortex to help the brain recognise any given object regardless of changes in its size,

distance and orientation.

The two streams hypothesis

Behavioural evidence from lesion studies in monkeys led Mishkin and Ungerleider
(Mishkin & Ungerleider, 1982) to the conclusion that an anatomical as well as
functional bifurcation occurs in the visual system after the signal has crossed V1.
Such a bifurcation, with roots at the level of the LGN’s magnocellular and
parvocellular layers, revolves around the idea that information exiting the occipital
lobe clusters into two anatomically distinct (Goodale & Milner, 1992; Schenk &
MclIntosh, 2010), but functionally interconnected pathways for the analysis of the
visual scene (for a review see Milner and Goodale, 2008). Both streams are
responsible, to different extents, for the processing of the structure and of the
location of the objects in a scene and both have proven to be highly influenced by
attention. It has been proposed that the ventral stream, reaching the temporal
cortex, provides information about the identity of a certain object, while the dorsal
stream, reaching the parietal cortex, provides information about size, shape and
position of an object, seemingly independently of its identity. In the framework of
vision for action (Milner & Goodale, 2008), the areas in the ventral stream pass on
the identity of an object of interest in the visual field to motor areas, while dorsal
stream areas extract contextual information about size, shape and position to
prepare and control the action of reaching it.

Within this framework, the second major visual processing area of the primate brain

is area V2, strongly interconnected with area V1 with which it shares many



functional properties like a tuning to orientation, spatial and temporal frequency,
and colour of visual stimuli. Unlike V1, area V2 seems to accomplish a more
elaborate representation of the visual scene, by responding for example to the
orientation of illusory contours® (Heyclt, Peterhans, & Baurngartner, 1984), and
seems to be involved in the network of areas responsible for object-recognition
memory (Bussey & Saksida, 2007).

While the extent of V3, the third major stage along the visual processing, as well as
its functionality are still a matter of debate and are not directly relevant to this
dissertation, some consensus emerges around the idea that V3 is fundamentally
involved in the processing of global motion, defined as the perception of motion
coherence in a noisy motion stimulus (Braddick et al., 2001).

As the third processing node in the ventral stream after V2 and V3, V4 is strongly
connected to temporal areas, especially PIT, and shows the strongest attentional
modulation of all the visual areas mentioned so far (Moran & Desimone, 1985). V4
seems to share analogous tuning with V2 - orientation, spatial frequency and color
(Conway, Moeller, & Tsao, 2007) - although the full extent of V4 selectivity and

tuning to complex objects is not yet known.

MT, MST and the computation of motion

Along the dorsal stream, motion decoding and perception is highly expressed in
visual areas MT and MST. Located on the lower bank of the superior temporal
sulcus, these two areas seem to be concerned with several aspects of motion of

visual stimuli, among which the direction, the speed and the distance of a moving

5 [llusory contours are a type of visual illusion that elicit the perception of an object’s edge, either two
or three dimensional, without any physical edge being present. A very famous example of such visual
illusion is Kaniza’s triangle, where three black circles with three inward facing triangular openings
give the illusion of an occluding superimposed white triangle.



pattern are the most studied features. MT and MST neurons are mostly activated
when a certain stimulus, often in the form of a random dot pattern (RDP), moves
with a certain direction - for MT, linear motion: horizontal, vertical and all the
possible combinations (Maunsell & Van Essen, 1983); for MST, spiral motion:
expansion / contraction, rotation and all their possible combinations (Duffy &
Wurtz, 1991; Graziano, Andersen, & Snowden, 1994; Orban et al., 1992; Saito et al.,
1986). While motion sensitivity of area MT is a direct consequence of projections
from V1 and V2 (Felleman & Van Essen, 1991b; Ungerleider & Desimone, 1986),
where some rough form of linear motion selectivity can be found, MST receives
strong fibre projections only from MT (Ungerleider & Mishkin, 1979). This led to the
idea that the spiral sensitivity of a given MST cell can be constructed by putting
together the excitatory inputs from many linearly selective MT cells (K. Tanaka &
Saito, 1989a). This idea, supported by the consideration that several MT receptive
fields can fit into a single MST receptive field, suggests that MT and MST can be
viewed as a single network for motion processing in the primate brain. In addition, it
has recently become more clear that the motion processing carried out by MT+, the
homologue of areas MT and MST in humans (Dukelow et al, 2001), can be
selectively altered while early visual functions are still preserved, a phenomena
under considerable literature debate, known as dorsal-stream vulnerability
(Atkinson & Braddick, 2010; Braddick, Atkinson, & Wattam-Bell, 2003; Grinter,
Maybery, & Badcock, 2010). In schizophrenia (Kim, Norton, McBain, Ongur, & Chen,
2013), in autism (Spencer et al., 2000), as well as in Down’s syndrome (Del Viva,
Tozzi, Bargagna, & Cioni, 2015) and in some developmental disorders (Braddick et
al, 2003) there it seems to be a general deficiency in the processing of global

motion, as opposed to global form processing, which seems to be unaffected.



The case of binocular disparity

Having more than one eye is crucial to perceive stereoscopic depth, necessary for
three-dimensional visual perception. Each eye obtains a slightly different image of
the world as they originate from a slightly different viewpoint. Binocular disparity is
simply the differences between these images. While the vast majority of visual areas
of the macaque brain contain neurons responding selectively to binocular disparity,
no brain region nor specific pathway has yet been identified to be exclusively
specialized in binocular depth perception (Parker, 2007). From this perspective,
stereopsis — the perception of depth based on visual information coming from both
eyes in combination - is thought to be processed in parallel by the dorsal and
ventral pathways of the visual system. Nonetheless, evidence has been found for the
dorsal pathway being responsible for what is known as coarse stereopsis and the
ventral pathway taking care of its finer aspects (Tyler, 1990).

Although no clear pattern emerges from disparity sensitivities across visual areas,
either in the dorsal or the ventral pathway, it seems that - at least in humans - V1’s
binocular interaction sets a common denominator which later computational nodes
use to generate the sense of depth (Backus, Fleet, Parker, & Heeger, 2001; Cumming
& Parker, 1999). From V1 to V2 the sensitivity to disparity changes from absolute to
relative (Thomas, Cumming, & Parker, 2002). V2 consistently codes the angular
separation of two given objects, in the left and in the right retinas, rather than
absolute disparity like V1 (Cumming & Parker, 1999). This means that from V2 on,
the disparity reference frame moves with any movement of the eyes. In turn, this
has led to the hypothesis that disparity can be used to compute vergence and version
eye movements (Takemura, Inoue, Kawano, Quaia, & Miles, 2001; M. K. Ward,

Bolding, Schultz, & Gamlin, 2015). Such a preference for relative disparity has also



been observed in areas V3 (Poggio, Gonzalez, & Krause, 1988), V4 (Watanabe,
Tanaka, Uka, & Fujita, 2002) and MT (DeAngelis & Newsome, 1999), but always
when planar stimuli and a centre-surround configuration is used (Parker, 2007).

While it is rather unclear how the sense of depth emerges from all these areas being
sensitive to disparity, or even what the reason is for this signal to be passed on and
on into the hierarchy of visual areas, previous literature suggests that disparity is
used to infer self-motion at the level of MST (Roy, Komatsu, & Wurtz, 1992;
Smolyanskaya, Ruff, & Born, 2013; but see Yang, Liu, Chowdhury, DeAngelis, &
Angelaki, 2011). At this stage of visual processing, around 100 ms after the stimulus
has been presented (Azzopardi, Fallah, Gross, & Rodman, 2003), a proportion of
units show a systematic change of their preferred linear motion direction with
changes in disparity. These cells, representing around 40% in the study of Roy and
colleagues and ~5% in the study of Yang and colleagues, showed what has been
termed direction-dependent disparity tuning (DDD, Roy et al, 1992). DDD is
hypothesized to be at the very core of MST’s involvement in self-motion
computation and is also one of the key aspects of the second chapter of this

dissertation.

Research with Non-Human Primates

From basic research to clinical trials, virtually every step of any medical scientific
investigation involves research with Non-Human Primates (NHP), either directly or
indirectly. While the dichotomy between basic and applied science helps us
understand the general nature of a given NHP experiment, it does not account for

the fact that all applied medical science is literally based on basic research. The

10



white paper on “The critical role of Non-Human Primates in medical research™
published this year reports a list of example scientific advances linked to research in
Non-Human Primates, from 1900 to 2000. The picture that emerges from this report
seems very clear: NHP research, while contributing to the accumulation of scientific
knowledge per se, simultaneously leads to medical as well as technological advances
of undeniable significance for humankind. At the same time, the white paper
stresses that NHP research is highly regulated and that the welfare of the animals is
always taken into consideration, not only in terms of monitoring the nutritional and
environmental needs of the animals, but also their psychological needs. Overall the
report represents a detailed but easy to read complementary document to the Three
Rs principle for the ethical use of animals in testing (Russell & Burch, 2009). The
three Rs proclaims that to reach a more ethical use of animals in testing researchers
should take into account putative alternative methods if available (Replacement),
should make use of the least number of animals possible (Reduction) and should try
to alleviate or minimize pain, suffering and distress of the animal, while enhancing
their welfare (Refinement). According to the authors of the white paper and to
Russell and Burch, but also to all the almost 4000 signatories of the Basel
Declaration’, regulated animal testing is not only an essential ethical choice, but also

helps increase the quality of the scientific output.

6 The white paper is a collaboration between Foundation for Biomedical Research and eight premier
scientific groups: the American Academy of Neurology, the American College of
Neuropsychopharmacology, the American Physiological Society, the American Society for
Microbiology, the American Transplant Foundation, the Endocrine Society, the Federation of
American Societies for Experimental Biology and the Society for Neuroscience. Available in free
download at www.monkeyresearch.org

7Founded on October 5t 2011, the Basel Declaration aims “to bring the scientific community
together to further advance the implementation of ethical principles such as the 3Rs whenever
animals are being used and to call for more trust, transparency and communication on the sensitive
topic of animals in research.”

11



Replace, Reduce and Refine are the focus of the work described in chapter 3 of this
dissertation, detailing a cage-based testing system optimized for rhesus macaques,
which was built to allow spontaneous and self-paced training of captive animals on
typical cognitive neuroscience tasks, directly from their own social housing

environment.

Environmental Enrichment

Taking the welfare of a captive animal into account often means enhancing the
quality of its daily life in the animal facility. Periodic, scrupulous physiological and
psychological assessments of the animal are of extreme importance to keep track of
the animal’s wellbeing and to, if needed, allow intervention in case of illness. At the
same time, it is crucial to prevent discomfort. In this respect, providing the best
quality of life to the animal means providing environmental stimuli with enriching
capabilities. Enrichment can here be translated into giving more value to the
conditions in which the animal lives, the captivity.

In more practical terms, it is important to avoid the onset of displacement activities
(McFarland, 1966) and stereotypies (Ridley & Baker, 1982). Displacement activity is
the performance of an inappropriate act for the stimulus that evoked it, like a
chimpanzee rough grooming during times of intense neighbouring vocalization and
gentle grooming in situations of low to no neighbouring vocalization (K. C. Baker &
Aureli, 1997). Displacement activities have been suggested as a non-invasive
measure of acute stress in an animal (Maestripieri, Martel, Nevison, Simpson, &
Keverne, 1991; Schino, Perretta, Taglioni, Monaco, & Troisi, 1996; Troisi, 2002) and

although undesirable for a lab manager they nonetheless represent the animal’s

12



coping mechanism to a stressful situation, namely an attempt to manage the stress
caused by an insurmountable situation (Berridge, Mitton, Clark, & Roth, 1999;
Watson, Ward, Davis, & Stavisky, 1999). At the right-most extreme of the spectrum
between adaptive and maladaptive behaviours of captive animals, where
displacement activity often sits in the middle, lie stereotypies. Stereotypies are
chronic (and hard to alleviate) displacement activities that tend to repeat
themselves in a pattern that serves no purpose (like an animal running in circle
inside of the cage). Those behaviours, which are maladaptive in nature and are often
due to mechanical constraints, have been proven to confound behavioural research
in rodents (Garner & Mason, 2002). Stereotypies are usually considered an indicator
of an animal with an already compromised well-being, and thus require special

effort to be alleviated (Coleman & Maier, 2010). For a review see Mason, 1991.

Avoiding aberrant behaviours is one part of the effort needed to truly enrich the
animals’ environment, but equal consideration and effort needs to be put into
increasing the occurrence of desirable species-specific behaviours (like exploring,
foraging, grooming, in the case of macaque monkeys). From the “Guidelines for
developing and managing and environmental enrichment program for non human
primates” by Bloomsmith et al, 1991, it emerges that the five main categories of
enrichment are social, physical, nutritional, occupational and sensory. While these
categories make use of very different types of enrichments, they are all subject to
the same problem: habituation, the decrement in response to the enrichment tool as
a result of repeated presentation (Harris, 1943). Habituation can be avoided by

giving the animal an apparatus that can be controlled and that responds to the

13



animal in some way, and by constantly introducing novelty in the environment. For

areview on environmental enrichment effectiveness see Tarou & Bashaw, 2007.

Cage-based testing systems

Several devices developed for behavioural data acquisition with different species of
primates, have the advantage of being responsive to the animal and of introducing
some novelty (Anagnostaras, Josselyn, Frankland, & Silva, 2000; Andrews &
Rosenblum, 1994; Fagot & Bonté, 2010; Gazes, Brown, Basile, & Hampton, 2012;
Mandell & Sackett, 2008; Miller, Lim, Heidbreder, & Black, 2016; Richardson,
Washburn, Hopkins, Savage-Rumbaugh, & Rumbaugh, 1990; Truppa et al., 2010;
Washburn, Hopkins, & Rumbaugh, 1991; Weed et al., 1999). While they can all be
controlled more or less freely by the monkeys for which were designed, only a few
of these systems are actually capable of providing constant novelty to the animal, via
adaptive and automatized training schedules (Anagnostaras et al., 2000; Fagot &
Bonté, 2010; Miller et al., 2016). As a result, using such a device to give a laboratory
animal control over the time and pace of its laboratory-related training schedule can
further improve its welfare (Westlund, 2014).

Chapter 3 of this dissertation comprises two manuscripts on this issue. Section 1
describes the experimental behavioural instrument (XBI), a cage-based stand-alone
device for the behavioural training and cognitive testing of rhesus macaques,
designed for a seamless integration into conventional neuroscience experiments.
Section 2 contains a follow-up study on how the same 8 animals performed on an

algorithm-based automated training protocol, which also gives insights into how

14



much the experimenter can learn about different individuals by comparing their

learning behavior.

Fixational eye movements and visual spatial attention

In the primate retina, the non-uniform distribution of rods and cones, sensitive to
high and low light intensities respectively, results in a degradation of visual acuity
going from the centre (fovea - the region of highest acuity) to the periphery (Mollon
& Bowmaker, 1992). For this reason, an observer who wants to thoroughly inspect
an object in the periphery of the visual field needs to bring that object as close as
possible to the fovea. By simply moving the eyes, the subject is able to sequentially
focus on different objects, shifting her internal attentional focus (James, 1890) from
one object to another. Whether it is the subject that deliberately switches her
attentional focus around (top-down attention) or it is the environment that catches
her attention (bottom-up attention), attention towards a specific location, object or
feature can also be directed without moving the eyes, a phenomenon known as
covert attention (Posner, Snyder, & Davidson, 1980). The primate brain achieves
this by improving the sensory representation of a specific location (as well as a
certain feature of an object or the whole object itself) over other locations (or
features or objects). Physiologically, the firing rate of those neurons with receptive
fields coding for the portion of the visual field to which the subject attend, is
increased. For a review see Moore & Zirnsak, 2015. Behavioural studies in humans
have also shown that when a subjects is asked to attend to a certain location,
reaction times are reduced and performance is enhanced. For a review see Carrasco,

2011.
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Oculomotor control and attention

In a very influential experiment, Sheliga and colleagues investigated the
perturbation of saccade trajectories by covert attention (Sheliga, Riggio, & Rizzolatti,
1994). The authors found that the trajectory of the saccades systematically deviated
towards the attended location. This result and other similar studies have
contributed over the course of the last 3 decades to the development of the
premotor theory of attention - PMA (Rizzolatti, Riggio, Dascola, & Umilta, 1987).
According to this view, the neuronal mechanism responsible for the enhancement of
a particular spatial location in the internal representation of a covertly attending
subject, overlaps with the neuronal mechanisms that actively control saccadic eye
movements. In a nutshell, this theory postulates a single neuronal control
mechanism for both action and attention. In such a network, covert attentional
deployment is nothing else than a programmed, but not executed, saccade. While
this theory has received some support from experiments in human subjects with
fMRI techniques (Corbetta, 1998; Craighero, Nascimben, & Fadiga, 2004) and in
monkeys through microstimulation of the Frontal Eye Field® (Moore, 2003), its
plausibility remains controversial. As shown by Smith and co-authors in 2012, the
mandatory coupling between attention and motor plan postulated by the PMA does
not account for cases in which attention is deployed covertly. The authors suggest a
variation of the PMA in which the neuronal activation of the motor system
contributes to the on-going competition between different sensory representations.

“Action preparation can increase the probability of the goal of the action being

8 A region in primate prefrontal cortex involved in the programming and execution of saccadic eye
movements and in the deployment of visual attention, as assessed by electrophysiological recordings,
electrical stimulation, lesion and inactivation studies. For a review see Noudoost, Chang, Steinmetz, &
Moore, 2010.
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selected for processing, but it cannot guarantee it, and the absence of motor
preparation does not prevent a location from being attended” (Smith & Schenk,

2012) page 1112.

Microsaccades

Microsaccades are small and involuntary miniaturized saccades occurring every few
seconds while fixation is maintained. Since their discovery (R. W. Darwin & Darwin,
1786), they have been considered a basic compensatory mechanism for the natural
drift of the eyes and a compensatory mechanism for the fading of images on the
retina due to fatigue or habituation. Neurophysiological investigations have also
found microsaccade-related modulation of several visual areas and LGN - for a
review see Martinez-Conde, Macknik, Troncoso, & Hubel, 2009.

Interestingly, over the course of the last decade, thanks in part to the availability of
more precise, more powerful and less expensive eye-tracking systems, several
behavioural studies have reported that these small fixational eye movements are
biased towards the attended location in covert spatial attention tasks (Engbert &
Kliegl, 2003; Hafed & Clark, 2002; Rolfs, Engbert, & Kliegl, 2005). At the same time,
just as much evidence emerged in support of a completely different hypothesis:
microsaccades are simply the manifestation of oculomotor preparation (Horowitz,
Fine, Fencsik, Yurgenson, & Wolfe, 2007; Tse, Sheinberg, & Logothetis, 2002;
Valsecchi, Betta, & Turatto, 2007). The outcome of this unresolved debate is not only
of importance to the understanding of the nature of microsaccades and fixational
eye movements in general, but it would also greatly contribute to the fine-tuning of

the PMA.

17



The final chapter of this dissertation, chapter 4 will describe a psychophysical study
conducted to determine whether microsaccades reflect motor preparation or

attentional allocation.
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Abstract

Within the visual cortex, information from sensory stimulation is first decomposed
into features, represented by neurons in specialized visual areas, and later
integrated to form a global percept. It has been suggested that at the processing
level of macaque visual cortical area MST, the integration of the direction and the
perceived distance of a moving stimulus, occurs; with such integration providing the
basic computational input to the network responsible for self-motion perception.
While the theory is elegant, the evidence for this process is rather scarce, with only
few studies available in literature. Here, we recorded from area MST of gaze fixated
awake macaque monkeys, while displaying stereoscopic random dot patch stimuli
with various combinations of features. Surprisingly, we found that the interaction of
motion direction and disparity did not explain more variance in the neuronal
activity. In addition, on the population level, the decoding of motion direction seems
to be rather independent from the decoding of disparity, suggesting that the
integration of the two domains here considered, as basis for the computation of self-

motion, is unlikely to take place in area MST.
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Introduction

Amongst the over 30 visual processing areas identified in the macaque’s cerebral
cortex (Felleman & Van Essen, 1991), extrastriate areas V2, V3, V4, MT and MST
(Brodmann areas 18 and 19) can be partitioned into two distinct pathways: the
form-colour pathway (Zeki, 1978b; 1978a) and the visual-motion pathway (Maunsell
& Van Essen, 1983c). Both pathways are traditionally thought to follow a serial and
hierarchical functional organization, according to which, lower areas serve as
computational node to the processing of higher areas, with a certain degree of
reciprocity (Felleman & Van Essen, 1991), for a review see Perry & Fallah, 2014.
While most of the areas comprising these two pathways seem well defined
regarding their respective hierarchical function; along the visual-motion pathway,
the medial superior temporal area (MST) shows rather diversified selectivity. In
macaque monkeys, MST can be anatomically partitioned into two subareas with
distinct functions: a dorsal portion (MSTd), mainly composed of neurons with large
receptive fields and selectivity to the basic motion components of optic flow
(expansion, contraction, rotation and translation); and a ventral portion (MSTI),
composed of neurons with smaller receptive fields and selectivity to linear motion
direction, much resembling the properties of MT neurons (Tanaka, Sugita, Moriya, &
Saito, 1993). Given its complex architecture and functionality, human and macaque
studies suggest MSTd'’s involvement in a number of processes: heading perception
(Britten & van Wezel, 2002); integration of motion information through feature
decomposition of optic flow (Duffy & Wurtz, 1991; Graziano, Andersen, & Snowden,
1994; Orban et al,, 1992; Saito et al., 1986; Tanaka & Saito, 1989); inertial motion in
darkness (Takahashi et al, 2007); perceptual cue integration (Gu, Angelaki, &

DeAngelis, 2008); gaze stabilization in smooth pursuit (Kawano, Inoue, Takemura,
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Kodaka, & Miles, 1999; Takemura, Inoue, Kawano, Quaia, & Miles, 2001); integration
of vestibular and visual cues (Sakata, Shibutani, & Kawano, 1983); visual spatial
attention (Treue & Maunsell, 1996); visual working memory (Mendoza-Halliday,
Torres, & Martinez-Trujillo, 2014) and integration of colour (Perry & Fallah, 2014;
Tchernikov & Fallah, 2010). Moreover, within the most studied domain - the
sensitivity to visual motion - MST’s neurons located in both anatomical subdivisions
MSTI] and MSTd encode multiple feature dimensions at once: motion directions in
both the spiral space (Graziano et al.,, 1994; Mineault, Khawaja, & Butts, 2012) and
the linear space (Saito et al.,, 1986); binocular disparities (Roy, Komatsu, & Wurtz,
1992; Takemura et al., 2001; Yang, Liu, Chowdhury, DeAngelis, & Angelaki, 2011);
the speed of a given motion pattern (Maunsell & Van Essen, 1983a; Price & Born,
2013). While these tuning preferences are most often considered in isolation, the
potential dependence of the encoding of one feature on another is still under

considerable debate, and yet may reveal important functions.

Disparity-dependent direction selectivity

MST’s sensitivity to binocular disparity - the difference between the right and left
retinal projections of an object - has often been an influential factor in this area’s
motion selectivity, as well as vestibular selectivity. A currently leading hypothesis is
that binocular disparity sensitivity and motion selectivity are functionally integrated
at the processing level of MST to infer self-motion (Roy et al., 1992; Takemura et al,,
2001; Yang et al, 2011). Cells showing direction-dependent disparity tuning (or
DDD) in which the tuning for motion depends on the disparity value considered,

have been reported in area MST. (Roy et al,, 1992; Roy & Wurtz, 1990). However, the
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reported proportions of DDD cells in this area vary considerably. Roy et al. observed
DDD tuning in around 40% of MST cells, while Yang et al. reported it in around 5%
of the cells analysed. Considering also that multiple studies have suggested the DDD
cells do not exist in MT (DeAngelis & Newsome, 1999; Maunsell & Van Essen, 1983b;
Smolyanskaya, Ruff, & Born, 2013) - an area in close functional and anatomical
proximity to MST - it seems that DDD cells might be exclusive to MST.

The present study aims at shedding some light onto the functional relationship
between disparity selectivity and motion directionality in macaque area MST, by
focussing on two experimental questions. First, to characterize the area contribution
in the estimation of self-motion, we determine the proportion of cells showing DDD
tuning. Secondly we quantify the involvement of each feature dimension, as well as
their joint contribution, in explaining the overall population response to ultimately
address the role of area MST in the processing of these two features along the visual-

motion pathway.

Materials and Methods

Single unit activity was recorded from two rhesus monkeys (Macaca mulatta, both
male; monkey [ 10-year-old, weighed 9 kg; monkey N, 16-year-old, weighed 10kg),
implanted with custom made titanium headpost and recording chamber (19 mm
diameter), over the superior temporal sulcus (monkey I on the left hemisphere,
monkey N on the right hemisphere). Surgeries were performed under general
anaesthesia and post-surgical care using standard techniques. All procedures were
conducted in accordance with German laws governing animal care and approved by

the district government of Oldenburg, Lower Saxony, Germany.
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Setup

The animals were seated in a primate chair for the duration of the experimental
session. The animals were positioned in front of a rear projection screen (dlp Black
Bead, Denmark, 171.5 x 107.2 cm) so that the screen laid 104 cm from the animal’s
eyes. Stereoscopic visual stimulation was achieved by mean of two coupled
projectors (Projection Design F22, Norway, 60 Hz refresh rate, 1920 x 1200 pixels)
and circular polarization filters (SX42 - HD). Binocular crosstalk, as assessed by a
spectroradiometer (SpectraScan PR-650, Photo Research, USA), was below the
minimum measurable luminance of 0.2 foot-lambert (or 0.68 candela/meter?). Eye
position was monitored with a binocular eye tracking system (Eyelink 1000, SR-
Research, Canada) throughout the course of the experimental session at a sampling

rate of 500 Hz.

Behavioral Tasks

Every recording session was comprised of two consecutive behavioural protocols. In
the first part, we place a single probe stimulus at various locations to identify the
neuron’s receptive field (RF). Subsequently, in the second part, we characterized the
neuron’s response to visual stimuli placed at the centre of the RF, with various
combination of motion and disparities. Basic behavioural requirements to the
animals in the two protocols were identical: a red dot (2x2 degrees of visual angle -
dva) placed at the centre of the projected screen, instructed the animal to engage
eye fixation, and initiate the trial (monkey I by depressing a mechanical button,
monkey N by touching a lever; both installed inside the primate chairs). The dim

fixation point then lit up, signalling the animal that a new trial was about to start.
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When, during the trial, the fixation point would dim down again, the animal was
required to release the button, or turn the lever, within 500ms, to earn a drop of
fluid reward. Breaking eye fixation at any time during a trial, reacting before a
fixation dot dim, or fail to react to a fixation dot dim within the 500ms time window,
would lead to the abortion of the trial and no reward would be delivered. Regardless
of the outcome, after 1.5 seconds a new trial was presented. The mean reaction

times were 290ms (sd 27 ms) for monkey [ and 366ms (sd 25ms) for monkey N.

In the mapping of the receptive field protocol (RF protocol), upon correct initiation of
the trial, a single random dot pattern (RDP, 4 dva in diameter, 20 dots, each
measured 0.25 dva in diameter moving at speed of 10 dva/s, with zero-coherence in
motion directions, at a luminance of 7.07 cd/m?) would appear for 3 frames (~50
ms) at a random position on the projection screen. The stimulus then disappeared
and, after one blank frame (16.67 ms), reappeared at a different and randomized
location. At a random point in time during RDPs flashing (between 1500 and 3500
ms from the appearance of the first stimulus), the dimming of the fixation point
described above would occur. The behavioural protocol was terminated after
reaching 150 successful trials, which resulted in 5850 probes presented, over an x
and y space of 41 * 41 dva around the centre (0,0) of the horopter, with positive and

negative values around the fixation position (x = from -10 to 30, y = from -20 to 20).

The characterization of the neuronal sensitivity to different visual features (Tuning
Protocol), was carried out in direct succession of the receptive field mapping
protocol. Upon receptive field identification, a single RDP (with full motion

coherence, variable diameter adjusted to the receptive field size determined through
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online analysis, 200 dots of 0.25 dva each, with an average luminance of 12.8
cd/m?), was placed at the centre of a neuron’s RF and its x and y position was then
kept constant throughout the experiment. The stimulus’ motion domain (spiral or
linear), motion direction (0, 45, 90, 135, 180, 235, 270, 315 degree, for linear
motion, the values refer to the angles between dot velocity and the horizontal line;
for spiral motion, the values refer to the angles between dot velocity and the radial
line of the RDP aperture, see (Graziano et al., 1994)), binocular disparity (-2, -1.5, -1,
-0.5, 0, 1, 1.5 degree) and speed (at 1 dva from RDP’s centre), would rapidly and
randomly change every 5 frames (83.33 ms). Here as in the RF protocol, the animal
was required to depress the lever in within 500 ms after the dimming of the fixation
point (between 1500 and 3500 ms from the appearance of the first stimulus). Each
session of this experimental protocol requires 500 hit trials to complete, so that a
total of ~13000 stimuli would be displayed. Considering the number of possible
feature combinations (8 directions * 8 disparities * 8 speeds *2 motion domains =

1024), each stimulus would be displayed for 12 repetitions on average.

Data Collection

The recording electrodes (platinum/tungsten cores, quartz insulated, Thomas
Recording, Germany, and FHC, ME), single tip as well as four channels (impedance
between 0.8 and 2.5 M()) were either loaded into a multi-electrode manipulator
(Tetrode Mini Matrix System, Thomas Recording, Germany) or into a custom made
guide tube held on a chamber grid. The respective recording device was mounted on
the recording chamber of the animal, prior the recording session. Consequent to

manual adjustment of the medio lateral and anterior posterior coordinates on the x-y
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table of the manipulator, the guide tubes was manually lowered enough to penetrate
the superficial tissue covering the dura. The micro-drive system of the manipulator,
by mean of a dedicated motor controller, would then lower the electrodes at ~10
um/second, upon regular impedance monitoring by the experimenter. Electrical
signals were amplified and then recorded with a sampling rate of 40 kHz and 16-bit
precision, using an Omniplex acquisition system (Plexon, USA). After recording, the
raw signal acquired was filtered with a 6-pole Bessel high pass filter (250 Hz cut-off)
using the OfflineSorter V3 software (Plexon, USA). Single units were identified as
clusters of similar waveforms, crossing an individually set detection threshold, and
separated from the main noise cluster in the space of the first two PCs (for a review
see Lewicki, 1998). We thus isolated 229 cells for monkey I and 18 cells from
monkey N, with 154 for monkey I and 10 for monkey N showing clear responses to

visual stimulation.

Data Analysis

Both protocols, employing a rapid series of stimuli presentations, were optimized
for reverse correlation analysis (Bair, Cavanaugh, Smith, & Movshon, 2002; Borghuis
et al., 2003; Chichilnisky, 2001; de Boer & Kuyper, 1968; Ringach, Hawken, &
Shapley, 1997), where any given spike train is probabilistically associated with
individual stimulus features. Given a range of latencies, stretching from 300
milliseconds before the spike to 50 ms after the spike, binned in 5 ms steps, we
implemented the reverse correlation by first counting the number of total

occurrences of a certain stimulus category (for example expansion) at a given
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latency relative to the spike and then dividing this sum by the total occurrences of
all categories comprising the corresponding feature (for example spiral motion). For
directionally selective cells, for example, this procedure outputs a probability value
for each motion direction at each latency. Ultimately the results are interpreted as
the likelihood of each feature category, at each latency considered, to have preceded
each spike in the spike train. It is important to note that in such two dimensional
space (latency vs category), the sum of the probability of all categories at any latency

is always equal to 1.

Two-dimensional Gaussian for receptive field mapping

To quantitatively estimate the size and the distance of the receptive field from the
fixation point, on a cell-by-cell basis, we first identified the latency yielding the
highest variance of spike counts for all probe locations, and fit a 2 dimensional

Gaussian of the following form:

X - cosf —y-sind — xy)? - c0sO + x - sinf — y,)?
G=B+ | Axexp _(( yz 0) +(J’ h yo))
20y 20y

where B is the baseline probability; A is the amplitude; xpand ypare the coordinate of
the centre of the receptive field in degrees of visual angle; oxand oy are the standard
deviation of the Gaussian in the two dimensions; 6 is the orientation of the longer
axis of the fitted ellipse. The size of the receptive field is defined as the area obtained

considering 2 standard deviations and assuming an elliptical shape.
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Piecewise Polynomial Interpolation for disparity tuning estimation

Disparity tuning of each cell was computed in MATLAB through a piecewise
polynomial interpolation with a smoothing parameter of 0.99, using the built-in

function fittype under the mode ‘SmoothingSpline’.

Von Mises fit for directionality estimation

The tuning of each neuron to the motion stimuli, for both the linear and the spiral
domains, was computed by fitting the probabilities of each motion direction, derived
by the reverse correlation of the each neurons’ spike train, to a von Mises
distribution, a circular approximation of the normal distribution (Berens, 2008;
Mineault et al, 2012; Smolyanskaya et al., 2013; Takahashi et al., 2007), of the

following form:

e;c*cos(x—u)

b)=»b —_

where p and 1/k represent preferred direction and variance, a and b amplitude and
baseline probability and the component [;,(x) is the modified Bessel function of

order 0.

Negative Binomial Regression Model

To assess the amount of variability explained by the motion and the disparity, on a
cell by cell basis, we built four generalized additive models considering spike count

as response variable and disparity, direction and their putative interaction, as
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predictors. Model 1 assumes that motion direction does not contribute to the
variance of spike count:

Es. = exp (By + B - disparity)

Model 2 assumes that disparity does not contribute to the variance of spike count:

Esc = exp (B + B, - direction)

Model 3 assumes both disparity and direction contribute to the variance
independently:

Esc = exp (B + f1 - disparity + 8, - direction)

Model 4 further adds an interaction term between disparity and direction:

Esc = exp (Bo + f1 - disparity + B, - direction + B5 - dispallity - direction)

It is important to note that in models considering the contribution of motion
direction (m2, m3 and m4), this circular covariate was linearized with a Von Mises
transformation, by adding a squared covariate in the regression models. Note also
that the spike count E;. consisted of the total number of spikes occurring within an
80ms time window, shifted according to the latency yielding the highest variability

(optimal latency) assessed trough reverse correlation.

Principal component analysis for population decoding

In order to achieve the unsupervised clustering of feature domains analysis
described in the results section, we first constructed a covariance matrix based on

the spike count of the 154 cells we recorded from monkey I as variables, and the 512
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stimuli of one stimulus category (linear or spiral) as observations. The covariance
matrix is z-scored through observations, so as to normalize the neurons to their
general firing rate. A principal component analysis (PCA) is then performed on the
covariance matrix, using the build-in pca function of MATLAB. Once the clustering of
stimuli in the subspace expanded by PCs were obtained, individual dots were
marked post hoc according to stimuli features, so as to determine which stimulus
feature drives the clustering. Finally, to quantify the performance of the
classification between the clusters (as in Fig 3B), first the centroids of each category
in the PC subspace were identified and then connected. Stimuli from the two
categories were projected on this connecting axis and the area under receiver
operative characteristic curve from the two distributions resulted in the

performance of classification.
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Results

General population statistics.

-10 ms, var = 2.3 -30 ms, var = 3.2 -45 ms, var = 9.5
° ] ° F
-55 ms, var = 14.3 -65ms,var=17.8 30 -75