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To the lights who lead me

through the darkest night.
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own works; for that is his portion.

Ecclesiastes 3,22
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denn das ist sein Teil.

Prediger Salomo 3,22





Abstract

In many scienti�c areas, such as astronomy, electron microscopy, and crystallo-
graphy, one is faced with the problem to recover an unknown signal from the
magnitudes of its Fourier transform. Unfortunately, this phase retrieval prob-
lem is complicated by the well-known ambiguousness. In order to �nd the ori-
ginal signal within the solution set, one hence requires further information about
the unknown signal. The dissertation on hand aims to characterize the complete
solution set of the one-dimensional phase retrieval problem and to investigate
how far additional data or a priori conditions can ensure uniqueness.

For this purpose, we �rstly restrict ourselves to the recovery of complex-
valued discrete-time signals with �nite support. Using a novel approach, we
here give a complete characterization of all occurring ambiguities. Moreover,
we show that each further solution of the discrete-time phase retrieval problem
can be described by an appropriate convolution representation of the original
signal and by suitable rotations, shifts, and conjugations and re�ections of the
appearing factors.

Using our characterization of the solution set, we investigate di�erent a pri-
ori condition in order to reduce the number of ambiguities or even to receive a
unique solution. Firstly, we consider the assumption that the unknown signal
only possesses real and non-negative components. Although this can avoid the
appearance of ambiguities in certain cases, the non-negativity cannot ensure
uniqueness in general. Further, if we have access to additional magnitudes or
phases of the unknown signal in the time domain, we can show that almost all
signals with �nite support can be uniquely recovered. An analogous result can
be obtained by exploiting additional interference measurements. Here we study
the interference of the unknown signal with a known or an unknown reference
and with modulations of the signal itself.

Furthermore, we analyse the continuous-time phase retrieval problem. If the
unknown signal possesses a speci�c structure, we can here transfer most of our
previous �ndings. Based on this observation, we study the relation between

Robert Beinert



ii

the continuous-time and discrete-time problem. For arbitrary continuous-time
signals, we can again avoid undesirable ambiguities by employing appropriate
interference measurements.

Finally, we consider the recovery of an unknown signal from its Fresnelmag-
nitudes. Here the complete solution set can be characterized similarly to the
Fourier setting. Moreover, we transfer most of the ideas to enforce uniqueness
by using the close relation between the Fourier and Fresnel transform.

Robert Beinert
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Introduction

If we only know the magnitude of a Fourier transformed signal, can we recover
the original signal, or exist there further signals with exactly the same Four-

ier intensity? In the unfortunate case that the recovery is ambiguous, how do
the additional solutions look? Are they similar to the original signal, or can
they have completely di�erent shapes? How can we ensure that we always �nd
the correct signal? These are the crucial questions, which we will investigate
throughout this thesis.

More commonly, the problem to recover an unknown signal only from its
Fourier intensity is called the phase retrieval problem since the phase of the
signal in the frequency domain is lost. Recovery problems of this kind have
many applications in physics and engineering. For example, the phase retrieval
problem occurs in crystallography [Mil90, Hau91, KH91], astronomy [DF87], and
laser optics [SSD+06]. Finding an analytic or a numerical solution is generally
challenging due to the well-known ambiguousness of the problem. In order to
recover the original signal within the solution set, we hence require further a pri-
ori conditions or additional information about the wanted signal.

Since the phase retrieval problem is a current �eld of research for many dec-
ades, we can look back at a very rich literature about the analytical and numerical
solvability of the phase retrieval problem for continuous-time and discrete-time
signals with real and complex components in one and higher dimensions. Sim-
ilarly, we �nd an extensive amount of di�erent approaches to reduce the set
of ambiguities and to recover the unknown signal uniquely. Nevertheless, the
phase retrieval problem is not understood in full generality.

The goal of this thesis is twofold. On the one hand it surveys the existing liter-
ature about the ambiguities occurring in the phase retrieval problem with main
emphases to the one-dimensional case. On the other hand, we develop a new
complete characterization of all solutions in the one-dimensional discrete-time
setting, which gives us new insights about the behavior of the problem. Based

Robert Beinert



2 Introduction

on our observations, we generalize the available results for real-valued signals
to complex-valued signals, where the proofs can often be strongly simpli�ed.
Moreover, we extend the existing theory to reduce the solution set by novel �nd-
ings. Afterwards, we transfer some of our contributions to the continuous-time
setting and to the Fresnel case.

Let us brie�y take a look at the rich literature about the ambiguousness of the
phase retrieval problem with main focus to the one-dimensional case.

Continuous-time phase retrieval. Starting from a given Fourier intensity
|F[f ] |, in the one-dimensional continuous-time phase retrieval problem, one
wants to �nd a complex-valued signal or a function f whose Fourier intensity
coincides with the given data. In order to ensure that the Fourier intensityF[f ]

is well de�ned, the original signal f has to be contained in a suitable function
space. Assuming that the unknown signal f is contained in L1 ∩ L2 and is sup-
ported on a half line, a �rst characterization of the occurring ambiguities of the
problem has been given by using Blaschke products [Aku56, Aku57]. Under the
slightly di�erent assumption that the original signal f is square-integrable and
possesses a compact support, a further appropriate characterization of the com-
plete solution set has been stated by employing the Hadamard’s factorization
theorem for entire functions, see [Wal63, Hof64].

Since the continuous-time phase retrieval problem is not uniquely solvable in
general, one has to state further appropriate a priori conditions on the unknown
signal. One idea to achieve uniqueness of the problem is to assume that the
unknown function is symmetric or monotone on its support [KST95]. Another
approach to avoid ambiguities in the continuous-time phase retrieval is to extend
the set of given Fourier intensities. For example, if the Fourier intensity of a
modulation of the original signal with a complex exponential is available, one
can solve the corresponding problem uniquely by comparing the zeros of the
analytic continuation of the given intensities [WFB81]. Using a combination of
oversampling and additional modulations, Pohl et al. have successfully recover
complex signals with compact support [PYB14]. Moreover, the unknown signal
can be uniquely reconstructed by exploiting interference measurements with a
specially constructed reference signal depending on the given Fourier intensity
[BFGR76].

Discrete-time phase retrieval. Although the phase retrieval problem was
originally de�ned for the continuous-time setting, for numerical purposes, one
needs to restrict the unknown continuous-time signal to a discrete space model.
Therefore, we �rstly restrict ourselves to the recovery of a discrete-time signal
x ≔ (x[n])n∈Z with �nite support form its Fourier intensities | x̂ |. Starting from
the original signal x , here all further solutions of the considered phase retrieval
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Introduction 3

problem can be constructed by considering the zeros of the z-transform of the
autocorrelation signal, see [BS79, OS89]. Restricting the zeros used to construct
the further solutions in a suitable way, one can easily ensure uniqueness of the
phase retrieval problem as stated in [HLO80].

In order to enforce uniqueness of the phase retrieval problem, sometimes
additional information about signal values in the time domain are exploited.
For example, if one of the endpoints of the wanted signal with �nite support
is completely known, most real-valued signals are completely determined, see
[XYC87, SC91, Yag96, Yag98]. In [SSD+06, LT08, LT09], a numerical algorithm
to reconstruct an unknown complex-valued signal with �nite support has been
developed with the additional assumption that the absolute values of all signal
components in time domain are available. Both approaches for complex-valued
signals are more detailed investigated in Chapter III.

Being interested in additional information about the unknown signal for the
phase retrieval problem that are physically available in the frequency domain,
the idea of Fourier intensities of suitable interferences has been extensively
studied. Here, for real-valued signals, the interference with a known reference
signal [KH90a, KH90b] can be employed to reduce the complete solution set to at
most two di�erent signals. Phase retrieval problems where the known reference
is replaced by an unknown signal has been considered in [KH93] again for the
real setting. Moreover, in [RDN13, RSA+11], this approach is generalized to the
recovery of complex-valued signals. A special case of unknown interference
signals is examined in [CESV13], where the reference is a modulated version of
the original signal itself. We study the phase retrieval problem with additional
interference measurements more closely in Chapter IV.

Another approach based on additional information in the frequency domain
is the signal reconstruction from a signed Fourier intensity. This means that,
beside the magnitude | x̂ | of the Fourier transformed signal, the information
whether x̂ (ω ) is contained in [−π/2, π/2] or in [−π,−π/2) ∪ (π/2, π) is available.
Exploiting this additional phase information, and �xing the �nite support of the
unknown real-valued signal x , one can show that this phase retrieval problem
possesses a unique solution, see [HHLO83].

Similar results can be obtained by replacing the Fourier transform by the
so-called short-time Fourier transform [NQL83a, NQL83b], where the original
signal is overlapped with a small analysis window at di�erent positions. Choos-
ing the analysis window appropriately, and supposing that the original signal
satis�es some further conditions, one can recover this signal only from its short-
time Fourier intensities.

If we assume that the �nite support of the unknown signal x is contained in
the �xed set {0, . . . ,M − 1}, we can consider this discrete-time signal as an M-
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4 Introduction

dimensional vector. Moreover, the Fourier intensity | x̂ (ω0) | at a certain point
ω0 can here be interpreted as the intensity measurement | 〈x,v〉 | with the vector
v ≔ (eiω0m )M−1m=0 . If one generalizes this approach to arbitrary frame vectors vk ,
the questions arises how the frame vectors have to be constructed, and how
many frame vectors are needed to ensure a unique recovery of the unknown
vector x from the given intensities | 〈x,vk〉 |. These issues have been extensively
studiedwithin the last years, see for instance [BCE06, BBCE09, ABFM14, BCM14,
BH15] and references therein.

Multidimensional phase retrieval. Although we only consider the phase
retrieval problem in one dimension, we want to make the point that the higher-
dimensional problem has a completely di�erent behavior. Using a similar con-
struction of the occurring ambiguities as in the one-dimensional real setting,
one can observe that the ambiguities of the phase retrieval problem for higher
dimensions depend on the factorization of a multivariate algebraic polynomial
into irreducible polynomials, see [Hay82]. Since the reducible polynomials form
a set of measure zero [HM82] in the space of all polynomials (up to a certain
degree), almost every multidimensional signal can be uniquely recovered from
its Fourier intensities.

Unfortunately, in some applications such as crystallography of certain objects
[Mil90], the considered multidimensional signal always corresponds to a redu-
cible polynomial, which means that the phase retrieval problem in this case can-
not be uniquely solvable. In order to ensure the irreducibility, one can place a
single reference point at a speci�c position outside the unknown object, see for
instance [FBD83, DF84]. Other approaches are based on random illuminations
[Fan12] or random masks [FL13]. Here the original multidimensional signal is
only determined by the given intensities with high probability.

Fresnel phase retrieval. Physically, one can interpret the given Fourier

magnitudes as intensity measurements of a wave on a plane in the far �eld. If
we now replace the given Fourier intensity by measurements on a plane in
the near �eld, then the new measurements correspond to the magnitudes of the
Fresnel transform, see [Goo96, LP12]. In other words, one is faced with the
problem to recover an unknown signal from its Fresnel intensity. A further
phase retrieval problem, which is closely related to the Fresnel setting, is the
recovery of a signal from its fractional Fourier intensity, which corresponds to
intensity measurements on a sphere in the near �eld, see [Nam80, MK87, PF94].
Similarly to the Fourier phase retrieval problem, the recovery of a signal from its
Fresnel or fractional Fourier transform is again highly ambiguous. Assuming
that one has access to intensity measurements of di�erent distances, or that the
unknown signal has a speci�c structure, it has been shown that both problems
can nevertheless be solved uniquely [Jam14] .
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Introduction 5

Outline. This work is organized as follows: Firstly, we consider the recovery
of a one-dimensional discrete-time signal x from its Fourier intensity | x̂ |. Here
we always assume that the unknown signal has a �nite support. In other words,
only �nitely many components of the signal can be non-zero. This a priori con-
dition can be interpreted as an additional sparsity constraint in a certain manner.
More precisely, we wish to �nd the signal with the smallest support length to
the given Fourier intensities, where zero components within the signal support
rarely occur. In order to get an impression about the ambiguities of the con-
sidered problem, we consider di�erent special cases. Based on this observations,
we distinguish between trivial and non-trivial ambiguities, cf. [Wan13].

The main statement of Chapter I is the complete mathematical classi�cation
of all solutions in the discrete-time phase retrieval. Instead of generalizing the
results of Bruck and Sodin [BS79] for real-valued signals, we here use a com-
pletely di�erent approach, where we examine the phase retrieval problem in the
frequency domain, and employ a construction stated by Fejér and Riesz [Fej16].
Together with the observation that the square of the given Fourier intensity
is nothing but a non-negative trigonometric polynomial, this allows us to show
that there always exist at least one signal whose squared Fourier intensity coin-
cides with an arbitrarily given non-negative trigonometric polynomial. In other
words, the discrete-time phase retrieval problem always possesses at least one
solution. Moreover, this novel approach yields an explicit product representation
of all occurring ambiguities in the frequency domain. Transferring this obser-
vation to the time domain, we obtain the corresponding convolution represent-
ation. Finally, this enables us to conclude that all ambiguities can be described
by rotations, shifts, re�ection and conjugations, and appropriate convolutions.

Looking at the ambiguousness of the discrete-time phase retrieval problem,
how can we ensure that we �nd the correct signal in the solution set? One
a priori condition, which is exploited in many applications, is that the unknown
signal is real-valued and non-negative. Unfortunately, the non-negativity con-
dition cannot always achieve uniqueness as exemplarily shown in [Fie78, BS79].
In Chapter II, we consider the question: Are the given examples rare exceptions
or the general case? Using our characterization, we will show that neither the
signals that can be uniquely recovered nor the signals without a unique recon-
struction form negligible sets. Consequently, the non-negativity is not suitable
to ensure the uniqueness of the one-dimensional phase retrieval problem.

As mentioned above, Xu, Yan, and Chang [XYC87] exploited the exact end
point of the otherwise unknown signal to show that almost all signals can be
uniquely recovered. In Chapter III, we capture this idea and obtain a new ap-
proach to this speci�c recovery problem based on our characterization of all
possible solutions. In this manner, we can generalize the original results for
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6 Introduction

the real setting to complex-valued signals. Moreover, we give a series of novel
proofs, which show that the known end point of the signal can be replaced by
the assumption that the absolute value of one point or the phases of two points
in the time domain are given beforehand.

In Chapter IV, we investigate the recovery of an unknown signal if the Four-
ier intensities of appropriate interferences are available. If the additional Four-
ier intensities arise form the interference of the original signal with an also un-
known reference, one can show that most signals are determined in the real set-
ting by three Fourier intensities, see [KH93]. In [RDN13], an analogous result
is obtained for complex-valued signals by using four Fourier intensities. Giv-
ing a new and complete proof for the complex version, we here show that most
complex-valued signals are also determined by only three intensities. Inspired
by [ABFM14, CESV13], we �nally consider the interference with a known mod-
ulation of the signal itself. Adapting the existing results to our speci�c phase
retrieval problem, and using Prony’s method, we here additionally show that
each signal can always be recovered uniquely up to a global phase.

Based on the phase retrieval of linear spline functions [SSD+06, LT08], we
generalize this idea in Chapter V to the recovery of structured signals. Here
most of our previous results for the discrete-time problem can be transferred
straightforwardly. Using the characterization of the occurring ambiguities in
the continuous-time setting [Hof64], we investigate the relation between the
discrete-time and continuous-time problem. Moreover, we state some novel res-
ults about the recovery of an unknown continuous-time signal from interference
measurements with an unknown reference signal or with a modulation of the
unknown signal itself.

Finally, in Chapter VI, we consider the Fresnel phase retrieval problem. This
means that we try to recover a discrete-time or continuous-time signal from
the magnitudes of its Fresnel transform. Here we observe that the occurring
ambiguities can be represented similarly to the solutions sets of the Fourier

phase retrieval problem. This allows us to transfer the previous approches to
ensure unique recovery in the Fresnel setting.

Credits. Some of the �ndings presented in this thesis have been obtained in
collaboration with Gerlind Plonka-Hoch and have been published in [BP15a,
BP15b]. In particular, the characterization of all possible ambiguities in the one-
dimensional discrete-time phase retrieval in Chapter I, the investigation of an
additionally known end point of the signal in Chapter III, and the exploitation
of interference measurements with a known and an unknown reference sig-
nal in Chapter IV have appeared in a slightly di�erent form in the Journal of
Fourier Analysis and Applications [BP15a]. Moreover, the approach to reduce the
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continuous-time phase retrieval problem for structured function to a completely
discrete setting have been published in PAMM, Proceedings in Applied Mathem-
atics and Mechanics [BP15b].
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Chapter I.

Characterization of the arising ambiguities

Abstracta—We will begin our investigations about the ambiguities of the phase

retrieval problem with the discrete-time setting. Here, for signals with real com-

ponents, Bruck and Sodin [BS79] have successfully constructed all signals with
a given Fourier intensity up to a non-negative constant. Considering the phase

retrieval problem in the frequency domain, and using a construction stated by

Fejér and Riesz [Fej16], we will here give a novel and complete proof to char-

acterize all appearing ambiguities in the phase retrieval of a real-valued and fur-

thermore complex-valued signal. Moreover, we will show that there always exist

signals whose Fourier intensity coincide with a given non-negative trigonomet-

ric polynomial. In other words, the discrete-time phase retrieval problem always

possesses at least one solution. Retransforming our characterization to the time

domain, wewill conclude that all ambiguities can be described by rotations, shifts,

re�ection and conjugations, and appropriate convolutions. Finally, the complete

characterization of all ambiguities will enables us to determine the number of
non-trivially di�erent solutions of a certain problem. ⊳

aMost of the observations in this chapter have been published in [BP15a].

1. Formulation of the discrete-time problem

Phase retrieval means that we wish to reconstruct an unknown signal from the
intensity of its Fourier transform. Depending on whether the signal is discrete-
time or continuous-time, there are several ways to formulate the corresponding
problem mathematically. Firstly, we examine the phase retrieval problem in the
discrete-time setting. This means that we want to recover a discrete-time signal
from its Fourier intensity.

Mathematically, a complex-valued discrete-time signal x maps an integer n to
a complex number x[n]. Hence, the discrete-time signal x is nothing but the
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10 I. Characterization of the arising ambiguities

complex-valued sequence
x ≔ (x[n])n∈Z .

Here we use the notation of [OS89, p. 9 et seq.]. In the following, we assume that
the signal x always has a �nite support. In other words, only a �nite number of
components x[n] are non-zero.

The Fourier transform of a discrete-time signal x is de�ned for a real argu-
ment ω by the trigonometric series

F[x](ω ) ≔ x̂ (ω ) ≔
∑

n∈Z
x[n] e−iωn,

see for instance [OS89, Section 2.7]. This speci�c transform is also called the
discrete-time Fourier transform. Obviously, the discrete-time Fourier transform
x̂ is a 2π-periodic function. Since we assume that the signal has a �nite support,
the series becomes a sum of �nitely many exponentials and hence a complex
trigonometric polynomial.

Example 1.1. As a �rst example, we consider the discrete-time signal

x ≔ 1
128

(

. . . , 0, 55 − 15i,−84 + 87i, 34 + 82i,

204 − 120i,−16 + 16i,−96, 128, 0, . . .
)

.

Here the underline marks the zeroth component x[0] of the sequence. Since the
support of the signal is {0, . . . , 6} and hence �nite, the discrete-time Fourier

transform is the complex trigonometric polynomial x̂ given by

x̂ (ω ) = 1
128

(

(55 + 15i) + (−84 + 87i) e−iω + (34 + 82i) e−2iω

+ (204 − 120i) e−3iω − (16 − 16i) e−4iω − 96 e−5iω + 128 e−6iω
)

.

The considered signal x and the Fourier transform x̂ are graphically shown in
Figure 1.1 on the facing page. Here the corresponding absolute value and phase
of the complex-valued signal are presented in Figure 1.1(a) and (b). Moreover, in
Figure 1.1(c), the signal x is plotted as polygonal chain in the complex plane.

Analogously, in Figure 1.1(d), the 2π-periodic Fourier transform x̂ is plotted
as a curve in the complex plane. The corresponding absolute value and phase are
shown in Figure 1.1(e) and (f). The question behind the phase retrieval problem
is: can we uniquely reconstruct the signal x from the modulus of its Fourier
transform in Figure 1.1(e) without the phase information in Figure 1.1(f)? �

Robert Beinert



1. Formulation of the discrete-time problem 11

0 2 4 6
0

0.5

1.0

1.5

2.0

Time domain n

A
b
so
lu
te

v
a
lu
e
|x
[n
]
|

b x

(a) Absolute value of the signal x illus-

trated by a polygonal line

0 2 4 6

π

π
2

0

− π
2

−π

Time domain n

P
h
as
e
ar
g
(x
[n
])

b x

(b) Phase of the signal x illustrated by

a polygonal line

1

2

π

5π
6

4π
6

π
2 2π

6

π
6

0

− π
6

− 2π
6− π

2

− 4π
6

− 5π
6

Time domain

b
x

(c) Signal x represented in polar form

2.5

5.0

π

5π
6

4π
6

π
2 2π

6

π
6

0

− π
6

− 2π
6− π

2

− 4π
6

− 5π
6

Frequency domain

x̂

(d) Fourier transform x̂ represented

in polar form

ππ
2

0− π
2

−π
0

1

2

3

4

5

Frequency domain ω

A
b
so
lu
te

v
al
u
e
|x̂

(ω
)
|

x̂

(e) Absolute value of the Fourier

transform x̂

ππ
2

0− π
2

−π

π

π
2

0

− π
2

−π

Frequency domain ω

P
h
as
e
ar
g
(x̂
(ω

))

x̂

(f) Phase of the Fourier transform x̂

Figure 1.1.: Discrete-time signal with compact support and corresponding

Fourier transform

Robert Beinert



12 I. Characterization of the arising ambiguities

With the notations of the discrete-time signal and Fourier transform, the one-
dimensional discrete-time phase retrieval problem can be written as follows.

Problem 1.2. The discrete-time phase retrieval problem is the problem of recov-
ering a discrete-time signal x with �nite support from its Fourier intensity | x̂ |.

2. Trivial and nontrivial ambiguities

If we know the Fourier transform x̂ of a discrete-time signal x with �nite sup-
port, then we can apply the inverse discrete-time Fourier transform de�ned by

x[n] =
1

2π

π
∫

−π

x̂ (ω ) eiωn dω, (2.1)

see for instance [OS89, Section 2.7], to recover the signal x uniquely. However,
knowing only the Fourier intensity, we have to recover the phase in the fre-
quency domain in order to determine the signal itself uniquely.

Since the Fourier transform of a discrete-time signal with �nite support is a
trigonometric polynomial, the unknown phase in the frequency domain cannot
be completely arbitrary. Nevertheless, the �nite support cannot ensure a unique
recovering of the signal. In order to formulate and examine suitable additional
assumptions to enforce uniqueness of the phase retrieval problem, we are inter-
ested in the complete characterization of all occurring ambiguities.

Some of the simplest occurring ambiguities of the phase retrieval problem are
the rotation (multiplication with an unimodular constant)

(

eiα x[n]
)

n∈Z

for a some real α , the time shift

(

x[n − n0]
)

n∈Z

for some integer n0, and the re�ection and conjugation

(

x[−n]
)

n∈Z

of the original discrete-time signal x .
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Proposition 2.1. Let x be a discrete-time signal with �nite support and Fourier

intensity | x̂ |. Then

(i) the rotated signal (eiα x[n])n∈Z for real α

(ii) the time shifted signal (x[n − n0])n∈Z for integer n0

(iii) the re�ected and conjugated signal (x[−n])n∈Z

have the same Fourier intensity | x̂ |.

Proof. The assertion simply follows from the properties of the discrete-time
Fourier transform, see for instance [OS89, Section 2.8 et seq.].

(i) Obviously, the Fourier transform of the rotated signal is given by

F

[ (
eiα x[n]

)

n∈Z

]
(ω ) = eiα x̂ (ω ).

Since eiα is a unimodular constant, the Fourier intensity of the rotated
signal is also | x̂ |.

(ii) Using the de�nition of the Fourier transform, and shifting the summation
index by n0, we have

F
[

(x[n − n0])n∈Z
]

(ω ) =
∑

n∈Z
x[n − n0] e−iωn

=

∑

n∈Z
x[n] e−iω (n+n0) = e−iωn0 x̂ (ω ).

Hence, the Fourier transform of the time shift di�ers from the Fourier
transform of the original signal only by a unimodular factor.

(iii) Reversing the order of summation, and using the properties of the con-
jugation, the Fourier transform of the re�ected and conjugated signal is
given by

F

[(
x[−n]

)

n∈Z

]
(ω ) =

∑

n∈Z
x[−n] e−iωn =

∑

n∈Z
x[n] e−iωn = x̂ (ω );

so the Fourier transform is the conjugated Fourier transform of the ori-
ginal signal, and the Fourier intensities of both signals are equal. �
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14 I. Characterization of the arising ambiguities

Example 2.2. We consider again the phase retrieval problem to recover the
discrete-time signal

x ≔ 1
128

(

. . . , 0, 55 − 15i,−84 + 87i, 34 + 82i,

204 − 120i,−16 + 16i,−96, 128, 0, . . .
)

from its Fourier intensity. Figure 2.1 on the next page shows the signal x ; some
ambiguities caused by rotation xR, time shift xT, and re�ection and conjugation
xRC; and the corresponding Fourier transforms. As shown in Proposition 2.1,
the Fourier intensities of the signal and the ambiguities are equal.

For the ambiguity xR caused by a rotation, we choose the real parameter α as
π/2. Hence, we have

xR ≔
(

ei
π
2 x[n]

)

n∈Z =
1
128

(

. . . , 0, 15 + 55i,−87 − 84i,−82 + 34i,

120 + 204i,−16 − 16i,−96i, 128i, 0, . . .
)

.

The multiplication with the unimodular factor i e�ects a phase shift in the time
and frequency domain, see Figure 2.1(b) and (f), and a rotation around the origin
in the complex plane, see Figure 2.1(c) and (d).

Next, we consider the ambiguity xT caused by a time shift. As an example, we
shift the signal x to the left-hand side by setting the integer n0 to −3. This means
that we de�ne the signal xT as

xT ≔
(

x[n + 3]
)

n∈Z =
1
128

(

. . . , 0, 55 − 15i,−84 + 87i, 34 + 82i,

204 − 120i,−16 + 16i,−96, 128, 0, . . .
)

.

The time shift of the signal causes a modulation of the phase in the frequency
domain, see Figure 1.1(f).

Last, the re�ection and conjugation xRC of the signal x is given by

xRC ≔
(

x[−n]
)

n∈Z =
1
128

(

. . . , 0, 128,−96,−16 − 16i, 204 + 120i

34 − 82i,−84 − 87i, 55 + 15i, 0, . . .
)

.

This ambiguity has the conjugated Fourier transform of the signal x , see again
Figure 1.1(f). �

Remark 2.3. In order to avoid the ambiguities caused by time shifts, the �nite
support of the considered signal x can be normalized to the set {0, . . . ,N − 1},
whereN is the length of the support. As an immediate consequence, the re�ected
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16 I. Characterization of the arising ambiguities

and conjugated signal possesses the re�ected support {−N + 1, . . . , 0} and has to
be shifted by N − 1 to restore the demanded support. If we take this additional
shift into account, then the trivial ambiguity in Proposition 2.1(iii) caused by
re�ection and conjugation has the form

(

x[N − 1 − n]
)

n∈Z . �

As shown in Proposition 2.1, the rotation, time shift, or re�ection and conjug-
ation of a signal are ambiguities that always occur. But these three ambiguities
are of minor interest since they are closely related to the original signal. How-
ever, we are mainly interested in the characterization of ambiguities which com-
pletely di�er from the original signal and therefore distinguish between trivial
and non-trivial ambiguities in analogy to [Wan13].

Definition 2.4. A trivial ambiguity of the discrete-time phase retrieval problem
is caused by a rotation, time shift, or re�ection and conjugation, or by a combin-
ations of these. All other occurring ambiguities are called non-trivial.

Besides the trivial ambiguities caused by rotation, time shift, or re�ection and
conjugation, there is a further set of ambiguities which can be constructed in a
simple manner. The description of these non-trivial ambiguities of the phase re-
trieval problem is based on the convolution of discrete-time signals, cf. [Wan13].
The convolution x1 ∗ x2 of two discrete-time signals x1 and x2 is de�ned by

(x1 ∗ x2)[n] ≔
∑

k∈Z
x1[k] x2[n − k]. (2.2)

The Fourier transform of the convolution x1 ∗ x2 is given by the convolution
theorem as

F[x1 ∗ x2] = x̂1 · x̂2, (2.3)

see for instance [OS89, Section 2.9.6]. If we can factorize the original signal x
into two factors x1 and x2 with respect to the convolution, then we have the
following ambiguities.

Proposition 2.5. Let x be a discrete-time signal with �nite support and Fourier

intensity | x̂ |. Further, let x1 and x2 be two discrete-time signals with �nite support
such that

x = x1 ∗ x2.
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Then, for real α and integer n0, the signal

(

eiα x1[−n]
)

n∈Z ∗
(

x2[n − n0]
)

n∈Z

has the same Fourier intensity | x̂ |.

Proof. The assertion follows directly by applying the convolution theorem, see
for instance [OS89, Section 2.9.6], and Proposition 2.1. More detailed, we de�ne
the signal y as

y ≔
(

eiα x1[−n]
)

n∈Z ∗
(

x2[n − n0]
)

n∈Z .

Since the Fourier transform of a convolution is the product of the Fourier trans-
formed factors, the convolution theorem of the discrete-time Fourier transform
yields

ŷ = F

[(
eiα x1[−n]

)

n∈Z ∗
(

x2[n − n0]
)

n∈Z

]
= F

[(
eiα x1[−n]

)

n∈Z

]
·F

[(
x2[n − n0]

)

n∈Z

]
.

Now, taking the absolute value, and using that the occurring trivial ambiguities
have the same Fourier intensity as the original signal (Proposition 2.1), we have

��ŷ �� = ���F [(
eiα x1[−n]

)

n∈Z

] ��� ���F [(
x2[n − n0]

)

n∈Z

] ���
= ��x̂1 �� ��x̂2 �� = ��x̂ ��.

Hence, the signal y and the original signal x have the same Fourier intensity,
which �nishes the proof. �

Example 2.6. We continue the consideration of the phase retrieval problem in
Example 2.2 to recover the signal

x ≔ 1
128

(

. . . , 0, 55 − 15i,−84 + 87i, 34 + 82i,

204 − 120i,−16 + 16i,−96, 128, 0, . . .
)

.

from its Fourier intensity. Since the signal x can be written as a convolution
x1 ∗ x2 with the factors

x1 ≔
1
32

(

. . . , 0, 7 + 4i,−16,−8 + 16i, 32, 0, . . .
)
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and
x2 ≔

1
4

(

. . . , 0, 5 − 5i, i,−2 − 2i, 4, 0, . . .
)

,

we can apply Proposition 2.5 in order to construct a further ambiguity of the
problem. More precisely, we consider the signal y de�ned as

y ≔
(

x1[−n]
)

n∈Z ∗
(

x2[n − 3]
)

n∈Z .

Here the �rst signal

(

x1[−n]
)

n∈Z =
1
32

(

. . . , 0, 32,−8 − 16i,−16, 7 − 4i, 0, . . .
)

y

is the re�ection, conjugation, and ‘rotation’ by α = 0 of the signal x1; and the
second signal

(

x2[n − 3]
)

n∈Z =
1
4

(

. . . , 0, 0, 0, 0, 5 − 5i, i,−2 − 2i, 4, 0, . . .
)

.

is the time shift of x2 by n0 = 3. Convolving both signals, we have

y = 1
128

(

. . . , 0, 160 − 160i,−120 − 8i,−128 + 8i,

127 − 23i, 4 − 25i,−86 − 6i, 28 − 16i, 0, . . .
)

.

The original signal x and the constructed signal y are shown in Figure 2.2 on
the facing page. Considering the absolute value of both signals in Figure 2.2(a),
we can preclude that the ambiguity y is caused by rotation, time shift, or re-
�ection and conjugation. Hence, besides the trivial ambiguities, the considered
phase retrieval problem possesses at least one non-trivial ambiguity. �

Remark 2.7. Proposition 2.5 provides a procedure to �nd non-trivial ambigu-
ities. But there may exist other non-trivial ambiguities that cannot be described
as a convolution. However, by characterizing all occurring ambiguities of the
discrete-time phase retrieval problem, we will see that every non-trivial ambi-
guity can indeed be described by a convolution as in Proposition 2.5. Hence,
all ambiguities of the considered discrete-time phase retrieval problem can be
characterized by using rotations, time shifts, re�ections and conjugations, and
convolutions. �

Remark 2.8. Note that the constructed ambiguities in Proposition 2.5 do not al-
ways have to be non-trivial. For example, an ambiguity obtained by convolution
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20 I. Characterization of the arising ambiguities

is trivial if the �rst factor x1 of the factorization x = x1 ∗ x2 is invariant under
re�ection and conjugation. �

3. The phase retrieval problem in the frequency domain

To characterize all occurring ambiguities, we examine the phase retrieval prob-
lem in the frequency domain and derive an equivalent formulation where we
have to �nd a root of a non-negative trigonometric polynomial. Our key instru-
ments here are the autocorrelation signal and the autocorrelation function, see
for instance [OS89, p. 65 et seq.].

Definition 3.1. Let x be a discrete-time signal. The autocorrelation signal a of
the signal x is de�ned by

a[n] ≔
∑

k∈Z
x[k] x[k + n].

The autocorrelation function is the Fourier transform â of the autocorrelation
signal a.

Remark 3.2. Since we only consider signals with �nite support, the autocorrel-
ation signal is always well-de�ned, and the support of the autocorrelation signal
is �nite. Hence, the autocorrelation function of a signal with �nite support is a
trigonometric polynomial. �

Example 3.3. We consider the signal

x ≔
(

. . . , 0, 0, 3 + i, 5, 1 − 2i, 0, . . .
)

.

Then the autocorrelation signal of x is

a =
(

. . . , 0, 1 − 7i, 20 − 15i, 40, 20 + 15i, 1 + 7i, 0, . . .
)

.

In this example, the autocorrelation signal is conjugate symmetric. This means

that the components of a ful�l the condition a[−n] = a[n] for all integer n.
Furthermore, shifting the signal x yields the same autocorrelation signal. Hence,
the support of the autocorrelation signal only depends on the support length of
the signal x and is independent of the position of the support. �
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The observations of Example 3.3 remain valid for all signals with �nite sup-
port. Shifting the index of summation, the components of the autocorrelation
signal ful�l the condition

a[−n] =
∑

k∈Z
x[k] x[k − n] =

∑

k∈Z
x[k + n]x[k] = a[n]

for all integer n. Therefore, the autocorrelation signal is always conjugate sym-
metric. In particular, the zeroth component a[0] of the autocorrelation signal
has to be real.

Since the support length of a signal x is de�ned as the largest integer N such
that there exist an integer n0 with

x[n0]x[n0 + N − 1] , 0,

the autocorrelation signal is obviously non-zero at the points −N + 1 and N − 1
and is zero for all integers n with |n | ≥ N . Hence, the support of autocorrelation
signal is {−N + 1, . . . ,N − 1} and only depends on the support length N of the
considered signal x .

Having de�ned the autocorrelation function, one may ask what is the rela-
tionship to the phase retrieval problem? The answer is given by the following
proposition, see for instance [OS89, p. 65 et seq.].

Proposition 3.4. Let x be a discrete-time signal with �nite support. Then the
squared Fourier intensity | x̂ |2 is equal to the autocorrelation function â.

Proof. Writing the squared Fourier intensity | x̂ |2 as the product x̂ · x̂ , and us-
ing the de�nition of the discrete-time Fourier transform, we have

��x̂ (ω ) ��2 = *,
∑

n∈Z
x[n] e−iωn+- *,

∑

k∈Z
x[k] eiωk+-.

Since the signal x has a �nite support, all occurring sums are �nite. Expanding
the product and changing the order of summation now yields

��x̂ (ω ) ��2 =∑

n∈Z

∑

k∈Z
x[n]x[k] e−iω (n−k ) =

∑

n∈Z

∑

k∈Z
x[k] x[k + n]e−iωn .

With the de�nition of the autocorrelation signal and function, the assertion

��x̂ (ω ) ��2 =∑

n∈Z
a[n] e−iωn = â(ω )

follows. �
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22 I. Characterization of the arising ambiguities

Remark 3.5. Assume that the support length N of the signal x is known. Since
the squared Fourier intensity | x̂ | is a 2π-periodic trigonometric polynomial of
degreeN , it is completely determined by 2N −1 samples at di�erent points in the
interval [−π, π). If we have additional information about the support length, we
can hence discretize the phase retrieval problem in the frequency domain too.
An analogous observation follows if we only have an upper bound of the sup-
port length N . As a consequence, all results for the discrete-time phase retrieval
problem (Problem 1.2) remain valid for a �nite number of at least 2N − 1 samples
in the frequency domain. �

The equality of the autocorrelation function and the squared Fourier intens-
ity of a signal implies that the autocorrelation signal itself has to be a non-
negative trigonometric polynomial. Moreover, the degree of the autocorrelation
function is N − 1, where N is again the support length of the considered sig-
nal, since the support of the autocorrelation signal is {−N + 1, . . . ,N − 1} as seen
above. Using the conjugate symmetry of the autocorrelation signal, we canwrite
the autocorrelation function as

â(ω ) = a[0] +

N−1
∑

n=1

[
a[n] e−iωn + a[n] eiωn

]
.

Further, splitting the components of the autocorrelation signal into real and ima-
ginary parts gives

â(ω ) = a[0] +

N−1
∑

n=1

ℜ(a[n])
(

e−iωn + eiωn
)

+

N−1
∑

n=1

iℑ(a[n])
(

e−iωn − eiωn
)

.

Applying Euler’s formula, we �nally have

â(ω ) = a[0] + 2

N−1
∑

n=1

ℜ(a[n]) cos(ωn) + 2

N−1
∑

n=1

ℑ(a[n]) sin(ωn),

the real version of a trigonometric polynomial, see for instance [Kat68, p. 7].

On the other hand, an arbitrary non-negative trigonometric polynomial T of
degree N − 1 de�ned by

T (ω ) ≔

N−1
∑

n=−N+1
cn e
−iωn

with complex coe�cients cn is obviously invariant under complex conjugation.
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Reversing the order of summation in the de�nition of T , this implies

T (ω ) =

N−1
∑

n=−N+1
c−n e

−iωn !
=

N−1
∑

n=−N+1
cn e
−iωn
= T (ω ).

Equating the coe�cients of the trigonometric polynomials on both sides, we
have cn = c−n , see for instance [DM12, p. 94]. Hence, the coe�cients of a non-
negative real trigonometric polynomial have to be conjugate symmetric like the
autocorrelation signal.

In the original de�nition of the discrete-time phase retrieval problem (Prob-
lem 1.2), we aim to recover a signal from its Fourier intensity. If we consider
the phase retrieval problem in the frequency domain, the problem is equival-
ent to reconstructing the symbol of a signal, the Fourier transformed signal,
from a given autocorrelation function. Since the Fourier transformed signal is
a complex trigonometric polynomial, and since the autocorrelation function is a
non-negative trigonometric polynomial, we are faced with the following prob-
lem, which is equivalent to Problem 1.2.

Problem 3.6. LetT be a non-negative trigonometric polynomial. Find all com-
plex trigonometric polynomials R such that |R |2 = T .

In other words, we have to �nd a root R of a trigonometric polynomial T . At
the moment it is not clear that every non-negative trigonometric polynomial
is the autocorrelation function of some signal. In particular, Problem 3.6 does
not have to have a solution. However, if we can characterize all solutions of
this problem, then we can use the inverse discrete-time Fourier transform to
describe all ambiguities in the time domain.

Similarly as the phase retrieval problem in the time domain, Problem 3.6 is
not uniquely solvable if at least one solution exist. If the trigonometric polyno-
mial R is a solution of |R |2 = T , then of course the rotation eiα R for real α , the
modulation e−iωn0 R for integer n0, and the conjugation R of the trigonometric
polynomial R are also solutions of the problem. In analogy to De�nition 2.4, we
call ambiguities caused by rotation, modulation, and conjugation trivial ambigu-
ities.
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4. Finding roots of a trigonometric polynomial

We are faced with Problem 3.6 to �nd a root of a non-negative trigonometric
polynomial. This problem is closely related to a question studied in [Fej16],
where Fejér examines the issue whether all non-negative trigonometric poly-
nomials of degree N − 1 can be represented as the squared modulus of a complex
algebraic polynomial of degreeN−1 on the unit circle. Fejér and Riesz show that
this is always possible by constructing these algebraic polynomials explicitly.

Moreover, the construction in [Fej16] can be used to determine all complex
trigonometric polynomials R that ful�l the equation |R |2 = T and hence solve
Problem 3.6 for a given non-negative trigonometric polynomialT of degreeN −1
with

T (ω ) ≔

N−1
∑

n=−N+1
cn e
−iωn . (4.1)

Following the way of Fejér and Riesz, we de�ne the associated polynomial P for
the trigonometric polynomial T by

P (z) ≔

2N−2
∑

n=0

cn−N+1 z
n . (4.2)

Hence, the associated polynomial is the algebraic polynomial of degree 2N − 2

with the same coe�cients as the trigonometric polynomialT .
Since we assume that the trigonometric polynomial T is non-negative, the

coe�cients cn ful�l the condition cn = c−n as seen in Section 3; therefore, the as-
sociated polynomial P is conjugate palindromic, which simply terms an algebraic
polynomial whose coe�cients are conjugate symmetric. Further, the associated
polynomial P is related to the trigonometric polynomial T by

T (ω ) = eiω (N−1) P
(

e−iω
)

(4.3)

and, in particular,

T (ω ) =
���P (

e−iω
) ��� (4.4)

for real ω; the absolute values of the trigonometric polynomialT and the algeb-
raic polynomial P on the unit circle are equal.

4.1. Examining the zero set of the associated polynomial

The main idea of Fejér and Riesz in [Fej16] is to factorize the associated polyno-
mial P into linear factors and to rearrange these such that all linear factors occur
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4. Finding roots of a trigonometric polynomial 25

twice under the absolute value. For this purpose, we have to determine the zeros
with their multiplicity of the associated polynomial P .

Lemma 4.1. LetT be a non-vanishing, non-negative trigonometric polynomial. If
γ is a zero of associated polynomial P to T , then γ −1 is also a zero of P .

Proof. The associated polynomial P to the trigonometric polynomialT is a pal-
indromic polynomial of degree 2N − 2 as seen above; so the leading coe�cient
and the constant term are conjugated to each other and non-zero. As a con-
sequence, we have P (0) , 0, and hence the considered zero γ is non-zero. We
follow the lines of Fejér and Riesz in [Fej16, p. 57] and consider the associated
polynomial P at the point γ −1. Reversing the order of summation in the de�ni-
tion of the associated polynomial, we have

P
(

γ −1
)

=

2N−2
∑

n=0

cn−N+1 γ
−n
=

2N−2
∑

n=0

cN−1−n γ
n−2N+2

.

Factoring out γ −2N+2 and using the conjugate symmetry cN−1−n = cn−N+1 of the
coe�cients yields

P
(

γ −1
)

= γ −2N+2
2N−2
∑

n=0

cn−N+1 γ
n
= γ −2N+2 P (γ ) = 0. (4.5)

Since γ is non-zero, the assertion follows. �

Remark 4.2. Lemma 4.1 remains valid for an arbitrary conjugate palindromic
polynomial and, moreover, for conjugate antipalindromic polynomials. A poly-
nomial is called conjugate antipalindromic if the coe�cients are conjugate anti-
symmetric. This means that the coe�cients in de�nition (4.2) ful�l the condition
cn = −c−n. Here we obtain

P
(

γ −1
)

= −γ −2N+2
2N−2
∑

n=0

cn−N+1 γ
n
= −γ −2N+2 P (γ ) = 0

instead of equation (4.5), and the statement follows in an analogous way. �

Next, we will show that the zeros γ and γ −1 of the associated polynomial
P in (4.2) occur with the same multiplicity. Since the derivatives of the asso-
ciated polynomial are usually no longer conjugate palindromic, we cannot use
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Lemma 4.1 directly. In order to apply Lemma 4.1 also for the derivatives, we need
to represent these in a suitable form. For this purpose, we de�ne the polynomials
P [ℓ] for ℓ inN0 by

P [ℓ] (z) ≔

2N−2
∑

n=0

(n − N + 1)ℓ cn−N+1 zn (4.6)

with the same coe�cients as the associated polynomial P in (4.2). As the associ-
ated polynomial itself, the polynomials P [ℓ] are conjugate palindromic for even
ℓ and conjugate antipalindromic for odd ℓ. Further, the constructed polynomials
are related by the following lemma.

Lemma 4.3. The algebraic polynomials in (4.6) ful�l the identity

d

dz

P [ℓ](z)

zN−1
=

P [ℓ+1] (z)

zN

for all ℓ inN0.

Proof. The statement simply follows by computing the derivative of the left-
hand side. Multiplying the polynomial P [ℓ] in (4.6) with z−N+1, we have

d

dz

P [ℓ] (z)

zN−1
=

d

dz

2N−2
∑

n=0

(n − N + 1)ℓ cn−N+1 zn−N+1.

Taking the derivative of the polynomial, we can deduce the assertion by

d

dz

P [ℓ] (z)

zN−1
=

2N−2
∑

n=0

(n − N + 1)ℓ+1 cn−N+1 zn−N =
P [ℓ+1] (z)

zN
. �

With the de�ned polynomials P [ℓ] and Lemma 4.3, we can describe the de-
rivatives of the associated polynomial P as a sum of conjugate palindromic and
conjugate antipalindromic polynomials.

Lemma 4.4. The kth derivative of the associated polynomial P in (4.2) to a trigo-
nometric polynomial can be represented as

P (k ) (z) =

k
∑

ℓ=0

λ
(k )

ℓ

P [ℓ] (z)

zk

with suitable coe�cients λ(k )
ℓ
.
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4. Finding roots of a trigonometric polynomial 27

Proof. We prove the Lemma by mathematical induction over k . The assertion is
obviously valid for k = 0 since the associated polynomial P and the polynomial
P [0] coincide. In order to determine the (k + 1)st derivative of the associated
polynomial, we use the induction hypothesis and extend the summands with
zN−1−k , which yields

d

dz
P (k ) (z) =

d

dz

k
∑

ℓ=0

λ
(k )

ℓ

P [ℓ] (z)

zk
=

k
∑

ℓ=0

λ
(k )

ℓ

d

dz

(

zN−1−k
P [ℓ](z)

zN−1

)

.

After applying the product rule together with Lemma 4.3, the (k+ 1)st derivative
can be written as

P (k+1) (z) =

k
∑

ℓ=0

λ
(k )

ℓ

[
(N − 1 − k ) P

[ℓ] (z)

zk+1
+

P [ℓ+1] (z)

zk+1

]
.

Finally, we de�ne the coe�cients λ
(k+1)
ℓ

by

λ
(k+1)
ℓ
≔


λ
(k )

k
ℓ = k + 1,

(N − 1 − k ) λ(k )
ℓ
+ λ

(k )

ℓ−1 ℓ = 1, . . . ,k,

(N − 1 − k ) λ(k )0 ℓ = 0.

This �nishes the proof. �

Remark 4.5. The recursive de�nition of the coe�cients λ(k )
ℓ

implies that λ(k )
k

is

always one. Hence, the polynomial P [k] always occurs in the representation of
P (k ) in Lemma 4.4. �

In a further step, this speci�c form of the kth derivative of the associated poly-
nomial allows us to show that the zeros γ and γ −1 of the associated polynomial
occur with the same multiplicity.

Lemma 4.6. LetT be a non-vanishing, non-negative trigonometric polynomial. If
γ is a zero of multiplicitym of the associated polynomial to T , then γ −1 is also a
zero of multiplicitym.

Proof. Applying Lemma 4.4, we consider the kth derivative of the associated
polynomial P de�ned in (4.2) at the point γ . Since γ is a zero of multiplicitym,
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we have

P (k ) (γ ) =

k
∑

ℓ=0

λ
(k )

ℓ

P [ℓ] (γ )

γk
= 0

for k from 0 to m − 1. For the reason that λ
(k )

k
is equal to one, as stated in Re-

mark 4.5, we inductively obtain that γ is a zero of the algebraic polynomials P [ℓ]

for ℓ from 0 tom − 1.
Moreover, together with Lemma 4.1 and Remark 4.2, this implies that γ −1 is

also a zero of P [ℓ] for ℓ from 0 tom−1 because the polynomials P [ℓ] are conjugate
palindromic or conjugate antipalindromic. If we now evaluate the kth derivative
of the associated polynomial P at the point γ −1, then we have

P (k )
(

γ −1
)

=

k
∑

ℓ=0

λ
(k )

ℓ

P [ℓ]
(

γ −1
)

γ −k
= 0.

Hence, γ −1 is a zero of multiplicity at leastm.

Repeating this observation for themth derivative, we see that both γ and γ −1

cannot be a zero of P [m]. As a consequence, themth derivative cannot vanish at
the point γ −1. Consequently, γ and γ −1 have to be of the same multiplicitym. �

For a zero γ on the unit circle, Lemma 4.6 is trivial since the re�ection at the
unit circle γ −1 is equal to the original point γ itself. Nevertheless, in order to
factorize the associated polynomial in an appropriate way, we also need that the
zeros lying on the unit circle occur in ‘pairs’ of the form γ and γ −1. In other
words, we need to show that the zeros on the unit circle have even multiplicity.

Lemma 4.7. Let T be a non-vanishing, non-negative trigonometric polynomial.
The zeros of the associated polynomial P in (4.2) to T on the unit circle occur with
even multiplicity.

Proof. Let γ be a zero of the associated polynomial P on the unit circle. This
implies that we �nd a real ωo such that γ = e−iω0 . To show that γ has even
multiplicity, we will use the relationship (4.3) between the non-negative trigo-
nometric polynomial T and its associated polynomial P . Considering (4.3) for
the point ω = ω0, we have

T (ω0) = eiω0(N−1) P
(

e−iω0
)

= 0.
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Hence, the zero γ of the associated polynomial P on the unit circle corresponds
to the zero ω0 of the trigonometric polynomial T .

As the trigonometric polynomialT is non-negative, the zero ω0 is a minimum
ofT and hence has to be of even multiplicity 2m. In order to show that γ = e−iω0

is a zero of the associated polynomial with the samemultiplicity 2m, we examine
the complex derivatives and replace the real variable ω by the complex variable
z on the right-hand side of equation (4.3). By using the chain rule together with
Lemma 4.3, the �rst complex derivative is given by

d

dz

P
(

e−iz
)

(

e−iz
)N−1 =

d

dz

P [0]
(

e−iz
)

(

e−iz
)N−1 = −i

P [1]
(

e−iz
)

(

e−iz
)N−1 . (4.7)

Furthermore, the kth complex derivative is inductively given by

dk

dzk

P
(

e−iz
)

(

e−iz
)N−1 = (−i)k

P [k]
(

e−iz
)

(

e−iz
)N−1 . (4.8)

Using that the trigonometric polynomial T is real-valued, we can conclude
that ei(N−1)· P (e−i·) and all its derivatives (4.8) are real-valued on the real axis.
Since the remaining real parts of (4.8) for z = ω coincide with the derivatives of
the trigonometric polynomial, the point γ = e−iω0 has to be a zero of the poly-
nomials P [ℓ] for ℓ from 0 to 2m − 1. Moreover, the polynomial P [2m] at the point
γ is non-zero. As we can represent the derivatives of the associated polynomial
through the polynomials P [ℓ], Lemma 4.4 implies thatγ is a zero of the �rst 2m−1
derivatives and no zero for the 2mth derivative of P ; therefore, γ is a zero of even
multiplicity 2m. �

4.2. Determining the trigonometric root polynomial

With the preparatory work, Lemma 4.6 and Lemma 4.7 in particular, we can
factorize the associated polynomial to a given non-negative trigonometric poly-
nomial in a suitable way. Based on the work of Fejér and Riesz in [Fej16], we
can explicitly construct all complex trigonometric polynomials R such that the
squared modulus |R |2 is equal to a given non-negative trigonometric polyno-
mial. Thus, we can explicitly construct all solutions of Problem 3.6.

Theorem 4.8. Let T be a non-vanishing, non-negative trigonometric polynomial
of degree N − 1. Each complex trigonometric polynomial R satisfying |R |2 = T can
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be written in the form

R(ω ) = ei(α−n0ω)

√
√

√

|cN−1 |
N−1
∏

j=1

���βj ���−1 ·
N−1
∏

j=1

(

e−iω − βj
)

,

where α is a real number, n0 is an integer, and βj is chosen from the zero pair
(γj,γ

−1
j ) of the associated polynomial to T .

Proof. After the digression where we have examined the zero set of the asso-
ciated polynomial, we return to the original construction of Fejér and Riesz in
[Fej16]. If γ is a zero of the associated polynomial, then the re�ection at the unit
circle γ −1 is a further zero; and both zeros have the same multiplicity as seen
in Lemma 4.6 and Lemma 4.7. For this reason, the zeros of the associated poly-
nomial always occur in pairs of the form (γ ,γ −1). This means that we �nd a
factorization of the associated polynomial P to the given non-negative trigono-
metric polynomial T in the form

P (z) = cN−1

N−1
∏

j=1

(

z − γj
) (

z − γ −1j
)

.

Using the relation between the trigonometric polynomial and the associated
polynomial (4.4), we have

T (ω ) = |cN−1 |
�������
N−1
∏

j=1

(

e−iω − γj
) (

e−iω − γ −1j
)

������� .
Now, we rearrange the moduli of the factors on the right-hand side. By factoring
out γ −1j in the second term, both linear factors are equal up to conjugation and
sign. More precisely, we have the identity

��� (e−iω − γj) (

e−iω − γ −1j
) ��� = ���e−iω − γj ��� ���γ −1j ��� ���γ j − eiω ��� = ���γj ���−1 ���e−iω − γj ���2 .

This implies that the given non-negative trigonometric polynomial T can be
written as

T (ω ) = |cN−1 |
N−1
∏

j=1

���γj ���−1 ·
�������
N−1
∏

j=1

(

e−iω − γj
)

�������
2

.
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Taking the trivial ambiguities obtained by rotation and modulation into account,
we �nd the desired representation of R given by

R(ω ) = ei(α−n0ω)

√
√

√

|cN−1 |
N−1
∏

j=1

���βj ���−1 ·
N−1
∏

j=1

(

e−iω − βj
)

,

where βj can be chosen from the zero pair (γj,γ
−1
j ) of the associated polynomial.

It remains to prove that all complex trigonometric polynomialsR which satisfy
the equation |R |2 = T for a given non-negative trigonometric polynomial T are
of the stated form. Here we stop following the proof of Fejér and Riesz since we
do not assume that R is of a certain degree as in [Fej16]. For this purpose, let R
given by R(ω ) ≔

∑

n∈Z bn e
−iωn be a complex trigonometric polynomial such that

|R |2 = T . Further, we de�ne the support length M of the coe�cients sequence
(bn )n∈Z in analogy to the support length of a signal. This means that M is the

largest integer such that there is an integerm0 with bm0
bm0+M−1 , 0. Note that

M andm0 are uniquely de�ned since the coe�cient sequence of a trigonometric
polynomial has only �nitely many non-zero components.

The squared modulus of the complex trigonometric polynomial R is given by

|R(ω ) |2 = R(ω ) R(ω ) =
∑

n∈Z

∑

k∈Z
bn bk e

−iω (n−k )
=

∑

n∈Z

∑

k∈Z
bn+k bk e

−iωn,

where all occurring sums are �nite. Equating the coe�cients of this trigono-
metric polynomial with the coe�cients of the given non-negative trigonometric

polynomial T of degree N − 1, we can conclude that the sums
∑

k∈Z bn+k bk are
zero for integer n with |n | ≥ N . This implies that the support length M of the
coe�cients sequence (bn )n∈Z is at most N , otherwise

∑

k∈Z
bM−1+k bk = bM−1+m0

bm0
, 0

with M > N will contradict our observation that this sum has to be zero.

Moreover, the degree N − 1 of the trigonometric polynomial T implies that
∑

k∈Z bN−1+k bk has to be non-zero. In other words, we �nd an integer n0 such

that the product bn0 bN−1+n0 is non-zero. As a consequence, the integer M and
N must be equal, and m0 and n0 must coincide. Hence, by renumbering the
coe�cients bn, the trigonometric polynomial R has to be of the form

R(ω ) = e−in0ω
N−1
∑

n=0

bn e
−iωn
= e−in0ω bN−1

N−1
∏

j=1

(

e−iω − βj
)
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for a suitable integer n0 and complex zeros βj in the factorization of the corres-
ponding algebraic polynomial in e−iω .

Next, we rearrange the modulus of the trigonometric polynomial R. Using the
factorization of R above, we have

|R(ω ) |2 = |bN−1 |2
N−1
∏

j=1

(

e−iω − βj
) (

eiω − β j
)

.

Factoring out −β j and eiω in the second term in the product yields

|R(ω ) |2 = |bN−1 |2 eiω (N−1)
N−1
∏

j=1

(

−β j
)

·
N−1
∏

j=1

(

e−iω − βj
) (

e−iω − β−1j
)

.

Substituting e−iω = z, we de�ne the algebraic polynomial Q by

Q (z) = |bN−1 |2
N−1
∏

j=1

(

−β j
)

·
N−1
∏

j=1

(

z − βj
) (

z − β−1j
)

without the factor eiω (N−1) .
The relation between the trigonometric and the associated polynomial (4.3)

implies

eiω (N−1) P
(

e−iω
)

= T (ω ) = |R(ω )) |2 = eiω (N−1) Q
(

e−iω
)

.

For this reason, the algebraic polynomials P and Q are equal on the unit circle
and hence everywhere. In particular, the zero sets of both polynomials must
coincide. After renumbering the zeros, this implies that the zero βj coincide
with γj or γ

−1
j ; therefore, the complex trigonometric polynomial R has the stated

form. �

In the proof of Theorem 4.8, we have used an explicit construction for the roots
of a given non-negative trigonometric polynomial. As a direct consequence, it
follows that Problem 3.6, where we aim to characterize all trigonometric poly-
nomials R with |R |2 = T , has at least one solution for every non-negative trigo-
nometric polynomial T .

Corollary 4.9. LetT be a non-vanishing, non-negative trigonometric polynomial.
There exist at least one complex trigonometric polynomial R satisfying |R |2 = T .

Robert Beinert



4. Finding roots of a trigonometric polynomial 33

Remark 4.10. If we restrict the phase retrieval problem to the real case, where
we want to recover a real-valued signal with compact support from its Fourier
intensity, the components of the autocorrelation signal and the coe�cient of the
autocorrelation function in De�nition 3.1 are real numbers. Using Euler’s for-
mula and the (conjugate) symmetry a[−n] = a[n] of the autocorrelation signal,
we can write the autocorrelation function of a signal with support length N in
the form

A(ω ) = a[0] +

N−1
∑

n=1

a[n]
(

e−iωn + eiωn
)

= a[0] + 2

N−1
∑

n=1

a[n] cos(ωn).

Hence, the autocorrelation function is a non-negative even trigonometric poly-
nomial.

In analogy to Problem 3.6, the corresponding problem in the frequency do-
main is to �nd all trigonometric polynomials R with real coe�cients such that
|R |2 = T for a given non-negative even trigonometric polynomialT . With an ad-
apted version of the construction by Fejér and Riesz, it follows that there always
exists at least one real trigonometric polynomial R with |R |2 = T , see [Dau92,
Lemma 6.1.3].

The same statement can be obtained by restricting the proof of Theorem 4.8
to the real case where the associated polynomial de�ned in (4.2) has only real
coe�cients; therefore, the real zeros of the associated polynomial occur in pairs

(

γj,γ
−1
j

)

(4.9)

and the complex zeros occur in quads

(

γj,γ j ,γ
−1
j ,γ

−1
j

)

. (4.10)

As in Theorem 4.8, all real solutions R of the problem |R |2 = T for a non-negative
even trigonometric polynomial T can be written in the form

R(ω ) = ei(α−n0ω)

√
√

√

|cN−1 |
N−1
∏

j=1

���βj ���−1 ·
N−1
∏

j=1

(

e−iω − βj
)

,

where the real βj can be chosen from the real zero pairs (4.9) and the complex βj
as conjugate pairs from the complex zero quads (4.10). �

Remark 4.11. Theorem 4.8 is closely related to observations done by Bruck and
Sodin in [BS79], where the phase retrieval problem for non-negative signalswith
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�xed support {0, . . . ,N − 1} is considered. Beginning with a given signal, Bruck
and Sodin construct all further solutions of the phase retrieval problem by us-
ing the z-transform of the given signal and the corresponding autocorrelation
polynomial, the associated polynomial in (4.2). Investigating the problem in the
frequency domain, we have moreover shown that each non-negative trigono-
metric polynomial is the autocorrelation function of at least one discrete-time
signal, and that the corresponding phase retrieval problem consequently has at
least one solution, see Corollary 4.9. �

5. Retransformation into the time domain

Having a complete characterization of all occurring ambiguities in the frequency
domain, we can apply the inverse discrete-time Fourier transform (2.1) to char-
acterize all ambiguities of the discrete-time phase retrieval problem (Problem 1.2)
in the time domain. Consequently, we have to retransform the factorization of
the trigonometric polynomial in Theorem 4.8. For this purpose, we consider the
unit sample signal or the discrete-time impulse δ0 de�ned by

δ0[n] ≔

1 n = 0,

0 else.

The unit sample signal is the discrete-time analogue of the Dirac δ-distribution.
Furthermore, we denote the shifted version of the unit sample signal by

δn0 ≔ δ0[· − n0]
for an integer n0.

The Fourier transform of the unit sample signal and its shifts is given by

δ̂n0 (ω ) = e−iωn0 .

On the other side, the inverse Fourier transform of an exponential function
e−in0· for an integer n0 is

F
−1 [e−in0·] = δn0
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since we have

1

2π

π
∫

−π

eiω (n−m) dω =

1 n =m,

0 else

for arbitrary integers n and m, see for instance [Rud70, p. 89]. Consequently,
the inverse discrete-time Fourier transform of a trigonometric polynomialT of
degree N − 1 with complex coe�cients cn can be written as

F
−1[T ] = F

−1


N−1
∑

n=−N+1
cn e
−in·

 =
N−1
∑

n=−N+1
cn δn . (5.1)

Here, the sum on the right-hand side is nothing but the coe�cient sequence
(cn )n∈Z with cn = 0 for integer n with |n | ≥ N .

Theorem 5.1. Let x be a discrete-time signal with �nite support and support
length N . Each discrete-time signal y satisfying |ŷ | = | x̂ | can be written in the
form

y = eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
δn0 ∗

N−1∗
j=1

(

δ1 − βj δ0
)

 ,
where α is a real number, n0 is an integer, a is the autocorrelation signal to x , and
βj is chosen from the zero pair (γj,γ

−1
j ) of the associated polynomial to | x̂ |2.

Proof. The squared Fourier intensity | x̂ |2 is equal to the autocorrelation func-
tion â of the signal x , see Proposition 3.4. For this reason, the corresponding
problem in the frequency domain is to �nd all complex trigonometric polyno-
mials ŷ with |ŷ |2 = â. Due to the fact that the autocorrelation function â is
a non-negative trigonometric polynomial of degree N − 1 as discussed in Sec-
tion 3, we can apply Theorem 4.8 to characterize all solutions of the problem in
the frequency domain. This means that ŷ can be written as

ŷ (ω ) = ei(α−n0ω)

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
N−1
∏

j=1

(

e−iω − βj
)

,

where α is a real number, n0 is an integer, and βj is chosen from the zero pairs
(γj,γ

−1
j ) of the associated polynomial to â = | x̂ |2.
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Writing the inverse discrete-time Fourier transform of a trigonometric poly-
nomial as a sum of discrete-time impulses as in (5.1), we can write the retrans-
formed ‘linear factors’ as

F
−1 [e−iω − βj e−iω·0] = δ1 − βj δ0.

Together with the convolution theorem (2.3), the inverse discrete-time Fourier
transform of ŷ yields the assertion. �

In view of the factorization in Theorem 5.1, all solutions of the discrete-time
phase retrieval problem for a given Fourier intensity have exactly the same
support length. This means that the Fourier intensity determines the length
but not the exact position of the support.

Corollary 5.2. Let x andy be two discrete-time signals with �nite support and the
same Fourier intensity | x̂ |. Then both signals have the same support length.

Proof. Assuming that x is a signal with support length N , we can write y in the
form

y = eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
δn0 ∗

N−1∗
j=1

(

δ1 − βj δ0
)


by Theorem 5.1. The commutativity, associativity, and distributivity of the dis-
crete-time convolution implies that the convolution over the linear factors is of
the form

N−1∗
j=1

(

δ1 − βj δ0
)

=

N−1
∑

n=0

cn δn

with suitable complex coe�cients cn. In particular, the �rst and the last coe�-
cient are given by

c0 =

N−1
∏

j=0

(

−βj
)

and cN−1 = 1.

Due to the fact that the zeros βj in the factorization in Theorem 5.1 are non-zero,
the coe�cient c0 is non-zero. Since the convolution with δn0 only causes a time
shift by n0, and since the remaining factors in the representation of y are non-
zero constants, the support length of the signals y is also N , which completes
the proof. �
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The main �nding of Theorem 5.1 is that each solution of the discrete-time
phase retrieval problem can be written as a convolution of ‘linear factors’. Fur-
ther, up to rotations and shifts, each non-trivial ambiguity is completely charac-
terized by the corresponding zero set {βj : j = 1, . . . ,N − 1} chosen from the zero
pairs (γj,γ

−1
j ) of the associated polynomial to the autocorrelation function.

Then again, we have seen that re�ection and conjugation of individual factors
in a factorization can cause non-trivial ambiguities, see Proposition 2.5 and Ex-
ample 2.6. Moreover, using Theorem 5.1, we are going to prove that also the
opposite is valid: all non-trivial ambiguities of the discrete-time phase retrieval
problem can be described by re�ecting and conjugating a factor in a suitable
convolution. For this purpose, we will �rst examine the corresponding zero set
of a re�ected and conjugated signal.

Lemma 5.3. Let x be a discrete-time signal with support length N of the form

x = C ·
δn0 ∗

N−1∗
j=1

(

δ1 − βj δ0
)

 ,
whereC is a complex number,n0 is an integer, and βj are the correspondingnon-zero

zeros. Then the re�ected and conjugated signal x[−·] is of the form

x[−·] = (−1)N−1 C
N−1
∏

j=1

β j ·
δ−n0−N+1 ∗

N−1∗
j=1

(

δ1 − β
−1
j δ0

) .

Proof. In order to prove the statement of the lemma, we consider the factoriza-
tion of x in the frequency domain. Here, the Fourier transform of x is given
by

x̂ (ω ) = C e−iωn0
N−1
∏

j=1

(

e−iω − βj
)

.

Due to the fact that the Fourier transform of the re�ected and conjugated signal
is the conjugated Fourier transform of the original signal, see for instance the
proof of Proposition 2.1, we have

F

[
x[−·]

]
(ω ) = C eiωn0

N−1
∏

j=1

(

eiω − β j
)

.
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If we factor out eiω and −β j , we can write the linear factors in the product as

(

eiω − β j
)

= eiω
(

1 − β j e−iω
)

= −β j eiω
(

e−iω − β −1j
)

and the Fourier transform of the re�ected and conjugated signal as

F

[
x[−·]

]
(ω ) = C

N−1
∏

j=1

(

−β j
)

· eiω (n0+N−1)
N−1
∏

j=1

(

e−iω − β −1j
)

.

Factoring out (−1)N−1 and applying the inverse discrete-time Fourier transform
yields the assertion. �

Remark 5.4. The basic statement of Lemma 5.3 is that the re�ection and con-
jugation of a signal in the time domain or the conjugation of the Fourier trans-
formed signal in the frequency domain is characterized by re�ecting all non-zero
zeros βj in the factorization at the unit circle. �

We are now ready to prove the inversion of Proposition 2.5 that all non-trivial
ambiguities of the discrete-time phase retrieval problem can be represented by
rotation, shift, re�ection and conjugation, and convolution.

Theorem 5.5. Let x and y be two discrete-time signals with �nite support and the
same Fourier intensity | x̂ |. Then there exist two signals x1 and x2 such that

x = x1 ∗ x2
and

y =
(

eiα x1[−n]
)

n∈Z ∗ (x2[n − n0])n∈Z,

where α is a suitable real number and n0 is a suitable integer.

Proof. According to Theorem 5.1 both signals x and y are determined by the
chosen zeros from the associated polynomial to the autocorrelation function up
to an additional rotation and an additional shift. In order to simplify the notation,
we assume that the signal x corresponds to the zero set{

βj : j = 1, . . . ,N − 1
}
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and the signal y corresponds to

{
β
−1
j : j = 1, . . . , J

}
∪
{
βj : j = J + 1, . . . ,N − 1

}
for some J ∈ {0, . . . ,N − 1}, where one of the two sets in the union is empty for
J = 0 and J = N − 1.
Moreover, without loss of generality, we assume that the factorization of x

does not contain an additional rotation and shift. In other words, we assume
that the signal x is of the form

x =

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·

N−1∗
j=1

(

δ1 − βj δ0
)

 ,
and that, for a real number ϕ and an integerm0, the signal y is of the form

y = eiϕ

√
√

√

|a[N − 1] |
J

∏

j=1

���β j ��� ·
N−1
∏

j=J+1

���βj ���−1

·

δm0
∗

J∗
j=1

(

δ1 − β
−1
j δ0

)

∗
N−1∗
j=J+1

(

δ1 − βj δ0
)


,

with the convention that

0∗
j=1

(

δ1 − β
−1
j δ0

)

=

N−1∗
j=N

(

δ1 − βj δ0
)

= δ0.

Now, we de�ne the �rst factor x1 by

x1 ≔

√
√

√ J
∏

j=1

���βj ���−1 ·
J∗
j=1

(

δ1 − βj δ0
)

.

Hence, the signal x1 corresponds to the zero set {βj : j = 1, . . . , J }. Further, we
de�ne the second factor x2 by

x2 ≔

√
√

√

|a[N − 1] |
N−1
∏

j=J+1

���βj ���−1 ·
N−1∗
j=J+1

(

δ1 − βj δ0
)

with the corresponding zero set {βj : j = J+1, . . . ,N −1}. By choosing the factors
x1 and x2 in this way, the signal x is obviously the convolution of x1 and x2.
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According to Lemma 5.3, the conjugated and re�ected signal x1[−·] corres-
ponds to the re�ected zero set. More precisely, we have the factorization

x1[−·] =

√
√

√

|a[N − 1] |
J

∏

j=1

���βj ���−1
J

∏

j=1

(

−β j
)

·
δ−N+1 ∗

J∗
j=1

(

δ1 − β
−1
j δ0

) .
Writing the zeros β j in the prefactor as |β j | e−i arg βj yields the factorization

x1[−·] =
J

∏

j=1

(

−e−i arg βj
)

√
√

√

|a[N − 1] |
J

∏

j=1

���β j ��� ·
δ−N+1 ∗

J∗
j=1

(

δ1 − β
−1
j δ0

)
 .

Consequently, the second solution y is, up to an additional rotation and shift,

given by x1[−·] ∗ x2. If we now choose α and n0 in a suitable way, the proof is
complete. �

With Theorem 5.5, we have shown that all ambiguities, trivial and non-trivial,
of the discrete-time phase retrieval problem can be described with the aid of
rotations, shifts, re�ections and conjugations, and convolutions. Moreover, the
ambiguities considered in Proposition 2.1 and Proposition 2.5 are the only am-
biguities that appear in the discrete-time phase retrieval problem. In particular,
knowing one solution of a given phase retrieval problem, all other solutions can
be constructed, at least theoretically, by Theorem 5.1 and Theorem 5.5.

6. Number of non-trivial ambiguities

One question which can be answered by Theorem 5.1 is: how many non-trivial
ambiguities can occur in the discrete-time phase retrieval problem? Under the
assumption that the unknown signal has the support {0, . . . ,N − 1} with support
length N and possesses only non-negative components, this issue is investigated
by Bruck and Sodin in [BS79]. Considering that βj in Theorem 5.1 can be chosen
from the zero pair (γj,γ

−1
j ), we have, in analogy to [BS79, p. 305], a upper bound

of 2N−1 not necessarily di�erent signals that can be constructed by Theorem 5.1.
However, the maximal number of non-trivial ambiguities depends strongly

on the zero set of the associated polynomial to the autocorrelation function. It is
possible that nearly all ambiguities that can be constructed by Theorem 5.1 are
non-trivial and distinct, but it is also possible that the phase retrieval problem is
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uniquely solvable. More precisely, the maximal number of non-trivial ambigu-
ities that can be constructed by Theorem 5.1 depends on the multiplicity of the
zero pairs of the associated polynomial.

Proposition 6.1. Let x be a discrete-time signal with �nite support. Furthermore,
let L be the number of distinct zero pairs (γ

ℓ
,γ −1ℓ ) of the associated polynomial to the

autocorrelation function not lying on the unit circle, and letmℓ be themultiplicity of
these zero pairs. The corresponding discrete-time phase retrieval problem to recover
the signal x has 

1

2

L
∏

ℓ=1

(mℓ + 1)


non-trivial ambiguities.

Proof. In order to determine the exact number of non-trivial ambiguities of a
speci�c phase retrieval problem, we examine the characterization

eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
δn0 ∗

N−1∗
j=1

(

δ1 − βj δ0
)


of all possible solutions in Theorem 5.1. Since the real number α and the integer
n0 merely describe rotations and shifts respectively, the non-trivial ambiguities
only depend on the chosen zero sets {βj : j = 1, . . . ,N − 1}. To prove the asser-
tion, we will �rst answer the question: how many di�erent zero sets can occur
depending on the position and the multiplicity of the distinct zero pairs (γ

ℓ
,γ −1ℓ )

of the associated polynomial to the autocorrelation function?
In this consideration, we can neglect the zero pairs lying on the unit circle

since both zeros coincide in this case, and hence the corresponding zeros βj in the
factorization of the solution are �xed. For a zero pair (γ

ℓ
,γ −1ℓ ) with multiplicity

mℓ not lying on the unit circle, we havemℓ corresponding zeros βj chosen from
(γ
ℓ
,γ −1ℓ ) in the factorization. Due to the fact that we can pick up tomℓ zeros βj

inside the unit circle and the remaining zeros βj outside, we havemℓ+ 1 di�erent
possibilities to choose the corresponding zeros βj for the zero pair (γ

ℓ
,γ −1ℓ ). So

all in all, there exactly occur
L

∏

ℓ=1

(mℓ + 1) (6.1)

di�erent zero sets {βj : j = 1, . . . ,N − 1} for the characterization in Theorem 5.1,
cf. [Fej16, p. 61].
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However, the signals constructed by Theorem 5.1 do not have to be non-triv-
ially di�erent. Since a signal is completely determined by the corresponding
zeros set {βj : j = 1, . . . ,N − 1} except for a multiplicative constant – especially a
rotation – and an additional shift, we can exclude that the signals characterized
in Theorem 5.1 are rotated or shifted versions of each other for di�erent zero
sets. Hence, trivial ambiguities can only arise together with a re�ection and
conjugation.

In Lemma 5.3, we have seen that the re�ected and conjugated signal corres-
ponds to the zero set re�ected at the unit circle. Consequently, all signals con-
structed by Theorem 5.1 for di�erent zero sets can be paired such that one signal
can be obtained up to a rotation or a shift by re�ecting and conjugating the
other signal of the pair. The only exception is the signal that is invariant un-
der re�ection and conjugation, and that hence cannot be paired with a second
signal. Since the corresponding zero set of such a signal has to be invariant un-
der re�ection at the unit circle, we can construct at most one invariant signal.
Considering these remaining trivial ambiguities, we �nally obtain the claimed
number of non-trivial ambiguities. �

Remark 6.2. If we restrict the discrete-time phase retrieval problem to the real
case (see Remark 4.10), then the real zeros βj in the characterization of all arising
ambiguities (Theorem 5.1) can be chosen from the real pair

(

γj,γ
−1
j

)

.

The complex zeros, however, must be chosen as conjugate pairs (βj, β j ) from the
quads

(

γj,γ j ,γ
−1
j ,γ

−1
j

)

.

Therefore, it is su�cient to consider only the multiplicity of zero pairs (γj,γ
−1
j )

in the upper half plane to determine the number of occurring zero sets of real-
valued signal in (6.1), cf. [Fej16, p. 61]. This observation can now be transferred to
maximal number of possible non-trivial ambiguities in Proposition 6.1 without
circumstances. �

Corollary 6.3. Let x be a discrete-time signal with support lengthN . The number
of non-trivial ambiguities of the corresponding discrete-time phase retrieval prob-
lem to recover the signal x may vary from 1 up to 2N−2.
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Proof. If we consider a zero γj of the associated polynomial to the autocor-
relation function with modulus one, then the zero pair (γj,γ

−1
j ) is reduced to

one two-fold zero since both values coincide. Consequently, the zeros βj chosen
from the pair (γj,γ

−1
j ) are uniquely determined whenever all zeros of the as-

sociated polynomial lie on the unit circle. In this speci�c case, all zero sets
{βj : j = 1, . . . ,N − 1} of the characterization in Theorem 5.1 coincide, and the
corresponding phase retrieval problem is uniquely solvable up to rotations and
shifts.

As seen in Proposition 6.1, the number of non-trivial solutions of a phase re-
trieval problem depends on the number of distinct zero pairs (γ

ℓ
,γ −1ℓ ) of the

associated polynomial not lying on the unit circle and their multiplicities mℓ.
With the inequality mℓ + 1 ≤ 2mℓ , and since the multiplicities of all occurring
zero pairs (γj,γ

−1
j ) sum up to N − 1, we can estimate the number of non-trivial

ambiguities in Proposition 6.1 by


1

2

L
∏

ℓ=1

(mℓ + 1)

 ≤

1

2

L
∏

ℓ=1

2mℓ

 ≤ 2N−2.

Furthermore, Proposition 6.1 implies that the largest number 2N−2 of non-trivial
ambiguities is attained in the case where no zero pair lies on the unit circle, and
where all zero pairs occur with multiplicity one. �

Remark 6.4. Similarly as in Corollary 6.3 above, the discrete-time phase re-
trieval problem to recover a real signal can have up to 2N−2 non-trivial ambi-
guities. In this speci�c case, the upper bound 2N−2 can only be attained when
all zeros of the associated polynomial to the autocorrelation function are real.
On the contrary, if all occurring zeros are complex and hence arise in conjugate

pairs, then we have at most 2
N−1
2 −1 non-trivially di�erent solutions. �

If we look back at the number of non-trivially di�erent solutions in Propos-
ition 6.1, we can �nd phase retrieval problems with a certain number of non-
trivial ambiguities between 1 and 2N−2. Therefore, we want to give a series of
examples which illustrate some speci�c cases – from a unique solution to the
full solution set with 2N−2 non-trivial ambiguities.

Example 6.5. The phase retrieval problem in the proof of Corollary 6.3, where
all zeros of the associated polynomial lie on the unit circle, is merely an example
for a uniquely solvable problem. More precisely, a discrete-time signal can be
recovered up to trivial ambiguities if all but at most one corresponding zero lie
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Figure 6.1.: Discrete-time phase retrieval problem with a unique solution

up to trivial ambiguities

on the unit circle. This directly follows from Proposition 6.1 with L = 1 and
m1 = 1 since only one simple zero pair not lying on the unit circle appears.

As a speci�c example, we try to recover the signal

x ≔ 1
64

(

δ1 + (5 − 3i) δ0
)

∗
6∗
j=1

(

δ1 − ei
π
12 δ0

)

from its Fourier intensity | x̂ | given by

��x̂ (ω ) ��2 = 1
642

��� (e−iω + 5 − 3i) (

e−iω + 1
5+3i

) ��� ���e−iω − ei π12 ���12 .
Since all but one corresponding zeros of the signal x lie on the unit circle and are
completely determined by the autocorrelation function, we can only construct
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one other solution

y ≔
√
34
64

(

δ1 +
1

5+3i δ0
)

∗
6∗
j=1

(

δ1 − ei
π
12 δ0

)

by Theorem 5.1. The corresponding zero set of this signal is, however, the zero
set of the original signal x re�ected at the unit circle; so the signals x and y
are re�ected and conjugated versions of each other, apart from an additional
rotation, see Lemma 5.3 and Figure 6.1 on the preceding page. Hence, we can
recover x uniquely up to trivial ambiguities. �

Example 6.6. Although we can construct 2N−1 signals by using the characteriz-
ation of all ambiguities in Theorem 5.1 and choosing βj as γj or γ

−1
j , the number

of non-trivially di�erent solutions does not have to be a power of two. As seen
in Proposition 6.1, we can simply construct such phase retrieval problems by
selecting corresponding zeros with an appropriate multiplicity.

For instance, the discrete-time phase retrieval problem with the Fourier in-
tensity | x̂ | de�ned by

��x̂ (ω ) ��2 = ��� (e−iω + 1
2

) (

e−iω + 2
) ���4 · ���e−iω + ei π10 ���10

has exactly three non-trivially di�erent solutions, namely

x1 =

4∗
j=1

(

δ1 +
1
2 δ0

)

∗
5∗
j=1

(

δ1 + e
i π10 δ0

)

,

x2 =
1
2

3∗
j=1

(

δ1 +
1
2
δ0

)

∗
(

δ1 + 2 δ0
)

∗
5∗
j=1

(

δ1 + e
i π10 δ0

)

,

and

x3 =
1
4

2∗
j=1

(

δ1 +
1
2
δ0

)

∗
2∗
j=1

(

δ1 + 2 δ0
)

∗
5∗
j=1

(

δ1 + e
i π10 δ0

)

.

Switching more than two zeros 1/2 outside the unit circle to 2 only produces
further trivial ambiguities caused by re�ection and conjugation. The Fourier

intensities and the coe�cients of the three non-trivial solutions x1, x2, and x3
are shown in Figure 6.2 on the following page. �
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Figure 6.2.: Discrete-time phase retrieval problem with exactly three non-

trivial ambiguities

Example 6.7. In this last example, we �nally consider a discrete-time phase re-
trieval problem with the full solution set of 2N−2 non-trivial ambiguities. There-
fore, we want to recover the signal x with modulus and phase given by

|x | = 1
20

(

. . . , 0, 20, 25, 40, 28, 24, 20, 26, 32, 18, 5, 0, . . .
)

and
argx[n] =

(

cos 4πn
9

)

− 1

respectively, see Figure 6.3 on the next page. The corresponding zero set {βj : j =
1, . . . , 9} of the signal x contains no zeros βj lying on the unit circle or pairs
(βj , β

−1
j ) of re�ected zeros at the unit circle as shown in Figure 6.3(e). Con-

sequently, all zero pairs (γj,γ
−1
j ) of the associated polynomial are pairwise dis-

tinct and arise with multiplicity one. With Proposition 6.1, the phase retrieval
problem to recover the signal x has 28 = 256 non-trivial solutions.
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If we especially consider the modulus of all non-trivial ambiguities in Fig-
ure 6.3(c), we can observe that the non-trivial solutions occur in a wide range of
di�erent shapes. For instance, some signals are nearly zero around the points 2
and 6, unlike the signal x itself. Since we are interested in the recovery of the
original signal x , we need further a priori conditions or additional data in order
to reduce the set of non-trivial ambiguities to an appropriate small set. �
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Chapter II.

Phase retrieval of non-negative signals

Abstract—Inmany applications, the components of the unknown signal can only

be real-valued and non-negative. Although the additional non-negativity con-

dition normally reduces the set of ambiguities, Bruck and Sodin [BS79] and

Fienup [Fie78] have given some instances where the unknown signal cannot be

recovered uniquely. Based on our characterization of the complete solution set

of the discrete-time phase retrieval problem, we will examine how far the sup-

posed non-negativity of the unknown signal can enforce the uniqueness of the
problem. Inspired by the work of Briggs [Bri85] about positive polynomials, we

will describe the in�uence of a single complex conjugated zero pair of the cor-

responding zero set on the non-negativity of the considered signal. Generalizing

this approach to the complete solution set, we will �nally observe that neither the

signals that can be uniquely recovered nor the signals without a unique recon-

struction form negligible sets. Therefore, in the one-dimensional discrete-time

setting, the non-negativity condition is generally not su�cient to ensure unique

solvability of the phase retrieval problem. ⊳

7. Non-negativity of a real signal

Since the discrete-time phase retrieval problem is usually highly ambiguous, we
need appropriate a priori conditions or additional data in order to recover the
original signal from its Fourier intensity. Although there are many approaches
to incorporate further a priori information on the unknown signal in the lit-
erature on numerical algorithms for phase retrieval, theoretical considerations
about the solvability with additional conditions occur rarely. Therefore, using
the characterization of the ambiguities in Theorem 5.1, we investigate whether
the usually applied a priori conditions can overcame the ambiguousness of the
discrete-time phase retrieval problem or not.

One of the simplest ideas to enforce uniqueness of the phase retrieval problem
is to restrict the corresponding zeros βj , chosen from the zero pairs (γj,γ

−1
j ) of
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the associated polynomial to the autocorrelation function, in Theorem 5.1 in an
appropriate manner, cf. [HLO80, Theorem 7, et seq.] for real-valued signals. For
example, we may consider only signals whose corresponding zeros lie inside the
unit circle; in other words, we assume that |βj | ≤ 1. Consequently, the zeros βj
in Theorem 5.1 are uniquely determined, and hence the phase retrieval problem
is uniquely solvable up to rotations and shifts. Alternatively, we may assume
that all corresponding zeros lie outside the unit circle. Unfortunately, these re-
strictions are very arbitrary, and we are not aware of any physical meaning.

A further a priori condition which is often used in applications is to assume
that the unknown signal with �nite support is moreover real-valued and non-
negative. However, as already shown exemplarily in [BS79, Example 1, et seqq.]
and [Fie78, Figure 2], the non-negativity cannot always ensure a unique recov-
ery of the unknown signal. In the following, we will investigate the question
whether non-negative signals that cannot be recovered uniquely are rare excep-
tions or the usual case. At �rst we give some examples which occur in the phase
retrieval problem of non-negative signals.

Example 7.1. Ideally, the a priori condition that the unknown discrete-time sig-
nal is real and consists of non-negative components leads to a unique solution of
the discrete-time phase retrieval problem. We give an explicit example that the
non-negativity condition can ensure a unique recovery of a signal up to trivial
ambiguities caused by shifts. For this purpose, we consider the discrete-time
signal

x1 ≔
1
4
·
(

δ1 +
3
2
δ0

)

∗
(

δ1 +
(

1
2
− 3

2
i
)

δ0
)

∗
(

δ1 +
(

1
2
+

3
2
i
)

δ0
)

∗
(

δ1 − (1 + i) δ0
)

∗
(

δ1 − (1 − i) δ0
)

.

Keeping in mind that the corresponding zeros of a real-valued signal arise in
conjugate pairs, see Remark 4.10, we can construct three further non-trivially
di�erent signals with the same Fourier intensity by Theorem 5.1, namely the
signal x2 by re�ecting the real zero −3/2, the signal x3 by re�ecting the complex
zero pair −1/2 ± 3/2 i, and, �nally, the signal x4 by re�ecting −3/2 together with
−1/2 ± 3/2 i at the unit circle. Re�ecting the remaining zero pair 1 ± i only leads
to further trivial ambiguities caused by re�ection, see Lemma 5.3. These three
ambiguities and the original signal x1 are presented in Figure 7.1 on the facing
page. Obviously, the solutions x2, x3 and x4 have at least one negative compon-
ent; therefore, the phase retrieval problem to recover x1 is uniquely solvable up
to shifts. �

Example 7.2. Unlike the phase retrieval problem in Example 7.1, the non-nega-
tivity constraint cannot in general ensure uniqueness of the phase retrieval prob-
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Figure 7.1.: Discrete-time phase retrieval problem of non-negative signals

with a unique solution up to shi�s

lem, see for instance the examples by Bruck and Sodin in [BS79] or by Fienup

in [Fie78] as mentioned before. However, in this example, we want to illustrate
that sometimes the non-negativity does not reduce the set of ambiguities at all.

For this purpose, we consider the signal

x ≔ 1
60
·
(

δ1 +
5
2
δ0

)

∗
(

δ1 +
18
5
δ0

)

∗
(

δ1 +
6
5
δ0

)

∗
(

δ1 +
9
5
δ0

)

∗
(

δ1 +
7
8
δ0

)

.

In analogy to Example 6.7, the corresponding zeros βj are chosen in a way such
that no re�ected pairs at the unit circle appear. Hence, the phase retrieval prob-
lem to recover the signal x has exactly 24 = 16 non-trivially di�erent solutions
by Proposition 6.1. Moreover, these ambiguities are real-valued because each of
the corresponding zeros is real. As shown in Figure 7.2 on the next page, the
ambiguities are also non-negative, thus the set of non-trivial ambiguities is not
reduced by the non-negativity constraint. �

Example 7.3. In Proposition 3.4, we have shown that the Fourier intensity of
a discrete-time signal is given by a non-negative trigonometric polynomial – the
autocorrelation function. Moreover, each non-negative trigonometric polyno-
mial is the autocorrelation function of some signals, see Corollary 4.9. In other
words, the phase retrieval problem has at least one solution for every given non-
negative trigonometric polynomial. As discussed in Remark 4.10, this observa-
tion can be transferred to the real case, where the autocorrelation function is
additionally even. However, the real-valued signals corresponding to a given
Fourier intensity do not have to be non-negative in general.

For instance, we examine the ambiguities of the phase retrieval problem with
the Fourier intensity | x̂ | shown in Figure 7.3 on the following page. More de-
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tailed, in this example, the zeros of the associated polynomial to the autocorrel-
ation function | x̂ |2 are

1
10

{
20, 5,−5 + 15i,−5 − 15i,−

√
10 (1 + 3i),−

√
10 (1 − 3i),

10 + 10i, 10 − 10i,
√
2 (5 + 5i),

√
2 (5 − 5i)

}
,

as shown in Figure 7.3(b). Here all zeros occur in pairs re�ected at the unit circle
with multiplicity one. Using the representation of the solutions in Theorem 5.1,
we �nd four non-trivially di�erent solutions. For the �rst signal x1, we choose
the �ve zeros 1/2, −1/2 (1 ± 3i), and 1 ± i. Furthermore, we replace the real zero by
2 for the signal x2 and the �rst complex pair by −

√
10/10 (1 ± 3i) for the signal x3.

For the last solution x4, we re�ect the real zero and the �rst complex pair at the
unit circle.

Obviously, all solutions in Figure 7.3(c) possess some negative components;
so the considered phase retrieval problem cannot be solved by a non-negative
signal. In other words, the non-negativity constraint can lead to an inconsistence
with the given Fourier intensity. �

8. Positivity of algebraic polynomials

To answer the question whether a non-trivial solution of a discrete-time phase
retrieval problem is non-negative or not, we will �rstly investigate conditions
depending on the corresponding zero set {βj : j = 1, . . . ,N −1} which ensure that
a real signal with �nite support possesses only non-negative components. For
this purpose, we will identify the real signal with the coe�cients of an algebraic
polynomial and use the well developed theory of polynomials.

Looking back at the characterization of the ambiguities in Theorem 5.1, we
can write every solution x to a certain phase retrieval problem in the form

x = eiα

√
√

√

|a [N − 1] |
N−1
∏

j=1

���βj ���−1 ·
δn0 ∗

N−1∗
j=1

(

δ1 − βj δ0
)

 .
For the moment, we will neglect the multiplication with the prefactor and the
convolution with δn0 because they merely cause a scaling and a shift respect-
ively. Expanding the remaining non-trivial part of the solution signal x yields
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the equality
N−1∗
j=1

(

δ1 − βj δ0
)

=

N−1
∑

n=0

cn δn

with appropriate real coe�cients cn. Here the leading coe�cient cN−1 is equal to
one; so the non-negativity of the considered signal only depends on the chosen
zeros βj . Moreover, we can conclude that the rotation eiα in the prefactor must
vanish in order to get a solution with non-negative components. The discrete-
time Fourier transform of the non-trivial part of the solution x is given by

N−1
∏

j=1

(

e−iω − βj
)

=

N−1
∑

n=0

cn e
−iωn
.

In analogy to the associated polynomial in Section 4, the substitution e−iω = z

now yields the algebraic polynomial

N−1
∏

j=1

(

z − βj
)

=

N−1
∑

n=0

cn z
n

with leading coe�cient one and non-zero constant term. Hence, the signal x
possesses only non-negative components if and only if the monic polynomial
with the zero set {βj : j = 1, . . . ,N − 1} has non-negative coe�cients or, more
precisely, is a positive polynomial as de�ned in [Bri85, p. 77].

Definition 8.1. An algebraic polynomial with real coe�cients is called a posi-
tive polynomial if the leading coe�cient and constant term are positive and if
the remaining coe�cients are non-negative.

8.1. Dependency on the corresponding zero set

Since the non-trivial ambiguities only depend on the set {βj : j = 1, . . . ,N − 1}
chosen from the zeros of the associated polynomial, see Theorem 5.1, we are
primarily interested in the relation between the zeros of a polynomial and its
positivity. For some speci�c cases stated in [Bri85, p. 78], we can immediately
decide whether a polynomial is positive or not by looking only at its zeros. For
the �rst observation, we consider Descartes’s rule of signs, see for instance
[Obr63, Satz 13.1].

Robert Beinert



8. Positivity of algebraic polynomials 55

Theorem 8.2 (Descartes). The number of positive zeros of an algebraic polyno-
mial with real coe�cients is equal to the number of sign changes in the coe�cient
sequence or less than it by an even number.

Since all coe�cients of a positive polynomial are at least non-negative and
hence have the same sign, the number of sign changes in the coe�cient sequence
is zero. Hence, with Descartes’s rule of signs, a positive polynomial cannot
have real positive zeros, or conversely, if the zero set of a polynomial contains a
real positive zero, then the polynomial cannot be positive.

Unfortunately, besides the real zeros, a polynomial with real coe�cients usu-
ally possesses complex zeros in conjugate pairs, and the relation between the
complex zeros and the positivity is not as obvious as for real zeros. However, if
the zero set consist only of zeros with negative real part as considered in [Bri85,
p. 78], we can easily verify that the corresponding monic polynomial is positive.

Proposition 8.3. If a monic polynomial with real coe�cients only possesses zeros
with negative real part, then the polynomial is positive.

Proof. We consider the linear and quadratic factors in the factorization of a real
polynomial separately. First, let β be a real negative zero, then the corresponding
linear factor is of the form

z − β

and hence a positive polynomial. Now, let β and β be a complex zero pair of the
polynomial. The corresponding quadratic factor is

(

z − β
) (

z − β
)

= z2 − 2ℜβ z + ��β ��2.
This is obviously a positive polynomial because the real part of β is negative. Due
to the fact that the product of positive polynomial is again a positive polynomial,
the assertion follows. �

Polynomials with real coe�cients of this kind are an important subset of the
positive polynomials and are namedafterHurwitz, see for instance [Bri85, p. 78]
or [Obr63, p. 108].
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Definition 8.4. An algebraic polynomial with real coe�cients is called a Hur-
witz polynomial if the real part of all zeros is negative.

Example 8.5. Although everyHurwitz polynomial is positive polynomial, the
reverse does not hold true. For example, we consider the positive polynomial

z3 + z2 + 2z + 8 =
(

z + 2
) (

z2 − z + 4
)

,

see [Bri85, p. 78]. This polynomial is non-Hurwitzian because the real part of
the complex zero pair 1/2 (1 ±

√
15 i) is positive. �

Now, the remaining part of our initial problem is to �nd appropriate condi-
tions on the zeros lying in the right half plane such that the correspondingmonic
polynomial is positive. In order to investigate this question, we will use Vieta’s
formulaewhich relates the coe�cients of a polynomial to the corresponding zero
set by the elementary symmetric functions. More detailed, the elementary sym-
metric functions are given by the following de�nition, see for instance [GKN79,
p. 422].

Definition 8.6. The elementary symmetric function Sn of degree n in the inde-
terminates β1, . . . , βN−1 is de�ned by

Sn (β1, . . . , βN−1) ≔
∑

1≤k1<···<kn≤N−1
βk1 · · · βkn

for n from 1 to N − 1. Moreover, we de�ne S0 ≔ 1 and Sn ≔ 0 for n < 0 and
n ≥ N .

Using the elementary symmetric function, we can state Vieta’s formulae, see
for instance [GKN79, p. 478 et seq.], in the following manner.

Theorem 8.7 (Vieta). Let P be a monic polynomial with the corresponding zero
set {β1, . . . , βN−1}. Then the polynomial P can be written as

P (z) =

N−1
∑

n=0

(−1)n Sn (β1, . . . , βN−1) zN−1−n .
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8.2. Constraints for the last conjugate zero pair

In order to �nd the dependency of the positivity of a polynomial on the complex
zeros, we follow the approach of Briggs in [Bri85]. This means that we �x all
zeros in a zero set except for one complex conjugate pair and investigate the
positivity of the corresponding monic polynomial depending on this free zero
pair. This consideration leads to the following conditions that are generalizations
of the �ndings in [Bri85, p. 85 et seq.], where all �xed zeros are real, and where
the free complex zero pair lies in the right half plane.

Theorem 8.8. Let P be a monic polynomial with real coe�cients corresponding to
the zero set {β1, . . . , βN−1}. Assume that βN−2 and βN−1 are a conjugate zero pair
unequal to zero, and de�ne σn ≔ (−1)n Sn (β1, . . . , βN−3) for every integer n. Then
P is a positive polynomial if and only if the zero βN−1 ful�ls

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0 (8.1)

for n from 0 to N − 1, and if σN−3 is non-zero.

Proof. We consider the zero set {β1, . . . , βN−1} of a polynomial with real coef-
�cients where the last two zeros βN−2 and βN−1 form a conjugate zero pair. For
that reason, the factorization of the monic polynomial P can be written as

P (z) =
(

z − βN−1
) (

z − βN−1
)

N−3
∏

j=1

(

z − βj
)

.

Since the product over the �rst N − 3 zeros of the polynomial P is itself a
monic polynomial, we can apply Vieta’s formulae (Theorem 8.7) to it. Denoting
the coe�cients (−1)n Sn (β1, . . . , βN−3) in Vieta’s formulae by σn and expanding
the �rst two linear factor yields

P (z) =
(

z2 − 2ℜβN−1 z + ��βN−1 ��2) *,
N−3
∑

n=0

σn z
N−3−n+-,

and a further expansion of this product leads to

P (z) =

N−3
∑

n=0

σn z
N−1−n − 2ℜβN−1

N−3
∑

n=0

σn z
N−2−n

+
��βN−1 ��2

N−3
∑

n=0

σn z
N−3−n .
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Since σn is equal to zero for negative n and for n greater then N − 3, we can
simplify this equation to

P (z) =

N−1
∑

n=0

(

σn − 2σn−1ℜβN−1 + σn−2 ��βN−1 ��2) zN−1−n
by shifting the summation indices appropriately.

Considering the last representation of the polynomial P , we can conclude that
P has non-negative coe�cients if and only if the last zero βN−1 ful�ls the inequal-
ities

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0

for n from 0 to N − 1. In order to be a positive polynomial, the leading coef-
�cient and the constant term of P have to be positive. Since the leading coef-
�cient of a monic polynomial is one by de�nition, it is su�cient to consider
the constant term. Now, Vieta’s formulae implies that the constant term of P is

given by (−1)N−1 β1 · · · βN−1. Since the conjugate zero pair (βN−1, βN−1) is already
non-zero, the constant term is positive if and only if the product σN−3 over the
remaining zeros is non-zero, which completes the proof. �

Remark 8.9. The inequality condition

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0 (8.2)

for the last zero βN−1 in Theorem 8.8 is satis�ed for all βN−1 in a disc, possibly
degenerate, on the Riemann sphere, see for instance [FL12, p. 85]. Hence, the last
zero βN−1 must be contained in the intersection of N discs or half planes on the
complex plane to ensure that the corresponding monic polynomial is positive.

Depending on σn−2, σn−1, and σn, we distinguish three major cases. Firstly,
let us assume that σn−2 is non-zero and additionally positive. Now, dividing the
inequality for the last zero (8.2) by σn−2 and reorganizing the terms leads to the
inequality ��βN−1 ��2 − 2 σn−1

σn−2
ℜβN−1 ≥ − σn

σn−2
.

Completing the square by (σn−1/σn−2)
2, we �nally have the condition

���βN−1 − σn−1
σn−2

���2 ≥ σ 2
n−1−σnσn−2

σ 2
n−2

.

In this speci�c case, the last zero βN−1 must hence lie on or outside the circle
with centre σn−1/σn−2 and radius

√
σ 2
n−1−σnσn−2/σn−2. If the radius is imaginary, which
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means that σ 2
n−1 < σnσn−2, then the inequality is trivially ful�lled, and the last

zero βN−1 can be chosen arbitrary. Assuming that σn−2 is negative instead of
positive, we have to invert the circle inequality, and the last zero βN−1 must lie
on or inside the circle. If the radius is imaginary, then the inequality cannot be
ful�lled.

Secondly, we consider the case where σn−2 is equal to zero, and where σn−1 is
non-zero. Now, the �rst term in the inequality (8.2) vanishes, and the inequality
reduces to

2σn−1ℜβN−1 ≤ σn .

This condition implies that the last zero βN−1 has to be contained in the closed
half plane left or right of the imaginary axis through σn/2σn−1 depending on the
sign of σn−1.

Finally, let us assume that both σn−2 and σn−1 are zero. Consequently, the
inequality condition (8.2) degenerates to the constraint

σn ≥ 0,

which is completely independent of the last zero βN−1. Hence, the �xed zeros
β1, . . . , βN−3 must themselves ful�l some consistency constraints and cannot be
chosen arbitrarily. �

Example 8.10. The inequality conditions in Theorem 8.8 give us the opportun-
ity to extend a given set of �xed zeros by an additional conjugate zero pair in
order to construct a positive polynomial or a non-negative discrete-time signal.
Unfortunately, this extension cannot always be done successfully since the �xed
zeros also have to ful�l some consistency conditions as mentioned in Remark 8.9.
In this example, we use the �ndings in Theorem 8.8 to construct a positive poly-
nomial. More detailed, beginning with the three �xed zeros

β1 ≔ − 5
2 , β2 ≔ 1 + i, and β3 ≔ 1 − i,

we want to �nd a further conjugate zero pair that ensures the positivity of the
corresponding monic polynomial.

In order to examine the inequality conditions in Theorem 8.8 for these �xed
zeros, we need the constants σn de�ned by (−1)n Sn (β1, β2, β3) for all integer n. If
we interpret these constants as coe�cients of the monic polynomial with zeros
β1, β2, and β3, cf. Vieta’s formulae in Theorem 8.7, then the expansion of the
corresponding linear and quadratic factor

(

z + 5
2

) (

z2 − 2z + 2
)

= z3 + 1
2 z

2 − 3z + 5
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Figure 8.1.: Restriction on the last zero pair in order to ensure positivity of

the corresponding monic polynomial

yields
σ0 = 1, σ1 =

1
2
, σ2 = −3, and σ4 = 5.

As before, σn is zero for n < 0 and n > 4.

Now, for n = 0, the corresponding condition (8.1) in Theorem 8.8 is simply

σ0 = 1 ≥ 0,

which is always ful�lled. For n = 1, the condition (8.1) becomes

−2ℜβ5 + 1
2 ≥ 0.

Hence, the last zero pair has to lie in the closed half plane left of the imaginary
axis through 1/4. Further, for n = 2 and n = 3, we have the inequalities

��β5 ��2 −ℜβ5 − 3 ≥ 0 and 1
2
��β5 ��2 + 6ℜβ5 + 5 ≥ 0.

As discussed in Remark 8.9, we must choose the last zero pair on or outside the
two circles with centres 1/2 and −6 in the complex plane and radii

√
13/2 and

√
26

respectively. For n = 4, the inequality condition is

−3 ��β5 ��2 − 10ℜβ5 ≥ 0.

Since the leading coe�cient is negative, the last zero must lie on or inside the
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circle with centre −5/2 and radius 5/3, see Remark 8.9. Finally, for n = 5, we have

5 ��β5 ��2 ≥ 0,

which is ful�lled whenever β5 is non-zero.

The half plane and the three circles are visualized in Figure 8.1 on the preceding
page. Choosing the last conjugate zero pair, for example

β4 ≔ −1 + 3
2 i and β5 ≔ −1 − 3

2 i,

in the intersection of the found restrictions ensures that the correspondingmonic
polynomial with the coe�cient sequence

c = 1
8

(

. . . , 0, 130, 2, 5, 10, 20, 8, 0, . . .
)

is a positive polynomial of degree �ve. Moreover, if we renounce any additional
shift or multiplicative constant, we can interpret the coe�cients sequence c as
the non-negative discrete-time signal x presented in Figure 8.1(b) with the cor-
responding zero set {β1, . . . , β5}. �

As seen in Remark 8.9 and Example 8.10, the inequality conditions in The-
orem 8.8 for the last zero pair can have a wide range of di�erent manifestations.
However, if we restrict the �xed zeros in an appropriate manner, we can sim-
plify these conditions. For example, restricting the zero set such that all �xed
zeros have a purely negative real part lead to a complex version of the �ndings
by Briggs in [Bri85, Section 7], where the last zero pair has to lie in a certain
half plane and, further, on or outside certain circles.

Corollary 8.11. Let P be a monic polynomial with real coe�cients corresponding
to the zero set {β1, . . . , βN−1}. Assume that the real part of βj is negative for j
from 1 to N − 3, and that βN−2 and βN−1 are a conjugate zero pair unequal to zero.
Further, de�ne σn ≔ (−1)n Sn (β1, . . . , βN−3) for every integern. Then P is a positive
polynomial if and only if the last zero βN−1 lies in the closed half plane left of the
imaginary axis through σ1/2 and, moreover, on or outside the circles with centre and
radius

σn−1
σn−2

and
√
σ 2
n−1−σnσn−2
σn−2

for n from 2 to N − 2 whenever the radius is real.
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Proof. Since all real parts of the �xed zeros β1, . . . , βN−3 are negative, the cor-
responding linear and quadratic factors are of the form

z − βj and z2 − 2ℜβj + ���βj ���2
for real zeros βj and conjugate zero pairs (βj , β j ) respectively. Due to the fact
that all coe�cients of these factors are purely positive, the product over these
factors is a polynomial with positive coe�cients.

Remembering that the constants σn ≔ (−1)n Sn (β1, . . . , βN−3) are the coe�-
cients of the monic polynomial corresponding to the zero set {β1, . . . , βN−3} by
Vieta’s formulae in Theorem 8.7, we can conclude that the constants σn for n
from 0 to N − 3 are positive, and that the remaining constants σn are zero. Now,
we investigate the restrictions for the last zero in Theorem 8.8 for di�erent in-
teger n. Firstly, for n = 0, we have

σ0 = 1 ≥ 0

by de�nition. Secondly, for n = 1 the inequality is reduced to

2ℜβN−1 ≤ σ1.

Hence, the last zero βN−1 has to lie in the half plane left of the axis through σ1/2.
Next, for n from 2 to N − 2, the condition

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0

with positive coe�cients σn implies that βN−1 must lie on or outside the circle
with centre σn−1/σn−2 and radius

√
σ 2
n−1−σnσn−2/σn−2 as discussed in Remark 8.9. Fi-

nally, for n = N − 1, we have

σN−3 ��βN−1 ��2 ≥ 0.

This condition is trivially ful�lled since the two factors on the left-hand side are
positive due to the assumptions. �

Example 8.12. Analogously as in Example 8.10, we apply Corollary 8.11 to con-
struct a positive polynomial by choosing a further conjugate zero pair beside the
three �xed zeros

β1 ≔ −3
2 , β2 ≔ −1 + i, and β3 ≔ −1 − i
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Figure 8.2.: Restriction on the last zero pair in order to ensure positivity

of the corresponding monic polynomial for fixed zeros with

negative real part

with negative real part. For this speci�c zero set, the non-zero constants σn ≔
(−1)n Sn (β1, β2, β3) de�ned in Corollary 8.11 are given by

σ0 = 1, σ1 =
7
2
, σ2 = 5, and σ4 = 3.

Now, Corollary 8.11 implies that we must choose the further conjugate pair
in the half plane left of the axis through 7/4 and, moreover, on or outside the
three circles with centres 7/2, 10/7, and 3/5 in the complex plane and radii

√
29/2,√

58/7, and 3/5 respectively. These restrictions on the last zero pair are visualized
in Figure 8.2. If we choose the last zero pair as

β4 ≔ 1 + i and β5 ≔ 1 − i,

then the corresponding monic polynomial with the coe�cients sequence

c = 1
2

(

. . . , 0, 12, 8, 0, 0, 3, 2, 0, . . .
)

is obviously positive. Since the zero pair (β4, β5) is exactly the intersection of
two circles, the corresponding coe�cients c2 and c3 vanish. Analogously to Ex-
ample 8.10, we can interpret the coe�cients sequence c as discrete-time signal x
with the corresponding zero set {β1, . . . , β5}. �

Remark 8.13. In Corollary 8.11, we assume that the real parts of the �xed zeros
β1, . . . , βN−3 are negative. If we now extend the �xed zero set by a further conjug-
ate zero pair with negative real part, the corresponding polynomial P obviously
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is a Hurwitz polynomial and hence positive. This speci�c behavior is directly
re�ected by the positivity constraints in Corollary 8.11. More precisely, since the
constants σn are positive for n from 0 to N − 3, the imaginary axis through σ1/2

and the considered circles are completely contained in the right half plane. �

9. Non-negative solutions of the phase retrieval problem

A single solution x of a certain phase retrieval problem is non-negative if and
only if the monic polynomial

∏N−1
j=1 (z − βj ), where βj denotes the correspond-

ing zeros of the signal x , is positive as discussed in Section 8. However, in or-
der to decide whether the non-negativity condition can in general enforce the
uniqueness of the phase retrieval problem or can at least reduce the set of arising
ambiguities, we need to investigate the non-negativity of the whole set of non-
trivial solutions. In the end, we will show that neither the uniqueness nor the
occurrence of several non-trivial solutions are a rare exceptions.

9.1. Non-negativity of non-trivially di�erent ambiguities

We start our investigation with a simple special case. If the unknown signal
possesses a corresponding zero set with purely negative real parts, then we can
show that all arising non-trivial ambiguities of the corresponding phase retrieval
problem are non-negative too. Hence, the non-negativity restriction cannot re-
duce the set of ambiguities in this case.

Proposition 9.1. Let x be a real-valued discrete-time signal with �nite support.
If the corresponding zero set is contained in the left half plane, then all occurring
real-valued non-trivial ambiguities of the corresponding phase retrieval problem
are non-negative.

Proof. Using Theorem 5.1, we can characterize the non-trivial ambiguities of a
phase retrieval problem by choosing the corresponding zeros from the zero pairs
(γj,γ

−1
j ) of the associated polynomial. Based on the corresponding zeros βj of

the considered signal x , we can hence generate all non-trivial ambiguities by
re�ecting some of the real zeros or conjugate zero pairs at the unit circle. Since
the real part of a re�ected zero is obviously given by

ℜβ −1j = 1
| βj |2 ℜβj ,
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replacing a zero by its re�ection again leads to a zero set contained in the left
half plane. Consequently, the monic polynomials to these zero sets are Hur-

witzian and hence positive, which implies that the corresponding signals are
non-negative. �

Once more, the question arises: how does the non-negativity of the complete
solution set of a phase retrieval problem depend on conjugate zero pairs in the
right half plane? As for a single discrete-time signal or monic polynomial, this
dependency is not obvious. Nonetheless, we can generalize our �ndings about
the restrictions on a chosen corresponding zero pair to ensure non-negativity of
a signal in Section 8.2.

Based on the corresponding zero set of a discrete-time signal with �nite sup-
port, we can explicitly construct all occurring ambiguities of the phase retrieval
problem to recover this signal by re�ecting individual real zeros or conjugate
zero pairs at the unit circle, cf. Theorem 5.1. Here the only trivial ambiguity
that can appear is the re�ection of a signal, which corresponds to the re�ection
of the complete zero set at the unit circle, see Lemma 5.3. We can avoid this
trivial ambiguity by excepting one real zero or complex zero pair from the re-
�ection. Considering the remaining zero sets, we can now use Theorem 8.8 and
Corollary 8.11 to formulate restrictions on the excepted zero pair to ensure the
non-negativity of certain non-trivial solutions.

Example 9.2. Beginning with our observations in Example 8.12, we wish to ex-
tend the zero set

Λ ≔
{
−3
2
,−1 + i,−1 − i

}
by a further conjugate zero pair (β4, β5) in the right half plane in order to con-
struct a non-negative discrete-time signal x with �nite support. Simultaneously,
we want to choose this zero pair such that most of the non-trivial ambiguities
in the phase retrieval problem to recover the signal x from its Fourier intensity
are non-negative too. As already observed in Example 8.12, the signal x consists
of non-negative components if and only if the further zero pair lies in the half
plane left from the imaginary axis through 7/4 and, moreover, on or outside the
three circles with centres 7/2, 10/7, and 3/5 in the complex plane and radii

√
29/2,√

58/7, and 3/5 respectively.

Due to the fact that the set Λ consists of a real zero and a conjugate zero pair,
the phase retrieval problem can at most have three further non-trivial ambigu-
ities as discussed in Remark 6.2. Since we exclude the additional conjugate zero
pair (β4, β5) from the re�ection at the unit circle in order to avoid trivial re�ec-
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tions, the non-trivial ambiguities correspond to zero sets where we re�ect either
the real zero or the complex zero pair of Λ, or both.

For the �rst ambiguity y1, we re�ect the real zero −3/2 at the unit circle. This
means that the solutiony1 of the phase retrieval problem corresponds to the zero
set

M1 ≔

{
−2
3 ,−1 + i,−1 − i

}
.

Since the real part of all zeros is negative, we can use Corollary 8.11 to formulate
conditions for the non-negativity of this signal. In so doing, we have to choose
the last conjugate zero pair in the half plane left from the imaginary axis through
4/3 and, further, on or outside the circleswith centres 8/3, 5/4, and 2/5 in the complex
plane and radii

√
34/3,

√
17/4, and 2/5 respectively.

For the next ambiguity y2, we re�ect the complex zero pair −1 ± i. Hence, the
signal y2 corresponds to the zero set

M2 ≔

{
−3
2 ,− 1

2 (1 + i),− 1
2 (1 − i)

}
.

Using Corollary 8.11 once more, we must ensure that the last zero pair lies in the
half plane left from the imaginary axis through 5/4 and, moreover, on or outside
the three circles with centres 5/2, 4/5, and 3/8 in the complex plane and radii

√
17/2,√

850/50, and 3/8 respectively.

Now, the last non-trivial ambiguity y3 corresponds to the zero set

M3 ≔

{
−2
3 ,−

1
2 (1 + i),−

1
2 (1 − i)

}
,

where we re�ect the complete set Λ at the unit circle. In order to ensure non-
negativity of this signal, the last zero pair has to be contained in the half plane left
from the imaginary axis through 5/6 and, further, on or outside the cumbersome
circles with centres 5/3, 7/10, and 2/7 in the complex plane and radii

√
522/18,

√
2900/100,

and 2/7 respectively.

The restrictions on the additional zero pair are visualized in Figure 9.1 on the
next page. More detailed, Figure 9.1(a) shows the intersection of the half plane
and the complements of the three discs for the �xed zeros in Λ,M1, M2, andM3.
Choosing the last conjugate zero pair (β4, β5) in one or more intersections, we
can ensure the non-negativity for certain non-trivial solutions and can directly
in�uence the number of the occurring non-negative solutions.

In this example, we extend the original zero set Λ by the conjugate zero pair
(β4, β5) with

β4 ≔
3
4 + i and β5 ≔

3
4 − i,
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which ful�ls the non-negativity constraints for Λ, M1, and M3. The non-nega-
tivity constraints for M2 are nevertheless violated since the additional zero pair
lies inside the circle with centre 5/2 and radius

√
17/4.

Based on the extended zero set Λ, we de�ne the discrete-time signal x by

x ≔
(

δ1 +
3
2 δ0

)

∗
(

δ1 + (1 + i) δ0
)

∗
(

δ1 + (1 − i) δ0
)

∗
(

δ1 −
(

3
4
+ i

)

δ0
)

∗
(

δ1 −
(

3
4
− i

)

δ0
)

.

Expanding this convolution leads to the representation

x = 1
32

(

. . . , 0, 150, 106, 31, 42, 64, 32, 0, . . .
)

,

which is a non-negative signal as wanted. In order to determine the further non-
trivial solutions of the phase retrieval problem, we again use Theorem 5.1. Based
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on the extended zero setsM1, M2, andM3, we have the non-trivial ambiguities

y1 =
1
32

(

. . . , 0, 100, 154, 24, 43, 56, 48, 0, . . .
)

,

y2 =
1
32

(

. . . , 0, 75, 128, 106,−12, 64, 64, 0, . . .
)

,

and

y3 =
1
32

(

. . . , 0, 50, 127, 144, 22, 16, 96, 0, . . .
)

respectively. All four signals and the corresponding discrete-time Fourier in-
tensities are shown in Figure 9.1(b) and Figure 9.1(c). Obviously, the signals y1
and y3 are also non-negative. �

If we consider the restrictions on the last conjugate zero pair to ensure non-
negativity of the constructed signal in Example 9.2 and especially in Figure 9.1,
it seems that the sets of all possible choices to extend the �xed zeros in Λ andM3

are re�ections at the unit circle of each other. An analogous observation holds
for the �xed zeros in M1 and M2. In order to show this behaviour formally, we
need the following identity for the elementary symmetric functions.

Lemma 9.3. Let {β1, . . . , βN−1} be a multiset of non-zero complex numbers where
the complex elements occur in conjugate pairs. Then the elementary symmetric
functions ful�l the equality

1
β1···βN−1 Sn

(

β1, . . . , βN−1
)

= SN−1−n
(

β
−1
1 , . . . , β

−1
N−1

)

for every integer n.

Proof. Firstly, we assume that n is an integer between 1 and N −2. Using De�n-
ition 8.6 of the elementary symmetric functions, we have

1
β1···βN−1 Sn

(

β1, . . . , βN−1
)

=
1

β1···βN−1

∑

1≤k1<···<kn≤N−1

βk1 · · · βkn .

On the right-hand side, we take the sum over the products of the subsets with n
elements of the multiset {β1, . . . , βN−1}. If we multiply the summands with the
prefactor, we summarize the products of the complements of the subsets with n
elements of the multiset {β−11 , . . . , β−1N−1}. In other words, we take the sum over
the products of the subsets with N −1−n elements since each subset has a unique
complement.

Robert Beinert



9. Non-negative solutions of the phase retrieval problem 69

This observation leads us to the equality

1
β1···βN−1 Sn

(

β1, . . . , βN−1
)

=

∑

1≤k1<···<kN−1−n≤N−1

β −1k1
· · · β −1kN−1−n

or, with the de�nition of the elementary symmetric functions, to

1
β1···βN−1 Sn

(

β1, . . . , βN−1
)

= SN−1−n
(

β −11 , . . . , β
−1
N−1

)

.

Since the elementary symmetric functions are symmetric polynomials, we can
permutate the arguments in arbitrary manner. Using that the complex zeros
appear in conjugate pairs, we can rearrange the arguments after conjugating
them on the right side such that the assertion follows.

For n equal to 0 or N − 1, the assertion follows directly from the de�nition of
the elementary symmetric function since S0 is always one, SN−1 is the product
of all arguments, and all complex numbers in {β1, . . . , βN−1} appear in complex
pairs. For the remaining integers n the equation is trivial because both sides are
zero by de�nition. �

Using this property of the elementary symmetric functions, we can now prove
that the positivity constraints in Theorem 8.8 for the monic polynomial with the
zero set {β1, . . . , βN−1} and for the monic polynomial with the re�ected zero set
at the unit circle are themselves re�ected versions of each other.

Proposition 9.4. Let {β1, . . . , βN−1} be a multiset of non-zero complex numbers
where the complex elements occur in conjugate pairs. Assume that βN−2 and βN−1
form a conjugate pair, and de�ne

σn ≔ (−1)n Sn
(

β1, . . . , βN−3
)

and ρn ≔ (−1)n Sn
(

β
−1
1 , . . . , β

−1
N−3

)

for every integer n. Then, for each integer n, the last element βN−1 ful�ls the in-
equality

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0

if and only if it also ful�ls the inequality

sgn
(

(−1)N−1 β1 · · · βN−1
)

(

ρN−3−n
���β −1N−1 ���2 − 2ρN−2−nℜβ −1N−1 + ρN−1−n

)

≥ 0.
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Proof. Except for the multiplication with (−1)n, the constants σn and ρn are the
elementary symmetric functions of the set {β1, . . . , βN−3} and its re�ection at
the unit circle. As a consequence of the identity for the elementary symmetric
function in Lemma 9.3, the constants σn and ρn are hence related by

1
β1···βN−3 σn = (−1)N−3 ρN−3−n .

Using this equality after multiplication with β1 · · · βN−3, we can replace the con-
stants σn in the �rst inequality

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0

of the assertion, and we can write it in the equivalent form

(−1)N−3 β1 · · · βN−3
(

ρN−1−n ��βN−1 ��2 − 2ρN−2−nℜβN−1 + ρN−3−n) ≥ 0.

In the next step, we factor out the missing βN−2 and βN−1 in the prefactor.
Since βN−2 and βN−1 form a conjugate pair, we can use the equalities

βN−2 βN−1 = ��βN−1 ��2 and
ℜβN−1

βN−2 βN−1
= ℜβ −1N−1.

In this manner, the inequality above becomes

(−1)N−3 β1 · · · βN−1
(

ρN−1−n − 2ρN−2−nℜβ
−1
N−1 + ρN−3−n

���β −1N−1 ���2
)

≥ 0.

Rearranging the three terms in the sum, multiplying the inequality with (−1)2,
and dividing it by |β1 · · · βN−1 | leads to the assertion. �

Remark 9.5. The re�ection of the non-negativity conditions that we can ob-
serve in Figure 9.1 is hidden in Proposition 9.4. If we assume that the signal or the
monic polynomial corresponding to the zero set {β1, . . . , βN−1} is non-negative
or positive respectively, then the constant term

(−1)N−1 SN−1 = (−1)N−1 β1 · · · βN−1

given by Vieta’s formulae (Theorem 8.7) is positive too. Hence, the sign of the
prefactor in the second inequality in Proposition 9.4 is one and vanishes. Due to
this fact, the last element βN−1 ful�ls the inequality

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0 (9.1)
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if and only if it also ful�ls the inequality

ρN−3−n
���β −1N−1 ���2 − 2ρN−2−nℜβ −1N−1 + ρN−1−n ≥ 0; (9.2)

so the sets of points that satisfy these conditions are indeed re�ected versions of
each other. Since this observation is valid for every integer n, the intersection of
the half planes and circles for the zero set {β1, . . . , βN−3} and the re�ected zero
set are themselves re�ections at the unit circle as conjectured.

The observations above can also be interpreted in a slightly di�erent way. If
we assume that the signal or monic polynomial to the zero set {β1, . . . , βN−1} is
non-negative or positive respectively, then the last zero βN−1must satisfy the �rst
inequality (9.1) for every integer n. Since the sign of the prefactor in the second

inequality (9.2) is one as discussed above, the re�ected last zero β −1N−1 has to ful�l
the second condition (9.2) for every integer n too. Now, we can conclude that

also the signal or monic polynomial with the re�ected zero set {β −11 , . . . , β
−1
N−1}

is non-negative or positive respectively. In some sense, this observation is trivial
because the re�ected zero set corresponds to the re�ected signal in this speci�c
case, see Lemma 5.3, and because the re�ection of a non-negative signal is also
clearly non-negative. �

Remark 9.6. The cumbersome prefactor sgn((−1)N−1 β1 · · · βN−1) of the second
condition in Proposition 9.4 is an artefact of the identi�cation of a real-valued
signal with a monic polynomial. More precisely, in Section 8, we have identi�ed
the non-trivial part

N−1∗
j=1

(

δ1 − βj δ0
)

(9.3)

in the characterization of a non-trivial solution (Theorem 5.1) with the monic
polynomial

N−1
∏

j=1

(

z − βj
)

(9.4)

and investigated the positivity of this polynomial. In Proposition 9.4, we have
related the positivity condition on the last zero pair (βN−2, βN−1) for thenth coef-
�cient to the positivity condition on the re�ected last zero pair (β −1N−2, β

−1
N−1) for

the (N − 1 − n)th coe�cient of the monic polynomial with the re�ected zero set
at the unit circle.

Now, we consider the re�ection of the non-trivial part (9.3). Using Lemma 5.3
together with an additional shift to normalize the support of the signal and with

Robert Beinert



72 II. Phase retrieval of non-negative signals

an additional division by ��β1 · · · βN−1 ��, we can write the re�ection as

sgn
(

(−1)N−1 β 1 · · · βN−1
)

·∗ (

δ1 − β
−1
j δ0

)

.

The special case that the prefactor is equal to 1 and vanishes has been discussed in
Remark 9.5. If we now assume that the prefactor is equal to −1, we can conclude
that the constant term of the monic polynomial (9.4) is negative. Moreover, ex-
cept from a multiplicative positive constant, the re�ected signal above possesses
a negative leading coe�cient. Hence, the monic polynomial to the re�ected zero
set has the negative coe�cients of the re�ected signal. This additional change
of the sign of all coe�cients explains the inversion of the second inequality in
Proposition 9.4 to ensure the positivity of the (N − 1 − n)th coe�cient of the
monic polynomial with the re�ected zero set in a natural way. �

9.2. Continuity of the phase retrieval problem

If we look back at Example 9.2, where we have extended a given zero set con-
tained in the left half plane such that the corresponding phase retrieval problem
possesses a certain number of non-negative non-trivial solutions, it seems that
the non-negativity usually cannot reduce the number of arising non-trivial am-
biguities. For an arbitrary given zero set, however, the situation can change
dramatically as seen for instance in Example 8.10, where the intersection of the
non-negativity constraints for one signal is already a small set. Although we
cannot see the e�ciency of the non-negativity constraint directly, we can nev-
ertheless use our �ndings to show that neither uniqueness nor ambiguousness
under the non-negativity constraint are rare exceptions.

By Vieta’s formulae, the coe�cients of a monic polynomial continuously de-
pend on the zeros. Conversely, the zeros of a monic polynomial continuously
depend on the coe�cients as well, see for instance [Ort72, Theorem 3.1.1]. Fur-
ther, this circumstance can be used to show that the non-trivial solutions of the
phase retrieval problem continuously depend on their corresponding zero sets,
and vice versa. In order to avoid the trivial shift ambiguity, we normalize the
support of the considered signals. More precisely, a discrete-time signal x has a
normalized support of length N if the support of x is contained in {0, . . . ,N − 1}
and, moreover, if x[0] and x[N − 1] are non-zero.

Lemma 9.7. Let x be a discrete-time signal with normalized support of length N
and corresponding zeros βj . For every su�ciently small number ε > 0, there exists

a number δ > 0 such that the corresponding zeros β̆j of every signal x̆ with nor-
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malized support of length N and | x̆[n] − x[n] | ≤ δ for n from 0 to N − 1 can be
ordered in such a way that ��� β̆j − βj ��� ≤ ε
for j from 0 to N − 1.

Proof. Based on the real-valued or complex-valued signal x with normalized
support of length N and corresponding zero set {β1, . . . , βN−1}, we consider the
monic polynomial

P (z) =
1

x[N − 1]

N−1
∑

n=0

x[n] zn

with the same zero set {β1, . . . , βN−1} as discussed in Section 8. In the following,
we denote the coe�cients of the monic polynomial P by cn ≔ x[n]/x[N−1]. Using
the continuity of roots theorem, see [Ort72, Theorem 3.1.1], we �nd, for every
su�ciently small number ε > 0, a number η > 0 such that the zeros β̆j of all
monic polynomials

Q (z) ≔ zN−1 + c̆N−2 z
N−2
+ · · · + c̆0

with | c̆n − cn | ≤ η for n from 0 to N − 2 can be ordered in a way that

��� β̆j − βj ��� ≤ ε
for j from 1 to N − 1.

Furthermore, if we consider the discrete-time signal x with normalized sup-
port of length N as an N -dimensional vector, then the mapping between the
components x[n] of the signal and the coe�cients cn of the monic polynomial P
given by

(

x[0], . . . ,x[N − 1]
)

7→
(

x[0]
x[N−1] , . . . ,

x[N−2]
x[N−1]

)

is obviously continuous. Hence, for every su�ciently small number η > 0, there
exists a number δ > 0 such that the components of the image of every vector x̆
in RN or in CN with | x̆[n] − x[n] | ≤ δ for n from 0 to N − 1 satisfy

��� x̆[n]
x̆[N−1] −

x[n]
x[N−1]

��� ≤ η or | c̆n − cn | ≤ η

for n from 0 to N − 2. In order to avoid that x̆[N − 1] becomes zero, we as-
sume without loss of generality that δ < x[N − 1]. Interpreting the vector x̆ as
discrete-time signal with normalized support of length N and combining both
constructions yield the assertion. �
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Remark 9.8. If we consider the discrete-time signals x̆ Lemma 9.7 as N -dimen-
sional vectors, these signals form a closed ball with respect to the maximum
norm. Moreover, we can extend this ball to a cone since the multiplication of
a signal with a positive real constant does not change the corresponding zero
set. By construction, the resulting cone cannot be contained in a set with zero
Lebesgue measure. Consequently, this cone is an unbounded set with in�nite
measure. �

Using the continuity relation between the discrete-time signal coe�cients and
the corresponding zero set, we will show that the behaviour of the non-trivial
solution set does not change in a small neighbourhood of the signal with respect
to the maximum norm.

For example, if we consider a signal x whose corresponding zeros have a neg-
ative real part, then the signal x itself and all arising non-trivial ambiguities are
non-negative as stated in Proposition 9.1. Assuming that the signal x has a nor-
malized support, and using Lemma 9.7, we can obviously �nd a δ -neighbourhood
of x such that the corresponding zero sets of the signals in this δ -neighbourhood
are completely contained in the left half plane. Thus, the phase retrieval of these
signals only provides non-negative non-trivial ambiguities too. Hence, the be-
haviour of the non-trivial solution set does not change in a small neighbourhood
around the original signal x .

If we assume that the signal x with normalized support of length N addition-
ally possesses only positive components x[n] for n from 0 to N − 1, and that all
non-trivial solutions of the phase retrieval problem to recover the signal x also
satisfy this assumption, then we can generalize the above observation.

Theorem 9.9. Let x be a discrete-time signal with normalized support of length
N and positive components x[n] for n from 0 to N − 1. If all non-trivial ambiguities
of the phase retrieval problem to recover x satisfy the same assumptions, then there
exists a number δ > 0 so that all non-trivial ambiguities of the phase retrieval
problem to recover a signal x̆ with normalized support of length N and | x̆[n] −
x[n] | ≤ δ for n from 0 to N − 1 possess only positive components over the support
{0, . . . ,N − 1}.

Proof. Due to the fact that the discrete-time signal x with normalized support
possesses only positive components x[n] forn from 0 to N −1, the corresponding
zero set Λ ≔ {β1, . . . , βN−1} ful�ls the non-negativity conditions

σn−2 ��βN−1 ��2 − 2σn−1ℜβN−1 + σn ≥ 0
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in Theorem 8.8 strictly. The left-hand side of this inequality can be interpreted as
a continuous function of the variables β1, . . . , βN−1 since the elementary symmet-
ric functions in σn ≔ (−1)n Sn (β1, . . . , βN−3) are obviously continuous. Hence,
we �nd a small ε-ball with respect to the maximum norm and with ε > 0 around
Λ such that every zero set M ≔ {β̆1, . . . , β̆N−1} with | β̆j − βj | ≤ ε for j from 1 to
N − 1 satis�es the non-negativity constraints strictly too.

Now, we consider the non-negativity conditions for the non-trivial ambigu-
ities analogously. As described in Example 9.2, we obtain the non-negativity
conditions for a certain ambiguity by re�ecting some zeros in Λ at the unit circle.
The non-negativity constraints for a certain non-trivial ambiguity can therefore
be written as a set of inequality conditions in analogy to Theorem 8.8. Since
the re�ection at the unit circle is a continuous map, and since the elements in Λ
cannot be zero, the left-hand sides of this inequality conditions depend continu-
ously on the zeros in Λ. Hence, for all non-trivial ambiguities, we �nd a small
ball around Λ so that the zero sets in this neighbourhood ful�l the correspond-
ing non-negativity conditions strictly. Taking the smallest of the �nitely many
constructed neighbourhoods and applying Lemma 9.7 yields the assertion. �

Remark 9.10. In Theorem 9.9, the number of non-trivial ambiguities of the
phase retrieval problems to recover a signal in the constructed neighbourhood
do not have to be equal and can change dramatically. For example, if the zero
set {β1, . . . , βN−1} of the original signal x lies on the unit circle, then the signal x
can be recovered without any non-trivial ambiguities, see Proposition 6.1. How-
ever, most of the corresponding zero sets of the signals x̆ in a δ -neighbourhood
of x will not completely lie on the unit circle, and the non-trivial ambiguities in
Theorem 5.1 will not coincide. �

In order to overcome the problem of the changing number of non-trivial am-
biguities, we consider only discrete-time signals whose corresponding zeros βj
are pairwise di�erent, do not appear in re�ected pairs (βj , β

−1
j ), and do not lie

on the unit circle. Then the solutions characterized in Theorem 5.1 are pairwise
di�erent except for the trivial re�ection ambiguity. Adapting the proof of The-
orem 9.9, we can show the following two corollaries for the discrete-time phase
retrieval problem of non-negative real-valued signals.

Corollary 9.11. Let x be a discrete-time signal with normalized support of length
N , positive componentsx[n] forn from 0 toN−1, and pairwise di�erent zeros βj not
appearing in re�ected pairs and not lying on the unit circle. If the phase retrieval
problem to recover the signal x possesses at least a further non-trivial ambiguity
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satisfying the same assumptions, then there exists a number δ > 0 so that every
signal x̆ with normalized support of length N and | x̆[n] − x[n] | ≤ δ for n from 0

to N − 1 cannot be recovered uniquely by using the non-negativity constraint.

Proof. Instead of the non-negativity constraints for all non-trivial ambiguities,
here we consider only the non-negativity constraints of the original signal x
with zero set Λ ≔ {β1, . . . , βN−1} and of one further non-trivial solution. Since
we assume that the signal x and the further ambiguity possesses positive com-
ponents over the support {0, . . . ,N − 1}, the zeros in Λ ful�l the non-negativity
conditions in Theorem 8.8 strictly. Following the proof of Theorem 9.9, we �nd
a small ε-ball with respect to the maximum norm and with ε > 0 around Λ so
that the zero sets in this neighbourhood satisfy both non-negativity constraints
strictly too.

Keeping in mind that the corresponding zeros βj in Λ are pairwise di�erent
and do not lie on the unit circle, we can shrink the ε-ball so that the 2N − 2

discs around the single zeros βj and their re�ections β −1j do not intersect in the
complex plane and do not contain points from the unit circle. In this manner, the
di�erent solutions in Theorem 5.1 cannot coincide. Using Lemma 9.7 now yields
the assertion in analogy to the proof of Theorem 9.9. �

Corollary 9.12. Let x be a discrete-time signal with normalized support of length
N , positive componentsx[n] forn from 0 toN−1, and pairwise di�erent zeros βj not
appearing in re�ected pairs and not lying on the unit circle. If the phase retrieval
problem to recover the signal x is uniquely solvable up to re�ection, then there exists
a number δ > 0 so that every signal x̆ with normalized support of length N and
| x̆[n] − x[n] | ≤ δ for n from 0 to N − 1 can be recovered uniquely up to re�ection.

Proof. Instead of the non-negativity constraints for all non-trivial ambiguities,
here we consider only the non-negativity constraints of the original signal x
with zero set Λ ≔ {β1, . . . , βN−1}. As in the proof of Theorem 9.9, the zeros in
Λ satisfy these constraints strictly. Since the phase retrieval problem to recover
the signal x from its Fourier intensity is uniquely solvable, the further non-
trivial ambiguities do not ful�l at least one of the corresponding non-negativity
constraints in Theorem 8.8.

Using the continuity of the these conditions, we �nd a small ε-ball with respect
to the maximum norm around Λ so that the zero sets in this neighbourhood
also satisfy the non-negativity constraints strictly and that the further zero sets
that can be constructed by re�ecting zeros at the unit circle also do not ful�l
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at least one of the corresponding non-negativity constraints. Shrinking the ε-
ball as discussed in the proof of Corollary 9.11 and using Lemma 9.7 lead to the
assertion analogously to the proof of Theorem 9.9. �

Although we need some additional assumptions on the considered discrete-
time signal in Corollary 9.11 and Corollary 9.12, we can �nd such signals for every
support length N . A real-valued discrete-time signal that satis�es the assump-
tions of Corollary 9.11 can be constructed straightforwardly by using our �ndings
about Hurwitzian polynomials and their corresponding signals.

Proposition 9.13. For every integer N > 3, there exists a discrete-time signal x
with normalized support of lengthN , positive componentsx[n] forn from 0 toN−1,
and pairwise di�erent zeros βj not appearing in re�ected pairs and not lying on the
unit circle such that the phase retrieval problem to recover the signal x possesses at
least a further non-trivial ambiguity satisfying the same assumptions.

Proof. In order to construct a real-valued discrete-time signal x that satis�es
the required assumptions, we start with an appropriately selected corresponding
zero set Λ ≔ {β1, . . . , βN−1}. More precisely, we assume that our zero set Λ
consists of pairwise di�erent zeros which do not appear in re�ected pairs, do
not lie on the unit circle, and have a purely negative real part. Furthermore, we
can choose the zeros βj in a way so that our zero set Λ contains more than one
real or one conjugate zero pair since the cardinality of the corresponding zero
set is N − 1 and hence at least two.

De�ning the discrete-time signal x with the corresponding zero set Λ by

x ≔

N−1∗
j=1

(

δ1 − βj δ0
)

,

we immediately see that the signal x has a normalized support of length N . Fur-
thermore, since the real part of all zeros βj is negative, we can conclude that
the components x[n] for n from 0 to N − 1 are positive as already discussed in
the proof of Corollary 8.11. Consequently, our signal x ful�ls all requirements of
Proposition 9.13.

It remains to prove that the phase retrieval problem to recover the constructed
signal x possesses at least one further non-trivial ambiguity that satis�es the
required assumptions. To begin with, Proposition 6.1 and Remark 6.2 imply that
the considered phase retrieval problem indeed has several non-trivially di�erent
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solutions because the corresponding zero set Λ contains more than one real zero
or one conjugate zero pair.

Since we only have selected corresponding zeros with negative real part, all
occurring non-trivial ambiguities are non-negative signals by Proposition 9.1. If
we normalize the support of the non-trivial ambiguities to {0, . . . ,N − 1} with
an additional shift and utilize that the real part of the re�ections β −1j is also
negative, we can observe that the non-trivial ambiguities y also possess positive
components y[n] for n from 0 to N − 1. Consequently, all arising non-trivial
ambiguities also satisfy the requirements of Proposition 9.13. �

Next, we want to �nd a real-valued discrete-time signal that ful�ls the as-
sumptions of Corollary 9.12. Similarly as in the proof of Proposition 9.13, we
can explicitly construct such a signal by selecting the corresponding zero set ap-
propriately. To ensure the uniqueness of the phase retrieval problem, we can
especially use Corollary 8.11 and our observations in Example 8.12.

Proposition 9.14. For every integer N , there exists a discrete-time signal x with
normalized support of length N , positive components x[n] for n from 0 to N − 1,
and pairwise di�erent zeros βj not appearing in re�ected pairs and not lying on the
unit circle such that the phase retrieval problem to recover the signal x is uniquely
solvable up to re�ection by using the non-negativity constraint.

Proof. To begin with, the assertion holds obviously true for a support length N
from one to three. More detailed, we can easily construct a discrete-time signal x
such that the corresponding zero set contains only one real zero or one complex
zero pair or is completely empty. Now, the phase retrieval problem to recover
such a signal is uniquely solvable due to the simple fact that no other non-trivial
ambiguities can arise because the solution with the re�ected zero set is simply
the re�ection of the original signal x and hence trivial, see Lemma 5.3.

For support lengths N > 3, we again try to construct the signal x ful�lling
the requirements by selecting the corresponding zero set appropriately. How-
ever, since the phase retrieval problem to recover the signal x shall be uniquely
solvable up to rotation, the explicite choice of the corresponding zeros is crucial.
Here we use a similar approach as in Example 8.12 and Example 9.2, this is, be-
ginningwith a �xed zero set {β1, . . . , βN−3} of real zeros and conjugate zero pairs,
we try to extend this set by a further conjugate zero pair so that all components
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of the discrete-time signal

x =

N−1∗
j=1

(

δ1 − βj δ0
)

are non-negative, and that each further non-trivial solution possesses at least
one negative component. We use the slightly simpler non-negativity conditions
in Corollary 8.11 and start from a zero set {β1, . . . , βN−3}whose pairwise di�erent
zeros do not appear in re�ected pairs, do not lie on the unit circle, and, moreover,
have a real part less than −1.

Next, we consider the non-negativity restrictions in Corollary 8.11 for our spe-
ci�c zero set. To ensure the non-negativity of the constructed signal x itself, the
last conjugate zero pair has to lie in the half plane left of the imaginary axis
through σ1/2. Using the de�nition of σn in Corollary 8.11 and the assumption that
the �xed zero set consists of real zeros and conjugate zero pairs, this condition
means nothing but

ℜβN−1 ≤ − 1
2

(

ℜβ1 + · · · +ℜβN−3
)

. (9.5)

As discussed in Example 9.2, the corresponding non-negativity restrictions of
the remaining non-trivial ambiguities have the same form and can be obtained
by replacing some zeros βj by their re�ections at the unit circle.

However, since the real part of the �xed zeros βj is less than −1, and hence
the real part of the re�ected zeros is greater than −1, the replacement of some
zeros by their re�ections leads to a strictly smaller right-hand side of (9.5). Con-
sequently, we can choose the last conjugate zero pair (βN−2, βN−1) in a way such
that the extended zero set Λ ≔ {β1, . . . , βN−1} satis�es the non-negativity con-
dition in (9.5) strictly, and, moreover, the corresponding zero sets of the further
non-trivial ambiguities violate this condition. Figuratively, the real part of the
last zero βN−1 has to lie in an appropriate bounded open interval, or the last zero
pair must be chosen from an appropriately small band in the complex plane, cf.
Figure 9.1(a).

If the constructed zero set Λ also satis�es the remaining non-negativity con-
straints, then the phase retrieval problem to recover the signal x has a unique
non-negative solution up to re�ection. Since we can use the simpli�ed restric-
tions in Corollary 8.11, the last conjugate zero pair must lie on or outside the
circles with centre σn−1/σn−2 and radius

√
σ 2
n−1−σnσn−2/σn−2 for n from 2 toN −2when-

ever the radius is real. Heretofore, the imaginary part of the last zero βN−1 can
be chosen arbitrarily; consequently, we always �nd a suitable last conjugate zero
pair that strictly lies outside the circles in Corollary 8.11.
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If we look back at the proof of Theorem 8.8, we observe that a coe�cient of the
considered monic polynomial can be zero if and only if the corresponding non-
negativity condition holds with equality. Bearing in mind that the constructed
zero set Λ satis�es the non-negativity conditions in Corollary 8.11 and hence in
Theorem 8.8 strictly, we can conclude that the components x[n] for n from 0 to
N − 1 are positive. So all in all, the constructed signal x ful�ls the assumptions,
and the assertion follows. �

If we combine our �ndings in this section, we can �nally show that neither
the uniqueness nor the ambiguousness under the non-negativity constraint is a
rare exception. Hence, the assumed non-negativity of a discrete-time signal can
be used to enforce the uniqueness of the corresponding phase retrieval problem,
but unfortunately not for every signal.

Theorem 9.15. If the real-valued discrete-time signals with normalized support
of length N with N > 3 are considered as real N -dimensional vectors, then the
set of signals that can be recovered uniquely up to re�ection as well as the set of
signals that cannot be recovered uniquely from their Fourier intensities together
with the non-negativity constraint are unbounded sets containing a cone of in�nite
Lebesgue measure.

Proof. Using Proposition 9.14, we �nd at least one signal x that can be recovered
uniquely from its Fourier intensity up to re�ection. Moreover, this signal ful�ls
the assumptions of Corollary 9.12; so we �nd a su�cient small δ > 0 such that
every signal x̆ with normalized support of length N and | x̆[n] − x[n] | ≤ δ for
n from 0 to N − 1 can be recovered uniquely up to re�ection. As discussed in
Remark 9.8, the signals x̆ form a closed ball with respect to the maximum norm
inRN , and this ball can be extended to a unbounded cone with in�nite Lebesgue
measure. Hence, the set of signals that can be recovered uniquely up to re�ection
is unbounded and contains a cone with in�nite measure, as conjectured.

Replacing Proposition 9.14 by Proposition 9.13 and Corollary 9.12 by Corol-
lary 9.11, we can analogously prove the assertion for the set of signals that cannot
be recovered uniquely. �
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Chapter III.

Additional information in the time domain

Abstracta—Besides the Fourier intensity in the frequency domain, we will now

assume that we have access to additional data about the unknown signal in the

time domain. Restricting themselves to signals with real-valued components, Xu,

Yan, and Chang [XYC87] have shown that almost all signals can be uniquely

recovered if one of the end points in the time domain is known beforehand. Using

our characterization of the solutions in the time domain, we will obtain a new

approach to this speci�c phase retrieval problem and will be able to generalize
the ideas of Xu et al. to complex-valued signals. Based on this observations, we

will more generally investigate the ability of moduli, phases, and signal values of

arbitrary points in the time domain to enforce uniqueness. Finally, we will give a

series of novel and complete proofs in order to show that additional information

of this nature can really ensure a unique recovery of the unknown signal almost

always. ⊳

aSome of the observations in this chapter are brie�y mentioned in [BP15a].

10. Using additional magnitudes of the unknown signal

A completely di�erent idea to enforce uniqueness of the discrete-time phase re-
trieval problem is to use additional measured data of the unknown signal in
the time domain instead of an a priori condition like the non-negativity. One
simple idea dates back to Xu, Yan, and Chang in [XYC87]. Using the addition-
ally known end point x[N−1] of a real-valued discrete-time signal x ≔ (x[n])n∈Z
with normalized support {0, . . . ,N − 1} of length N , Xu et al. prove that almost
every signal can be uniquely recovered from its Fourier intensity without any
trivial ambiguities. In the following, we generalize this idea to the complex case,
which can be done straightforwardly. Moreover, we examine how far other add-
itionally known signal values can enforce uniqueness.
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The central idea in the proof of Xu et al. is to show that the signals which can-
not be uniquely recovered from their Fourier intensities and the additional end
point form a set with zero Lebesguemeasure. In other words, we have to deter-
mine all signals such that at least one further non-trivial solution possesses the
same end point. However, since we can always add a global phase to a complex-
valued solution without changing the Fourier intensity, see Proposition 2.1, the
corresponding question in the complex case is: can we �nd a further non-trivial
solution whose end point has the same absolute value as the last non-zero com-
ponent of the original signal, or asked di�erently, can we recover a signal with
normalized support from its Fourier intensity and the modulus of its end point?

10.1. The modulus of the end point

Before we show that almost every complex-valued signal can be uniquely re-
covered from its Fourier intensity and the modulus of its end point, we in-
vestigate whether the corresponding phase retrieval problem possesses at least
one further non-trivial solution. Since the Fourier intensity | x̂ | of a discrete-
time signal x with �nite support is a non-negative trigonometric polynomial and
is completely determined by 2N − 1 samples at di�erent points in [−π, π), see
Remark 3.5, we once more assume that the complete Fourier intensity | x̂ | is
known. In the following theorem, we will see that the uniqueness of the con-
sidered phase retrieval problem directly depends on the corresponding zeros βj
within the characterization in Theorem 5.1.

Theorem 10.1. Let x be a complex-valued discrete-time signal with normalized
support of length N and corresponding zero set B ≔ {β1, . . . , βN−1}. Then the
signal x can be uniquely recovered from its Fourier intensity | x̂ | and the modulus
of its end point |x[N − 1] | up to rotations if and only if the corresponding zeros βj
ful�l

∏

βj∈Λ

���βj ��� , 1

for each non-empty subset Λ of B where Λ does not contain re�ected zero pairs or
zeros on the unit circle.

Proof. Adapting the characterization of all discrete-time signals with the same
Fourier intensity in Theorem 5.1 to the normalized support, we can write the
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original signal x in the form

x = eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·

N−1∗
j=1

(

δ1 − βj δ0
)

 ,
where α is a suitable real number and a is the autocorrelation signal of x . Further,
the expansion of the convolution yields that the modulus of the end point can
be written as

|x[N − 1] | =

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1.

Now, we assume that the phase retrieval problem to recover the signal x has
at least one further solution x̆ with corresponding zeros β̆j where x̆ is no rotation
of the original signal. The modulus of the end point of the second solution x̆ is
analogously given by

| x̆[N − 1] | =

√
√

√

|a[N − 1] |
N−1
∏

j=1

��� β̆j ���−1.
In order to simplify the notation in the following, we assume according to the
proof of Theorem 5.5 that the corresponding zero sets of x and x̆ are arranged in
a way that

β̆j ≔

β
−1
j j = 1, . . . , J ,

βj j = J + 1, . . . ,N − 1

for a natural number J ∈ {1, . . . ,N − 1}. Since the corresponding zero sets of
the original signal x and the further non-trivial solution x̆ are di�erent, we can
choose J such that the set {β̆1, . . . , β̆ J } is non-empty and does not contain re�ec-
ted zero pairs or zeros on the unit circle.

Due to the assumption that the moduli of the end points of both signals x and
x̆ are equal, the corresponding zero sets obviously have to satisfy√

√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 =
√
√

√

|a[N − 1] |
N−1
∏

j=1

��� β̆j ���−1.
After canceling the prefactor and the equal zeros on both sides, we �nally have
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the equation
J

∏

j=1

���βj ���−
1
2
=

J
∏

j=1

���β j ���
1
2 or

J
∏

j=1

���βj ��� = 1.

By our assumptions, the product over the �rst J zeros does not contain re�ected
zero pairs or zeros on the unit circle.

Consequently, the phase retrieval problem to recover the signal x from its
Fourier intensity and the modulus of its end point possesses further non-trivial
solutions if and only if there exists a certain subset Λ of the corresponding zero
set whose elements do not arise in re�ected pairs or lie on the unit circle such
that the product over this zeros is unimodular. Negating this observation leads
to the assertion. �

Remark 10.2. The statement of Theorem 10.1 can be interpreted as a straight-
forward generalization of [XYC87, Theorem 1] to the complex case. Although the
conditions to ensure a unique reconstruction of the unknown signal are similar,
they arise from completely di�erent a priori conditions and observations. The
main di�erence here is that Xu et al. consider real-valued signals and assume
that the complete end point x[N − 1] is known and not only the absolute value
|x[N − 1] |.
The proof of Theorem 10.1 for complex-valued signals is mainly based on our

characterization of every solution – trivial or non-trivial – in Theorem 5.1, and
the uniqueness condition directly follows from this characterization. Xu et al. use
an entirely di�erent approach. More detailed, the proof of [XYC87, Theorem 1]
is based on the observation that the right end point x[N − 1] together with the
corresponding zeros βj uniquely determines the left end point x[0] by

x[0] = x[N − 1]
N−1
∏

j=1

(

−βj
)

.

A consideration of the autocorrelation function â for two non-trivially di�erent
solutions x and x̆ under the assumption that x[N − 1] and x̆[N − 1] coincide leads
to the wanted uniqueness condition for the reconstruction of the real-valued
signal x from its Fourier intensity | x̂ | and its end point x[N − 1]. �

Remark 10.3. The statement of Theorem 10.1 remains valid if we assume that
the left end point |x[0] | is given instead of the right end point |x[N − 1] |. Here a
comparison of the absolute values |x[0] | and | x̆[0] | of two non-trivially di�erent
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solutions x and x̆ leads to the identity√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1
N−1
∏

j=1

���βj ��� =
√
√

√

|a[N − 1] |
N−1
∏

j=1

��� β̆j ���−1
N−1
∏

j=1

��� β̆j ���,
which yields the slightly changed assertion. �

Next, we investigatewhich zero sets {β1, . . . , βN−1} do not ful�l the uniqueness
conditions in Theorem 10.1. In order to describe these zero sets, we identify
{β1, . . . , βN−1} with the real (2N − 2)-dimensional vector

(ℜβ1,ℑβ1, . . . ,ℜβN−1,ℑβN−1)T

and show that the vectors violating the uniqueness conditions are contained in
the union of certain real manifolds of minor dimension, cf. [XYC87, p. 2099] for
the real case.

Lemma 10.4. If we identify the set of all possible zero sets with (R2\{0})N−1, then
the zero sets satisfying

∏

βj∈Λ

���βj ��� = 1 (10.1)

for a certain non-empty subset Λ of the zeros βj form a real (2N − 3)-dimensional
submanifold.

Proof. Remembering that the corresponding zeros βj in Theorem 5.1 are non-
zero, we can identify each zero set {β1, . . . , βN−1}with a real (2N−2)-dimensional
vector

β ≔ (ℜβ1,ℑβ1, . . . ,ℜβN−1,ℑβN−1)T ∈
(

R2 \ {0}
)N−1
.

Again, to simplify the notation in the following, we assume that the subset Λ is
of the form Λ ≔ {β1, . . . , β J } for a natural number J ∈ {1, . . . ,N − 1}.

If we consider a real vector β ful�lling the condition in Lemma 10.4 for a
certain subset Λ, then the real partℜβ1 can be reconstructed from the imaginary
partℑβ1 and the remaining componentsℜβj andℑβj for j from 2 to J except for
the sign by

[ℜβ1]2 =
J

∏

j=2

���βj ���−2 − [ℑβ1]2,
where the product is set to one for J = 1.
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This circumstance can be used to de�ne a set of appropriate charts and to show
that the vectors β satisfying the condition (10.1) form a real smooth manifold. In
the following, we exemplarily assume that ℜβ1 is positive, and de�ne the �rst
chart κ : (R2 \ {0})N−1 → R2N−3 by

κ (β) ≔ (ℑβ1,ℜβ2, . . . ,ℜβN−1,ℑβN−1)T.

With our observations above, the inverse chart κ−1 is given by

κ−1(·) =
*..,

√
√

√ L
∏

j=2

( [
ℜβj

]2
+

[
ℑβj

]2)−1 − [ℑβ1]2,ℑβ1,ℜβ2, . . . ,ℑβN−1+//-
T

.

Obviously, the mappings κ and κ−1 are continuous, which implies that our chart
κ is a homeomorphism. Moreover, the rank of the Jacobian Jκ−1 of the inverse
mapping is 2N − 3. Analogously, we can obtain a further chart for ℜβ1 < 0.
For the remaining case that ℜβ1 is equal to zero, the required charts can be
constructed in a similar way by considering the cases ℑβ1 > 0 and ℑβ1 < 0.

All in all, for every vectorβ ful�lling the condition of Lemma 10.4, there exists
an open neighbourhood that can be mapped by one of the constructed homeo-
morphisms to an open subset in R2N−3. Since the rank of the Jacobian of the
inverse mappings is 2N − 3 for all constructed charts, the vectors satisfying the
conditions indeed form a real (2N −3)-dimensional submanifold, see [SS62, Sec-
tion 18.1] or [BF96, Section 17.5], for instance. �

Applying the construction in Lemma 10.4 to every possible subset Λ, we know
that the corresponding zero sets of the signals that do not satisfy the unique-
ness conditions in Theorem 10.1 are contained in the union of real (2N − 3)-
dimensional submanifolds. Due to the reason that constructed submanifolds of
minor dimension are sets with zero Lebesguemeasure inR2N−2, the exceptional
zero sets form a set of Lebesgue measure zero. In order to transfer this obser-
vation to the coe�cients of the corresponding signals with normalized support,
we use the following variant of Sard’s theorem stated in [Sch69, Theorem 3.1.].

Theorem 10.5 (Sard). Let F : D → Rn be a continuously di�erentiable mapping
where D is an open set in Rn. Then the image F (E) of every measurable set E ⊂ D
is measurable, and the Lebesguemeasure λ of the image F (E) is bounded by

λ(F (E)) ≤
∫

E

��detJF (y) �� dy,
where JF is the Jacobian of F .
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Using Sard’s theorem, we can �nally prove that almost every signal with nor-
malized support can be uniquely recovered from its Fourier intensity and the
modulus of its end point up to rotations.

Theorem 10.6. If the complex-valued discrete-time signal x with normalized sup-
port of length N is considered as a real 2N -dimensional vector, then the phase re-
trieval problem to recover the signal x from its Fourier intensity | x̂ | and the ab-
solute value |x[N − 1] | of its end point is almost always uniquely solvable up to
rotations.

Proof. Starting from our �ndings in Lemma 10.4, where we observe that the
corresponding zero sets {β1, . . . , βN−1} satisfying

∏

βj∈Λ

���βj ��� = 1

for a certain subset Λ of zeros βj form a real (2N − 3)-dimensional manifold, we
can conclude that the exceptional zero sets which do not ful�l the uniqueness
condition in Theorem 10.1 are contained in the union of �nitely many real man-
ifolds of minor dimension. Due to the fact that the conditions of Lemma 10.4 are
slightly weaker as in Theorem 10.1 (the zeros can also occur in re�ected pairs and
can lie on the unit circle), the exceptional zero sets are subsets of the manifolds
constructed in Lemma 10.4. Anyway, since our (2N − 3)-dimensional manifolds
are sets with zero Lebesguemeasure inR2N−2, the exceptional zero sets are con-
tained in a set with zero Lebesguemeasure too. In the following, we denote the
set of all exceptional zero sets by E.

It remains to show that the observation above can be transferred to the com-
ponents of the corresponding complex-valued discrete-time signals with nor-
malized support. For this purpose, we recall that the coe�cients of a signal are
determined (up to a multiplicative constant) by Vieta’s formulae in Theorem 8.7
as discussed in Section 8. More precisely, if we take a multiplicative complex
constant C into account, then the components of the signal x with normalized
support of length N can be written as

x[N − 1 − n] = (−1)nC Sn (β1, . . . , βN−1),

where Sn denote the elementary symmetric functions in De�nition 8.6. Hence,
the relation between the corresponding zeros and the components of the signal
is given by a continuously complex di�erentiable mapping from CN to CN .
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In order to use Sard’s theorem, we identify this relation with the real mapping
F : R2N → R2N given by

F (ℜβ1,ℑβ1, . . . ,ℜβN−1,ℑβN−1,ℜC,ℑC)

= (ℜx[0],ℑx[0], . . . ,ℜx[N − 1],ℑx[N − 1])T.

The mapping F is continuously di�erentiable since the relation between zeros
and components of the signal x is even continuously complex di�erentiable. If
we extend the set E of the exceptional corresponding zero sets by two further real
components to describe the complex prefactorC, we can estimate the Lebesgue
measure of F (E×R2)with Sard’s theorem (Theorem 10.5) by an integral over the
extended set E ×R2. Since the Cartesian product E ×R2 is a set with Lebesgue

measure zero, the image F (E ×R2) has a zero Lebesguemeasure too.

All in all, we can thus conclude that the complex-valued signals that cannot be
recovered from their Fourier intensities and the modulus of its end point up to
rotations are contained in a set of zero Lebesguemeasure in the real spaceR2N .
Because the remaining signals can be uniquely reconstructed up to rotations, the
assertion follows. �

10.2. The modulus of an arbitrary signal value

Based on the observations about the given modulus of the end point, we now
investigate whether the given modulus of another signal value can also ensure
the uniqueness of the discrete-time phase retrieval problem. Therefore, we gen-
eralize the �ndings from Section 10.1.

Firstly, we introduce the modi�ed zero set{
β
(Λ)
1 , . . . , β

(Λ)
N−1

}
for a subset Λ of the original corresponding zero set {β1, . . . , βN−1}. Here we
de�ne the single elements of the modi�ed zero set by

β
(Λ)
j ≔


β
−1
j βj ∈ Λ,
βj else.

In other words, we obtain the modi�ed zero set from the corresponding zero set
by re�ecting the zeros in the subset Λ at the unit circle.
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Theorem 10.7. Let x be a complex-valued discrete-time signal with normalized
support of length N and corresponding zero set {β1, . . . , βN−1}. Then the signal x
can be uniquely recovered from its Fourier intensity | x̂ | and the modulus of an
arbitrary point |x[N − 1 − ℓ] | with ℓ between 0 and N − 1 up to rotations if and

only if the corresponding zeros βj and the modi�ed zeros β (Λ)j ful�l

���Sℓ (β1, . . . , βN−1) ��� ,
(

∏

βj∈Λ

���βj ���
)

· ���Sℓ (β (Λ)1 , . . . , β
(Λ)
N−1

) ���
for each non-empty subset Λ of the corresponding zero set {β1, . . . , βN−1} where Λ
does not contain re�ected zero pairs or zeros on the unit circle.

Proof. The proof of Theorem 10.7 can be done in a similar way as the proof of
Theorem 10.1. We start with an adapted version of the characterization of all
discrete-time signals with the same Fourier intensity in Theorem 5.1. Using the
normalized support, we can thus write the original signal x as

x = eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·

N−1∗
j=1

(

δ1 − βj δ0
)

 ,
where α is an appropriate real number and a is the autocorrelation signal of x . If
we again identify the Fourier transform of x with an algebraic polynomial in the
manner of Section 8, then the absolute value of the considered point x[N − 1− ℓ]
is given by

|x[N − 1 − ℓ] | =

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 · ��Sℓ (β1, . . . , βN−1) ��
due to Vieta’s formulae in Theorem 8.7.

Like in the proof of Theorem 10.1, we now assume that the signal x cannot be
uniquely recovered from its Fourier intensity and themodulus of a certain point
up to rotations. Hence, we �nd a further di�erent solution x̆ of the considered
phase retrieval problem that is no rotation of the original signal. Moreover, we
assume that the corresponding zeros of the second solution x̆ can be obtained
from the zero set {β1, . . . , βN−1} of the original signal x by re�ecting the zeros
in the subset Λ where Λ does not contain re�ected zero pairs or zeros on the
unit circle. In other words, the signal x̆ corresponds to the modi�ed zero set
{β (Λ)1 , . . . , β

(Λ)
N−1}.
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Since the absolute value | x̆[N − 1 − ℓ] | can be represented analogously to
|x[N − 1 − ℓ] | by substituting the corresponding zeros with the modi�ed zeros,
a comparison of both moduli yields the condition√

√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 · ���Sℓ (β1, . . . , βN−1) ���

=

√
√

√

|a[N − 1] |
N−1
∏

j=1

���β (Λ)j
���−1 · ���Sℓ (β (Λ)1 , . . . , β

(Λ)
N−1

) ���.
Simplifying this equation by canceling the prefactor and bringing all zeros to the
right-hand side, we �nally have

���Sℓ (β1, . . . , βN−1) ��� =
(

∏

βj∈Λ

���βj ���
)

· ���Sℓ (β (Λ)1 , . . . , β
(Λ)
N−1

) ���.
Hence, the phase retrieval problem to recover the signal x is only uniquely solv-
able up to rotations if and only if there exist no subset Λ and hence no non-trivial
ambiguity ful�lling the above condition. �

If we consider a discrete-time signal x with normalized support of odd length
N , then we cannot recover x from its Fourier intensity | x̂ | and the modulus
|x[(N−1)/2] | of the central component in general because the absolute value of the
central component obviously does not change under the re�ection and conjuga-
tion of the complete signal. Hence, for Λ chosen as the complete corresponding
zero set, the uniqueness condition in Theorem 10.7 cannot hold true except when
the zero set is invariant under the re�ection at the unit circle.

To overcome this problem, we assume that the second solution x̆ in the proof
of Theorem 10.7 is additionally a non-trivially di�erent ambiguity. Since the
re�ected and conjugated signal corresponds to the re�ected zero set at the unit
circle, see Lemma 5.3, we consequently consider only proper subsets Λ of the
corresponding zero set. More detailed, since the extension of Λ by re�ected zero
pairs and zeros on the unit circle do not lead to a di�erent non-trivial ambiguity,
the subset Λ should not be extendable to the complete set by adding zeros of this
kind. Adapting the proof of Theorem 10.7 in this way, we obtain the following
slightly weaker statement.
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Corollary 10.8. Let x be a complex-valued discrete-time signal with normalized
support of odd length N and corresponding zero set {β1, . . . , βN−1}. Then the signal
x can be uniquely recovered from its Fourier intensity | x̂ | and the modulus of
the point |x[(N−1)/2] | up to rotations and conjugate re�ections if and only if the

corresponding zeros βj and the modi�ed zeros β (Λ)j ful�l

����S N−1
2

(

β1, . . . , βN−1
) ���� ,

(

∏

βj∈Λ

���βj ���
)

·
����S N−1

2

(

β
(Λ)
1 , . . . , β

(Λ)
N−1

) ����
for each non-empty proper subset Λ of the corresponding zero set {β1, . . . , βN−1}
where Λ does not contain re�ected zero pairs or zeros on the unit circle and cannot
be extended to the whole set by adding zeros of this kind.

In order to characterize the exceptional zero sets that do not satisfy the unique-
ness conditions in Theorem 10.7 and Corollary 10.8, we again identify the corres-
ponding zero set {β1, . . . , βN−1} with a real (2N − 2)-dimensional vector. Unfor-
tunately, the direct construction of an appropriate manifold is much more chal-
lenging due to the additional elementary symmetric functions in the uniqueness
conditions. Nevertheless, we can show that the exceptional zero sets lie on algeb-
raic varieties or, more precisely, in the zero locus (the zero set) of a non-constant
polynomial in 2N − 2 indeterminates.

Lemma 10.9. If the corresponding zero set {β1, . . . , βN−1} of a complex-valued
discrete-time signal is considered as real (2N −2)-dimensional vector, then the zero
sets satisfying

���Sℓ (β1, . . . , βN−1) ��� =
(

∏

βj∈Λ

���βj ���
)

· ���Sℓ (β (Λ)1 , . . . , β
(Λ)
N−1

) ��� (10.2)

lie in the zero locus of a non-constant polynomial for every non-empty subset Λ of
zeros βj or, when ℓ is equal to (N−1)/2, for every proper subset Λ.

Proof. Analogously to the proof of Lemma 10.4, we identify the corresponding
zero set {β1, . . . , βN−1} with the real (2N − 2)-dimensional vector

β ≔ (ℜβ1,ℑβ1, . . . ,ℜβN−1,ℑβN−1)T ∈
(

R2 \ {0}
)N−1
.

We investigate the set of all vectors β satisfying the equality condition (10.2) for
a certain subset Λ and a given integer ℓ between 0 andN −1. For this purpose, we
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square the equality condition and insert the de�nition of the elementary sym-
metric function (De�nition 8.6), which leads us to

������
∑

1≤k1<···<kℓ≤N−1
βk1 · · · βkℓ

������
2

=

������
∏

βj∈Λ
β j

������
2

·
������

∑

1≤k1<···<kℓ≤N−1
β
(Λ)

k1
· · · β (Λ)

kℓ

������
2

, (10.3)

where we additionally conjugate the zeros in the prefactor on the right-hand
side. As in the de�nition of the elementary symmetric functions, we set the
empty sums for ℓ = 0 to one.

Next, we consider the substitution βj = ℜβj + iℑβj . In this manner, the left-
hand side of (10.3) becomes a real algebraic polynomial in β since the real and
imaginary parts of the elementary symmetric function Sℓ (β1, . . . , βN−1) are real
polynomials inℜβj andℑβj . On the right-hand side, we also have a real algebraic
polynomial in β. More detailed, since the re�ection of a zero βj at the unit circle
is simply given by β −1j , the cumbersome re�ected zeros in the modi�ed zero set
completely cancels with the zeros in the prefactor. The real and imaginary parts
of the products over the remaining modi�ed and conjugated zeros are again real
polynomials in ℜβj and ℑβj . Hence, the right-hand side of (10.3) is really an
algebraic polynomial in β.

Since the polynomial obtained from the right-hand side of (10.3) also is well
de�ned by continuous continuation whenever the real partℜβj and imaginary
part ℑβj of a corresponding zero βj are zero, we can neglect the assumption that
the zeros βj of a discrete-time signal cannot be zero at the moment.

Bringing both polynomials to one side, we can already conclude that the vec-
tors β satisfying (10.3) are the zero locus of an algebraic polynomial and hence
an algebraic variety. In order to ensure that this polynomial is not constantly
zero, we have to show that both sides of the polynomial equation (10.3) are non-
equal. In order to simplify the following considerations, we assume without
loss of generality that Λ contains the �rst J zeros of the corresponding zero set
{β1, . . . , βN−1}.
If we now determine the real or imaginary part of a summand

βk1 · · · βkℓ =
(ℜβk1 + iℑβk1

) · · · (ℜβkℓ + iℑβkℓ
)

at the left-hand side of (10.3), we obtain a homogeneous polynomial of degree ℓ
in the real variablesℜβk1 , ℑβk1 , . . . ,ℜβkℓ , ℑβkℓ . Hence, every monomial within
the real polynomial obtained from the left-hand side of (10.3) has degree 2ℓ.
However, the degree of the monomials obtained from the right side of (10.3)
varies depending on the numbers ℓ and J . More precisely, we distinguish the
following three cases.

Robert Beinert



10. Using additional magnitudes of the unknown signal 93

(i) For numbers ℓ and J with ℓ+ J ≤ N − 1, we always �nd increasing indicies
k1 < · · · < kℓ such that k1 > J . Then the product β

(Λ)

k1
· · · β (Λ)

kℓ
on the right-

hand side of (10.3) simply becomes βk1 · · · βkℓ , and hence no zeros cancel
with the prefactor. This implies that the corresponding monomials in the
real version of (10.3) are exactly of degree 2(ℓ + J ). Since the monomials
on the left-hand side are only of degree 2ℓ, the polynomials on both sides
of (10.3) cannot be equal.

(ii) If the numbers ℓ and J ful�l ℓ + J > N − 1 and J ≤ ℓ, then we choose the
indicies by

k1 = 1, . . . ,kℓ = ℓ.

Now, the �rst J modi�ed zeros β
(Λ)
j cancel with the prefactor, and the

product β J+1 · · · βℓ remains in the right-hand sum of (10.3). Since the real
and imaginary parts of this summand consist of monomials of degree ℓ− J ,
we have at least one monomial of degree 2(ℓ− J ) on the right-hand side of
(10.3), which implies that the polynomials on the left-hand and right-hand
side of (10.3) cannot cancel out.

(iii) In the following, we investigate the last case, where ℓ and J satisfy ℓ+ J >
N − 1 and J > ℓ. Obviously, the polynomials on both sides of (10.3) can
only cancel out if all monomials on the right-hand side are also of degree
2ℓ. To show that this is impossible except for one special case, we consider
the summands with indicies

k1 = 1, . . . ,kℓ = ℓ (10.4)

and
k1 = N − ℓ, . . . ,kℓ = N − 1. (10.5)

Now, the �rst index set (10.4) yields the summand

βℓ+1 · · · β J

on the right-hand side since all modi�ed zeros cancel with the prefactor.
Thus, the corresponding squared real and imaginary parts occurring with-
in the polynomial on the right-hand side of (10.3) can only be monomials
of degree 2ℓ if the numbers ℓ and J ful�l J − ℓ = ℓ or J = 2ℓ.

After possible cancelationswith the prefactor, the second index set (10.5)
corresponds to the summand

β 1 · · · βN−ℓ−1 β J+1 · · · βN−1
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with 2N − 2 − ℓ − J di�erent variables. Here the assumption that the
monomials of the squared real and imaginary part appearing on the right-
hand side of (10.3) have degree 2ℓ implies that ℓ and J ful�l the equality
2N − 2 − ℓ − J = ℓ.

Combining the found restrictions on ℓ and J from both sets of indicies
directly yields

ℓ = N−1
2

and J = N − 1.

Thus, the subset Λ contains the complete corresponding zero set, which is
not covered by the assertion. For all other cases, we can hence ensure that
the polynomials on both sides of (10.3) cannot cancel each other.

All in all, the real algebraic polynomial in β deduced from (10.3) by bringing
both polynomials to one side is not constantly zero for all cases considered in
the assertion, and the vectors β ful�lling condition (10.2) lie in the zero locus of
this algebraic polynomial, which completes the proof. �

Remark 10.10. The exceptional case in the proof of Lemma 10.9, where ℓ is
equal to (N−1)/2, and where Λ contains the complete zero set, corresponds to the
assumption that the moduli |x[(N−1)/2] | and | x̆[(N−1)/2] | of the original and the
conjugated, re�ected signal are equal, as mentioned in Corollary 10.8. Since this
is always the case, the polynomial equation (10.3) has to be ful�lled for every
vector β.

Formally, this observation directly follows from the identity

β 1 · · · βN−1 · S N−1
2

(

β
−1
1 , . . . , β

−1
N−1

)

= S N−1
2

(

β 1, . . . , βN−1
)

,

which can be shown in a similar way to Lemma 9.3. More precisely, the unique-
ness condition in (10.3) is equivalent to

����S N−1
2

(

β1, . . . , βN−1
) ����

2

=

����S N−1
2

(

β 1, . . . , βN−1
) ����

2

.

Since the additional conjugations on the right-hand side vanish under the abso-
lute value, the constructed real algebraic polynomial in the proof of Lemma 10.9
is indeed constantly zero. �

The main di�erence between Lemma 10.4 and Lemma 10.9 is that we have no
explicit characterization of the exceptional zero sets whose corresponding sig-
nals cannot be uniquely recovered from their Fourier intensities and the modu-
lus of an arbitrary point. Nevertheless, we can use the constructed algebraic vari-
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eties in Lemma 10.9 to show that almost every signal can be recovered uniquely
up to rotations and possibly conjugate re�ections.

Theorem 10.11. Let x be a complex-valued discrete-time signal with normalized
support of length N , and let ℓ be an arbitrary integer between 0 and N − 1. The
phase retrieval problem to recover the signal x from its Fourier intensity | x̂ | and
the absolute value |x[N − 1− ℓ] | is almost always uniquely solvable up to rotations
whenever ℓ , (N−1)/2. In the special case that ℓ = (N−1)/2, the reconstruction is only
unique up to rotations and conjugate re�ections.

Proof. As a generalization of Theorem 10.6, we can show the assertion by ad-
apting the corresponding proof. Interpreting the corresponding zero set as a real
(2N − 2)-dimensional vector, we have shown in Lemma 10.9 that the zero sets
violating the uniqueness conditions in Theorem 10.7 and Corollary 10.8 for a
certain subset Λ and number ℓ are contained in the zero locus of a non-constant
algebraic polynomial.

Consequently, the exceptional zero sets of one uniqueness condition form a
null set as part of a zero locus with zero Lebesguemeasure. Since we have only
�nitelymany uniqueness conditions, the union of all exceptional zero sets is only
a set with zero Lebesguemeasure too.

With the aid of Vieta’s formulae (Theorem 8.7) and Sard’s theorem (The-
orem 10.5), we can transfer this observation to the components of the corres-
ponding discrete-time signals as shown in the proof of Theorem 10.6. Hence,
almost every signal with normalized support of length N ful�ls the uniqueness
conditions in Theorem 10.7 and Corollary 10.8. �

10.3. The moduli of the entire signal

Looking back at our �ndings in Section 10.1 and Section 10.2, where we prove
that almost every signal can be uniquely recovered up to rotations with the aid of
an additional modulus in the time domain, we investigate the question: can the
phase retrieval problem to recover the signal x be uniquely solved up to rotations
if more then one modulus |x[n] | or even all moduli ( |x[n] |)n∈Z are given?

Phase retrieval problems of this kind, where the complete modulus of the
signal is known, have been studied in [GS72] and [SSD+06, LT08, LT09], for
instance. In the �rst one [GS72], Gerchberg and Saxton present an alternat-
ing projection method to solve this problem numerically. Afterwards, Seifert,
Stolz,Donatelli, Langemann, andTasche in [SSD+06] aswell as Langemann
and Tasche in [LT08, LT09] propose a multilevel Gauss-Newton method as a
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numerical approach. In the considered examples, both algorithms can recover
the unknown signal with high accuracy from its Fourier intensity and itsmoduli
up to rotations.

Based on the uniqueness results for the phase retrieval problem with one add-
itionally given modulus of an arbitrary point in Theorem 10.11, we can immedi-
ately justify this behaviour of the algorithms also theoretically. More precisely,
non-trivial ambiguities arise in this setting rarely as stated in the following co-
rollary.

Corollary 10.12. Let x be a complex-valued discrete-time signal x with normal-
ized support of length N . The phase retrieval problem to recover the signal x from
its Fourier intensity | x̂ | and its moduli ( |x[n] |)n∈Z is almost always uniquely solv-
able up to rotations.

Unfortunately, the additional knowledge of more than one modulus of the
signal in time domain cannot ensure uniqueness of the corresponding phase re-
trieval problem generally, even if the complete modulus |x | ≔ (x[n])n∈Z of the
signal x is given. In other words, the exceptional set of signals that cannot be
uniquely recovered up to rotations in Corollary 10.12 is always non-empty. Be-
fore we construct speci�c counter-examples for every possible signal length, we
analyze the following example.

Example 10.13. We consider the discrete-time phase retrieval problem to re-
cover the signal

x ≔ 1
2

(

. . . , 0,−2 + 2i, 2i,−1 − i, 2, 0, . . .
)

from its Fourier intensity | x̂ | and its modulus |x |. As seen in Theorem 10.1, the
phase retrieval problem to recover x can only possesses non-trivial ambiguities
if the corresponding zero set contains a subset whose product is unimodular.

Since the corresponding zeros of the signal x are given by

β1 = − 1
2
− 1

2
i, β2 = −e−i

2π
3 (1 + i) , and β3 = −ei

2π
3 (1 + i) ,

the considered phase retrieval problem can have up to two further non-trivial
ambiguities as the two products β1 β2 and β1 β3 have an absolute value equal to
one. In this speci�c example, both non-trivial ambiguities

y1 =
(

. . . , 0,x[0], ei
2π
3 x[1], e−i

2π
3 x[2],x[3], 0, . . .

)
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Figure 10.1.: Discrete-time phase retrieval problem to recover the signal

x from its Fourier intensity and its moduli with two further

non-trivial ambiguities

and

y2 =
(

. . . , 0,x[0], e−i
2π
3 x[1], ei

2π
3 x[2],x[3], 0, . . .

)

,

which are constructed by re�ecting the subsets {β1, β2} or {β1, β3} respectively,
obviously have the same modulus as the original signal x . The original signal
and both occurring non-trivial ambiguities are shown in Figure 10.1. �

The example above not only shows that the statement in Corollary 10.12 can-
not be tightened, but also that the constructed algebraic varieties in Lemma 10.9
are really non-empty. This observation is also valid for all greater signal lengths.

Robert Beinert



98 III. Additional information in the time domain

Theorem 10.14. For every integerN > 3, there exists a discrete-time signal x with
normalized support of lengthN such that the phase retrieval problem to recover this
signal x from its Fourier intensity and its moduli possesses at least a further non-
trivial ambiguity.

Proof. In order to construct a discrete-time signal x that cannot be uniquely
recovered from its Fourier intensity and its moduli, we investigate the unique-
ness conditions in Theorem 10.7 for a speci�cally chosen zero set {β1, . . . , βN−1}.
More precisely, we assume that β1 and β2 di�er, and that the remaining corres-
ponding zeros β3, . . . , βN−1 coincide. In other words, we assume that β3 is a zero
of multiplicity N − 3.

In the following, we try to choose the three zeros in a way such that the ambi-
guityy obtained by re�ecting the zeros β1 and β2 is a further non-trivial solution.
Since Theorem 10.1 implies that the product of β1 and β2 must be unimodular, we
assume that β2 is of the form

β2 ≔ e−iϕ β
−1
1 (10.6)

for an appropriate real number ϕ. This de�nition yields the three identities

β−12 = β 1 β2 β1 and β−11 = β 1 β2 β2 (10.7)

and hence
β −11 + β

−1
2 = β 1 β2

(

β1 + β2
)

. (10.8)

To ensure that both moduli |x[N − 1 − ℓ] | and |y[N − 1 − ℓ] | coincide for an
integer ℓ between 0 and N − 1, the corresponding zeros have to ful�l the equality

���Sℓ (β1, . . . , βN−1) ���2 = ���β 1 β2 ���2 · ����Sℓ
(

β
−1
1 , β

−1
2 , β3, . . . , βN−1

) ����
2

,

where Sℓ denotes the ℓth elementary symmetric function given in De�nition 8.6,
as seen in Theorem 10.7 and Corollary 10.8. Consequently, if the above condition
holds for every possible ℓ, then all moduli of |x | and |y | are equal.

In the next step, we simplify this condition by factoring out β1, β2 and their
re�ections from the elementary symmetric functions Sℓ on both sides. With the
notation Πℓ ≔ Sℓ (β3, . . . , βN−1) for the elementary symmetric functions of the
remaining zeros, the equation becomes

���β1 β2 Πℓ−2 + (

β1 + β2
)

Πℓ−1 + Πℓ
���2 = ���Πℓ−2 + (

β 1 + β2

)

Πℓ−1 + β 1 β2 Πℓ
���2.
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Further, we extend the squared absolute values with the law of cosines. Since
the corresponding summands on both sides obviously have the same absolute
value, only the mixed terms remain. Using the identities (10.7) and (10.8), and
canceling the equal terms on both sides, we have

ℜ
[
(

β
−1
1 + β

−1
2

)

Πℓ−2 Π ℓ−1 +
(

β1 + β2

)

Πℓ−1 Π ℓ
]

= ℜ
[
(

β1 + β2

)

Πℓ−2 Π ℓ−1 +
(

β
−1
1 + β

−1
2

)

Πℓ−1 Π ℓ
]
.

(10.9)

Remembering that the zeros β3, . . . , βN−1 coincide, we can explicitly compute
the appearing elementary symmetric functions. In particular, we have

Πℓ =
(

N−3
ℓ

)

βℓ3 and hence Πℓ−1Π ℓ =
(

N−3
ℓ−1

) (

N−3
ℓ

) ��β3 ��2ℓ−2 β3.
If the real parts on the left and right-hand side of (10.9) do not cancel each
other completely, which does not happen when ℓ is equal to one, then the non-
uniqueness condition (10.9) is equivalent to

ℜ
[(
β1 + β2

)

β3

]
= ℜ

[
(

β
−1
1 + β

−1
2

)

β3

]
.

On the contrary, if we choose the zeros β1, β2, and β3 such that they satisfy
this equation, then the non-uniqueness condition (10.9) holds true for every ℓ
between 0 and N − 1.

In order to �nd a suitable corresponding zero set, we replace β2 in the last
equation by its de�nition (10.6). This substitution yields the condition

ℜ
[
(

β1 + e
−iϕ β

−1
1

)

β3

]
= ℜ

[
(

β
−1
1 + e

−iϕ β1
)

β3

]
.

Due to the fact that the re�ected zero can be written as β −11 = |β1 |−2 β1, a re-
arrangement of the summands leads to

(

1 − 1

| β1 |2
)

ℜ
[
β1 β3

]
=

(

1 − 1

| β1 |2
)

ℜ
[
e−iϕ β1 β3

]
.

Writing the product β1 β3 in its polar form |β1 β3 | eiψ for a suitable real number
ψ , and canceling the equal prefactor on both sides, we �nally obtain

ℜeiψ = ℜei(ψ−ϕ) or cos(ψ ) = cos(ψ − ϕ).
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Since the cosine is an even, 2π-periodic function, this trigonometric equation
has up to two di�erent solutions except for additive multiples of 2π. The �rst
one is obviously ϕ = 0, but then β1 and β2 form a re�ected pair with respect to
the unit circle, and hence the original signal x and the ambiguityy coincide. The
only other arising solution is given by ϕ = 2ψ , which implies that β2 completely
depends on β1 and β3 by

β2 = e−2iψ β
−1
1 or β2 = e−2i arg(β1β3) β

−1
1 .

If we now choose the zeros β1 and β3 not lying on the unit circle so that the

imaginary part of β1 β3 does not vanish, we can avoid that β1 and β2 form a
re�ected zero pair. Therefore, the ambiguity y is non-trivially di�erent from the
original signal x by construction, which leads to the assertion. �

11. Using additional phase information

With the knowledge that the modulus of an arbitrary point in the time do-
main contains enough information to enforce the uniqueness of the phase re-
trieval problem for almost every signal up to trivial ambiguities, the question
arises whether a priori phase information about the unknown signal can also
enforce uniqueness. Obviously, the phase of only one component of the signal is
completely useless because of the trivial rotation ambiguity, see Proposition 2.1.
Hence, we need at least the phase of two components.

If we look back at Example 6.7, where we consider a phase retrieval problem
with the maximal number of non-trivial ambiguities, we can observe that the
phases of all ambiguities in both end points coincide, see Figure 6.3(d) in par-
ticular. To justify this observation formally, we consider the right and left end
point of a discrete-time signal given by

x[N − 1] = eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1
and

x[0] = (−1)N−1 eiα
√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
N−1
∏

j=1

βj
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as characterized in Theorem 5.1. The end points of the non-trivial ambiguities
are given in an analogous form, where a subset of the corresponding zero set
{β1, . . . , βN−1} is re�ected at the unit circle. Since the additional rotation by α can
individually be chosen for each non-trivial ambiguity, we can assume without
loss of generality that the phase of the right end point of all non-trivial ambi-
guities coincide. Using that the phase of a complex number is invariant under
re�ection at the unit circle, we can further conclude that the phase of the left
end point of all non-trivial ambiguities are also equal as conjectured.

Nonetheless, if we consider the phase of the right end point and of another
inner point, then the previous examples imply that the phase of these points for
di�erent non-trivial ambiguities coincides only for rare exceptions. In the next
subsection, we will show that already the additional phase information for two
components of the unknown signal can reduce the set of non-trivial ambiguities
in a suitable manner.

11.1. Phase of an arbitrary point and the end point

Before we investigate the uniqueness of the discrete-time phase retrieval prob-
lem with two arbitrary given phases in the time domain, we consider the slightly
simpler version where one given phase arises from the right end point. In or-
der to show that this additional phase information can indeed enforce a unique
reconstruction for almost every signal, we proceed analogously to the approach
in Section 10. This means that we �rstly characterize the signals that cannot
be uniquely reconstructed, show that the exceptional zero sets are contained in
an appropriate algebraic variety of lower dimension, and �nally conclude that
non-trivial ambiguities can only arise in rare special cases.

In order to simplify the notation in the following, we denote the complete
corresponding zero set and the modi�ed zero set de�ned in Section 10.2 by

B ≔
{
β1, . . . , βN−1

}
and B(Λ)

≔

{
β
(Λ)
1 , . . . , β

(Λ)
N−1

}
respectively. Further, since the elementary symmetric functions in De�nition 8.6
are symmetric polynomials and hence invariant under permutations of their ar-
guments, we de�ne the elementary symmetric functions of a set by

Sn (B) ≔ Sn
(

β1, . . . , βN−1
)

and Sn (B
(Λ) ) ≔ Sn

(

β
(Λ)
1 , . . . , β

(Λ)
N−1

)

for every integer n.
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Theorem 11.1. Let x be a complex-valued discrete-time signal with normalized
support of length N and corresponding zero set B ≔ {β1, . . . , βN−1}, and let ℓ be
an integer between 1 and N − 2. Then the signal x cannot be uniquely recovered
from its Fourier intensity | x̂ | and the two phases argx[N − 1] and argx[N − 1− ℓ]
if and only if there exists a non-empty subset Λ of the corresponding zero set B,
where Λ does not contain re�ected zero pairs or zeros on the unit circle, such that
the corresponding zero set B and the modi�ed zero set B(Λ) ful�l

ℜSℓ (B) ℑSℓ (B(Λ) ) − ℑSℓ (B)ℜSℓ (B(Λ) ) = 0

and further
ℜSℓ (B)ℜSℓ (B(Λ) ) + ℑSℓ (B) ℑSℓ (B(Λ) ) ≥ 0.

Proof. Firstly, we assume that the phase retrieval problem to recover x from its
Fourier intensity and the two phases argx[N − 1− ℓ] and argx[N − 1] possesses
at least one further non-trivially di�erent solution y. Therefore, we �nd a subset
Λ of the corresponding zero set B of the original signal x such that the second
solution y corresponds to the modi�ed zero set B(Λ) . Since x and y di�er non-
trivially, we can assume that Λ is non-empty and does not contain re�ected zero
pairs or zeros on the unit circle.

Once again, the end point of the signal x is given by

x[N − 1] = eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1,
where α is a real number and a[N − 1] denotes the (N − 1)st coe�cient of the
autocorrelation signal of x , see Theorem 5.1. Since the end point of the ambiguity
y is analogously given with the modi�ed zero set, and since the phase of the end
point only depends on α , we can conclude that x and y have to have the same
rotation factor eiα .

Next, we examine the restrictions on the corresponding zero set given by the
second phase argx[N − 1 − ℓ]. For this purpose, we recall that the components
of a discrete-time signal with normalized support are given by

x[N − 1 − ℓ] = (−1)ℓ eiα
√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 · Sℓ (B)
due to Vieta’s formulae as discussed in Section 8. For the componenty[N −1−ℓ]
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of the ambiguity, we have an analogous representation where the corresponding
zero set is replaced by the modi�ed. Since the rotation factors eiα coincide as
observed above, the corresponding phases of x and y only depend on the phase
of the elementary symmetric function Sℓ. In other words, the phase condition

argx[N − 1 − ℓ] = argy[N − 1 − ℓ]
is equivalent to

argSℓ (B) = argSℓ (B
(Λ) ).

Hence, the function values Sℓ (B) and Sℓ (B
(Λ) ) have the same phase if and only

if Sℓ (B
(Λ) ) lies on the real ray from the origin through Sℓ (B) in the complex plane.

Formally, Sℓ (B
(Λ) ) thus has to satisfy the equation of a straight line

ℜSℓ (B) ℑSℓ (B(Λ) ) − ℑSℓ (B)ℜSℓ (B(Λ) ) = 0.

Moreover, to ensure that Sℓ (B) and Sℓ (B
(Λ) ) lie on the same half line, the angle

between the Sℓ (B) and Sℓ (B
(Λ) ) have to be less than π/2, and hence the real scalar

product of Sℓ (B) and Sℓ (B
(Λ) ) must ful�l

ℜSℓ (B)ℜSℓ (B(Λ) ) + ℑSℓ (B) ℑSℓ (B(Λ) ) ≥ 0.

This slightly cumbersome additional condition guarantees that the assertion also
holds when one or both signal values x[N − 1 − ℓ] or y[N − 1 − ℓ] are zero, and
the corresponding phases are not uniquely de�ned. �

Like the approach in Section 10.2, we can observe that the corresponding zero
sets of signals that cannot be uniquely reconstructed are covered by the union
of speci�c algebraic varieties. To show this, we again identify the corresponding
zero set {β1, . . . , βN−1} of a discrete-time signal with the (2N − 2)-dimensional
vector

(ℜβ1,ℑβ1, . . . ,ℜβN−1,ℑβN−1)T.

For simplicity, we only investigate the equation of a straight line in Theorem 11.1
and neglect the inequality condition.

Lemma 11.2. If the corresponding zero set B ≔ {β1, . . . , βN−1} of a complex-
valued discrete-time signal is considered as a real (2N − 2)-dimensional vector,
then the zero sets satisfying

ℜSℓ (B) ℑSℓ (B(Λ) ) − ℑSℓ (B)ℜSℓ (B(Λ) ) = 0 (11.1)

Robert Beinert



104 III. Additional information in the time domain

lie in the zero locus of a non-constant polynomial for every non-empty subset Λ of
B and ℓ between 1 and N − 2.

Proof. In order to construct the real algebraic variety, we replace the complex
variables βj in the linear equation by their algebraic form ℜβj + iℑβj . In this
manner, the real and imaginary parts of the elementary symmetric function Sℓ (B)
become real polynomials in the indeterminatesℜβj and ℑβj .

Remembering that the real and imaginary parts of re�ected zeros at the unit
circle are given by

ℜβ −1j =
ℜβj

[ℜβj]2+[ℑβj]2
and ℑβ −1j =

ℑβj
[ℜβj]2+[ℑβj]2

,

we see that the real and imaginary parts of the elementary symmetric function

Sℓ (B
(Λ) ) =

∑

1≤k1<···<kn≤N−1

(

ℜβ (Λ)
k1
+ iℑβ (Λ)

k1

)

· · ·
(

ℜβ (Λ)
kℓ
+ iℑβ (Λ)

kℓ

)

of the modi�ed zero sets are rational polynomials, where the denominator of
the individual summands contains the moduli of the re�ected zeros. Hence, if
we multiply the equation (11.1) with

ΠΛ ≔

∏

βj∈Λ

( [
ℜβj

]2
+

[
ℑβj

]2)

all occurring inverse moduli cancel out, and we obtain the equivalent condition

ΠΛ

(

ℜSℓ (B) ℑSℓ (B(Λ) ) − ℑSℓ (B)ℜSℓ (B(Λ) )
)

= 0 (11.2)

with an algebraic polynomial in the indeterminatesℜβj andℑβj on the left-hand
side.

Analogously as in the proof of Lemma 10.9, the issue arises whether the algeb-
raic polynomial in (11.2) is trivial or not. To see this, we extend the polynomial
continuously whenever a zero division in the original linear equation occurs; so
we can neglect that the corresponding zero sets of a discrete-time signal can-
not contain zero elements. To simplify the following considerations, we assume
without loss of generality that Λ contains the �rst J zeros of the corresponding
zero set B.

Let us �rst consider the real and imaginary part of one summand βk1 · · · βkℓ in
the de�nition of the elementary symmetric function Sℓ. As discussed above, the
real and imaginary part consists of monomials of degree ℓ in the indeterminates
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ℜβj and ℑβj . Moreover, the monomials of the real part ℜ[βk1 · · · βkℓ ] always
have an even number of ‘imaginary variables’ℑβj , whereas themonomials of the
imaginary part ℑ[βk1 · · · βkℓ ] have an odd number. This observation inductively
follows from the multiplication of two complex numbers in their algebraic form.
Hence, the monomials in the real and imaginary part of βk1 · · · βkℓ are pairwise
di�erent.

In order to show that the polynomial (11.2) cannot vanish everywhere, we use
the following approach: we choose a speci�c monomial in the left summand

ΠΛℜSℓ (B) ℑSℓ (B(Λ) ),

and show that there does not exist a corresponding monomial in the right sum-
mand

ΠΛ ℑSℓ (B)ℜSℓ (B(Λ) ).

If we �nd such a monomial that only occurs in the left summand, then the poly-
nomial in (11.2) possesses at least this one monomial and cannot be trivial. Here
we distinguish the following two major cases.

(i) Firstly, we assume that N − 1 > ℓ ≥ J ≥ 1 and consider the speci�c
monomial

ℑβ1 [ℜβ2]2 · · · [ℜβℓ]2ℜβℓ+1 . (11.3)

In order to show that this monomial really appears in the left summand
ΠΛℜSℓ (B) ℑSℓ (B(Λ) ) of (11.2), we determine the corresponding factor for
each variable in (11.3). Due to the fact that no mixed terms of the form
ℜβj ℑβj occur, it is enough to assign the indicies of the variables to the
three factors.

Since the degree is obviously 2ℓ, the considered monomial cannot con-
tain any quadratic factor [ℜβj]2 or [ℑβj]2 from the prefactor ΠΛ. Con-
sequently, the prefactor ΠΛ and the inverse moduli in ℑSℓ (B(Λ) ) have to
cancel each other, and the index set

K̆ ≔
{
k̆1, . . . , k̆ℓ

}
of the monomial from ℑSℓ (B(Λ) ) must contain the indicies from 1 to J .
Further, the index set

K ≔
{
k1, . . . ,kℓ

}
of the monomial from ℜSℓ (B) must also comprise the indicies from 2 to
J in order to cover the remaining variablesℜβ2, . . . ,ℜβ J of the quadratic
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factors. With the same argument, both index sets have to contain the indi-
cies from J + 1 to ℓ. For the reason that the index set K̆ already comprises
ℓ indicies, the last index of the variableℜβℓ+1 must be contained in K .

All in all, we can conclude that the monomial (11.3) uniquely arises from
the factors

ℜβ2 · · · ℜβℓ+1
inℜSℓ (B) and

ℑβ1ℜβ2 · · ·ℜβℓ
J
∏

j=1

( [
ℜβj

]2
+

[
ℑβj

]2)

inℑSℓ (B(Λ) ). Consequently, the monomial (11.3) can only vanish if it is also
contained in the right summand ΠΛℑSℓ (B)ℜSℓ (B(Λ) ).

Assuming that this is the case, we observe that the consideredmonomial
also uniquely arises from the factor

ℜβ2 · · · ℜβℓ+1

in ℑSℓ (B) and the factor

ℑβ1ℜβ2 . . .ℜβℓ
J
∏

j=1

( [
ℜβj

]2
+

[
ℑβj

]2)

in ℜSℓ (B(Λ) ) with a completely analogous argumentation. However, this
is impossible because the imaginary part ℑSℓ (B) consists only of mono-
mials with an odd number of ‘imaginary variables’ ℑβj and the real part
ℜSℓ (B(Λ) ) of monomials with an even number. Therefore, the algebraic
polynomial in (11.2) is not constantly zero.

(ii) For the remaining case 1 ≤ ℓ ≤ J ≤ N −1, we �rstly assume that 2ℓ ≥ N −1
and investigate the monomial

ℑβ1ℜβ2 · · · ℜβN−1−ℓ [ℜβN−ℓ]2 · · · [ℜβℓ]2

· [ℜβℓ+1]3 · · ·
[ℜβ J

]3ℜβ J+1 · · ·ℜβN−1,
(11.4)

where the three last products can be empty. Again, we try to reconstruct
the index sets K of the factor fromℜSℓ (B) and K̆ from ℑSℓ (B(Λ) ).

Considering that the monomial (11.4) consists of ℓ variables with indices
from 1 to ℓ, further ℓ variables with indices from N −ℓ toN −1, and the J−ℓ
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remaining quadratic variables with indicies from ℓ+1 to J , we observe that
the monomial (11.4) has a degree of 2J . Consequently, exactly ℓ quadratic
factors [ℜβj]2 + [ℑβj]2 of the prefactor ΠΛ have to be canceled with the
inverse moduli in ℑSℓ (B(Λ) ), which implies that K̆ is a subset of {1, . . . , J }.

Since the �rst N − 1− ℓ variables have exponent one, the corresponding
quadratic factors in ΠΛ have to be canceled; so at least the indices from 1

to N − 1 − ℓ must be contained in K̆ . The only way to generate variables
with exponent three is to multiply the corresponding quadratic factor in
ΠΛ with a variable fromℜSℓ (B). We can therefore conclude that the index
of these variables cannot be in K̆ , and hence the indicies from ℓ+ 1 to J are
contained in K . Further, the indices from l + 1 to N − 1 must also be in K
because the index set K̆ can only contain indices less than or equal to J .

At the moment both index sets compriseN −1−ℓ indicies: K the indicies
from ℓ+ 1 to N − 1 and K̆ the indicies from 1 to N − 1− ℓ. Further, we know
that J −ℓ quadratic variables with index between ℓ+1 and J arise fromΠΛ.
Consequently, the remaining squared variables with indicies from N −ℓ to
ℓmust be contained in both index sets to ensure thatK and K̆ exactly com-
prise ℓ elements. Now, since both index sets are completely determined,
we can see that the monomial (11.4) uniquely arises from the factor

ℜβN−ℓ · · ·ℜβN−1
fromℜSℓ (B) and

ℑβ1ℜβ2 · · · ℜβℓ
ℓ
∏

j=1

( [
ℜβj

]2
+

[
ℑβj

]2)
from ℑSℓ (B(Λ) ).

Using an analogous argumentation as in (i), the considered monomial
(11.4) can only vanish if it is also contained in ΠΛ ℑSℓ (B)ℜSℓ (B(Λ) ). How-
ever, this would lead to the same factorization of themonomial (11.4) where
the factors arise from the imaginary part instead of the real part of Sℓ and
vice versa. Due to the fact that the real and imaginary part of Sℓ consists
of factors with even or odd numbers of ‘imaginary variables’ ℑβj respect-
ively, this factorization is invalid, and the algebraic polynomial (11.2) is
non-trivial.

It remains to show that the polynomial is also non-trivial for 2ℓ < N −1.
For this purpose, we examine the monomials

ℑβ1ℜβ2 · · · ℜβℓ [ℜβℓ+1]2 · · · [βN−ℓ−1]2

· [ℜβN−ℓ]3 · · ·
[ℜβ J

]3ℜβ J+1 · · · ℜβN−1
(11.5)
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with the limitation N − ℓ ≤ J and

ℑβ1ℜβ2 · · ·ℜβℓ [ℜβℓ+1]2 · · ·
[ℜβ J

]2ℜβN−ℓ · · · ℜβN−1 (11.6)

otherwise.
In a similar way as above, the quadratic factors [ℜβj]2 + [ℑβj]2 of ΠΛ

have to be canceled for indices between 1 and ℓ, which directly implies that
the index set K̆ must comprise these ℓ indicies. Considering the remaining
variables with exponent three and one, we can analogously argue that K
contains the ℓ indicies from N − ℓ to N − 1. Compared with the monomial
(11.3), the squared variables in (11.5) and (11.6) here arise from the prefactor
ΠΛ. Since both index sets K and K̆ coincide with the examination above,
the monomials have the same unique factorization, and thus the polyno-
mial in (11.2) is not constantly zero.

After this cumbersome case study, the polynomial equation (11.2) is non-trivial
for every ℓ between 1 and N − 2 and every non-empty subset Λ of the corres-
ponding zero set B. Moreover, the algebraic polynomial is non-constant because
the considered monomials have a non-vanishing degree. All in all, the corres-
ponding zero sets satisfying the linear equation in the assertion is contained in
the zero locus of the algebraic polynomial in (11.2), which completes the proof.

�

Considering the union of the constructed algebraic varieties in Lemma 11.2 for
all possible subsets Λ, we can conclude that the additional phase information can
indeed enforce uniqueness of the reconstruction for almost every discrete-time
signal.

Theorem 11.3. Let x be a complex-valued discrete-time signal with normalized
support of length N , and let ℓ be an arbitrary integer between 1 and N − 2. The
phase retrieval problem to recover the signal x from its Fourier intensity | x̂ | and
the two phases argx[N −1] and argx[N −1−ℓ] is almost always uniquely solvable.

Proof. Considering the corresponding zero sets of a discrete-time signal with
normalized support as (2N − 2)-dimensional vector, we observe in Lemma 11.2
that the zero sets that satisfy the non-uniqueness conditions in Theorem 11.1 for
a speci�c subset Λ lie in the zero locus of an algebraic polynomial. Since this
polynomial is not constantly zero, the exceptional zero sets are contained in a
set with zero Lebesguemeasure, and hence also the union of them.
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Although the constructed union does not only comprise valid zero sets that
ful�l the non-uniqueness conditions in Theorem 11.1 since we have neglected the
inequality condition in Theorem 11.1 and the circumstance that the correspond-
ing zero sets cannot contain zero elements, the exceptional zero sets of signals
without a unique reconstruction also form a set with measure zero as subset of
this union. Using Vieta’s formulare (Theorem 8.7) and Sard’s theorem (The-
orem 10.5), we can deduce the assertion as in the proof of Theorem 10.6. �

11.2. Phase of two arbitrary points

A straightforward generalization of our �ndings in Section 11.1 is the discrete-
time phase retrieval problem where the phase of the end point is replaced by the
phase of a further inner point of the unknown signal. In otherwords, we consider
the phase retrieval problem to recover an unknown signal x from its Fourier
intensity | x̂ | and the phases argx[N − 1 − ℓ1] and argx[N − 1 − ℓ2] of two inner
points in the time domain, where ℓ1 and ℓ2 are two di�erent integers between 1

and N − 2. In analogy to Theorem 11.1, we can characterize the corresponding
zero sets of signals that cannot be uniquely reconstructed by interpreting the
phase conditions as an equation of a straight line.

Theorem 11.4. Let x be a complex-valued discrete-time signal with normalized
support of length N and corresponding zero set B ≔ {β1, . . . , βN−1}, and let ℓ1 and
ℓ2 be di�erent integers between 1 and N − 2. Then the signal x cannot be uniquely
recovered from its Fourier intensity | x̂ | and the two phases argx[N − 1 − ℓ1] and
argx[N − 1 − ℓ2] if and only if there exists a non-empty subset Λ of B, where
Λ does not contain re�ected zero pairs or zeros on the unit circle, such that the
corresponding zero set B and the modi�ed zero set B(Λ) ful�l

ℜ
[
Sℓ1 (B)

]
ℑ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
− ℑ

[
Sℓ1 (B)

]
ℜ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
= 0

and further

ℜ
[
Sℓ1 (B)

]
ℜ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
+ ℑ

[
Sℓ1 (B)

]
ℑ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
≥ 0.
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Proof. Again, we assume that the phase retrieval problem to recover x from its
Fourier intensity and the phases argx[N − 1 − ℓ1] and argx[N − 1 − ℓ2] in the
time domain has a further non-trivial solution y. Consequently, we �nd a subset
Λ of the corresponding zero set B so that the second solution y corresponds to
the modi�ed zero set B(Λ) , where Λ does not contain re�ected zero pairs or zeros
on the unit circle.

Due to the trivial rotation ambiguity in Proposition 2.1, we can always rotate
the second signaly such that the phases argx[N−1−ℓ2] and argy[N−1−ℓ2] coin-
cide. In other words, we rotate the non-trivial ambiguity y by the multiplication
with the unimodular factor

ei(arg x[N−1−ℓ2]−argy[N−1−ℓ2]) = y[N−1−ℓ2]
|y[N−1−ℓ2] |

x[N−1−ℓ2]
|x[N−1−ℓ2] |

whenever |y[N − 1− ℓ2] | and |x[N − 1− ℓ2] | are non-zero. If one of these moduli
is zero, then the linear equation and the inequality condition in the assertion are
obviously ful�lled.

Next, we investigate the equality of the remaining given phase in the time
domain. Bearing the additional rotation of the ambiguity y in mind, we obtain
the restriction

argx[N − 1 − ℓ1] = arg
(

y[N−1−ℓ2]
|y[N−1−ℓ2] |

x[N−1−ℓ2]
|x[N−1−ℓ2] | y[N − 1 − ℓ1]

)

= arg
(

y[N − 1 − ℓ2]x[N − 1 − ℓ2]y[N − 1 − ℓ1]
)

since the multiplication with a positive real factor does not change the phase of
a complex number.

Again, the components of the signal x with normalized support are given by

x[N − 1 − ℓ] = (−1)ℓ eiα
√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 · Sℓ (B)
as discussed in Section 8. With an analogous representation of the components
of the further solution y, we can simplify the considered phase restriction to

arg
(

(−1)ℓ1 eiα Sℓ1 (B)
)

= arg
(

(−1)ℓ1 eiα Sℓ2 (B(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

)

,

where we already neglect the real positive factors in the representations of the
signal values. Finally, this equation is equivalent to

arg
(

Sℓ1 (B)
)

= arg
(

Sℓ2 (B
(Λ) ) Sℓ2 (B) Sℓ1 (B

(Λ) )

)

since the prefactor (−1)ℓ1 eiα of the arguments on both sides coincide.
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Following the procedure in the proof of Theorem 11.1, the complex numbers

Sℓ1 (B) and Sℓ2 (B
(Λ) ) Sℓ2 (B) Sℓ1 (B

(Λ) )

have to lie on the same ray starting from the origin in the complex plane, which
results in the linear equation and the inequality condition of the assertion. �

In some special cases, it is never possible to recover the wanted signal without
any ambiguities – trivial and non-trivial. For instance, if we try to recover a
discrete-time signal x with normalized support from its Fourier intensity and
the two phases argx[ℓ] and argx[N − 1− ℓ], where ℓ is an integer between 1 and
N − 2, then a rotated version

y ≔ ei(arg x[ℓ]+arg x[N−1−ℓ]) x[N − 1 − ·]

of the conjugated and re�ected signal x always solves the considered phase re-
trieval problem too. More detailed, the corresponding phases of y are obviously
given by

argy[ℓ] = argx[ℓ] + argx[N − 1 − ℓ] − argx[N − 1 − ℓ]
and

argy[N − 1 − ℓ] = argx[ℓ] + argx[N − 1 − ℓ] − argx[ℓ],

which implies that y really is an ambiguity. Consequently, if the corresponding
zero set does not only consists of re�ected pairs or zeros on the unit circle, we
always �nd a subset Λ – the complete zero set – so that Theorem 11.4 holds true,
and the considered signal cannot be recovered uniquely.

In order to eliminate this special case, we assume that the second solution
y in the proof of Theorem 11.4 is not a rotation of the conjugated and re�ected
original signal x . In other words, we assume that Λ is a proper subset that cannot
be extended to the complete zero set by adding re�ected zeros or zeros on the unit
circle. Adapting the proof of Theorem 11.4 in this manner, we have the following
slightly weaker statement.

Corollary 11.5. Let x be a complex-valued discrete-time signal with normalized
support of length N and corresponding zero set B ≔ {β1, . . . , βN−1}, and let ℓ be
an arbitrary integer between 1 and N − 2 . Then the signal x cannot be uniquely
recovered (up to conjugate re�ections) from its Fourier intensity | x̂ | and the two
phases argx[ℓ] and argx[N − 1 − ℓ] if and only if there exists a non-empty proper
subset Λ of the corresponding zero set B, where Λ does not contain re�ected zero
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pairs or zeros on the unit circle and cannot be extended to the complete set B by
adding zeros of this kind, such that the corresponding zero set B and the modi�ed
zero set B(Λ) ful�l

ℜ
[
Sℓ (B)

]
ℑ
[
SN−1−ℓ (B(Λ) ) SN−1−ℓ (B) Sℓ (B

(Λ) )

]
− ℑ

[
Sℓ (B)

]
ℜ
[
SN−1−ℓ (B(Λ) ) SN−1−ℓ (B) Sℓ (B

(Λ) )

]
= 0

and further

ℜ
[
Sℓ1 (B)

]
ℜ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
+ ℑ

[
Sℓ1 (B)

]
ℑ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
≥ 0.

As many times before, we interpret the corresponding zero set {β1, . . . , βN−1}
of a discrete-time signal with normalized support as the (2N − 2)-dimensional
vector

(ℜβ1,ℑβ1, . . . ,ℜβN−1,ℑβN−1)T

and show that the zero sets of signals that cannot be uniquely recovered are
contained in a union of suitable algebraic varieties. Again, we only investigate
the linear equation of Theorem 11.4 and Corollary 11.5, and neglect the additional
inequality restriction. In this manner, we can show the following result.

Lemma 11.6. If the corresponding zero set B ≔ {β1, . . . , βN−1} of a discrete-time
signal is considered as a real (2N − 2)-dimensional vector, then the zero sets satis-
fying

ℜ
[
Sℓ1 (B)

]
ℑ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
− ℑ

[
Sℓ1 (B)

]
ℜ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
= 0

(11.7)

lie in the zero locus of a non-constant polynomial for every non-empty subset Λ of
B and di�erent ℓ1 and ℓ2 between 1 and N − 2 or, when ℓ1 + ℓ2 = N − 1, for every
proper subset Λ.

Proof. Lemma 11.6 can be interpreted as a generalization of Lemma 11.2, and
we can prove the assertion in the same manner. Again, we write the complex
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variables βj of equation (11.7) in their algebraic form ℜβj + iℑβj . In order to
cancel the inverse moduli of the re�ected zeros in Sℓ1 (B

(Λ) ) and Sℓ2 (B
(Λ) ), we

furthermore multiply the equation of a straight line (11.7) with

ΠΛ ≔

∏

βj∈Λ

([
ℜβj

]2
+

[
ℑβj

]2)2

since each re�ected zero can occur at most twice. In this manner, we obtain the
equivalent restriction

ΠΛ

(

ℜ
[
Sℓ1 (B)

]
ℑ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
− ℑ

[
Sℓ1 (B)

]
ℜ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

])
= 0,

(11.8)

whose left-hand side can be continuously extended to an algebraic polynomial
in the real variablesℜβj and ℑβj .

It remains the question whether the polynomial in (11.8) vanishes everywhere
or not. Again, to simplify the investigation of this issue, we assume without
loss of generality that the �xed subset Λ contains the �rst J corresponding zeros
{β1, . . . , β J }, and that ℓ1 > ℓ2. Now, we follow the approach in the proof of
Lemma 11.2 in a slightly modi�ed form. This means that we pick one single
monomial in the polynomial

ΠΛ ℑ
[
Sℓ1 (B)

]
ℜ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
(11.9)

and show that the considered monomial cannot vanish within this polynomial.
Afterwards we show that the chosen monomial cannot occur in the other poly-
nomial

ΠΛℜ
[
Sℓ1 (B)

]
ℑ
[
Sℓ2 (B

(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )

]
; (11.10)

so the polynomial in (11.8) contains at least one non-vanishing monomial and
hence is non-trivial.

In analogy to the proof of Lemma 11.2, we only consider monomials where
the real part ℜβj and the imaginary part ℑβj of one corresponding zero βj do
not occur simultaneously. To determine the factorization of the monomials with
respect to the four occurring elementary symmetric functions, it is therefore
enough to determine the index sets Kℓ1 , K̆ℓ1 , Kℓ2 , and K̆ℓ2 of the real indeterm-
inates in the factors Sℓ1 (B), Sℓ1 (B

(Λ) ), Sℓ2 (B), and Sℓ2 (B
(Λ) ) respectively. Unfor-

tunately, the polynomial in (11.8) depends on ℓ1, ℓ2, and J , which leads to the
following cumbersome case study.
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We distinguish three main cases: J ≤ ℓ2 < ℓ1, ℓ2 < J ≤ ℓ1, and ℓ2 < ℓ1 ≤ J . For
this cases, we now consider a speci�c monomial and show that the occurring
variables can be uniquely assigned to the elementary symmetric functions in
(11.9). Although each of the main cases is based on one monomial, we need
di�erent argumentations depending on ℓ1 and ℓ2 to show that the factorization
indeed is unique. More detailed, we will divide the second case ℓ2 < J ≤ ℓ1 in
the two subcases 2ℓ2 ≤ J and 2ℓ2 > J . For the last main case ℓ2 < ℓ1 ≤ J , we
further distinguish between 2ℓ2 < 2ℓ1 ≤ J , 2ℓ2 ≤ J < 2ℓ1, and J < 2ℓ2 < 2ℓ1.

The crucial point of the following argumentation is the case ℓ2 < ℓ1 ≤ J with
2ℓ2 ≤ J < 2ℓ1. Wewill see that in the special case ℓ1+ℓ2 = J = N −1, which is not
covered by the assertion, the polynomial on the left-hand side of (11.8) becomes
trivial. To overcome this di�culties and complete our case study, we will here
consider three further subcases: ℓ1 + ℓ2 < J , ℓ1 + ℓ2 = J , and ℓ1 + ℓ2 > J .

(i) Firstly, we assume that ℓ1 > ℓ2 ≥ J , and investigate the monomial

[ℜβ1]2 [ℜβ2]4 · · · [ℜβℓ2]4 [ℜβℓ2+1]3

· [ℜβℓ2+2]2 · · · [ℜβℓ1]2 ℑβℓ1+1,
(11.11)

where the product over the squared variables with indices from ℓ2+2 to ℓ1
can be empty. A brief computation shows that the degree of this monomial
is 2(ℓ1 + ℓ2). Consequently, the considered monomial cannot contain any
quadratic factor [ℜβj]2 or [ℑβj]2 from the prefactor ΠΛ, which implies
that the complete prefactor ΠΛ and the inverse moduli from Sℓ1 (B

(Λ) ) and
Sℓ2 (B

(Λ) ) must cancel each other. Therefore, both index sets K̆ℓ1 and K̆ℓ2
have to contain the indicies from 1 to J .

With this preliminary observation, we can uniquely determine all four
index sets. As seen above, the index one is in K̆ℓ1 and K̆ℓ2 . Further, the
indicies from 2 to ℓ2 have to be contained in all index sets because the
corresponding variables have the exponent four. Since the �rst index set
K̆ℓ2 already comprises ℓ2 indices, it follows that the index ℓ2+1 is contained
in the three remaining index sets. Now, the indices from ℓ2 + 2 to ℓ1 of the
quadratic variables have to be assigned to Kℓ1 and K̆ℓ1 due to the fact that
Kℓ2 also comprises ℓ2 indices. The last remaining index of ℑβℓ1+1 must be
contained inKℓ1 becausewe have already completely determined the other
index sets.

In the end, considering the four index sets Kℓ1 , K̆ℓ1 , Kℓ2 , and K̆ℓ2 , we can
deduce that the monomial (11.11) uniquely arises from

ℜβ2 · · · ℜβℓ1ℑβℓ1+1
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in ℑ[Sℓ1 (B)] and

[ℜβ1]2 [ℜβ2]3 · · · [ℜβk ]3 [ℜβk+1]2ℜβk+2 · · ·ℜβℓ
J
∏

j=1

( [
ℜβj

]2
+

[
ℑβj

]2)2

inℜ[Sℓ2 (B
(Λ) ) Sℓ2 (B) Sℓ1 (B

(Λ) )]. Since this factorization is unique, the con-
sidered monomial (11.11) cannot vanish within the polynomial (11.9).

As discussed in the proof of Lemma 11.2, the monomials in the real part
of Sℓ1 (B) contain an even number of ‘imaginary variables’ ℑβj , whereas
the monomials in the imaginary part contain an odd number. This obser-
vation can be generalized to an arbitrary product of corresponding zeros,
where the particular zeros can appear with higher multiplicity. The same
observation also holds true for the real and imaginary parts of

Sℓ2 (B
(Λ) ) Sℓ2 (B) Sℓ1 (B

(Λ) ).

Using this statement, we can conclude that the monomial (11.11) cannot be
contained in the left polynomial in (11.8) because the factor

ℜβ2 · · ·ℜβℓ1ℑβℓ1+1
is not a part ofℜ[Sℓ1 (B)] and also

[ℜβ1]2 [ℜβ2]3 · · · [ℜβk ]3 [ℜβk+1]2ℜβk+2 · · ·ℜβℓ
J
∏

j=1

( [
ℜβj

]2
+

[
ℑβj

]2)2

cannot occur in ℑ[Sℓ2 (B(Λ) ) Sℓ2 (B) Sℓ1 (B
(Λ) )].

Finally, the polynomial in (11.8) contains at least the monomial (11.11),
which implies that it cannot be constantly zero in this speci�c case. In
order to show that the polynomial equation (11.8) is non-trivial for the re-
maining cases, we can use a similar argumentation. Therefore, we con�ne
ourselves to the determination of the index sets Kℓ1 , K̆ℓ1 , Kℓ2 , and K̆ℓ2 for a
suitable monomial.

(ii) For ℓ1 ≥ J > ℓ2 with the additional restriction that 2ℓ2 ≤ J , we consider
the monomial

[ℜβ1]2 [ℜβ2]3 · · · [ℜβℓ2]3 [ℜβℓ2+1]4 · · · [ℜβ J−ℓ2 ]4

· [ℜβ J−ℓ2+1]5 · · · [ℜβ J ]5 [ℜβ J+1]2 · · · [ℜβℓ1]2 ℑβℓ1+1,
(11.12)
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where the product over the variables with exponent four can be empty.
To determine the representation of this monomial within the left polyno-
mial in (11.8), we examine the in�uence of the prefactor ΠΛ on a speci�c
monomial of this polynomial. If the squared modulus [ℜβj]2 + [ℑβj]2 in
ΠΛ cancels with the real or imaginary part of a re�ected zero, then only
a linear factor ℜβj or ℑβj arises, otherwise the squared modulus in ΠΛ

yields a quadratic factor [ℜβj]2 or [ℑβj]2.
Here the variable ℜβ1 appears only with multiplicity two; so both of

the corresponding quadratic factors [ℜβ1]2 or [ℑβ1]2 in ΠΛ must be can-
celed, which implies that both index sets K̆ℓ1 and K̆ℓ2 contain the index
one. Considering that only ℓ di�erent variables remain, we can immedi-
ately deduce thatKℓ1 comprises the ℓ1 indices from 2 to ℓ1+ 1. With exactly
the same argument, the index set K̆ℓ1 now contains the indices between 1

and ℓ1. Hence, the index sets Kℓ1 and K̆ℓ1 are completely determined, and
the remaining unassigned variables of the monomial (11.12) are given by

ℜβ2 · · · ℜβℓ2 [ℜβℓ2+1]2 · · · [ℜβ J−ℓ2 ]2 [ℜβ J−ℓ2+1]3 · · · [ℜβ J ]3.

Obviously, the remaining simple variables cannot arise from the pre-
factor ΠΛ. Consequently, the corresponding quadratic factors from ΠΛ

have to be canceled, which implies that the indices between 2 and ℓ2 are
in the index set K̆ℓ2 . Now, the variables with exponent three can only arise
from a quadratic factor in ΠΛ and an additional variable with multiplicity
one. In other words, the Kℓ2 have to comprise the ℓ2 indices from J − ℓ2 + 1
to J .

All in all, we uniquely determine the four index sets Kℓ1 , K̆ℓ1 , Kℓ2 , and
K̆ℓ2 , and show that the monomial (11.12) contains the factor

ℜβ2 · · · ℜβℓ1 ℑβℓ1+1

from ℑ[Sℓ1 (B)]. With an analogous argumentation as in (i), this factor
cannot arise from ℜ[Sℓ1 (B)], which �nally implies that the polynomial
equation (11.8) is non-trivial.

(iii) In the case that ℓ1 ≥ J > ℓ2, but this time with 2ℓ2 > J , we start with the
monomial

[ℜβ1]2 [ℜβ2]3 · · · [ℜβ J−ℓ2]3 [ℜβ J−ℓ2+1]4 · · · [ℜβℓ2]4

· [ℜβℓ2+1]5 · · · [ℜβ J ]5 [ℜβ J+1]2 · · · [ℜβℓ1]2 ℑβℓ1+1.
(11.13)

In exactly the same manner as in (ii), we can conclude that Kℓ1 comprises
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the indices from 2 to ℓ1 + 1, and K̆ℓ1 the indices from 1 to ℓ1. Furthermore,
the index set K̆ℓ2 contains at least the indices from 1 to J − ℓ2, and Kℓ2 at
least the indices from ℓ2 + 1 to J .

Since ℓ2 > J/2, both index setsKℓ2 and K̆ℓ2 are not completely determined
at this moment. In order to assign the remaining variables, we observe that
K̆ℓ2 cannot contain the indices of the variables with exponent �ve because
these variables consist of a quadratic factor from ΠΛ as discussed in (ii).
Hence, Kℓ1 and K̆ℓ2 can only be extended to a set of ℓ2 elements by the
indices of the remaining unassigned variables in

[ℜβ J−ℓ2+1]2 · · · [ℜβℓ2]2.

Consequently, the index set Kℓ2 consists of the indices from J − ℓ2 + 1 to J ,
and the index set K̆ℓ2 of the indices from 1 to ℓ2.

In the end, the index sets Kℓ1 , K̆ℓ1 , Kℓ2 , and K̆ℓ2 are uniquely determined,
and the monomial (11.13) arises from the factor

ℜβ2 · · · ℜβℓ1 ℑβℓ1+1
in ℑ[Sℓ1 (B)]. With a similar argument as in (i), this factor cannot be in
ℜ[Sℓ1 (B)], which implies that the polynomial in (11.8) is not constantly
zero.

(iv) Now, let us assume that ℓ2 < ℓ1 < J with 2ℓ2 < 2ℓ1 ≤ J . Here we consider
the speci�c monomial

[ℜβ1]2 · · · [ℜβℓ2]2 [ℜβℓ2+1]3 · · · [ℜβℓ1]3 [ℜβℓ1+1]4 · · · [ℜβ J−ℓ1]4

· [ℑβ J−ℓ1+1]5 [ℜβ J−ℓ1+2]5 · · · [ℜβ J−ℓ2]5 [ℜβ J−ℓ2+1]6 · · · [ℜβ J ]6,
(11.14)

where the products of the real part variables with exponent four or �ve
can be empty.

Using the observation in (ii) that variables with exponent two can only
arise if both corresponding quadratic factors in ΠΛ are canceled with the
inverse modulus of a re�ected zero, we can immediately deduce that K̆ℓ1
and K̆ℓ2 comprise the indices from 1 to ℓ2. Since the remaining variables
arise at least from one quadratic factor of ΠΛ, the indices of the variables
with exponent three have to be in K̆ℓ1 ; so the set K̆ℓ1 comprises the indices
from 1 to ℓ1. Conversely, the variables with exponent �ve and six have to
consist of two quadratic factors from ΠΛ. Consequently, Kℓ1 and Kℓ2 must
contain the indices between J −ℓ2+1 and J . Since the index setKℓ2 already
comprises ℓ2 elements, the indices of the variables with exponent �ve have
to be in Kℓ1 ; therefore the set Kℓ1 contains the indices from J − ℓ1 + 1 to J .
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Finally, we can conclude that the monomial (11.14) arises from the factor

ℑβ J−ℓ1+1ℜβ J−ℓ1+2 · · · ℜβ J

in ℑ[Sℓ1 (B)]. In analogy to the observations in (iv), this factor cannot oc-
cur inℜ[Sℓ1 (B)], which yields that the polynomial equation (11.8) is non-
trivial.

(v) Next, we assume that ℓ2 < ℓ1 < J with 2ℓ2 ≤ J < 2ℓ1. Further, we assume
that the additional restriction ℓ1 + ℓ2 < J is ful�lled. Here we look at the
monomial

[ℜβ1]2 · · · [ℜβℓ2]2 [ℜβℓ2+1]3 · · · [ℜβ J−ℓ1]3 [ℜβ J−ℓ1+1]4 · · · [ℜβℓ1]4

· [ℑβℓ1+1]5 [ℜβℓ1+2]5 · · · [ℜβ J−ℓ2]5 [ℜβ J−ℓ2+1]6 · · · [ℜβ J ]6,
(11.15)

where the product over the real part variables with exponent �ve can be
empty. With the same argumentation as in (iv), we obtain that K̆ℓ2 contains
the indices from 1 to ℓ2, and Kℓ2 the indices from J − ℓ2 + 1 to J . Moreover,
we know that K̆ℓ1 comprises the indices from 1 to J −ℓ1, andKℓ1 the indices
from ℓ1 + 1 to J .

In order to determine the missing 2ℓ1 − J indices in Kℓ1 and K̆ℓ1 , we
consider the remaining unassigned variabels in the reduced monomial

[ℜβ J−ℓ1+1]4 · · · [ℜβℓ1]4.

Since only 2ℓ1− J variables are left, we can conclude that these indicies are
contained in both sets Kℓ1 and K̆ℓ1 . Hence, all index sets Kℓ1 , K̆ℓ1 , Kℓ2 , and
K̆ℓ2 can be determined without any ambiguity.

In this speci�c case, the monomial (11.15) arises from the factor

ℜβ J−ℓ1+1 · · ·ℜβℓ1 ℑβℓ1+1ℜβℓ1+2 · · · ℜβ J

in ℑ[Sℓ1 (B)]. As before, this factor cannot arise from ℜ[Sℓ1 (B)], which
shows that the polynomial in (11.8) cannot be trivial.

(vi) Starting from ℓ2 < ℓ1 < J with 2ℓ2 ≤ J < 2ℓ1, we investigate the case
where ℓ1 + ℓ2 = J . Initially, we assume that J < N − 1 and consider the
monomial

[ℜβ1]2 · · · [ℜβℓ2]2 [ℜβℓ2+1]3 [ℜβℓ2+2]4 · · · [ℜβℓ1]4

· [ℜβℓ1+1]6 · · · [ℜβ J ]6ℑβ J+1 .
(11.16)
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Using a similar argumentation as in (iv), we obtain that K̆ℓ2 contains the
indices from 1 to ℓ2, and K̆ℓ1 the indices up to ℓ2+ 1. In particular, we know
that [ℜβℓ2+1]3 arises from a quadratic factor in ΠΛ.

Now, on the one hand, only ℓ1 unassigned variables remain, which im-
plies that Kℓ1 has to comprise the indices between ℓ2 + 2 and J + 1. On the
other hand, Kℓ2 contains the indices from ℓ1 + 1 to J because K̆ℓ2 contains
only indices less than ℓ1 + 1, and hence the variables with exponent six
have to arise from two quadratic factors in ΠΛ and two further variables
not re�ected at the unit circle. All in all, we determine the three index
sets Kℓ1 , Kℓ2 , and K̆ℓ2 . The remaining unassigned variables of the original
monomial (11.16) are given by

[ℜβℓ2+2]3 · · · [ℜβℓ1]3.

Since exactly ℓ1 − ℓ2 − 1 elements of K̆ℓ1 are missing, the index set K̆ℓ1 has
to comprise the remaining indices of these unassigned variables.

Finally, the monomial (11.16) uniquely arises from the factor

ℜβℓ2+2 · · ·ℜβ J ℑβ J+1

in ℑ[Sℓ1 (B)], and the polynomial on the left-hand side of (11.8) is non-
trivial. Obviously, the whole observation cannot be done when J is equal
to N − 1 because the variable ℑβN is not de�ned. However, if J is equal
to N − 1, then the subset Λ comprises the whole corresponding zero set.
Together with ℓ1 + ℓ2 = N − 1, this is exactly the case which is not covered
by the assertion.

(vii) Like the assumptions in (v) and (vi), we assume that ℓ2 < ℓ1 < J with
2ℓ2 ≤ J < 2ℓ1. In di�erence to the previous observations, we examine the
case that ℓ1 + ℓ2 > J . Here we study the monomial

[ℜβ1]2 · · · [ℜβ J−ℓ1]2 [ℑβ J−ℓ1+1]3

· [ℜβ J−ℓ1+2]3 · · · [ℜβℓ2]3 [ℜβℓ2+1]4 · · · [ℜβ J−ℓ2]4

· [ℜβ J−ℓ2+1]5 · · · [ℜβℓ1]5 [ℜβℓ1+1]6 · · · [ℜβ J ]6,
(11.17)

where the products over the real part variables with exponent three or four
can be empty.

As discussed in (ii), the variables with exponent two cannot arise from
quadratic factors [ℜβj]2 in ΠΛ. Consequently, both index sets K̆ℓ1 and K̆ℓ2
must contain the indices from 1 to J−ℓ1. Since only ℓ1 unassigned variables
are left over, these indices must be in Kℓ1 . In other words, Kℓ1 comprises
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the indices from J − ℓ1 + 1 to J . Now, the monomial (11.17) is reduced to the
unassigned variables in

[ℑβ J−ℓ1+1]2 [ℜβ J−ℓ1+2]2 · · · [ℜβℓ2]2 [ℜβℓ2+1]3 · · · [ℜβ J−ℓ2]3

· [ℜβ J−ℓ2+1]4 · · · [ℜβℓ1]4 [ℜβℓ1+1]5 · · ·[ℜβ J ]5.

With the same argument as above, the index sets K̆ℓ1 and K̆ℓ2 must con-
tain the indices from 1 to ℓ2. Since K̆ℓ2 is already completely determined,
K̆ℓ1 must comprise the indices of the variables with exponent three since
this variables cannot arise from two quadratic factors of ΠΛ. The indices
of the remaining ℓ2 variables now have to be in Kℓ2 , which means that
Kℓ2 must comprise the indices from J − ℓ2 + 1 to J . At this moment K̆ℓ1 is
still undetermined. However, since the variables with exponent �ve in the
reduced monomial must arise from two quadratic factors in ΠΛ, K̆ℓ1 can
only be extended by the indices of the unassigned variables with exponent
four. Therefore, we can �nally deduce that the index set K̆ℓ1 comprises the
indices between 1 and ℓ1.

Summarizing our observations, we can �nally conclude that the mono-
mial (11.17) uniquely arises from the factor

ℑβ J−ℓ+1ℜβ J−ℓ+2 · · · ℜβ J

fromℑ[Sℓ1 (B)]. With a similar argument as in (i), this factor cannot appear
inℜ[Sℓ1 (B)]; so the polynomial in (11.8) cannot vanish everywhere.

(viii) Finally, we come to the last remaining case, where ℓ2 < ℓ1 < J with 2ℓ1 >

2ℓ2 > J . We investigate the monomial

[ℜβ1]2 · · · [ℜβ J−ℓ1]2 [ℑβ J−ℓ1+1]3

· [ℜβ J−ℓ1+2]3 · · · [ℜβ J−ℓ2 ]3 [ℜβ J−ℓ2+1]4 · · · [ℜβℓ2]4

· [ℜβℓ2+1]5 · · · [ℜβℓ1]5 [ℜβℓ1+1]6 · · · [ℜβ J ]6.
(11.18)

Analogously to (vii), the index sets K̆ℓ1 and K̆ℓ2 contain the indices up to
J − ℓ1, which implies that the remaining ℓ1 indices from J − ℓ1 + 1 to J must
be in Kℓ1 . The variables with exponent three hence contain at least one
factor being assigned to Kℓ1 . Consequently, these variables cannot arise
from any quadratic factors in ΠΛ, and the quadratic factors have to cancel
out, which means that K̆ℓ1 and K̆ℓ2 comprise the indices from 1 to J − ℓ2.
Similarly as above, the remaining ℓ2 unassigned variables from J − ℓ2 + 1

to J must be in Kℓ2 .
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Up to this point, we have completely determined Kℓ1 and Kℓ2 , and we
reduce the original monomial (11.18) to the unassigned product

[ℜβ J−ℓ2+1]2 · · · [ℜβℓ2]2 [ℜβℓ2+1]3 · · · [ℜβℓ1]3 [ℜβℓ1+1]4 · · · [ℜβ J ]4.

In order to determine the last two index sets K̆ℓ1 and K̆ℓ2 , we proceed as in
(iv). In this manner, we �nally obtain that both sets K̆ℓ1 and K̆ℓ2 comprise
the indices from 1 to ℓ2 because the variables with exponent two in the
reduced monomial cannot contain any quadratic factors from ΠΛ. Since
K̆ℓ2 is now determined as well, the indices of the variables with exponent
three have to be in K̆ℓ1 , which implies that K̆ℓ1 contains the indices from 1

to ℓ1.

Thus, the monomial (11.18) uniquely arises from the factor

ℑβ J−ℓ+1ℜβ J−ℓ+2 · · · ℜβ J

in ℑ[Sℓ1 (B)]. Analogously to the observations in (iv), this factor cannot
appear in ℜ[Sℓ1 (B)], which leads to the conjecture that the polynomial
equation (11.8) is non-trivial.

We �nally have shown that the polynomial on the left-hand side of (11.8) is
non-trivial for all possible combinations of ℓ1, ℓ2, and J . Moreover, since the
considered monomials have a non-vanishing degree, the polynomial in (11.8) is
additionally non-constant, which leads us to the assertion. �

Using Lemma 11.6, we can observe that the corresponding zero sets of discrete-
time signals which ful�l the non-uniqueness conditions in Theorem 11.4 and Co-
rollary 11.5 for a �xed ℓ1, a �xed ℓ2, and a �xed subset Λ lie on an algebraic
variety. This observation implies that almost every discrete-time signal can be
uniquely recovered from its Fourier intensity and two additional phases in the
time domain.

Theorem 11.7. Let x be a complex-valued discrete-time signal with normalized
support of length N , and let ℓ1 and ℓ2 be di�erent integers between 1 and N − 2.
The phase retrieval problem to recover the signal x from its Fourier intensity and
the two phases argx[N − 1 − ℓ1] and argx[N − 1 − ℓ2] is almost always uniquely
solvable whenever ℓ1 + ℓ2 , N − 1. In the special case that ℓ1 + ℓ2 = N − 1, the
reconstruction is only unique up to conjugate re�ections.
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Proof. The assertion follows in an analogous way like Theorem 11.3. Again,
we consider the corresponding zero set of a discrete-time signal with normal-
ized support as a (2N − 2)-dimensional vector. Further, the corresponding zero
sets satisfying the non-uniqueness conditions in Theorem 11.4 and Corollary 11.5
for a speci�c ℓ1, a speci�c ℓ2, and a speci�c subset Λ lie in the zero locus of a
non-constant algebraic polynomial by Lemma 11.2. Due to the fact that there
exist only �nitely many di�erent subsets Λ, the exceptional zero sets of signals
without a unique reconstruction itself form a set with zero Lebesgue measure.
With Vieta’s formulae (Theorem 8.7) and Sard’s theorem (Theorem 10.5), the
assertion follows as in the proof of Theorem 10.6. �

Since the given phases in Theorem 11.7 arise from two inner points, The-
orem 11.7 does not cover the observations in Theorem 11.3, where we consider the
phase of an inner point and the end point. Anyway, combining the statements
of Theorem 11.7 and Theorem 11.3, and remembering that the additional phase
information of the two end points cannot reduce the set of non-trivial ambigu-
ities, we �nally show that almost all signals can be recovered from their Fourier
intensities and two arbitrarily given phases in the time domain except for two
special cases.

Corollary 11.8. Let x be a complex-valued discrete-time signal with normalized
support of length N , and let ℓ1 and ℓ2 be di�erent integers between 0 and N − 1.
The phase retrieval problem to recover the signal x from its Fourier intensity and
the two phases argx[N − 1 − ℓ1] and argx[N − 1 − ℓ2] is almost always uniquely
solvable whenever ℓ1 + ℓ2 , N − 1. If ℓ1 + ℓ2 = N − 1, then the reconstruction is
only unique up to conjugate re�ections, except for the special case where ℓ1 and ℓ2
correspond to the two end points.

11.3. The phase of the entire signal

In analogy to our considerations in Section 10.3, we light upon the issue whether
each discrete-time signal can be recovered without any ambiguities – trivial or
non-trivial – if only the phase information of enough points in the time domain
is given. Looking back at Corollary 11.8, we can immediately justify that at least
almost every signal can be absolutely uniquely recovered from its Fourier in-
tensity and the complete phase information argx ≔ (argx[n])n∈Z in the time
domain.
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Corollary 11.9. Let x be a complex-valued discrete-time signal with normalized
support of length N . The phase retrieval problem to recover the signal x from its
Fourier intensity | x̂ | and its phases argx in the time domain is almost always
uniquely solvable.

Unfortunately, the complete phase information of a signal fails to enforce the
absolute uniqueness of the phase retrieval problem for every discrete-time signal.
Interpreting the recovery of a real-valued non-negative signal from its Fourier
intensity as the phase retrieval problem to reconstruct a complex-valued signal
whose phases are constantly zero in the time domain, and remembering our
investigation of the non-trivial ambiguities in phase retrieval of non-negative
signals (Chapter II), we can easily give appropriate counter-examples.

Theorem 11.10. For every integerN > 2, there exists a discrete-time signal x with
normalized support of lengthN such that the phase retrieval problem to recover the
signal x from its Fourier intensity | x̂ | and its phases argx possesses at least a
further non-trivial ambiguity.

Proof. With the intent to construct a suitable counter-example, we consider a
discrete-time signal x whose corresponding zeros lie on the real axis in the left
half plane. Choosing the corresponding zeros in this manner, we ensure that the
considered signal x and all arising ambiguities are real-valued. Moreover, Prop-
osition 9.1 yields that the considered signal itself and all non-trivial ambiguities
are non-negative. In other words, the phase of all non-trivial solutions is con-
stantly zero. Hence, if the corresponding zero set contains at least two zeros not
lying on the unit circle, we �nd a further non-trivial solution with phase zero in
the time domain. �

Remark 11.11. In order to prove Proposition 9.13, we already constructed non-
negative signals for every support length greater then three. Nevertheless, con-
sidering the proof of Theorem 11.10, we can immediately observe that at worst
the additional phase information cannot reduce the set of non-trivial ambigu-
ities at all. For instance, this happens if the corresponding zeros are pairwise
distinct, do not occur in re�ected pairs, and do not lie on the unit circle, see
Proposition 6.1. �
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12. Using additionally given points of the signal

Our considerations of the phase retrieval problem with additionally given mod-
uli or phases of the unknown signal were inspired by the work of Xu et al., who
investigate the recovery of a real-valued signal x from its Fourier intensity | x̂ |
and its end point x[N − 1], see [XYC87]. In order to return to this starting point,
we will now transfer this approach and brie�y consider the phase retrieval prob-
lem to recover an unknown complex-valued signal from its Fourier intensity
and one additionally given signal value in the time domain.

The trivial rotation ambiguity allows us to adjust the phase of one signal value
in the time domain. Thus, this speci�c phase retrieval problem is uniquely solv-
able if we can recover the unknown signal from its Fourier intensity and the
absolute value of the given point up to rotations and vice versa. In other words, if
we consider only one additional signal value in the time domain, then we obtain
the same results as in Section 10, where the additionally known phase eliminates
the trivial rotation ambiguity. In this manner, Theorem 10.11 immediately entails
the following observation.

Corollary 12.1. Let x be a complex-valued discrete-time signal with normalized
support of length N , and let ℓ be an arbitrary integer between 0 and N − 1. The
phase retrieval problem to recover the signal x from its Fourier intensity | x̂ | and
the signal valuex[N−1−ℓ]is almost always uniquely solvable whenever ℓ , (N−1)/2.
In the special case that ℓ = (N−1)/2, the reconstruction is only unique up to conjugate
re�ections.

As a consequence of Corollary 12.1, we can also recover almost every signal
uniquely if we know more then one signal value in the time domain exactly.
Moreover, if the complete signal x itself is given, then the solution of the phase
retrieval problem to recover the ‘unknown’ signal is obviously unique. Hence,
the question arises: howmany signal values are at least needed to solve the phase
retrieval problem always uniquely?

In [NQL83b, Theorem 2], Nawab, �atieri, and Lim show that the phase
retrieval problem to recover a real-valued signal x with normalized support of
length N is uniquely solvable if at least the ⌈N/2⌉ right end points

x[⌊N/2⌋], . . . ,x[N − 1]

are additionally given. Here ⌊N/2⌋ denotes the largest integer less than or equal
to N/2, and ⌈N/2⌉ the smallest integer greater than or equal to N/2. Following the
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original proof of Nawab et al. for the real phase retrieval problem, we can easily
generalize this observation for complex-valued signals.

Proposition 12.2. Let x be a complex-valued discrete-time signal with normalized
support of length N . Then the signal x can be uniquely recovered from its Fourier
intensity | x̂ | and the ⌈N/2⌉ right end points

x[⌊N/2⌋], . . . ,x[N − 1].

Proof. Looking back at Proposition 3.4, where we have shown that the squared
Fourier intensity | x̂ |2 are equal to the autocorrelation function â, we can deter-
mine the autocorrelation signal a of the unknown signal x from the given data
by using the inverse discrete-time Fourier transform. Since the components of
the autocorrelation signal (De�nition 3.1) are de�ned by

a[n] ≔
∑

k∈Z
x[k] x[k + n],

the components of the unknown signal x with normalized support usually have
to satisfy a quadratic equation system.

However, with the a priori known right end points x[⌊N/2⌋], . . . ,x[N − 1], the
remaining components can be recovered by solving the linear equation system

*......,

x[N − 1]
x[N − 2] x[N − 1]
...

...
. . .

x
[⌈
N
2

⌉]
x
[⌈
N
2

⌉
+ 1

]
· · · x[N − 1]

+//////-

*.....,

x[0]

x[1]
...

x
[ ⌊

N
2

⌋
− 1

]
+/////-
=

*......,

a[N − 1]
a[N − 2]
...

a
[⌈
N
2

⌉]
+//////-

analogously to the real case in [NQL83b, p. 988]. Since the quadratic matrix is a
lower left triangle matrix, and x[N − 1] is non-zero because x has a normalized
support of length N , this linear equation system has a unique solution. �

Remark 12.3. In the original proof of the real counterpart of Proposition 12.2,
Nawab et al. furthermore show that the phase retrieval problem with addition-
ally given end points is uniquely solvable if and only if at least ⌈N/2⌉ right end
points are given. Unfortunately, the counter-examples in [NQL83b] are merely
rotations and re�ections of the original signal. As a consequence, we cannot
exclude that the phase retrieval problem is uniquely solvable up to trivial ambi-
guities from less than ⌈N/2⌉ end points. �
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Chapter IV.

Enforcing uniqueness by interference measurements

Abstracta—We will now consider a class of discrete-time phase retrieval prob-

lems where more than one intensity measurement in the frequency domain is

given. Firstly, we will assume that the additional Fourier intensity arises from

the interference with a known or an unknown reference signal. For the special

case that the reference is a known Dirac signal, we will straightforwardly trans-

fer the observations ofKim andHayes [KH90b] for real-valued signals to the com-

plex setting. Generalizing our �ndings to arbitrary known reference signals, we
will here obtain an explicit representation of all further solutions. If the reference

signal is also unknown, Kim andHayes [KH93] have shown that most real-valued

signals are determined by three Fourier intensities. For complex-valued signals,

Raz, Dudovich, and Nadler [RDN13] have obtained a similar result by employ-

ing a fourth intensity. Using our characterization, we will here give a new and

complete proof for complex-valued signals and only three Fourier intensities as

in the real setting. Finally, we will investigate interference measurements of the

unknown signal with a modulation of the signal itself. Using Prony’s method,

we will here adapt and extend the results in [ABFM14] and [CESV13] to show that

each discrete-time signal with �nite support can always be recovered uniquely.⊳

aThe observations in this chapter have been partly published in [BP15a].

13. Interference with a known reference signal

Up to this point, the a priori restrictions and additional information used to re-
duce the number of non-trivial ambiguities in the discrete-time phase retrieval
problem are located in the time domain. Nevertheless, in some applications like
Fourier holography, for instance, further intensity measurements besides the
Fourier intensity of the unknown signal are available in the frequency domain.
More precisely, this additional Fourier intensity results from the interference of
the original signal with a known or unknown reference signal.

Robert Beinert



128 IV. Enforcing uniqueness by interference measurements

Using interferencemeasurements with a suitable known reference signal, Kim
andHayes prove that a real-valued discrete-time signal can be always recovered
except for possibly one trivial ambiguity, see [KH90b]. We generalize the ap-
proach of Kim and Hayes and exploit the additional interference measurements
to enforce uniqueness of the phase retrieval problem for complex-valued signals.

13.1. Interference with a known Dirac signal

Firstly, we restrict ourselves to interference measurements with a known Dirac

signalC δn0 , whereC is a non-zero complex number, and n0 an arbitrary integer.
In other words, we try to recover the complex-valued signal x with �nite support
from its Fourier intensity |F[x] | = | x̂ | and the Fourier intensity |F[x+C δn0] |
of the interference of x with C δn0 . Generalizing the observations of Kim and
Hayes in [KH90b, Theorem 1] to the complex case, we can uniquely recover the
original signal except for one speci�c trivial ambiguity.

Theorem 13.1. Let x be a discrete-time signal with �nite support. Furthermore,
letC and n0 be an a priori known non-zero complex number and an a priori known
integer respectively. Then the signal x can be recovered from the Fourier intensities

|F[x] | and ��F [

x +C δn0
] ��

except for at most one trivial ambiguity.

Proof. In order to establish this theorem, we adapt the original proof given by
Kim andHayes in [KH90b, p. 442 et seq.] to reconstruct a real-valued signal. For
the sake of simplicity, we lety denote the interference ofx with the knownDirac
signal C δn0 . Then, the Fourier transform of the interference y ≔ x + C δn0 is
given by

ŷ(ω ) = x̂ (ω ) +C e−iωn0 .

Further, with the polar representations x̂ (ω ) = | x̂ (ω ) | eiϕ (ω) for ω ∈ R and
C = |C | eiψ , where ϕ (ω ) and ψ denote the phases of x̂ and C, we can write the
squared Fourier intensity of the interference y as

��ŷ (ω ) ��2 = ��x̂ (ω ) ��2 + 2 |C | ��x̂ (ω ) �� cos(ϕ (ω ) + n0ω −ψ ) + |C |2
by using the law of cosines. Within this equation, the unknown phase ϕ of the
Fourier transformed signal x is directly encoded. Rearranging the terms of this
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equality, we obtain the pointwise identity

cos(ϕ (ω ) + n0ω −ψ ) =
��ŷ (ω ) ��2 − ��x̂ (ω ) ��2 − |C |2

2 |C | ��x̂ (ω ) ��
whenever | x̂ (ω ) | is non-zero.

Moreover, since x̂ is a non-vanishing trigonometric polynomial and hence has
only �nite many zeros, this identity holds almost everywhere. Consequently, we
can determine the unknown phase ϕ for almost every point ω in the frequency
domain by using the arc cosine. More detailed, the phase at a certain point ϕ (ω )
is given by the equation

ϕ (ω ) + n0ω −ψ = ± arccos *,
��ŷ (ω ) ��2 − ��x̂ (ω ) ��2 − |C |2

2 |C | ��x̂ (ω ) �� +- + 2πk, (13.1)

where k is a suitable integer.
Using again that x̂ is a trigonometric polynomial, we can conclude that the

unknown phase ϕ can be written as a piecewise continuous function on its do-
main. Hence, the sign of the arc cosine and the integerk in (13.1) cannot be chosen
(completely) arbitrarily, and we �nd at least a small open interval where the sign
is everywhere plus or everywhere minus and k does not change. Knowing the
phase ϕ and hence the trigonometric polynomial x̂ on an open interval, we can
uniquely extend the phaseϕ and the trigonometric polynomial x̂ to the complete
frequency domain. As an immediate consequence, the considered phase retrieval
problem can have at most two distinct solutions.

Now, let x̆ be the second possible solution of the considered phase retrieval
problem. This means that the discrete-time signal x̆ has to ful�l the equations

|F[x] | = |F[x̆] | and ��F [

x +C δn0
] �� = ��F [

x̆ +C δn0
] ��.

Analogously to the original signal x , let ϕ̆ denote the phase ofF[x̆]. As discussed
above, we assume that the sign of the arc cosine in (13.1) for the original phase
ϕ (ω ) and the second phase ϕ̆ (ω ) di�er on an open interval. By equation (13.1), a
comparison of the obtained representations forϕ (ω ) and ϕ̆ (ω ) yields the identity

ϕ (ω ) + n0ω −ψ = −
(

ϕ̆ (ω ) + n0ω −ψ
)

+ 2πk

or
ϕ̆ (ω ) = −ϕ (ω ) − 2n0ω + 2ψ + 2πk

for almost every ω in the frequency domain, where k is again an appropriately
chosen integer.
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Bearing in mind that di�erences in the phase by amultiple of 2π do not change
a complex-valued function at all, we can thus deduce that the Fourier transform
of the second possible solution x̆ is given by

̂̆x (ω ) = ��x̂ (ω ) �� e−iϕ (ω)−2in0ω+2iψ .
As seen in the proof of Proposition 2.1 and in Example 2.2, the conjugation, mod-
ulation, and rotation in the frequency domain cause trivial ambiguities in the
time domain. More precisely, the inverse discrete-time Fourier transform yields
the signal

x̆ = e2iψ x[2n0 − ·],

which is obviously a trivial ambiguity of x caused by rotation, time shift, and
re�ection and conjugation. Hence, the considered phase retrieval problem can
have at most one further trivial solution as conjectured in the assertion. �

Remark 13.2. Looking back at Remark 3.5, we already know that the Fourier
transform of a discrete-time signal with support length N is completely deter-
mined by 2N − 1 discrete measurements in [−π, π). Consequently, if n0 is con-
tained in the support of the original signal, then we only need 4N − 2 measure-
ments, 2N −1 for each Fourier intensity, in order to recover the unknown signal.
If n0 is not contained in the support, then the support of the interference signal
y = x + C δn0 in Theorem 13.1 is enlarged, which results in a higher number of
required measurements for the corresponding Fourier intensity. �

Remark 13.3. Based on an approach of Kim and Hayes for real-valued signals,
we can sometimes solve the phase retrieval problem in Theorem 13.1 without
knowing the Fourier intensity of x itself. Following and adapting the ideas in
[KH90b, p. 443] to the complex case, we assume that the unknown signal x has
a normalized support of length N , and that n0 is greater than 2N − 2 or less than
−N + 1.

As in the proof of Theorem 13.1, let y denote the interference of the original
signal x with a known Dirac signalC δn0such that

ŷ (ω ) = x̂ (ω ) +C eiωn0 .

Instead of applying the law of cosines, we simply extend the squared Fourier

intensity and obtain

��ŷ (ω ) ��2 = ��x̂ (ω ) ��2 +C e−iωn0 x̂ (ω ) +C eiωn0 x̂ (ω ) + |C |2
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for everyω in the frequency domain. Since n0 is less than −N + 1 or greater than
2N − 2, the coe�cients of the three trigonometric polynomials

��x̂ (ω ) ��2 + |C |2 , C e−iωn0 x̂ (ω ) and C eiωn0 x̂ (ω )

do not superpose. The Fourier transform x̂ of the unknown signal x is thus
completely encoded in |ŷ |2 and can be simply determined by considering the
corresponding coe�cients of the autocorrelation function of y.

Shifting both the original signal x and the known reference signal C δn0 , this
observation can be easily generalized to discrete-time signals with an arbitrary
�nite support. �

13.2. Interference with a known reference signal

Let us now consider interference measurements with a known but arbitrary ref-
erence signal. In other words, we replace the Dirac signal in Section 13.1 by an
arbitrary discrete-time signal with �nite support. Kim and Hayes also examine
real phase retrieval problems of this kind in their work [KH90b], but with the
restriction that all occurring signals are real-valued and non-symmetric. We use
a slightly di�erent approach and generalize our �ndings in Section 13.1.

Theorem 13.4. Let x and h be two discrete-time signals with �nite support, where
the non-vanishing reference signal h is known beforehand. Then the signal x can
be recovered from the Fourier intensities

|F[x] | and |F[x + h] |

except for at most one ambiguity.

Proof. The assertion can simply be obtained by generalizing the procedure in
the proof of Theorem 13.1. We denote by y the interference of the original signal
x with the reference signal h. Since x and h are discrete-time signals with �nite
support, the support of the interference y is �nite too. Further, the Fourier

transform of y is given by

ŷ (ω ) = x̂ (ω ) + ĥ(ω ).

With the intent to investigate the squared Fourier intensity |ŷ |2, we write the
Fourier transforms of the unknown signal x and the known reference signal

h in their polar representation x̂ (ω ) = | x̂ (ω ) | eiϕ (ω) and ĥ(ω ) = | ĥ(ω ) | eiψ (ω)
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respectively, where ϕ (ω ) andψ (ω ) denote the phase functions of x̂ (ω ) and ĥ(ω ).
Analogously to the proof of Theorem 13.1, the law of cosines now yields the
identity

��ŷ (ω ) ��2 = ��x̂ (ω ) ��2 + 2 ��x̂ (ω ) �� ���ĥ(ω ) ��� cos(ϕ (ω ) −ψ (ω )) + ���ĥ(ω ) ���2,
which results in the pointwise characterization of the unknown phase ϕ by

ϕ (ω ) −ψ (ω ) = ± arccos *.,
��ŷ (ω ) ��2 − ��x̂ (ω ) ��2 − ���ĥ(ω ) ���2

2 ��x̂ (ω ) �� ���ĥ(ω ) ���
+/- + 2πk (13.2)

with an appropriate integer k whenever x̂ (ω ) and ĥ(ω ) are non-zero.

Because x̂ and ĥ are trigonometric polynomials, we can use a similar argu-
mentation as in the proof of Theorem 13.1 in order to conclude that the con-
sidered phase retrieval problem can have at most two di�erent solutions. Again,
let x̆ denotes the second possible solution, and ϕ̆ (ω ) the corresponding phase in
the frequency domain.

Following the lines of the original proof, we assume that the sign of the arc
cosine in (13.2) for the two phase functions ϕ (ω ) and ϕ̆ (ω ) di�er. Then, the cor-
responding phases of both solutions are related by

ϕ̆ (ω ) = −ϕ (ω ) + 2ψ (ω ) + 2πk

for almost every ω in the frequency domain, where k again is a suitable integer
depending on ω. Therefore, the Fourier transform of the second solution x̆ is
given by ̂̆x (ω ) = ��x̂ (ω ) �� e−iϕ (ω)+2iψ (ω) .
Depending on the phaseψ (ω ) of the reference signal h in the frequency domain,
the discrete-time signal x̆ can be a trivial or non-trivial ambiguity, which com-
pletes the proof. �

The behaviour of the occurring ambiguity in Theorem 13.4 mainly depends on
the phaseψ of the known reference signal in the frequency domain. In order to
decide whether the possible second solution determined by

̂̆x (ω ) = ��x̂ (ω ) �� e−iϕ (ω)+2iψ (ω)
is trivial or non-trivial, we investigate some special cases.
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Firstly, we assume that the reference signal h possesses a linear phase. This
means that the Fourier transform of h can be written in the form

ĥ(ω ) =
���ĥ(ω ) ��� e−iωn0+iα

with an integer n0 and a real number α , see for instance [OS89, Section 5.7.1].
As their real-valued counterpart in [OS89], complex-valued signals with linear
phase can be characterized by a simple symmetry property in the time domain.

Proposition 13.5. Let h be a discrete-time signal with �nite support. The signal
h possesses a linear phase if and only if the components of h ful�l

h[n] = e2iα h[2n0 − n]

for every integer n for an appropriate integer n0 and real number α .

Proof. We start with a discrete-time signal h with �nite support and linear
phase. Hence, there exist an integer n0 and a real number α such that h can
be written as

ĥ(ω ) =
���ĥ(ω ) ��� e−iωn0+iα

in the frequency domain. Bringing the linear phase factor e−iωn0+iα to the other

side and considering that the amplitude | ĥ | is real-valued, we obtain the identity

eiωn0−iα ĥ(ω ) = ���ĥ(ω ) ��� = ���ĥ(ω ) ��� = e−iωn0+iα ĥ(ω ).

Thus, the inverse discrete-time Fourier transform implies that the components
of the signal h have to satisfy the symmetry

e−iα h[n0 + n] = eiα h[n0 − n].

A rearrangement of this symmetry establishes the proposition. �

Considering the ambiguity in Theorem 13.4, we can immediately conclude that
the ambiguity in the phase retrieval problem for a known reference signal with
linear phase have to be trivial.
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Corollary 13.6. Let x andh be two discrete-time signals with �nite support, where
the non-vanishing reference signal h is known beforehand. If the signal h further-
more possesses a linear phase, then the signal x can be recovered from the Fourier
intensities

|F[x] | and |F[x + h] |

except for one trivial ambiguity at the most.

Proof. Since the phaseψ of the reference signal h is linear phase, it can be writ-
ten as

ψ (ω ) = −n0ω + α ,

where n0 is an integer and α a real number. Hence, the second solution x̆ in the
proof of Theorem 13.4 is determined by

̂̆x (ω ) = ��x̂ (ω ) �� e−iϕ (ω)−2iωn0+2iα .
Therefore, x̆ arises from a rotation, time shift, and re�ection and conjugation of
x similarly to the proof of Theorem 13.1, which leads us to the assertion. �

Remark 13.7. In the real version of the considered phase retrieval problem in
Corollary 13.6, where all occurring signals are real-valued, an analogous beha-
viour can be observed as brie�ymentioned byKim andHayes in [KH90b, p. 443].
Assuming that the signal h in Proposition 13.5 possesses only real components,
the reference signals with linear phase can be divided into two di�erent types,
namely signals with an even symmetry h[n] = h[2n0 − n] and the signals with
an odd symmetry h[n] = −h[2n0 − n] for a certain integer n0. �

Remark 13.8. Theoretically, the ambiguity in Theorem 13.4 is also trivial if we
assume that the reference signal h has a phase of the form

ψ (ω ) = −n0
2
ω + α

2

in the frequency domain, where n0 is again an integer, and α a real number.
Although the signal h possesses a ‘linear phase’, the Fourier transform F[h] is
not a 2π-periodic function. In other words, such a discrete-time signal h does
not exist. �

Besides the trivial ambiguity caused by a reference signal with linear phase,
the phase retrieval problem in Theorem 13.4 can also have a non-trivial ambi-
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guity. Since the second solution x̆ in the proof of Theorem 13.4 is determined
by ̂̆x = ��x̂ �� e−iϕ+2iψ ,
where ϕ and ψ are the phase functions of the original signal x and the refer-
ence signal h in the frequency domain, we can only obtain a further non-trivial
ambiguity if the reference signal contains the phase of this ambiguity.

Corollary 13.9. Let x and h be two discrete-time signals with �nite support. As-
sume that the reference signal h is known beforehand and possesses a phase of the
form

arg ĥ(ω ) = −n0ω + α + arg
(

∏

βj∈B\Λ

(

e−iω − βj
)

)

where Λ is a non-empty, proper subset of the corresponding zero set B of the signal
x . If Λ and B \Λ are not invariant under re�ection at the unit circle, then the phase
retrieval problem to recover x from the Fourier intensities

|F[x] | and |F[x + h] |

has exactly one further solution beside x , and this solution is non-trivial.

Proof. To simplify the notation in the following, we assume without loss of
generality that the original signal x has a normalized support of length N , and
that the leading component x[N −1] is a positive real number. In this manner, we
avoid the additional rotation and shift within the characterization in Theorem 5.1.
This implies that the phase ϕ of the signal x in the frequency domain is given by

arg x̂ (ω ) = arg *,
N−1
∏

j=1

(

e−iω − βj
)+-.

Combining the representations of the phase functions ϕ ≔ arg x̂ and ψ ≔

ĥ, the phase −ϕ + 2ψ corresponding to the second solution x̆ in the proof of
Theorem 13.4 can thus be written as

arg ̂̆x (ω ) = −2n0ω + 2α + arg(∏
βj∈Λ

(

e−iω − βj
)

·
∏

βj∈B\Λ

(

e−iω − βj
)

)

.

In other words, except for an additional rotation and modulation, we replace the
phase of the original signal x in the frequency domain by the phase of the signal
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x̆ where we re�ect and conjugate the linear factors δ1 − βj δ0 for the zeros βj in
the subset Λ.

Consequently, the second solution x̆ corresponds to the modi�ed zero set B(Λ) ,
which can be seen by using Lemma 5.3 for instance. Moreover, the modi�ed
zero set B(Λ) and the original corresponding zero set B cannot coincide since Λ
is not invariant under re�ection at the unit circle. A similar observation holds
true for the modi�ed zero set B(Λ) and the re�ection of B since B \ Λ also is not
invariant under the re�ection. In other words, the modi�ed zero set B(Λ) cannot
coincide with the corresponding zeros of the original signal x or the re�ected

and conjugated signal x[−·], which implies that the two solutions x and x̆ are
non-trivially di�erent as claimed. �

Example 13.10. Considering the phase function of the reference signal h in the
frequency domain in Corollary 13.9, the non-trivial ambiguity especially appears
if the reference signal h contains linear factors of the unknown signal. In order
to give an explicit instance, we revisit the phase retrieval problem in Example 1.1.
This means that we try to recover the signal

x ≔ 1
128

(

. . . , 0, 55 − 15i,−84 + 87i, 34 + 82i,

204 − 120i,−16 + 16i,−96, 128, 0, . . .
)

.

The original signal and the corresponding Fourier intensity are graphically
shown in Figure 13.1 on the next page.

In this speci�c example, the original signal x corresponds to the zero set

B = 1
4

{
1 + i, 3 − 2i,−3 − i,−4 + 2i, 4 + 4i, 2 − 4i

}
.

With the intent to construct a reference signal h such that the ambiguity in The-
orem 13.4 becomes non-trivial, we choose the last four zeros in B for the corres-
ponding zero set of h. In other words, we de�ne the subset Λ by

Λ ≔ 1
4

{
1 + i, 3 − 2i

}
and the reference signal h by

h ≔ δ1 ∗∗
βj∈B\Λ

(

δ1 − βj δ0
)

.

Consequently, the signal h has the form

h = 1
32

(

. . . , 0, 0, 20 − 10i, 19 − 17i,−4 − 4i, 4 − 4i, 16, 0, . . .
)

.
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Figure 13.1.: Discrete-time phase retrieval problem to recover the signal x

from the Fourier intensities F[x] and F[x + h] for a known

reference signal h with a second non-trivial solution

Obviously, the phase of the reference signal h in the frequency domain ful�ls
the assumptions of Corollary 13.9 by construction; so the phase retrieval problem
to recover x from the Fourier intensities |F[x] | and |F[x + h] | shown in Fig-
ure 13.1(a) possesses exactly one further non-trivial solution x̆ . More precisely,
following the proof of Corollary 13.9, the second solution x̆ corresponds to the
modi�ed zero set B(Λ) , which results in the representation

x̆ = 1
128

(

. . . , 0, 160 − 80i,−28 − 96i,−173 + 31i,

95 − 44i, 76 + 16i,−120 − 44i, 40 − 8i, 0, . . .
)

.

Robert Beinert



138 IV. Enforcing uniqueness by interference measurements

Considering Figure 13.1(c) and (d), we can also validate the non-trivial ambigu-
ousness between x and x̆ visually. �

Remark 13.11. If the subset Λ or B\Λ in Corollary 13.9 is invariant under re�ec-
tion at the unit circle, then the constructed second solution in the correspond-
ing proof becomes trivial. Summarizing our observations in Corollary 13.6 and
Corollary 13.9, we can hence conclude that the phase retrieval problem in The-
orem 13.4 possesses a further solution – trivial or non-trivial – if the reference
signal h has a phase of the form

arg ĥ(ω ) = −n0ω + α + arg
(

∏

βj∈B\Λ

(

e−iω − βj
)

)

,

where Λ is an arbitrary subset of the corresponding zero set B of the signal x .
Conversely, if the reference signal h does not possess a phase of this form,

then the second solution x̆ determined by

̂̆x = ��x̂ �� e−i arg x̂+2i arg ĥ = ��x̂ �� e−iϕ+2iψ
in the proof of Theorem 13.4 cannot coincide with a solution of the discrete-
time phase retrieval problem characterized in Theorem 5.1. In other words, the
constructed signal x̆ cannot have a �nite support and is hence invalid. As a
consequence, by choosing a known reference signal without a linear phase, the
phase retrieval problem with additional interference measurements is usually
uniquely solvable for most discrete-time signals x with the exception of rare
special cases. �

Remark 13.12. The condition on the phase of the reference signal in Corol-
lary 13.9 immediately follows from the explicit representation of the second solu-
tion in the proof of Theorem 13.4 and the characterization of the solution set in
Theorem 5.1. Using a completely di�erent approach, Kim and Hayes obtain a
similar result for real-valued, non-symmetric signals x and h, see [KH90b]. �

14. Interference with an unknown reference signal

After considering additional interferencemeasurements with a known reference
signal, the next logical step is to generalize this approach to reference signals h
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that are not known beforehand and must also be recovered. We assume that the
corresponding Fourier intensity of h is also given. This leads us to the phase
retrieval for two unknown signals x and h with �nite support from the three
Fourier intensities

|F[x] | , |F[h] | , and |F[x + h] |.

For real-valued signals, this speci�c phase retrieval problem is examined by
Kim and Hayes in [KH93]. Furthermore, a complex version of this problem is
considered by Raz, Dudovich, and Nadler in [RDN13], where a further inter-
ference measurement of the form

|F[x + ih] |

besides the three Fourier intensities above is used for the reconstruction of the
unknown signals. However, we will show that this fourth Fourier intensity is
not necessary to determine the unknown phases even for complex-valued sig-
nals x and h. More precisely, we can recover the signals x and h up to common
trivial ambiguities, which means that both signals can only be rotated, shifted,
and re�ected and conjugated in exactly the same way. Here we rely on our new
representation of all ambiguities of the discrete-time phase retrieval problem in
Theorem 5.5.

Theorem 14.1. Let x and h be two discrete-time signals with �nite support. If the
corresponding zero sets of the signals x and h are disjoint, then both signals x and
h can be recovered from the Fourier intensities

|F[x] | , |F[h] | , and |F[x + h] |

uniquely up to common trivial ambiguities.

Proof. We begin the proof with the assumption that the considered phase re-
trieval problem possesses a further di�erent pair of solutions x̆ and h̆. This means
that x̆ and h̆ ful�l the three equalities

|F[x] | = |F[x̆] |, |F[h] | = |F[h̆] |, and |F[y] | = |F[y̆] |,

where y and y̆ denote the interferences x + h and x̆ + h̆ respectively.
Obviously, these equations remain valid if we rotate or shift x and h in the

same manner, or if we re�ect and conjugate both signals. An analogous obser-
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vation holds true for x̆ and h̆. Therefore, using Theorem 5.5, we always �nd
suitable factorizations of x and h together with appropriate rotations and shifts
such that the two solutions of the considered phase retrieval problem can be
written as

x = x1 ∗ x2 and x̆ = eiα1 · x1 ∗ x2[−·] (14.1)

and further

h = h1 ∗ h2[· − k1] and h̆ = eiα2 · h1 ∗ h2[k2 − ·] (14.2)

for some real numbers α1, α2 and integers k1, k2. Starting from the signals x and
h with support length N1 andN2, we canmoreover assume that the factors x1, x2,
h1, and h2 are discrete-time signals with �nite and normalized supports of length
M1, N1 −M1, M2, and N2 −M2 respectively.

In the next step, we investigate the given interference measurements |F[y] |
and |F[y̆] |. Since x̆ and h̆ form a further pair of solutions of the considered phase
retrieval problem, the interference measurements coincide, and we obtain

���F[x + h]
���2 = ���F[x̆ + h̆]

���2.
Together with |F[x] |2 = |F[x̆] |2 and |F[h] |2 = |F[h̆] |2, the expansion of these
squared moduli can be simpli�ed to

F[x]F[h] +F[x] F[h] = F[x̆]F[h̆] +F[x̆] F[h̆].

Incorporating the Fourier transform of the convolution representations in (14.1)
and (14.2) leads us to

eik1· x̂1 x̂2 ĥ1 ĥ2 + e
−ik1· x̂ 1 x̂2 ĥ1 ĥ2

= ei(α1−α2 ) eik2· x̂1 x̂2 ĥ1 ĥ2 + e
−i(α1−α2 ) e−ik2· x̂ 1 x̂2 ĥ1 ĥ2

and �nally to[
eik1· x̂1 ĥ1 − e−i(α1−α2 ) e−ik2· x̂ 1 ĥ1

] [
x̂2 ĥ2 − ei(α1−α2 ) e−i(k1−k2) · x̂2 ĥ2

]
= 0.

Since all four discrete-time signals x1, x2, h1, and h2 possess a �nite support,
the corresponding Fourier transforms are trigonometric polynomials. Con-
sequently, we can deduce that either the equality

x̂1 ĥ1 = e−i(α1−α2 ) e−i(k1+k2) · x̂ 1 ĥ1 (14.3)

Robert Beinert



14. Interference with an unknown reference signal 141

or

x̂2 ĥ2 = ei(α1−α2 ) e−i(k1−k2) · x̂2 ĥ2 (14.4)

holds everywhere.

Firstly, we assume that the �rst equality (14.3) holds true. Looking back at the
proof of Theorem 5.5, we can note that both factors x1 and h1 are composed of
linear factors from x and h. Hence, we �nd two appropriate subsets of the cor-
responding zero sets B ≔ {β1, . . . , βN1−1} and Γ ≔ {γ1, . . . ,γN2−1} of the original
signals x and h such that the factors x1 and h1 are determined by

x̂1(ω ) = x1[M1 − 1]
M1−1
∏

j=1

(

e−iω − βj
)

and

ĥ1(ω ) = h1[M2 − 1]
M2−1
∏

ℓ=1

(

e−iω − γℓ
)

.

Using these factorizations of x1 and h1 in the frequency domain, we can write
equation (14.3) as

x1[M1 − 1]h1[M2 − 1]
M1−1
∏

j=1

(

e−iω − βj
)

M2−1
∏

ℓ=1

(

eiω − γℓ
)

= e−i(α1−α2 ) e−iω (k1+k2) x1[M1 − 1]h1[M2 − 1]
M1−1
∏

j=1

(

eiω − βj
)

M2−1
∏

ℓ=1

(

e−iω − γℓ
)

.

Denoting the complex prefactor x1[M1− 1]h1[M2 − 1] byC, and factoring out the
conjugated zeros −βj and −γℓ together with the corresponding exponential eiω ,
we �nally obtain the identity

C eiω (M2−1)
M2−1
∏

ℓ=1

(

−γ ℓ
)

M1−1
∏

j=1

(

e−iω − βj
)

M2−1
∏

ℓ=1

(

e−iω − γ −1ℓ
)

= C e−i(α1−α2 ) eiω (−k1−k2+M1−1)
M1−1
∏

j=1

(

−β j
)

M1−1
∏

j=1

(

e−iω − β −1j
)
M2−1
∏

ℓ=1

(

e−iω − γ
ℓ

)

.

(14.5)

Using again that both sides of (14.5) are trigonometric polynomials, we can
infer that they have the same degree. Consequently, the exponents of the mod-
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ulation factors on both sides must coincide, which yields the identity

M2 = M1 − k2 − k1. (14.6)

Moreover, if we now cancel these modulation factors, we can interpret equation
(14.5) as an algebraic polynomial equation in z ≔ e−iω , where the polynomials on
both sides are completely factorizedwith respect to their zero sets. A comparison
of these algebraic polynomials further yields that the zero sets on both sides of
(14.5) have to coincide, which means that

{
β1, . . . , βM1−1

}
∪
{
γ −11 , . . . ,γ

−1
M2−1

}
=

{
β
−1
1 , . . . , β

−1
M1−1

}
∪
{
γ1, . . . ,γM2−1

}
.

Since the corresponding zero sets B and Γ are disjoint, and hence the zeros βj
and γℓ are distinct for all possible indices j and ℓ, the corresponding zeros of x1
and h1 not lying on the unit circle must appear in re�ected zero pairs of the form

(

βj , β
−1
j

)

and
(

γ
ℓ
,γ −1ℓ

)

.

The corresponding zeros on the unit circle are obviously invariant under re-
�ection at the unit circle, which implies that they can even occur as singletons.
Summarizing these observations, we see that the corresponding zero sets of x1
and h1 are invariant under re�ection at the unit circle.

Remembering that both signals x1 and h1 have a normalized support, we can
apply Lemma 5.3 to conclude that the Fourier transforms of x1 and h1 are invari-
ant under conjugation except for an additional modulation and rotation. More
precisely, Lemma 5.3 implies that the conjugated Fourier transforms of x1 and
h1 can be represented by

x̂ 1(ω ) = x1[M1 − 1] eiω (M1−1)
M1−1
∏

j=1

(

−β j
)

M1−1
∏

j=1

(

e−iω − βj
)

and

ĥ1(ω ) = h1[M2 − 1] eiω (M2−1)
M2−1
∏

ℓ=1

(

−γ ℓ
)

M2−1
∏

ℓ=1

(

e−iω − γℓ
)

.

Since the corresponding zeros βj and γℓ not lying on the unit circle occur in
re�ected pairs as discussed above, the absolute values of the products over the

corresponding zeros (−β j ) and (−γ ℓ ) are equal to one. In other words, both
products are only unimodular constants and can be described by appropriate
rotations. Considering that the conjugation of the leading components x1[M1−1]
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and h1[M2 − 1] can also be interpreted as an additional rotation of the Fourier
transforms, we obtain the two identities

x̂1 = e−iϕ1 e−i(M1−1) · x̂ 1 and ĥ1 = e−iϕ2 e−i(M2−1) · ĥ1, (14.7)

whereϕ1 andϕ2 are real constants that collect the di�erent rotations. For the sake
of completeness, the rotations described by the constants ϕ1 and ϕ2 are given by

ϕ1 ≔ −2 arg(x1[M1 − 1]) + arg *,
M1−1
∏

j=1

(

−β j
)+- (14.8)

and

ϕ2 ≔ −2 arg(h1[M2 − 1]) + arg *,
M2−1
∏

ℓ=1

(

−γ ℓ
)+-. (14.9)

Employing the convolution representations of x and x̆ in (14.1) and the repres-
entations of h and h̆ in (14.2), we can now use the established identities in (14.7)
to rewrite the second solution in the frequency domain. We obtain

x̂ = x̂1 x̂2 and ̂̆x = ei(α1−ϕ1 ) e−i(M1−1) · x̂ 1 x̂2

and furthermore

ĥ = e−ik1· ĥ1 ĥ2 and
̂̆
h = ei(α2−ϕ2 ) e−iω (M2+k2−1) ĥ1 ĥ2.

Obviously, the solutions x̆ and h̆ are only trivial ambiguities of x and h caused
by rotation, time shift, and re�ection and conjugation.

It remains to prove that the rotations and shifts of the trivial ambiguities x̆
and h̆ coincide. For this purpose, we investigate the leading coe�cients on both
sides of (14.5). In this manner, we obtain the equality

x1[M1 − 1]h1[M2 − 1]
M2−1
∏

ℓ=1

(

−γ ℓ
)

= x1[M1 − 1]h1[M2 − 1] e−i(α1−α2 )
M1−1
∏

j=1

(

−β j
)

.

Here the products of the corresponding zeros are again unimodular as discussed
above. Next, we describe the conjugations of x1[M1 − 1] and h1[M2 − 1] once
more through additional rotations by −2 arg(x1[M1 − 1]) and −2 arg(h1[M1 − 1])
respectively. Neglecting the new common prefactorx1[M1−1]h1[M2−1], bringing
the factor eiα2 to the left-hand side, and using the de�nitions of ϕ1 and ϕ2 in (14.8)
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and (14.9), we can simplify the above equation to

ei(ϕ2−α2 ) = ei(ϕ1−α1 ) .

Together with the identity (14.6), we rewrite the representation of h̆ in the
frequency domain and can �nally see that

̂̆x = eiα1−ϕ1 e−i(M1−1) · x̂ and
̂̆
h = eiα1−ϕ1 e−i(M1−1) · ĥ,

which implies that x̆ and h̆ exactly arise from the re�ection and conjugation of
x and h by the same rotation and time shift. Consequently, the second solution
pair is only a trivial ambiguity of the original solution pair x and h.

If we assume that the equation (14.4) holds true instead of equation (14.3), we
can use a completely similar procedure to obtain the representation

̂̆x = ei(α1+ψ1) ei(N1−M1−1) · x̂ and
̂̆
h = ei(α1+ψ1) ei(N1−M1−1) · ĥ

of the second solution x̆ and h̆ in the frequency domain, whereψ1 is de�ned like
ϕ1 in (14.8) by using the corresponding zeros of x2. Here the second solution pair
directly arises from the original signal pair x and h by a common rotation and a
common time shift.

In summary, the solution of the considered phase retrieval problem to recover
x and h is uniquely solvable up to common trivial ambiguities in both cases (14.3)
and (14.4), which leads us to the assertion. �

Remark 14.2. The real version of Theorem 14.1 studied by Kim and Hayes in
[KH93, Theorem 1] can be established with an analogous argumentation. In do-
ing so, some particularities in the proof of Theorem 14.1 can be avoided by using
that all corresponding zeros of a real-valued signal arise in complex conjugate
pairs, which simpli�es the proof for the real case at some points.

Consequently, we can see the proof of Theorem 14.1 simply as a generalization
of the proof in [KH93] to the complex case. Anyway, Kim andHayes themselves
give the proof only for the special case where both the signal x and the reference
signal h do not possess re�ected zero pairs or zeros on the unit circle. In this
manner, equation (14.5) implies that each of the factors x1 and h1 is merely a
real-valued constant, which immediately �nishes the proof. �

Remark 14.3. Since the phase retrieval problem considered in Theorem 14.1 is
uniquely solvable up to common trivial ambiguities, each further solution pair
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x̆ and h̆ can be written in the form

x̆ ≔ eiα x[· − n0] and h̆ ≔ eiα h[· − n0]
or

x̆ ≔ eiα x[n0 − ·] and h̆ ≔ eiα h[n0 − ·].

Consequently, in analogy to the phase retrieval problem considered by Kim and
Hayes in [KH93, Theorem 1] for two real-valued signals, the interference x + h
can also be recovered uniquely up to the same common trivial ambiguity. �

Remark 14.4. As mentioned above, Raz et al. consider a similar phase retrieval
problem where they wish to recover the two complex-valued signals x and h
from the Fourier intensities

|F[x] | , |F[h] | , |F[x + h] | , and |F[x + ih] |.

This phase retrieval problem is also uniquely solvable up to common trivial am-
biguities if the corresponding zero sets of x and h are disjoint, see [RDN13, The-
orem 1].

At least theoretically, the fourth Fourier intensity is not required to ensure
uniqueness of the phase retrieval problem up to trivial ambiguities as discussed
in Theorem 14.1. Anyway, the proof of Theorem 14.1 only shows that the con-
sidered phase retrieval problem is uniquely solvable up to trivial ambiguities, but
the proof itself is not constructive. Using the fourth Fourier intensity together
with the complex polarization identity, Raz et al. give a constructive proof to
show that both signals x and h can be recovered analytically. �

Although it is very unlikely that the wanted signal and the unknown reference
signal possess common corresponding zeros, the question arises: what happens
when the corresponding zero sets intersect?

Proposition 14.5. Let x and h be two discrete-time signals with �nite support. If
the intersection of the corresponding zero setsB and Γ of the signalsx andh contains
a non-empty subset Λ such that Λ and at least one of the complements B \ Λ and
Γ \ Λ are not invariant under re�ection at the unit circle, then the phase retrieval
problem to recover x and h from the Fourier intensities

|F[x] | , |F[h] | , and |F[x + h] |

possesses at least one further non-trivially di�erent solution pair beside x and h.
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Proof. We start from the assumption that the intersection of the correspond-
ing zero sets B and Γ contains a non-empty subset Λ. Consequently, using the
characterization in Theorem 5.1, we �nd a factorization of x and h of the form

x̂ = x̂1 ŷ2 and ĥ = ĥ1 ŷ2,

where the common factor ŷ2 corresponds to the corresponding zeros in Λ.

Based on this speci�c factorization, we investigate the two discrete-time sig-
nals de�ned by ̂̆x = x̂1 ŷ2 and

̂̆
h = ĥ1 ŷ2.

In other words, we re�ect and conjugate the common convolution factor y2 of
the original signals x and h. Obviously, the Fourier intensities of x and x̆ and
also the intensities of h and h̆ coincide. Hence, the constructed signals satisfy
the conditions |F[x] | = |F[x̆] | and |F[h] | = |F[h̆] |. Using the factorization of
x̆ and h̆, we further obtain the equality

���F [
x̆ + h̆

] ��� = ���x̂1 + ĥ1 ��� ���ŷ2 ��� = ���x̂1 + ĥ1 ��� ���ŷ2 ��� = ���F [
x + h

] ���,
which implies that the interference measurements also coincide. Hence, the sig-
nals x̆ and h̆ form a further solution pair of the considered phase retrieval prob-
lem.

It remains to show that the constructed solution pair is non-trivially di�erent
from the �rst. Since Λ is not invariant under re�ection at the unit circle, the
corresponding zero sets of x̆ and h̆ cannot coincide with the corresponding zero
sets B and Γ of the original signals x and h. Hence, we can exclude that x̆ and
h̆ are merely rotations or time shifts of x and h. Since at least one of the sets
B \ Λ and Γ \ Λ also is not invariant under the re�ection, it follows that at least
one of the signals x̆ and h̆ is not a rotation or shift of the corresponding re�ected
and conjugated original signal. Hence, at least one of the constructed signals is
really a non-trivially di�erent ambiguity, which leads us to the assertion. �

Remark 14.6. Considering the de�nition of x̆ and h̆ in the proof of Propos-
ition 14.5, we see that the constructed signals x̆ and h̆ possess the corresponding
zero sets B(Λ) and Γ (Λ) respectively. Hence, if the subset Λ is invariant under
re�ection at the unit circle, then both modi�ed zero sets B(Λ) and Γ (Λ) coincide
with the respective original set B or Γ , which implies that both signals x̆ and
h̆ are merely trivial ambiguities caused by rotations and time shifts. An ana-
logous argumentation yields that the signals x̆ and h̆ are rotations and shifts of

the re�ected and conjugated signals x[−·] and h[−·] whenever B \ Λ and Γ \ Λ
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are invariant under re�ection. Consequently, the non-empty intersection of the
corresponding zero sets B and Γ is only a necessary but no su�cient condition
to ensure the occurrence of non-trivial ambiguities as stated by Raz et al. in
[RDN13, Theorem 1]. �

Example 14.7. Let us again consider the signals x and h in Example 13.10, but
this time assuming that both signals x and h are unknown. In other words, we
try to recover the discrete-time signal

x ≔ 1
128

(

. . . , 0, 55 − 15i,−84 + 87i, 34 + 82i,

204 − 120i,−16 + 16i,−96, 128, 0, . . .
)

with the corresponding zero set

B = 1
4

{
1 + i, 3 − 2i,−3 − i,−4 + 2i, 4 + 4i, 2 − 4i

}
.

Further, we choose the discrete-time signal

h ≔ 1
64

(

. . . , 0, 0,−22 − 4i, 29 − 27i, 17 − 59i, 6 − 42i, 24, 32, 0, . . .
)

with the corresponding zero set

Γ = 1
4

{
1 + i, 4 + 4i,−4 − 3i,−4 + 2i,−4i

}
to be the ‘unknown’ reference. The two signals together with the corresponding
Fourier intensities and interference measurements are presented in Figure 14.1
on the following page.

Due to the non-empty intersection B ∩ Γ of the corresponding zero sets of x
and h, Proposition 14.5 implies the existence of a further non-trivially di�erent
solution. Here we use the subset

Λ ≔ 1
4

{
1 + i, 4 + 4i

}
of the intersection for the construction of the wanted non-trivial ambiguity. Fol-
lowing the lines in the proof of Proposition 14.5, we obtain a further solution of
the considered phase retrieval problem given by the signal

x̆ = 1
128

(

. . . , 0,−30 − 110i,−1 + 68i, 69 + 67i,

− 72 − 212i,−36 − 52i,−80 + 128i,−64i, 0, . . .
)
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and the reference

h̆ = 1
64

(

. . . , 0, 0,−8 + 44i,−9 + 7i,−49 − i,−62 + 12i,−20 + 8i,−16i, 0, . . .
)

.

As the subset Λ and the two complements B \ Λ and Γ \ Λ are not invariant
under re�ection at the unit circle, the constructed solution pair x̆ and h̆ is non-
trivially di�erent from the signals x and h, which can also be justi�ed visually
by considering Figure 14.1(c) and (d).

Moreover, since the intersection B ∩ Γ consists of three corresponding zeros,
each possible non-empty subset Λ of B ∩ Γ ful�ls the requirements of Propos-
ition 14.5. Thus, we could continue this example with the construction of at least
23 = 8 non-trivially di�erent solutions of the considered problem. �

15. Interference with a modulated version of the unknown

signal itself

Next, we examine interferencemeasurements of a slightly di�erent kind. Instead
of a known or unknown reference signalh, we use the unknown signal x itself as
reference and consider interference measurements between x and a modulated
version of x . For this purpose, we transfer the approaches of Candès, Eldar,
Strohmer, and Voroninski in [CESV13] and Alexeev, Bandeira, Fickus, and
Mixon in [ABFM14] to the discrete-time phase retrieval problem.

More generally, we try to recover the discrete-time signal x with �nite support
from its Fourier intensity | x̂ | and a set of interferencemeasurements of the form

���F [
x + eiα eiµ· x

] ��� ,
where the modulation and additional rotation are described by the real numbers
µ and α . Since the Fourier transform of the modulated signal is obviously given
by

F

[
eiα eiµ· x

]
(ω ) = eiα

∑

n∈Z
e−i(ω−µ)n x[n] = eiα x̂ (ω − µ ),

we can also interpret the considered interference measurements as interferences
with certain shifts of the Fourier transform x̂ in the frequency domain.
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15.1. Phase reconstruction by using a polarization identity

With the intent to recover the wanted signal analytically, we �rstly apply an ap-
propriate polarization identity to determine the unknown phase in the frequency
domain. This idea traces back to Alexeev et al., who introduce the Mercedes-

Benz polarization identity

z1z2 =
1

3

2
∑

k=0

ei
2πk
3
����z1 + e−i 2πk3 z2

����
2

(15.1)

for any complex numbers z1 and z2 in order to recover a �nite-dimensional vector
from the intensity measurements of a suitably constructed frame, see [ABFM14].
Denoting by ζK ≔ e

2πi/K the primitive Kth root of unity, we obtain the following
generalization.

Lemma 15.1. Let z1 and z2 be two arbitrary complex numbers. Then the polariz-
ation identity

z1z2 =
1

K

K−1
∑

k=0

ζ kK
���z1 + ζ −kK z2

���2

holds for every integer K > 2.

Proof. The assertion can be proven by generalizing the ideas to justify the ori-
ginalMercedes-Benz polarization identity (15.1) in [ABFM14, p. 38]. We expand
the squared moduli in the sum on the right-hand side and thus obtain

1

K

K−1
∑

k=0

ζ kK
���z1 + ζ −kK z2

���2 = 1

K

K−1
∑

k=0

ζ kK

(

|z1 |2 + 2ℜ
[
ζ −kK z1z2

]
+ |z2 |2

)

.

With the well-known identity

K−1
∑

k=0

ζ kK = 0

for K > 1, this equality can be simpli�ed to

1

K

K−1
∑

k=0

ζ kK
���z1 + ζ −kK z2

���2 = 2

K

K−1
∑

k=0

ζ kK ℜ
[
ζ −kK z1z2

]
.
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Using that the real part of the product ζ −k
K
z1z2 can be written as

ℜ
[
ζ −kK z1z2

]
= ℜ

[
ζ −kK

]
ℜ
[
z1z2

]
− ℑ

[
ζ −kK

]
ℑ
[
z1z2

]
together with the identities

ℜζ −1K = ℜζ kK and ℑζ −kK = −ℑζ kK ,

we can now rearrange the right-hand side of the assertion and �nd

1

K

K−1
∑

k=0

ζ kK
���z1 + ζ −kK z2

���2 = 2

K

K−1
∑

k=0

ζ kK

(

ℜ
[
ζ kK

]
ℜ
[
z1z2

]
+ ℑ

[
ζ kK

]
ℑ
[
z1z2

] )
.

Next, we consider the real and imaginary parts separately. Substituting the
remaining roots of unity ζ k

K
by their algebraic formsℜζ k

K
+ iℑζ k

K
, we can imme-

diately observe that the real part of the equality is given by

ℜ

1

K

K−1
∑

k=0

ζ kK
���z1 + ζ −kK z2

���2
 =

2

K
*,ℜ

[
z1z2

] K−1∑

k=0

[
ℜζ kK

]2
+ ℑ

[
z1z2

] K−1∑

k=0

ℜζ kK ℑζ kK+-
and similarly the imaginary part by

ℑ

1

K

K−1
∑

k=0

ζ kK
���z1 + ζ −kK z2

���2
 =

2

K
*,ℜ

[
z1z2

] K−1∑

k=0

ℑζ kK ℜζ kK + ℑ
[
z1z2

] K−1∑

k=0

[
ℑζ kK

]2+-.
If we can show that the sum over the squared real or the squared imaginary parts
of all roots of unity is equal to K/2, and that the sum over the mixed terms is equal
to zero, then the assertion follows without circumstances.

Unlike the proof given by Alexeev et al. for the special case where K is equal
to three, we cannot evaluate these three sums explicitly. However, remembering
that the real and imaginary parts of the roots of unity ζ k

K
can be determined by

ℜζ k
K
= 1/2(ζ −k

K
+ ζ k

K
) and ℑζ k

K
= i/2(ζ −k

K
− ζ k

K
), and applying the formula for the

sum of the �rstK terms of a geometric series, the required sums can be computed
in a simple manner. More precisely, the sum over the squared real parts is given
by

K−1
∑

k=0

[
ℜζ kK

]2
=

1

4

K−1
∑

k=0

(

ζ −2kK + 2 + ζ 2kK

)

=

K

2
,
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the sum over the squared imaginary parts by

K−1
∑

k=0

[
ℑζ kK

]2
= − 1

4

K−1
∑

k=0

(

ζ −2kK − 2 + ζ 2kK
)

=

K

2
,

and �nally the sum over the real and imaginary parts by

K−1
∑

k=0

ℜζ kKℑζ kK =
i

4

K−1
∑

k=0

(

ζ −2kK − ζ 2kK
)

= 0.

Consequently, the real and imaginary parts of

1

K

K−1
∑

k=0

ζ kK
���z1 + ζ −kK z2

���2

coincide with those of z1z2, which completes the proof. �

Remark 15.2. Obviously, Lemma 15.1 cannot be valid if K is less than three.
More detailed, for the excluded cases, we have ζ1 ≔ 1 and ζ2 ≔ −1, which im-
plies that the right-hand side of the polarization identity is always a real num-
ber. Further, for the special case that K is equal to three, Lemma 15.1 coincides
with the originalMercedes-Benz polarization identity introduced in [ABFM14,
Lemma 2.1]. �

The generalized polarization identity introduced in Lemma 15.1 can now be
used to reveal the relation between the values x̂ (ω ) and x̂ (ω − µ ) hidden in the
interference measurements

���F [
x + ζ −kK eiµ· x

] ��� (k = 0, . . . ,K − 1)

for some integer K and real number µ. The following theorem shows that the
knowledge of this relationship is su�cient to recover each discrete-time signal
without any ambiguities.

Theorem 15.3. Let x be a discrete-time signal with �nite support of length N .
If µ , 2π p/q for all p ∈ Z and q ∈ {1, . . . ,N − 1}, then the signal x can be
uniquely recovered up to rotation from its Fourier intensity | x̂ | and the interference
measurements ���F [

x + ζ −kK eiµ· x
] ��� (k = 0, . . . ,K − 1)

for every integer K greater than two.
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Besides the polarization identity, a further key element in the following proof
of Theorem 15.3 is the reconstruction of an arbitrary trigonometric polynomial
with unknown degree but only a few non-zero coe�cients from a small set of
known function values. Like in the more general case where one tries to re-
cover a �nite exponential sum, this problem can be solved by applying Prony’s
method, see for instance [Hil87, Section 9.4] or, for the originally introduced
method, [Pro95]. More precisely, Prony’s method allows us to recover a �nite
exponential sum in the following manner, see [Hil87].

Theorem 15.4 (Prony). Let f be the exponential sum given by

f (ω ) ≔

N−1
∑

n=0

cn e
−iωTn

with non-zero complex coe�cients cn and complex frequenciesTn . If the values e−iTn

di�er pairwise, then the exponential sum f can be completely recovered from the
function values at the 2N equally spaced points from 0 to 2N − 1.

Remark 15.5. If all frequencies of the exponential sum in Theorem 15.4 are real-
valued, then the assumption that the values e−iTn di�er pairwise means simply
that the frequencies do not coincide up to a multiple of 2π. �

Proof of Theorem 15.3. Equipped with the generalized polarization identity
and Prony’s method, we can now proceed with the proof of Theorem 15.3. For
this purpose, we rewrite the given interference measurements

���F[
x + ζ −kK eiµ· x

] ��� = ���x̂ (·) + ζ −kK x̂ (· − µ ) ���
for k = 0, . . . ,K − 1 by applying the polarization identity in Lemma 15.1. In this
manner, we obtain the identity

1

K

K−1
∑

k=0

ζ kK
���x̂ (ω ) + ζ −kK x̂ (ω − µ ) ���2 = x̂ (ω ) x̂ (ω − µ ).

Further, with the polar representation x̂ = | x̂ | eiϕ , where ϕ denotes the phase of
x̂ , this identity �nally becomes

1

K

K−1
∑

k=0

ζ kK
���x̂ (ω ) + ζ −kK x̂ (ω − µ ) ���2 = ��x̂ (ω ) �� ��x̂ (ω − µ ) �� ei(ϕ (ω−µ)−ϕ (ω)) .
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Dividing this equation by the known Fourier intensity of the signal x , we can
thus determine the phase di�erence ϕ (ω−µ )−ϕ (ω ) whenever x̂ (ω ) and x̂ (ω−µ )
are non-zero.

Since the considered phase retrieval problem can only be solved up to rota-
tions, we can arbitrarily choose the phase ϕ (ω0) at one pointω0 in the frequency
domain without loss of generality. Starting from this point ω0, we can now use
the determined phase di�erences in order to compute further phases of the un-
known signal inductively. With the assumption that the Fourier transform x̂ is
non-zero at the points ω0 + µk for every integer k between 0 and 2N − 1, we can
consequently determine a vector of relative phases

ϕ (ω0 + µk )

for k = 0, . . . , 2N − 1 with respect to the chosen phase ϕ (ω0).

Moreover, we can show that there always exists an ω0 such that the Fourier
transform x̂ is non-zero at the pointsω0+µk for k from 0 to 2N−1. Due to the 2π-
periodicity of the Fourier transform, we can restrict our following observations
to the interval [−π, π). Remembering that the Fourier transform of the signal
x is a trigonometric polynomial and can hence be written in the form

x̂ (ω ) = e−iωn0
N−1
∑

n=0

cn e
−iωn (15.2)

with a suitable integer n0 for the prefactor and an appropriate polynomial in z =
e−iω with complex coe�cients cn, we can immediately conclude that the Fourier
transform x̂ possesses at most N − 1 zeros in the interval [−π, π). Since we can
choose the initial point ω0 completely arbitrarily, it is hence always possible to
pick an ω0 such that the points

(ω0 + µk )mod2π

do not coincide with the zeros of the Fourier transform x̂ . In other words, we
can always inductively construct a series of 2N relative phases.

Up to this point, we have recovered 2N values of the unknown phase ϕ and
hence of the unknown Fourier transform x̂ itself. Writing the recovered points
of the Fourier transform (15.2) as

x̂ (ω0 + µk ) =

N−1
∑

n=0

[
cn e
−iω0 (n+n0)

]
e−ikµ (n+n0), (15.3)
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we can interpret the determined points as function values of the exponential
sum with complex coe�cients cn e

−iω0 (n+n0) and real frequencies µ (n +n0) at the
equally spaced points k from 0 to 2N − 1. In order to apply Prony’s method and
recover the exponential sum by Theorem 15.4, it remains to show that the real
frequencies µ (n + n0) for n from 0 to N − 1 cannot coincide up to a multiple of
2π, cf. Remark 15.5.

For this purpose, let us assume that we �nd two frequencies µ (n1 + n0) and
µ (n2 + n0) with n1,n2 ∈ {0, . . . ,N − 1} which only di�er by a multiple of 2π. In
other words, there exist an integer ℓ such that the considered frequencies satisfy
the equation

µ (n1 + n0) = µ (n2 + n0) + 2πℓ.

By an easy rearrangement, we can conclude that this only happens if and only
if the parameter µ is equal to 2π ℓ/(n1−n2) for some integer ℓ. Furthermore, the
denominator can only attain non-zero integers between −N +1 andN −1 because
both indicies n1 and n2 are distinct integers between 0 and N − 1.

However, since these are exactly the excluded values for the parameter µ in
the assumptions of the theorem, the frequencies µ (n +n0) cannot coincide up to
a multiple of 2π; so we can recover the complete exponential sum in (15.3) and
hence the complete Fourier transform x̂ from the constructed function values
by applying Prony’s method, see Theorem 15.4. Finally, we can thus recover
the original signal x up to a rotation by using the inverse discrete-time Fourier
transform, which justi�es the assertion. �

Remark 15.6. The main reason for the application of Prony’s method in the
proof of Theorem 15.3 is the lack of information about the integer n0 in the fre-
quency representation (15.2) of the sought signal x . Considering the in�uence of
this modulation in the time domain, we only know the support length N of the
unknown signal x but not the exact position of the support itself.

If we additionally assume that the signal x in Theorem 15.3 possesses a nor-
malized support, we can recover the Fourier transform x̂ directly from the con-
structed function values by solving a linear equation system instead of applying
Prony’s method because all occurring frequencies in (15.2) are known before-
hand. Unfortunately, we cannot neglect the restriction on the parameter µ in
this special case since this restrictions are needed to ensure the invertibility of
the arising Vandermonde matrix in the new equation system. �

Remark 15.7. Considering the assumptions of Theorem 15.3, we have to choose
the modulation parameter µ in a way that µ is not a rational multiple of 2πwhere
the denominator is an integer between 1 andN−1. If we now pick the parameter µ
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as irrational multiple of 2π, whichmeans that µ is not contained in 2πQ, thenwe
can recover every signal from the given interference measurements independ-
ently of the actual support length N . Although the support length is needed
for the proof of Theorem 15.3, we can skip the assumption that the length N

is known beforehand since the actual support length of the signal x is explicitly
encoded in the autocorrelation function, which coincides with the given squared
Fourier intensity | x̂ |2, see Section 3. �

Remark 15.8. If we assume that the current support of the unknown discrete-
time signal x with support length N is contained in the set {0, . . . ,M − 1} with
M ≥ N , which enable us to identify x with anM-dimensional vector, thenwe can
interpret the Fourier intensity | x̂ (ω0) | for a certain point ω0 in the frequency
domain as intensity measurement | 〈x,v〉 | with the frame vector

v ≔
(

eiω0m
)M−1
m=0
.

Choosing at least M pairwise di�erent points ωn in [−π, π) beforehand, we can
consequently apply the whole theory developed byAlexeev et al. to recover the
unknown vector x from the given intensity measurements | x̂ (ωn ) | and the given
interference measurements

���x̂ (ωn ) + ζ −k3 x̂ (ωm)
��� (k = 0, 1, 2)

for a greater number of randomly chosen index pairs (n,m), see [ABFM14]. More
generally, Alexeev et al. show that the unknown vector can now be recovered
with high probability from approximately 240M measurements for an arbitrary
frame, see [ABFM14, p. 41].

In contrast to the �ndings of Alexeev et al. for arbitrary frames, we exploit
that the Fourier transform of a discrete-time signal with �nite support of length
N is a trigonometric polynomial. For the special case K = 3 considered by
Alexeev et al., this enables us to recover the unknown signal x always from
merely 8N − 4 measurements or, more precisely, from 2N − 1measurements for
each of the four Fourier intensities

��x̂ (·) �� and
���x̂ (·) + ζ −k3 x̂ (· − µ ) ��� (k = 0, 1, 2),

cf. Remark 3.5. Moreover, the procedure in the proof of Theorem 15.3 allows us to
determine the position of the current support from the given Fourier intensities.
In other words, we can recover the unknown signal x without the assumption
that the support of x is contained in some speci�c set {0, . . . ,M − 1}. �
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15.2. Reducing the number of required interference measurements

Looking back at Theorem 15.3, we observe that the actual number of interfer-
ence measurements depends on the chosen root of unity ζK or, more precisely,
on the chosen integer K . Consequently, it seems that the given interference
measurements are highly redundant. This impression is con�rmed by a result
in [CESV13], where Candès et al. employ only two of the interference measure-
ments in Theorem 15.3 for the special case that K is a power of two.

In this subsection, we adapt the approach of Candès et al. to the discrete-time
phase retrieval problem. Afterwards we generalize this observation and show
that each discrete-time signal x can be recovered from its Fourier intensity | x̂ |
and two further interference measurements of the form

���F [
x + eiα1 eiµ· x

] ��� and ���F [
x + eiα2 eiµ· x

] ���,
where the two rotations eiα1 and eiα2 can be chosen nearly arbitrarily. In partic-
ular, this rotations do not have to arise from the Kth roots of unity for a certain
integer K .

Theorem 15.9. Let x be a discrete-time signal with �nite support of length N . If
µ , 2π p/q for all p ∈ Z and q ∈ {1, . . . ,N − 1}, then the signal x can be uniquely
recovered up to a rotation from its Fourier intensity | x̂ | and the two interference
measurements ���F[

x + eiµ· x
] ��� and ���F [

x − i eiµ· x
] ���.

Proof. This theorem can be justi�ed with a similar argument as Theorem 15.3.
However, the main di�erence of the current proof is the determination of the
needed relative phases from the two given interference measurements

���F [
x + eiµ· x

] ��� = ���x̂ (·) + x̂ (· − µ ) ��� and ���F [
x − i eiµ· x

] ��� = ���x̂ (·) − i x̂ (· − µ ) ���,
since the generalized polarization identity in Lemma 15.1 can no longer be ap-
plied. Instead, we use a completely di�erent approach inspired by Candès et al.
in [CESV13, Theorem 3.1]

Expanding the squared interference measurements and writing the Fourier
transform x̂ in the polar form | x̂ | eiϕ , where ϕ denotes unknown phase function,
we can stepwise rearrange the given interferences measurements for a certain
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point ω in the frequency domain and obtain the equalities

��x̂ (ω ) + x̂ (ω − µ ) ��2
= ��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 + [

x̂ (ω ) x̂ (ω − µ ) + x̂ (ω ) x̂ (ω − µ )
]

=
��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 + 2ℜ[

x̂ (ω ) x̂ (ω − µ )
]

=
��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 + 2 ��x̂ (ω ) �� ��x̂ (ω − µ ) ��ℜ[

ei(ϕ (ω−µ)−ϕ (ω))
]

and analogously

��x̂ (ω ) − i x̂ (ω − µ ) ��2
=
��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 + i [x̂ (ω ) x̂ (ω − µ ) − x̂ (ω ) x̂ (ω − µ )]
=
��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 − 2ℑ[x̂ (ω ) x̂ (ω − µ )]
=
��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 − 2 ��x̂ (ω ) �� ��x̂ (ω − µ ) ��ℑ[ei(ϕ (ω−µ)−ϕ (ω)) ] .

Bringing the squaredmoduli to the left-hand side, dividing both equations by the
known Fourier intensity | x̂ |, and combining the obtained real and imaginary
part, we can again determine the phase di�erence ϕ (ω − µ ) − ϕ (ω ) whenever
x̂ (ω ) and x̂ (ω − µ ) are non-zero.

At this point, we turn away from the proof given byCandès et al. for a slightly
di�erent phase retrieval problem and continue with our observations done in the
proof of Theorem 15.3. Like there, we always �nd a suitable ω0 such that we can
inductively construct a series of relative phases

ϕ (ω0 + µk )

for k from 0 to 2N −1, where the initial phaseϕ (ω0) can be chosen arbitrarily. Af-
terwards Prony’s method allows us to recover the complete Fourier transform
x̂ by Theorem 15.4. The theorem can now be established by using the inverse
discrete-time Fourier transform. �

Remark 15.10. As mentioned before, Candès et al. consider a slightly di�erent
phase retrieval problem in [CESV13, Theorem 3.1]. More precisely, they deal
with the problem to recover a �nite-dimensional vector from the intensities of
its discrete Fourier transform. Using our notation, we can state this problem
as follows: recover the signal x whose support of length N is contained in the
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interval from 0 toM − 1 from the (discrete-time) Fourier intensities

���x̂ (

2πk
M

) ��� , ���x̂ (

2πk
M

)

+ x̂
(

2π(k−ℓ)
M

) ��� , and
���x̂ (

2πk
M

)

− i x̂
(

2π(k−ℓ)
M

) ���
for all integers k = 0, . . . ,M − 1 and for a certain integer ℓ. Under the addi-
tional assumption that ℓ andM are co-prime, and that the given Fourier samples
| x̂ (2πk/M ) | are non-zero, Candès et al. show that the unknown signal x can be
uniquely recovered.

Recalling that the Fourier intensity of a discrete-time signal with support
length N is entirely determined by 2N − 1 arbitrary samples, see Remark 3.5, we
can directly compare Theorem 15.9 for µ ≔ 2π ℓ/M with the results of Candès
et al. in [CESV13, Theorem 3.1] and see that both statements are almost identical.
In the special case that N and M coincide, the main di�erence between both
statements is that we need twice as many measurements as Candès et al. Any-
way, this enables us to neglect the assumption that the given samples of the
Fourier intensity have to be non-zero. Further, we can determine the unknown
position of the current support completely from the given Fourier intensities.

Finally, the integers N and M have a slightly di�erent meaning. With the
dimension M , we determine the interval {0, . . . ,M − 1} that contains the non-
zero components of the considered signal x . The current support length N of
this signal can however be much smaller than the assumed dimension M . Con-
sequently, ifM is only a rough estimation, then Theorem 15.9 allows us to recover
the wanted signal from a much smaller set of measurements than [CESV13, The-
orem 3.1]. �

Based on our observations regarding Theorem 15.9, we can now generalize
the result of Candès et al. given in [CESV13, Theorem 3.1] even further. More
precisely, we can replace the rotations 1 = e0·i and −i = e−π/2·i occurring within
the interference measurements by two nearly arbitrary rotations eiα1 and eiα2 .

Theorem 15.11. Let x be a discrete-time signal with �nite support of length N . If
µ , 2π p/q for all p ∈ Z and q ∈ {1, . . . ,N − 1}, then the signal x can be uniquely
recovered up to a rotation from its Fourier intensity | x̂ | and the two interference
measurements

���F [
x + eiα1 eiµ· x

] ��� and ���F [
x + eiα2 eiµ· x

] ��� ,
where α1 and α2 are two real numbers satisfying α1 − α2 , πk for all integer k .
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Proof. We follow the lines of the proof of Theorem 15.9. Again, the crucial point
is the extraction of the required relative phases from the interference measure-
ments ���F [

x + eiα1 eiµ· x
] ��� = ���x̂ (·) + eiα1 x̂ (· − µ ) ���

and ���F [
x + eiα2 eiµ· x

] ��� = ���x̂ (·) + eiα2 x̂ (· − µ ) ���.
Replacing the Fourier transform x̂ by its polar representation | x̂ | eiϕ , we can

rewrite the �rst interference measurement for a certain pointω in the frequency
domain as

���x̂ (ω ) + eiα1 x̂ (ω − µ ) ���2
= ��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 + [

e−iα1 x̂ (ω ) x̂ (ω − µ ) + eiα1 x̂ (ω ) x̂ (ω − µ )
]

= ��x̂ (ω ) ��2 + ��x̂ (ω − µ ) ��2 + 2 ��x̂ (ω ) �� ��x̂ (ω − µ ) ��ℜ[
ei(ϕ (ω−µ)−ϕ (ω)+α1 )

]
.

Replacingα1 by α2, we obtain a similar representation for the second interference
measurement. Consequently, if bothmoduli | x̂ (ω ) | and | x̂ (ω−µ ) | of the Fourier
transform x̂ are non-zero, we can determine

ℜ
[
ei(ϕ (ω−µ)−ϕ (ω)+α1 )

]
and ℜ

[
ei(ϕ (ω−µ)−ϕ (ω)+α2 )

]
.

In order to extract the phase di�erence ϕ (ω −µ )−ϕ (ω ) from these two values,
we apply Euler’s formula and afterwards the addition theorem for cosine. In
this manner, we obtain the two equations

ℜ
[
ei(ϕ (ω−µ)−ϕ (ω)+α1 )

]
= cos(α1) cos(ϕ (ω − µ ) − ϕ (ω ))
− sin(α1) sin(ϕ (ω − µ ) − ϕ (ω ))

and

ℜ
[
ei(ϕ (ω−µ)−ϕ (ω)+α2 )

]
= cos(α2) cos(ϕ (ω − µ ) − ϕ (ω ))
− sin(α2) sin(ϕ (ω − µ ) − ϕ (ω )).

Since the values on the left-hand side are known, we can consequently determine
the sine and cosine of the wanted phase di�erence ϕ (ω − µ ) − ϕ (ω ) by solving a
simple linear equation system.

In order to investigate the solvability of this equation system, we compute the
determinant of the appearing matrix. Here, with the aid of the addition theorem
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for sine, the determinant can be written as

det
(

cosα1 − sinα1
cosα2 − sinα2

)

= sinα1 cosα2 − cosα1 sinα2 = sin(α1 − α2),

which enforces a unique solution whenever α1−α2 does not coincide with a mul-
tiple of π. Consequently, we can always determine the required phase di�erence
ϕ (ω − µ ) − ϕ (ω ) for a certain ω.

With the extracted phase di�erence, the theorem can now be justi�ed as dis-
cussed in the proof of Theorem 15.3. Beginning with an appropriate point ω0

together with an arbitrarily chosen phase ϕ (ω0), we can construct a vector of
relative phases ϕ (ω0 + µk ) for k = 0, . . . , 2N − 1, which enables us to recover the
Fourier transform x̂ by Prony’s method in Theorem 15.4. Finally, the inverse
discrete-time Fourier transform leads us to the assertion. �
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Chapter V.

Continuous-time phase retrieval

Abstracta—Dissimilar from our previous observations, we will now extend our

investigation to the continuous-time setting. Inspired by the phase retrieval of

linear spline functions with equally spaced knots introduced in [SSD+06, LT08],
we will �rstly restrict ourselves to the recovery of structured signals. We will see

that the phase retrieval problem of structured signals has the same behavior like

the discrete-time problem, which will allow us to transfer our previous �ndings

to the new setting. For the phase retrieval problem of continuous-time signals

without any structure, we will state the characterization of all occurring ambi-

guities given by Hofstetter [Hof64]. With the help of this characterization,

we will examine the relationship between the discrete-time and continuous-time

problem. Finally, we will transfer the approach to exploit additional interference

measures to the continuous-time setting. Here, we will give a series of novel res-

ults, which show that continuous-time signals can be uniquely recovered by using

interferences with an unknown reference signal or with a modulated versions of
the unknown signal itself. ⊳

aSome of the observations in this chapter have been published in [BP15b].

16. Recovery of structured continuous-time signals

Quite di�erent from the chapters before, we now leave the discrete-time phase
retrieval problem and consider the continuous-time setting. As the name implies,
the continuous-time phase retrieval problem describes the problem to recover an
unknown continuous-time signal or, mathematically, a complex-valued function
under suitable assumptions from its Fourier intensity. The main motivations,
which lead us through this chapter, are the following two questions. Firstly, how
is the discrete-time problem related to the continuous-time case, and secondly,
how far can we generalize our previous �ndings to the new setting?
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We begin our investigations of the continuous-time phase retrieval problem
with the consideration of a special class of signals which simultaneously com-
bines the properties and characteristics of the discrete-time and continuous-time
settings. More precisely, we examine the phase retrieval of an unknown struc-
tured signal or structured function f : R → C of the form

f (t ) :=
∑

n∈Z
c[n]φ(t − n), (16.1)

where φ is an a priori given generator function not equal to zero, and where
c ≔ (c[n])n∈Z is a complex-valued sequence with �nite support.

Similarly to the discrete-time Fourier transform in Section 1; for a continu-
ous-time signal f : R → C, we here employ the (continuous-time) Fourier trans-
form de�ned by the integral

F[f ](ω ) ≔ f̂ (ω ) ≔

∞
∫

−∞

f (t ) eiωt dt .

In order to ensure that the Fourier transformF[f ] itself is a well-de�ned func-
tion, we assume in the following that the complex-valued signal f is an abso-
lutely integrable function in L1 or a square-integrable function in L2, see for in-
stance [SW71, Chapter I]. Firstly, we consider the following special case of the
continuous-time phase retrieval problem.

Problem 16.1. The continuous-time phase retrieval problem for structured signals
is the problem of recovering a continuous-time signal f of the form (16.1) with a
generator function φ in L1 or L2 from its Fourier intensity |F[f ] |.

For a speci�cally chosen generator function φ, phase retrieval problems of
this kind are introduced in [SSD+06, LT08, LT09]. For example, if we choose the
centred linear B-spline de�ned by

φ(t ) :=

1 − |t | t ∈ [−1, 1],
0 else

as generator function φ, then the structured signal f in (16.1) is nothing but a lin-
ear spline function. With the intent to determine a solution numerically, Seifert
et al. [SSD+06] and Langemann and Tasche [LT08] examine the corresponding
phase retrieval problem.
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Similarly to the discrete-time version, the phase retrieval problem for struc-
tured signals (Problem 16.1) cannot be solved uniquely. For example, we can eas-
ily construct further solutions by rotating or shifting an already known solution.
Moreover, if the generator function φ is invariant under re�ection and conjug-
ation, then re�ecting and conjugating a solution of Problem 16.1 also yields a
further solution. More generally, rotation, time shift by an integer, and re�ec-
tion and conjugation of a given solution always results in an ambiguity of the
considered problem, which can be proven like Proposition 2.1. For this reason,
we again distinguish between trivial ambiguities (caused by rotation, shift, and
re�ection and conjugation) and non-trivial ambiguities.

With the intent to characterize all occurring ambiguities in Problem 16.1, we
brie�y consider the Fourier transform of the structured signal (16.1), which is
determined by

f̂ (ω ) = φ̂(ω )
∑

n∈Z
c[n] e−iωn .

Apart from the Fourier transformed generator function φ̂, we can here observe
that the Fourier transform is dominated by a trigonometric series, which gath-
ers the time shifts of the generator φ. More precisely, the obtained series is noth-
ing but the discrete-time Fourier transform of the coe�cient sequence c of the
considered structured signal f . This simple observation allows us to transfer the
characterization of all ambiguities occurring in the discrete-time phase retrieval
problem to the current setting.

Theorem 16.2. Let f be a structured signal of the form (16.1) whose coe�cient se-
quence c has a �nite support lengthN , and whose generator function φ is contained
in L1 or L2. Then the Fourier transform of each structured signalд of the same form
satisfying |F[д] | = |F[f ] | can be written as

д̂(ω ) = ei(α−ωn0) φ̂(ω )

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
N−1
∏

j=1

(

e−iω − βj
)

,

where α is a real number, n0 is an integer, a is the autocorrelation signal to the
coe�cients sequence c, and βj is chosen from the zero pair (γj,γ

−1
j ) of the associated

polynomial to | ĉ |2.

Proof. We begin the proof with the assumption that д is a further structured
signal of the form (16.1) whose Fourier intensity coincide with the Fourier in-
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tensity of the given structured signal f . Consequently, we always �nd an appro-
priate coe�cient sequence b such that д can be written as

д(t ) :=
∑

n∈Z
b[n]φ(t − n).

Moreover, extending the Fourier intensities of f and д, we have the pointwise
equality

��� f̂ (ω ) ���2 = ��φ̂(ω ) ��2 �����
∑

n∈Z
c[n] e−iωn

�����
2

=
��φ̂(ω ) ��2 �����

∑

n∈Z
b[n] e−iωn

�����
2

=
���д̂(ω ) ���2

for almost every ω in the frequency domain.
Due to the assumption that the generator function φ and hence the Fourier

transform φ̂ are not constantly zero, we �nd at least a small interval I where
φ̂ is non-zero almost everywhere, cf. [Coh80, Proposition 1.4.8]. Dividing the
squared Fourier intensities by | φ̂ |2, we thus obtain the pointwise equality

���ĉ (ω ) ���2 =
�����
∑

n∈Z
c[n] e−iωn

�����
2

=

�����
∑

n∈Z
b[n] e−iωn

�����
2

=
���b̂ (ω ) ���2

with the discrete-time Fourier transformed coe�cient sequences ĉ and b̂ for
almost every ω in I . However, since the squared Fourier intensities on both
sides are trigonometric polynomials, we can continuously extend this equality
to the entire interval I and afterwards to the complete frequency domain.

The coe�cient sequenceb, which completely determines the structured signal
д, thus has to satisfy the equation |F[c] | = |F[b] |. Interpreting the coe�cient
sequences c and b as discrete-time signals, we can now apply the characteriza-
tion in Theorem 5.1 to conclude that the discrete-time Fourier transform of the
sequence b can be written in the form

b̂ (ω ) = ei(α−ωn0)

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
N−1
∏

j=1

(

e−iω − βj
)

with a real number α , an integer n0, and corresponding zeros βj chosen from the
zero pairs (γj,γ

−1
j ) of the associated polynomial to | ĉ |2. Moreover, a[N − 1] here

denotes the leading coe�cient of the autocorrelation signal to the coe�cient
sequence c. Considering the Fourier transform φ̂ of the generator function im-
mediately leads to the assertion. �
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Remark 16.3. The main idea of the proof of Theorem 16.2 is to reduce the con-
sidered continuous-time phase retrieval problem for structured signals to a dis-
crete-time phase retrieval problem. To determine the required discrete-time
Fourier intensity of the coe�cient sequence c, we employ the given Fourier

intensity F[f ] over an entire interval. In other words, we make use of in�nitely
many function values.

Especially for an arbitrary generator function φ in L2, this approach is ne-
cessary since the Fourier transform φ̂ is again a square-integrable function in
L2 and hence only determined up to a set with zero Lebesgue measure. Con-
sequently, without further appropriate restrictions, the actual value of φ̂(ω ) for
a certain ω in the frequency domain is not well de�ned and cannot be employed
directly.

Anyway, if we assume that the generator function is an absolutely integrable
function in L1, then the Fourier transform φ̂ is uniformly continuous, see for
instance [SW71, Theorem 1.1]. Thus, the Fourier transform is uniquely de�ned
everywhere, and we can make use of the function values φ̂(ω ) themselves. Since
the discrete-time Fourier transform of the coe�cient sequence c is also con-
tinuous, we can completely determine the required Fourier intensity | ĉ | from
only 2N − 1 samples of the known quotient |F[f ] |2/|F[φ] |2 at appropriate points,
see Remark 3.5. �

Remark 16.4. Di�erent from Theorem 5.1, we have characterized the ambigu-
ities of the phase retrieval problem for a structured signal by Theorem 16.2 in
the frequency domain. The reason for this approach is that the linear factors
e−iω − βj are neither absolutely integrable nor square-integrable, and that the
(inverse) Fourier transform of these factors thus is not covered by the L1 or L2

theory.

Using the theory of distributions, we can nevertheless transfer the charac-
terization to the time domain. For this purpose, we denote by δ0 the Dirac

delta distribution, whose Fourier transform can be interpreted as the constant
function identical to one. Consequently, the inverse Fourier transform of the
exponential eiωn0 , which is nothing but a modulation of the constant function,
is a shifted version of the Dirac delta distribution. Similar to the discrete-time
setting, we denote the shifted Dirac delta distribution by δn0 .

In this manner, we can thus determine the inverse Fourier transform д̂ in
Theorem 16.2 by applying the convolution theorem for distributions and obtain
the characterization

д = eiα

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
φ ∗ δn0 ∗

N−1∗
j=1

(

δ1 − βj δ0
)

 , (16.2)
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of all occurring ambiguities of the phase retrieval problem for structured signals
(Problem 16.1) in the time domain. �

Although the phase retrieval problem for structured signals is located in the
continuous-time setting, the ambiguousness of Problem 16.1 only depends on the
appearing ambiguities of the discrete-time phase retrieval problem to recover
the coe�cient sequence. This behaviour can especially be observed within the
characterization of all possible solutions in the time domain, see Remark 16.4.
Considering equation (16.2), we can interpret an arbitrary structured signal as
convolution of the generator function φ with an appropriate impulse train or a
suitable discrete-time signal. Moreover, all occurring ambiguities in the recov-
ery of a structured signal can be obtained by convolving the generator function
with the solutions of the discrete-time phase retrieval problem to recover these
impulse trains.

Example 16.5. Intending to give an explicit instance of the continuous-time
phase retrieval problem for a structured signal, we try to recover a sum of shifted
Gaussian functions from its Fourier intensity. More detailed, we here assume
that the generator function φ and hence the Fourier transform φ̂ are Gaussian
functions of the form

φ(t ) ≔ e−
t2

2 and φ̂(ω ) =
√
2π e−

ω2

2

respectively, see for instance [DM12, p. 132].

For the coe�cient sequence c of the resulting structured signal

f (t ) ≔
∑

n∈Z
c[n] e−

(x−n)2
2 ,

we again employ the discrete-time signal examined in Example 1.1. We choose
the coe�cient sequence c of the structured signal f as

c ≔ 1
128

(

. . . , 0, 55 − 15i,−84 + 87i, 34 + 82i,

204 − 120i,−16 + 16i,−96, 128, 0, . . .
)

.

In thismanner, we obtain the continuous-time signal f and the Fourier intensity
|F[f ] | illustrated in Figure 16.1 on the next page.

Looking back at Theorem 16.2, we can now construct all further non-trivial
solutions of the considered phase retrieval problem by re�ecting some of the
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Figure 16.1.: Continuous-time phase retrieval problem for structured sig-

nals with a full solution set of 25 non-trivial ambiguities

corresponding zeros βj in

B = 1
4

{
1 + i, 3 − 2i,−3 − i,−4 + 2i, 4 + 4i, 2 − 4i

}
at the unit circle similarly to the discrete-time setting. The re�ection of the entire
corresponding zero set again results in the re�ection and conjugation of a certain
solution since our generator function is conjugate symmetric. Thus, we can �nd
exactly 25 = 32 further non-trivially di�erent solutions. Graphically, these non-
trivial ambiguities are also presented in Figure 16.1. �
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17. Avoiding ambiguousness in the phase retrieval of struc-

tured signals

The close relation between the discrete-time phase retrieval problem and the
continuous-time problem for structured signals allows us to transfer most of our
�ndings in the previous chapters to the new setting without circumstances. For
example, the number of possible non-trivially di�erent solutions can be deter-
mined as in Proposition 6.1. Nevertheless, some results, especially our invest-
igations of phase retrieval problems with a priori restrictions or additional data
in the time domain, cannot be adopted straightforwardly because an arbitrary
generator function in L1 or L2 does not allow the direct utilization of individual
function values or the hidden coe�cient sequence.

To overcome these di�culties, we restrict ourselves if necessary to structured
signals (16.1) with an appropriately chosen generator function φ. On the one
hand, we assume that the generator function φ is continuous everywhere, which
avoids that the generator φ is merely de�ned up to a set with zero Lebesgue

measure and allows us to examine additional data from individual points in the
time domain. On the other hand, we assume that the generator function φ is
a Lagrange function. In other words, we assume that φ ful�ls the Lagrange

condition

φ(n) = δ0n ≔

1 n = 0,

0 else

for every integer n, where δ0n denotes the Kronecker delta, see for instance
[Buh03, p. 51 et seq.]. In this manner, we directly have access to the coe�cients
of the structured signal by

f (k ) =
∑

n∈Z
c[n]φ(k − n) = c[k] (17.1)

for every integer k .

For some statements, especially in Chapter II and Chapter III, we have iden-
ti�ed the considered discrete-time signal with a real-valued or complex-valued
�nite-dimensional vector by normalizing the support of the signal. For struc-
tured signal (16.1), we pursue a similar approach. Since a time shift of a structured
signal f by an integer, which is equivalent to a shift of the coe�cient sequence
c, always results in a further solution of the problem, we can normalize the sup-
port of the coe�cient sequence c to the index set {0, . . . ,N − 1} without loss of
generality. Here N denotes the support length of the coe�cient sequence c. In
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other words, we assume that the unknown structured signal f can be written as

f (t ) ≔

N−1
∑

n=0

c[n]φ(t − n) (17.2)

for an appropriate generator function φ.

Since the time shifts of the generator function φ are always linearly inde-
pendent, the structured signals of the form (17.2) with normalized coe�cient
sequences form a complex or real N -dimensional vector space. More detailed,
the linear independence follows by considering an arbitrary structured signal
(17.2) equal to zero and its Fourier transform. In this manner, we obtain the two
identities

N−1
∑

n=0

c[n]φ(· − n) ≡ 0 and φ̂

N−1
∑

n=0

c[n] e−in· ≡ 0.

Similarly to the proof of Theorem 16.2, we can always determine the trigono-
metric polynomial appearing in the frequency domain and hence its coe�cients
c[n]. Since the trigonometric system {e−in· : n ∈ Z} is an orthonormal set over
[−π, π) and therefore linearly independent, see for instance [Rud70, p. 89], the
entire coe�cient sequence has to be zero. In other words, we can never describe
the generator function φ by a non-trivial linear combination of �nitely many
translations. Consequently, we can identify a structured signal with its unique
coe�cient sequence and hence again with anN -dimensional or 2N -dimensional
real vector according to whether the considered functions are real-valued or
complex-valued.

After these preliminary considerations, we are now ready to transfer our pre-
vious observations for the discrete-time phase retrieval problem to the recovery
of structured signals. Here we begin with the main result of Chapter II and
consider a structured signal with non-negative real generator function and real-
valued coe�cient sequence.

Corollary 17.1. Let φ be a non-negative and symmetric real-valued generator
function inC0∩L1 orC0∩L2 ful�lling the Lagrange condition, and let c be a real-
valued coe�cient sequence with normalized support of length N with N > 3. Then
the structured signals (17.2) that can be recovered uniquely up to re�ection as well
as the signals that cannot be recovered uniquely up to re�ection from their Fourier
intensities are unbounded sets containing a cone of in�nite Lebesgue measure.
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Proof. Due to the assumption that the generator function φ is a continuous
Lagrange function, the components of the coe�cient sequence c coincide with
certain function values of the wanted structured signal. More precisely, the com-
ponents are directly given by c[n] = f (n) for all integers n as discussed in (17.1).
Consequently, the structured signal f is non-negative if and only if the coe�-
cient sequence is non-negative.

Considering that the Fourier intensity | ĉ | of the coe�cient sequence can be
computed from the given intensity |F[f ] | as shown in the proof of Theorem 16.2,
we can reduce the entire problem to the phase retrieval of the unknown non-
negative sequence c from its Fourier intensity. Now, the assertion simply fol-
lows from Theorem 9.15. �

Remark 17.2. Obviously, the re�ection of a non-negative structured signal is
non-negative too. However, if the generator function φ is not an even function,
then this re�ection cannot be written in the form (16.2), which implies that the
re�ected signal is not a valid solution of the considered problem. The re�ection
of the coe�cient sequence c is nevertheless a solution of the underlying discrete-
time phase retrieval problem. Starting from a non-symmetric generator function
φ, we hence always �nd a second non-trivially di�erent solution corresponding
to the re�ected coe�cient sequence. �

Remark 17.3. If the centred linear B-spline is chosen as generator function φ,
we obtain the phase retrieval problem to recover a non-negative linear spline
function from its continuous-time Fourier intensity. This speci�c phase re-
trieval problem was introduced by Seifert et al. in [SSD+06], who developed
a method to solve this problem numerically. �

The additional restriction that a real-valued structured signal is non-negative
can again reduce the set of occurring non-trivial ambiguities but cannot enforce
the uniqueness in general. Like for the discrete-time analogue, we can observe
that neither the uniqueness nor the ambiguousness is a rare exception. We now
return to the phase retrieval problem of complex-valued structured signals and
assume that we have additional access to at least one absolute value or two
phases in the time domain. Adapting the main results in Chapter III, we obtain
the following two corollaries.

Corollary 17.4. Let φ be a complex-valued generator function inC0∩L1 orC0∩L2
ful�lling the Lagrange condition, let c be a complex-valued coe�cient sequence
with normalized support of length N , and let ℓ be an arbitrary integer between 0
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and N − 1. Then the phase retrieval problem to recover the structured signal in
(17.2) from its Fourier intensity |F[f ] | and the absolute value | f [N − 1 − ℓ] | is
almost always uniquely solvable up to rotations whenever ℓ , (N−1)/2. In the special
case that ℓ = (N−1)/2, the reconstruction is only unique up to rotation and conjugate
re�ection of the coe�cient sequence c.

Proof. Since the generator function φ satis�es the Lagrange condition, we can
use (17.1) to obtain the identity

|c[N − 1 − ℓ] | = | f [N − 1 − ℓ] |.

Determining the Fourier intensity | ĉ | from the given intensity |F[f ] | as dis-
cussed in the proof of Theorem 16.2, we can thus reduce the considered prob-
lem to the recovery of the coe�cient sequence c from its discrete-time Fourier
intensity | ĉ | and the additionally given moduli |c[N − 1 − ℓ] |. Now, applying
Theorem 10.11 yields the assumption. �

Remark 17.5. If we have access to the moduli | f (n) | for every integer n, Co-
rollary 17.4 obviously remains valid. Choosing the centred linear B-spline as
generator function as mentioned above, we exactly obtain the phase retrieval
problem investigated by Seifert et al. in [SSD+06] or Langemann and Tasche

in [LT08]. Moreover, in [LT09], Langemann and Tasche adapt their developed
numerical methods to a speci�cally constructed Lagrange function. �

Corollary 17.6. Let φ be a complex-valued generator function inC0∩L1 orC0∩L2
ful�lling the Lagrange condition, let c be a complex-valued coe�cient sequence
with normalized support of lengthN , and let ℓ1 and ℓ2 be di�erent integers between
0 and N − 1. Then the phase retrieval problem to recover the structured signal in
(17.2) from its Fourier intensity |F[f ] | and the two phases arg f (N − 1 − ℓ1) and
arg f (N − 1 − ℓ2) is almost always uniquely solvable whenever ℓ1 + ℓ2 , N − 1. If
ℓ1 + ℓ2 = N − 1, then the reconstruction is only unique up to the conjugation and
re�ection of the coe�cient sequence c, except for the special case where ℓ1 and ℓ2
correspond to the two end points 0 and N − 1.

Proof. The assertion can be justi�ed similarly to Corollary 17.4. More precisely,
using that φ is a Lagrange function together with (17.1), we obtain the identities

arg c[N − 1− ℓ1] = arg f (N − 1− ℓ1) and arg c[N − 1− ℓ2] = arg f (N − 1− ℓ2).
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Since we can recover the Fourier intensity of the coe�cient sequence c from
the given intensity |F[f ] | as shown in the proof of Theorem 16.2, a certain
instance of the considered problem can be reduced to the discrete-time phase
retrieval problem with two additional given phases in the time domain; so the
assertion can simply be established by applying the discrete-time analogue in
Corollary 11.8. �

Remark 17.7. Although Corollary 17.6 contains the special cases ℓ1+ℓ2 = N −1,
the basic statement is simply that we can recover almost every structured signal
f from its Fourier intensity |F[f ] | and the phases arg f (n) for all integers n
in the time domain. In other words, using this additional phase information, we
can recover almost all structured signals without any ambiguousness. �

Finally, we try to enforce uniqueness of the phase retrieval problem for struc-
tured signals by exploiting additional interference measurements as considered
in Chapter IV. Since the interference measurements are located in the frequency
domain, we can drop the additional conditions in the time domain. In other
words, the generator function can again be an arbitrary function not equal to
zero in L1 or L2. In the following, we assume the unknown signal f and the
reference signal h are structured signals based on the same generator function.
This allows us to adapt themain results for a known or unknown reference signal
straightforwardly.

Corollary 17.8. Let f and h be two complex-valued structured signals of the form
(16.1) based on a complex-valued generator function φ in L1 or L2, where the non-
vanishing reference h is known beforehand. Then the structured signal f can be
recovered from the Fourier intensities

��F[f ] �� and ��F[f + h] ��
except for one ambiguity at the most.

Proof. Due to the assumption that f and h are based on the same generator
function, we can write these signals as

f (t ) ≔
∑

n∈Z
c[n]φ(t − n) and h(t ) ≔

∑

n∈Z
b[n]φ(t − n)

with appropriate coe�cient sequences c and b. Obviously, the interference f +h
is again a structured signal with the same generator functionφ and the coe�cient
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sequence c + b. As a direct consequence, we can extract the Fourier intensity
|F[c] | and also |F[c +b] | from the given intensities |F[f ] | and |F[f +h] |, and
the assertion immediately follows from Theorem 13.4. �

Corollary 17.9. Let f and h be two complex-valued structured signals of the form
(16.1) based on a conjugate symmetric generator function φ in L1 or L2. If the cor-
responding zero sets of the coe�cient sequences of f and h are disjoint, then both
structured signals f and h can be recovered from the Fourier intensities

��F[f ] �� , |F[h] | , and ��F[f + h] ��
uniquely up to common trivial ambiguities.

Proof. In the same way as in the previous proof, we can reduce the considered
phase retrieval problem to the recovery of the coe�cient sequences c and b of
the structured signals f and д from the discrete-time Fourier intensities |F[c] |,
|F[b] |, and |F[c + b] |. Since the corresponding zeros of the sequences c and
b are disjoint by assumption, we can make use of Theorem 14.1 and obtain the
assertion. �

Remark 17.10. Similarly as before, the conjugate symmetry of the generator
function ensures that the conjugation and re�ection of a structured signal and
the signal with the conjugated and re�ected coe�cient sequence coincide, cf. Re-
mark 17.2. If we abandon this additional assumption, the phase retrieval problem
in Corollary 17.9 can possess one further non-trivially di�erent solution. More
precisely, this second solution can be obtained by re�ecting the coe�cient se-
quences of the structured function f and h of the �rst solution. �

Besides the interference measurements with a known or unknown reference
signal, we also consider interferences of the wanted signal with a modulated
version of itself. If we generalize this idea to the phase retrieval problem of
structured functions (16.1), we assume now that we have access to the Fourier
intensity of the signal

f + eiα eiµ· f ,

where α and µ are two real numbers, cf. Section 15.

Unfortunately, the additional modulation changes the structure of the signal
f such that the considered interference is no longer a structured function of the

Robert Beinert



176 V. Continuous-time phase retrieval

form (16.1) with the original generator function φ. Moreover, if we look at the
Fourier intensity, which can be written in the form

���F [
f + eiα eiµ· f

]
(ω )

��� =
�����φ̂ (ω )

∑

n∈Z
c[n] e−iωn + φ̂(ω − µ ) eiα

∑

n∈Z
c[n] e−i(ω−µ)n

�����,
we cannot directly determine the required Fourier intensity |F[c + eiα eiµ· c] |
to reduce the problem to a discrete-time version. In spite of this di�culties, we
can nevertheless generalize the results about interference measurements of this
kind to the new setting by adapting the corresponding proofs appropriately.

Theorem 17.11. Let f be a complex-valued structured signal of the form (16.1)
with a generator function in L1 or L2. If µ , 2π p/q for every p ∈ Z and every
q ∈ {1, . . . ,N − 1}, and if the generator function satis�es

φ̂ (·) φ̂(· − µ ) . 0, (17.3)

then the structured signal f can be uniquely recovered up to a rotation from its
Fourier intensity |F[f ] | and the interference measurements

���F [
f + ζ −kK eiµ· f

] ��� (k = 0, . . . ,K − 1)

for every integer K > 2.

Proof. In analogy to the proof of the discrete-time version in Theorem 15.3, we
apply the polarization identity (Lemma 15.1) to the given interference measure-
ments ���F [

f + ζ −kK eiµ· f
] ��� = ��� f̂ (·) + ζ −kK f̂ (· − µ ) ���

for k = 0, . . . ,K − 1. We then obtain the pointwise identity

1

K

K−1
∑

k=0

ζ kK
��� f̂ (ω ) + ζ −kK f̂ (ω − µ ) ���2 = f̂ (ω ) f̂ (ω − µ )

for every ω in the frequency domain. Remembering that the Fourier transform
of the structured function f in (16.1) can be written as F[f ] = F[φ]F[c], we
can rearrange the right-hand side and get

1

K

K−1
∑

k=0

ζ kK
��� f̂ (ω ) + ζ −kK f̂ (ω − µ ) ���2 = φ̂(ω ) φ̂(ω − µ ) ĉ (ω ) ĉ (ω − µ ).

for almost every ω in the frequency domain.
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Exploiting the additional assumption (17.3), we can now determine

ĉ (ω ) ĉ (ω − µ ) (17.4)

for almost every ω in a small interval. Since the Fourier transformed signals
ĉ (·) and ĉ (· − µ ) are continuous trigonometric polynomials due to the �nite sup-
port of the corresponding sequences in the time domain, we can extend (17.4) to
the entire frequency domain. Following the lines of the remaining proof of The-
orem 15.3, we can use (17.4) to determine the required relative phases and apply
Prony’s method to recover the coe�cient sequence c and hence the structured
signal f itself up to rotations. �

With an analogous approach as in the discrete-time setting, we can also ensure
unique recovery of a structured signal by employing only two di�erent interfer-
encemeasurements. However, in order to determine the required relative phases
for the underlying discrete-time problem in the following proof, the generator
function of the structured signal have to be conjugate symmetric.

Theorem 17.12. Let f be a structured signal of the form (16.1) with a conjugate
symmetric generator function in L1 or L2. If µ , 2π p/q for every p ∈ Z and for
every q ∈ {1, . . . ,N − 1}, and if the generator function satis�es

φ̂ (·) φ̂(· − µ ) . 0,

then the structured signal f can be uniquely recovered up to a rotation from its
Fourier intensity |F[f ] | and the two interference measurements

���F [
x + eiα1 eiµ· f

] ��� and ���F[
f + eiα2 eiµ· f

] ���
where α1 and α2 are two real numbers satisfying α1 − α2 , πk for all integer k .

Proof. As before, the crucial point to transfer our previous observations is the
reduction of the considered phase retrieval problem to a discrete-time version.
For this purpose, we exemplarily investigate the �rst interferencemeasurements

���F[
f + eiα1 eiµ· f

] ��� = ��� f̂ (·) + eiα1 f̂ (· − µ ) ���
of the structured signal f in (16.1). Extending the squared measurements, we
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obtain the pointwise identity

��� f̂ (ω ) + eiα1 f̂ (ω − µ ) ���2 − ��� f̂ (ω ) ���2 − ��� f̂ (ω − µ ) ���2
= e−iα1 f̂ (ω ) f̂ (ω − µ ) + eiα1 f̂ (ω ) f̂ (ω − µ )

= φ̂(ω ) φ̂(ω − µ )
[
e−iα1 ĉ (ω ) ĉ (ω − µ ) + eiα1 ĉ (ω ) ĉ (ω − µ )

]
for every ω in the frequency domain.

Since we have assumed that the prefactor on the right-hand side is not con-
stantly zero, we can now determine the trigonometric polynomial

e−iα1 ĉ (ω ) ĉ (ω − µ ) + eiα1 ĉ (ω ) ĉ (ω − µ ) = 2ℜ
[
eiα1 ĉ (ω ) ĉ (ω − µ )

]
for almost everyω on an appropriate interval and hence for allω in the frequency
domain. Writing the discrete-time Fourier transform ĉ in its polar representa-
tion | ĉ | eiϕ , where ϕ denotes the phase of ĉ, and dividing the equation by the
occurring moduli, we can thus extract

ℜ
[
ei(ϕ (ω−µ)−ϕ (ω)+α1 )

]
and ℜ

[
ei(ϕ (ω−µ)−ϕ (ω)+α2 )

]
from the given Fourier intensity and the interference measurements whenever
| ĉ (ω ) | and | ĉ (ω − µ ) | are non-zero. Following the proof of Theorem 15.11, we
can now recover the unknown coe�cient sequence c and hence the unknown
structured function f from these values up to a unimodular constant, which
�nishes the proof. �

Remark 17.13. In some special cases, we can drop the additional assumption
that the generator function φ have to be conjugate symmetric. For instance, if
we consider the two interference measurements

���F [
f + eiµ· f

] ��� and
���F [

f − i eiµ· f
] ���

in analogy to the discrete-time problem in Theorem 15.9, then we can separately
determine the real and imaginary part

ℜ
[
f̂ (·) f̂ (· − µ )

]
and ℑ

[
f̂ (·) f̂ (· − µ )

]

with a similar computation as shown in the corresponding proof. Following
the lines that lead us to Theorem 17.11, we can now determine the unknown
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coe�cient sequence c and hence the wanted structured function f without using
the conjugate symmetry of the generator function. �

18. Phase retrieval of arbitrary continuous-time signals

The considerations of structured functions in the previous two sections have
been the �rst step in order to investigate the continuous-time phase retrieval
problem. Aswe have seen, the phase retrieval problem for structured functions is
closely related to the discrete-time problem such that the appearing ambiguities
of both problems can be characterized completely analogously. Furthermore,
most of the approaches to reduce the set of ambiguities or to enforce uniqueness
can be transferred. In this section, we will show that the phase retrieval problem
for arbitrary continuous-time signals has a completely di�erent behaviour than
the discrete variants. To be more precise, we consider the following continuous-
time version of the phase retrieval problem.

Problem 18.1. The continuous-time phase retrieval problem is the problem of re-
covering a continuous-time signal f in L2with compact support from its Fourier
intensity |F[f ] |.

The ambiguousness of this variant of the phase retrieval problem has been
studied by Akutowicz [Aku56, Aku57], Walther [Wal63], and Hofstetter

[Hof64], for example. In order to deduce similar characterizations like The-
orem 5.1 and Theorem 5.5 for the continuous-time setting, we follow the exam-
inations of Hofstetter in [Hof64], where the possible solutions of the phase
retrieval problem are presented as an in�nite product with respect to the zero
sets of the analytic continuations of there Fourier transforms.

With the intent to determine the analytic continuation of a Fourier trans-
formed signal, we replace the imaginary variable iω in the de�nition of the
continuous-time Fourier transform by the complex variable ζ . This means that
we consider the (two-sided) Laplace transform of a function f : R → C, which
is de�ned by

F (ζ ) ≔ L[f ](ζ ) ≔

∞
∫

−∞

f (t ) e−ζ t dt ,
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see for instance [LeP61, Section 10-2] or [CL72, Section 3.1]. The Fourier trans-
form F[f ] itself now coincides with the two-sided Laplace transform on the
imaginary axis. More precisely, both transforms are obviously related for a real
ω by the pointwise identity

f̂ (ω ) ≔

∞
∫

−∞

f (t ) e−iωt dt = F (iω ).

Due to the restriction that the unknown continuous-time signal f in Prob-
lem 18.1 has to have a compact support, we can apply the Paley-Wiener theorem
to deduce that the Laplace transform L[f ] is an entire function or an integral
function of exponential type, see for instance [Boa54, Theorem 6.8.1]. If we in-
stead adapt the Paley-Wiener theorem to the Laplace transform de�ned above,
then the theorem can be stated in the following version.

Theorem 18.2 (Paley-Wiener). The function F : C → C is an entire function of
exponential type and belongs to L2 on the imaginary axis if and only if the function
F is the Laplace transform of a square-integrable function with compact support.

In this context, a function F : C→ C is called entire if the function is analytic
over the whole complex plane. If the entire function F moreover grows no faster
than an exponential, which means that F can be bounded by

��F (ζ ) �� ≤ A eB | ζ |,

then the entire function F is of exponential type, see for instance [You80, p. 53].
Consequently, together with the identity theorem for holomorphic functions, see
for instance [Rem84, Kapitel 8, §1], the theorem of Paley-Wiener implies that
the Laplace transform F of a function f with compact support is the unique
analytic continuation of the Fourier transform F[f ] from the imaginary axis
to the complex plane because the restriction F (i·) of the holomorphic Laplace
transform F to the imaginary axis coincides with the considered Fourier trans-
form.

To recover the unknown Laplace transform F and therewith the signal f it-
self, we need a suitable representation of the given Fourier intensity. Like in
the discrete-time setting, the key instruments are again the autocorrelation sig-
nal and the autocorrelation function. For the sake of consistency, we here use
a slightly di�erent de�nition of the continuous-time autocorrelation than Hof-

stetter in [Hof64].
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Definition 18.3. Let f be a continuous-time signal. The autocorrelation signal
a of the signal f is de�ned by

a(t ) ≔

∞
∫

−∞

f (s) f (s + t ) ds .

The autocorrelation function is the Laplace transform A of the autocorrelation
signal a.

Assuming that the unknown continuous-time signal f has a compact support,
we can observe that this property is inherited to the corresponding autocorrela-
tion signal a, which also possesses a compact support. SinceHölder’s inequality
implies that the autocorrelation signal a can be bounded by a suitable constant
almost everywhere, we can furthermore conclude that the autocorrelation signal
a also belongs to L2. Hence, the autocorrelation functionA is always well de�ned
and can be interpreted as the analytic continuation of the Fourier transform â

from the imaginary axis to the complex plane. Similarly to Proposition 3.4, the
de�ned autocorrelation is closely related to the given Fourier intensity.

Proposition 18.4. Let f be a continuous-time signal in L2 with compact support.
Then the autocorrelation function A is the analytic continuation of the squared
Fourier intensity |F[f ] |2 from the imaginary axis to the complex plane.

Proof. Using the de�nition of the continuous-time autocorrelation in De�ni-
tion 18.3, we can write the autocorrelation function A of the considered signal f
as

A(ζ ) =

∞
∫

−∞

∞
∫

−∞

f (s) f (s + t ) e−ζ t ds dt .

Since the autocorrelation function is well de�ned, we can now change the order
of integration. Shifting the variable of the inner integral, and separating the now
independent integrals, we can �nally represent the autocorrelation function f

in terms of the Laplace transform F . We obtain the pointwise identity

A(ζ ) =

∞
∫

−∞

∞
∫

−∞

f (s) f (t ) e−ζ t eζ s dt ds = F
(

ζ
)

F
(

−ζ
)

. (18.1)
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If we especially consider the restriction of this identity to the imaginary axis,
we have

A(iω ) = F (iω ) F (iω ) = f̂ (ω ) f̂ (ω ) =
��� f̂ (ω ) ���2,

which implies that the restriction of the autocorrelation function A coincides
with the squared Fourier intensity |F[f ] |2 as claimed. Because the autocor-
relation function A is furthermore a holomorphic function by the theorem of
Paley-Wiener, the assertion follows. �

After this preliminaries, we are now ready to present the main statement of
this section: the characterization of all occurring ambiguities in the continuous-
time phase retrieval problem as stated by Hofstetter in [Hof64, Theorem I].

Theorem 18.5 (Hofstetter). Let f be a continuous-time signal in L2 with com-
pact support. Then the Laplace transform of each continuous-time signal д in L2

with compact support and the same Fourier intensity |F[д] | = |F[f ] | can be
written in the form

G (ζ ) = C ζmeζγ
∞
∏

j=1

(

1 − ζ
η j

)

e
ζ
ηj

where the absolute value |C | and the imaginary part ℑγ of the complex constants
C and γ coincide for all signals д, and where ηj is chosen for each j from the zero

pairs (ξj ,−ξ j ) of the autocorrelation function A.

Astonishingly, the assertion can be easily deduced by applying the Hadam-

ard factorization theorem, see for instance [Boa54, Theorem 2.7.1] or [Tit39,
Theorem 8.24], which allows us to write an entire function of �nite order as an
in�nite product with respect to its zeros. For entire functions of exponential
type, we obtain the following special case, see [Hof64, p. 122].

Theorem 18.6 (Hadamard). If F is an entire function of exponential type with
anm-fold zero at the origin, then the entire function F can be represented by

F (ζ ) = C ζm eζγ
∞
∏

j=1

(

1 − ζ

ξ j

)

e
ζ
ξj ,

with the non-zero zeros ξj of F and with the complex constantsC and γ , where the
possibly in�nite product converges absolutely in the whole complex plane.
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Proof of Theorem 18.5. In order to establish the theorem, we follow the lines
in the corresponding proof given by Hofstetter in [Hof64, p. 122] and adapt
them to the slightly di�erent autocorrelation in De�nition 18.3. Since the con-
sidered signals f and д have a compact support by assumption, the theorem of
Paley-Wiener yields that the Laplace transforms F and G are entire functions
of exponential type. Moreover, Hadamard’s factorization theorem now enables
us to represent both Laplace transforms by

F (ζ ) = C1 ζ
m1 eζγ1

∞
∏

j=1

(

1 − ζ

ξ j

)

e
ζ
ξj

and

G (ζ ) = C2 ζ
m2 eζγ2

∞
∏

j=1

(

1 − ζ
η j

)

e
ζ
ηj

with respect to their non-zero zeros ξj and ηj .
Next, considering the second assumption |F[д] | = |F[f ] |, we can conclude

that the autocorrelation functions of the continuous-time signals f and д have
to coincide since the autocorrelation function is the unique analytic continu-
ation of the squared Fourier intensity, see Proposition 18.4. Using (18.1), we can
thus represent the common autocorrelation function A in terms of the Laplace
transform F or G. In this manner, we obtain the identity

A(ζ ) = F
(

ζ
)

F
(

−ζ
)

= G
(

ζ
)

G
(

−ζ
)

. (18.2)

Due to this factorization, all zeros of the autocorrelation functionA obviously
occur in pairs of the form (ξj ,−ξ j ), where ξj is a zero of F . Since an analogous
observation follows from the factorizationwith respect to the Laplace transform
G, we can resort the zeros ηj so that ηj = ξj or ηj = −ξ j . Further, we can conclude
that the multiplicitiesm1 andm2 of the zero at the origin must be equal because
the above observation is not restricted to the non-zero zeros. Consequently, the
possibly in�nite products in the factorizations of A coincide, and we can reduce
(18.2) to

|C1 |2 eζ (γ1−γ 1) = |C2 |2 eζ (γ2−γ 2) or |C1 |2 e2ζℑ[γ1] = |C2 |2 e2ζℑ[γ2],

which shows that the absolute values |C1 | and |C2 | and also the imaginary parts
ℑγ1 and ℑγ2 coincide. �

Similarly to the discrete-time setting, we divide the occurring ambiguities
characterized by Theorem 18.5 in two di�erent classes. Since the rotation, the
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time shift by a real number, and the re�ection and conjugation of a solution al-
ways result in a further solution of the considered phase retrieval problem, cf.
Proposition 2.1, these ambiguities are called trivial. In Theorem 5.5, we have been
able to show that every non-trivial ambiguity of the discrete-time phase retrieval
problem can be represented by an appropriate convolution in the time domain.
For the non-trivial ambiguities of the continuous-time problem, we can at least
achieve an analogous representation in the frequency domain.

Proposition 18.7. Let f and д be two continuous-time signals in L2 with com-
pact support and the same Fourier intensity |F[f ] |. Then there exist two entire
functions F1 and F2 of exponential type such that

F (ζ ) = F1(ζ ) F2(ζ )

and
G (ζ ) = eiα e−ζ t0 F1

(

−ζ
)

F2
(

ζ
)

,

where α and t0 are suitable real numbers.

Before we can prove this statement, we need the converse of Hadamard’s
factorization theorem, which is also known as Borel’s theorem, see for instance
[Mar77, Theorem 10.6]. For this purpose, we de�ne the convergence exponent of
a sequence (ξj )j∈N of non-zero complex numbers as the in�mum of the positive
real numbers α for which the series

∞
∑

j=1

���ξj ���−α

converges, see [Boa54, De�nition 2.5.4]. If the sequence (ξj )j∈N does not pos-
sess in�nitely many components, then the series becomes a �nite sum, which
implies that the convergence exponent is zero. Adapting Borel’s theorem to the
special case of entire functions of exponential type, we can state the converse of
Theorem 18.6 in the following form.

Theorem 18.8 (Borel). Let (ξj )j∈N be an in�nite sequence of non-zero complex
numbers with convergence exponent less than or equal to one. Then the in�nite
product

F (ζ ) = C ζm eζγ
∞
∏

j=1

(

1 − ζ
ξ j

)

e
ζ
ξj

represents an entire function of exponential type for every complex numbersC and
γ and every non-negative integerm.
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Remark 18.9. Obviously, the statement of Borel’s theorem remains valid if we
replace the in�nite sequence (ξj )j∈N by a �nite one. In other words, we replace
the in�nite product in Theorem 18.8 by

F (ζ ) = C ζm eζγ
J

∏

j=1

(

1 − ζ
ξ j

)

e
ζ
ξj

for a non-negative integer J . �

Proof of Proposition 18.7. Applying Hofstetter’s characterization in The-
orem 18.5, we can represent the Laplace transforms F andG by

F (ζ ) = C1 ζ
m eζγ1

∞
∏

j=1

(

1 − ζ
ξ j

)

e
ζ
ξj

and

G (ζ ) = C2 ζ
m eζγ2

∞
∏

j=1

(

1 − ζ
η j

)

e
ζ
ηj

with |C1 | = |C2 |, ℑγ1 = ℑγ2, and ηj ∈ (ξj ,−ξ j ) due to the assumption that the
Fourier intensities |F[f ] | and |F[д] | coincide. In analogy to the modi�ed zero
sets in the discrete-time setting, we can here resort the zeros of G such that

ηj =

−ξ j ξj ∈ Λ,
ξj else

for an appropriate subset Λ of the corresponding zero set Ξ ≔ {ξj : j ∈ N} of f .
Based on this subset, we de�ne the two possibly in�nite products F1 and F2 by

F1(ζ ) =
∏

ξ j∈Λ

(

1 − ζ

ξ j

)

e
ζ
ξj and F2(ζ ) = C1 ζ

m eζγ1
∏

ξ j∈Ξ\Λ

(

1 − ζ

ξ j

)

e
ζ
ξj .

Due to the fact that the convergence exponent of the zeros of an entire function
is always less than or equal to the order of the entire function, see for instance
[Boa54, Theorem 2.5.18], the zeros ξj of the Laplace transform F can at most
have the convergence exponent one. Since the zeros of F1 and F2 are merely
subsets of the zeros of F , the corresponding convergence exponents thus have
to be less than or equal to one too. Borel’s theorem now implies that F1 and F2
are entire functions of exponential type.
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By the construction of the entire functions F1 and F2, we obviously have the
factorization F = F1 F2. In order to achieve the factorization of G, we consider
the re�ection of the �rst factor given by

F1
(

−ζ
)

=

∏

ξ j∈Λ

(

1 − ζ

−ξ j

)

e
ζ

−ξ j .

Hence, the re�ection F1(−·̄) obviously possesses the zeros ηj = −ξ j for all ξj in Λ,
which implies that the zeros of the product F1(−·̄) F2 and the Laplace transform
G coincide.

Finally, since the absolute values |C1 | and |C2 | and the imaginary parts ℑγ1
and ℑγ2 have to be equal by the characterization in Theorem 18.5, the entire
functions F1(−·̄) F2 andG can only di�er by a rotation eiα and a time shift e−ζ t0 .
Choosing the real numbers α and t0 suitably, we obtain the wanted factorization
in the assertion. �

Remark 18.10. Although the ambiguities of the phase retrieval problem to re-
cover continuous-time signals can be represented in the frequency domain sim-
ilarly to Theorem 5.5, we unfortunately cannot retransform the found factoriza-
tion to describe the ambiguities by a convolution of two continuous-time signals
in the time domain. Here the main problem is that we cannot ensure the square
integrability of the factors F1 and F2 along the imaginary axis. For example, if
the subset Λ only contains a �nite number of zeros, then the factor F1 is obvi-
ously the product of a polynomial and an exponential, whose restriction to the
imaginary axis cannot belong to L2. Consequently, the entire functions F1 and F2
do not have to be the Laplace transform of a square-integrable continuous-time
signal with compact support as stated by the theorem of Paley-Wiener (The-
orem 18.2). Even if we use the theory of distribution, we cannot ensure that the
factors F1 and F2 are the Laplace transform of two distribution with compact
support. �

Remark 18.11. Applying Paley-Wiener’s theorem, we can interpret Propos-
ition 18.7 in a slightly di�erent way: if the restrictions of the entire functions F
and G of exponential type to the imaginary axis coincide and belong to L2, we
can always �nd two entire functions F1 and F2 to factorize F andG in the manner
of Proposition 18.7. This observation can now be generalized to entire function
of arbitrary order, where the additional assumption of the square-integrable re-
striction can be revoked, see [Mar14, Lemma 1]. �
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19. The relation between the discrete-time and continuous-

time problem

Comparing the characterization of the arising ambiguities in the discrete-time
and continuous-time phase retrieval, we observe that both problems have a quite
di�erent behaviour. The discrite-time phase retrieval problem possesses only a
�nite number of non-trivial solutions, whereas the continuous-time counterpart
usually has in�nitely many. In this section, we now study the issue: how are the
discrete-time and continuous-time versions of one and the same phase retrieval
problem related?

For this purpose, we revert to the phase retrieval problem of structured func-
tions. Looking back at Theorem 16.2, we notice that the solutions can be rep-
resented similarly to the characterization in Theorem 5.1 for the discrete-time
setting. The main reason for this behaviour is that the phase retrieval prob-
lem to recover a certain structured function can be completely reduced to the
discrete-time phase retrieval problem to recover the coe�cient sequence.

Nevertheless, a structured function is a continuous-time signal, and if the gen-
erator function is contained in L2 and possesses a compact support, then the res-
ulting structured functions are square-integrable functions with compact sup-
port too. Consequently, the ambiguities of the continuous-time phase retrieval
problem to recover such a structured function can be characterized additionally
by Theorem 18.5.

All in all, the phase retrieval problem to recover a structured function uni�es
the characteristics of the discrete-time and continuous-time setting. To compare
the characterization of all possible solutions in Theorem 5.1 and Theorem 18.5, we
�rstly determine the zero set of the Laplace transform of a structured function.

Proposition 19.1. Let f be a structured function of the form (16.1)whose generator
function φ is contained in L2 and possesses a compact support. Then the zeros of
the Laplace transform F are given by the union{

ηj : j ∈ N
}
∪
{
− ln|βj | − i arg βj + 2πiℓ : j = 1, . . . ,N − 1, ℓ ∈ Z

}
,

whereηj denotes the zeros of the Laplace transformΦ ofφ and βj the corresponding
zeros of the coe�cients sequence c with support length N .

Proof. Using the properties of the Laplace transform, we can represent the
structured function (16.1) in the frequency domain by

F (ζ ) = L

[
∑

n∈Z
c[n]φ(· − n)

]
(ζ ) = Φ(ζ )

∑

n∈Z
c[n] e−ζn,
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where the sum on the right-hand side is the discrete-time Laplace transform
of the discrete-time signal c. In complete analogy to the Fourier transform of
a discrete-time signal with �nite support, we can now write the corresponding
Laplace transform of c as an algebraic polynomial in e−ζ . More precisely, assum-
ing that the support of the coe�cient sequence c is given by {n0, . . . ,n0+N − 1},
we renumber the coe�cients by c[k + n0] → c[k]. In this manner, the Laplace
transform F becomes

F (ζ ) = e−ζn0Φ(ζ )
N−1
∑

n=0

c[n] e−ζn = e−ζn0Φ(ζ ) c[N − 1]
N−1
∏

j=1

(

e−ζ − βj
)

,

where we have factorized the occurring polynomial with respect to its zeros βj .

Consequently, the Laplace transform F is zero if and only if the Laplace

transform Φ of the generator function is zero or the exponential e−ζ coincides
with at least one of the corresponding zeros βj . Since the values ζ that ful�l the
second condition are given by

− ln|βj | − i arg βj + 2πiℓ (19.1)

for every integer ℓ, the assertion follows. �

If we consider the relation between the corresponding zeros βj of the coe�-
cient sequence and the zeros of the Laplace transform ξj in (19.1), we can ob-
serve that each zero βj corresponds to an in�nite set of zeros ξj lying on the line
− ln|βj | + iR. Since the non-trivial ambiguities in the phase retrieval of a struc-
tured function f can be constructed by re�ecting the corresponding zeros βj of
the coe�cient sequence on the unit circle, we investigate the in�uence of such
a re�ection to the zeros of the Laplace transform F .

Proposition 19.2. The re�ection of a corresponding zero βj of a structured func-
tion f results in the re�ection of the related zeros (19.1) of the Laplace transform F

on the imaginary axis.

Proof. As discussed in the proof of Proposition 19.1, each corresponding zero
βj is related to the zeros (19.1) of the Laplace transform F . If we now replace
the zero βj by its re�ection at the unit circle, then the values ζ that satisfy the
equation

e−ζ = β
−1
j
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are obviously given by

− ln���β −1j ��� − i arg β −1j + 2πiℓ = ln
���βj ��� − i arg βj + 2πiℓ

for every integer ℓ. In other words, we re�ect all related zeros (19.1) at the ima-
ginary axis as claimed. �

In summery, the phase retrieval problem for structured functions interrelates
the discrete-time and continuous-time versions of the phase retrieval problem.
As seen in Proposition 19.1, each zero βj of the underlying discrete-time coe�-
cient sequence is related to in�nitely many corresponding zeros ξj of the actual
continuous-time signal on the line − ln|βj | + iR, while the re�ected zero β

−1
j is

related to the parallel line ln|βj | + iR.
Theoretically, the re�ection of an arbitrary set of corresponding zeros ξj at

the imaginary axis now yields a further solution of the continuous-time phase
retrieval problem, see Theorem 18.5. However, this solution usually violates the
assumed structure in (16.1). In order to preserve the structure of the function,
we have to re�ect all zeros ξj related to a subset of the corresponding zeros βj
at the imaginary axis, see Proposition 19.2. Thus, the additional structure of the
function in (16.1), or the additional structure of a discrete-time signal, always
reduces the usually in�nite set of non-trivial ambiguities in the continuous-time
setting to a �nite set.

Although the phase retrieval problem for structured function can be inter-
preted as a special case of the continuous-time problem for generator functions
in L2 with compact support, the original de�nition of a structured function in
(16.1) is not restricted to those generators. In this manner, the assumed structure
of the unknown continuous-time signal allows us to characterize the ambigu-
ities appearing in the continuous-time phase retrieval problem also for signals
without a �nite support, which is not covered by the characterization in The-
orem 18.5.

20. Ensuring uniqueness in the continuous-time phase re-

trieval

Di�erently from the discrete-time phase retrieval problem and the phase re-
trieval problem for structured functions, the continuous-time version to recover
a certain signal usually possesses in�nitely many non-trivial ambiguities. Hence,
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we are once more faced with the question: how can we ensure the unique recov-
ery of the unknown signal, or how can we at least reduce the occurring ambigu-
ities to a su�ciently small set.

Unfortunately, the lack of an explicit representation of the appearing ambi-
guities in the time domain in analogy to Theorem 5.1 or Theorem 5.5 prevents
a direct generalization of our �ndings in Chapter II and III, where we have in-
vestigated the additional non-negativity of the wanted signal and further given
moduli or phases of the signal values in the time domain. With a completely dif-
ferent approach and suitable assumptions, Klibanov, Sacks, and Tikhonravov
show that additional information about the unknown signal in the time domain
can still be exploited to achieve the uniqueness of the continuous-time problem,
see [KST95]; so a continuous-time signal f : (0,∞) → C is uniquely determined
by its Fourier intensity |F[f ] | and the initial segment f |(0,ε ) for any ε > 0.

In order to overcome the di�culties in the time domain, we restrict our en-
deavours to achieve the desired uniqueness of the continuous-time phase re-
trieval problem to the generalization of our �ndings in Chapter IV. In other
words, we try to enforce the uniqueness of Problem 18.1 by employing di�erent
kinds of interference measurements. Once more, we start our investigations by
considering the interference of the unknown signal with a known reference.

Similarly to the discrete-time version in Theorem 13.4, Klibanov et al. show
that the additional interferencemeasurementwith a known reference can nearly
ensure the unique recovery of a distribution with compact support, see [KST95,
Proposition 6.5]. Adapting the proposition of Klibanov et al. to the phase re-
trieval problem of continuous-time signals in L2 with compact support, we have
the following statement.

Proposition 20.1 (Klibanov et al.). Let f and h be two continuous-time signals
in L2 with �nite support, where the non-vanishing reference signal is known before-
hand. Then the signal f can be recovered from the Fourier intensities

��F[f ] �� and ��F[f + h] ��
except for at most one ambiguity.

Proof. Adapting our �ndings in Section 13.2, we here give a proof that di�ers
from the argumentation given by Klibanov et al. Writing the Fourier trans-
forms of the signals f and h in their polar representations

F[f ] = ��F[f ] �� eiϕ and F[h] = |F[h] | eiψ ,
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where ϕ and ψ denote the corresponding phase functions, we can again deter-
mine the phase di�erence ϕ −ψ for every ω in the frequency domain by

ϕ (ω ) −ψ (ω ) = ± arccos
( |F[f + h](ω ) |2 − |F[f ](ω ) |2 − |F[h](ω ) |2

2|F[f ](ω ) | |F[h](ω ) |

)

+ 2πk

(20.1)
with an appropriate integer k wheneverF[f ](ω ) and F[h](ω ) are non-zero.

Due to the fact that the Fourier transforms of f and h are no longer trigono-
metric polynomials, we here need di�erent arguments to conclude that at most
two distinct phase di�erences can occur. As restriction of an entire function, the
Fourier transforms F[f ] and F[h] are continuous, which implies that we can
�nd a small interval where the sign of the phase di�erenceϕ−ψ in (20.1) is every-
where plus or minus. Further, since ϕ −ψ is obviously the phase function of the
product F[f ]F[h], which is the restriction of the entire function F (·)H (−·̄) to
the imaginary axis, we can extend ϕ −ψ uniquely from the interval to the com-
plete frequency domain. Consequently, there exist at most two distinct phase
di�erences ϕ −ψ .

Following the proof of Theorem 13.4, the Fourier transform of the possible
second solution of the considered phase retrieval problem has to be of the form

F[ f̆ ] = ��F[f ] �� e−iϕ+2iψ , (20.2)

which completes the proof. �

Remark 20.2. The main bene�t of the proof of Proposition 20.1 given above is
that we obtain an explicit representation of the second possible solution. Consid-
ering the Fourier transform (20.2), we can have doubts whether the correspond-
ing continuous-time signal is a really signal with compact support and hence a
valid solution of the problem.

Indeed, the Fourier transform (20.2) does not have to be the restriction of an
entire function or even a continuous function at all because the phase ψ of the
continuous functionF[h] itself can possesses discontinuities. Here the theorem
of Paley-Wiener implies that the second solution f̆ does not have a compact
support and is thus an invalid solution of the considered continuous-time phase
retrieval problem. �

Next, we replace the known reference signalhwithin the interference f +h by
an unknown reference. Based on the proof of Theorem 14.1, we can now show
that the continuous-time signal f together with the unknown reference h are
uniquely determined by the Fourier intensities of f , h, and f + h up to com-
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mon trivial ambiguities. This means that we can recover f and h up to common
rotations or time shifts or up to the re�ection and conjugation of both signals.

Theorem 20.3. Let f and h be two continuous-time signals in L2 with compact
support. If the non-zero zeros of the Laplace transformed signal F and H form
disjoint sets, then both signals f andh can be recovered from the Fourier intensities

|F[f ] |, |F[h] |, and, |F[f + h] |

uniquely up to common trivial ambiguities.

Proof. Let f̆ and h̆ be a further solution pair of the considered problem with

|F[f ] | = |F[ f̆ ] |, |F[h] | = |F[h̆] |, and |F[f + h] | = |F[ f̆ + h̆] |.

Applying Proposition 18.7, we can represent the two solution pairs in the fre-
quency domain by an appropriate factorization of the Laplace transform F and
H of the original signals. In this manner, we obtain the factorizations

F (ζ ) = F1(ζ ) F2(ζ ) and F̆ (ζ ) = eiα1 e−ζ t1 F1
(

−ζ
)

F2
(

ζ
)

and further

H (ζ ) = H1(ζ )H2 (ζ ) and H̆ (ζ ) = eiα2 e−ζ t2 H1

(

−ζ
)

H2

(

ζ
)

for some real numbers α1, α2, t1, t2 and entire functions F1, F2, H1, H2.
In the next step, we consider the analytic continuation of the squared inter-

ference measurement or the corresponding autocorrelation function, see Prop-
osition 18.4. With the representation in (18.1), we can now write the given inter-
ference measurement as

(

F
(

ζ
)

+H
(

ζ
))

(

F
(

−ζ
)

+H
(

−ζ
)

)

=

(

F̆
(

ζ
)

+ H̆
(

ζ
) )

(

F̆
(

−ζ
)

+ H̆
(

−ζ
)

)

or in the simpli�ed form

F
(

ζ
)

H
(

−ζ
)

+ F
(

−ζ
)

H
(

ζ
)

= F̆
(

ζ
)

H̆
(

−ζ
)

+ F̆
(

−ζ
)

H̆
(

ζ
)

.

Incorporating the found factorizations of F and H , we obtain

F1
(

ζ
)

F2
(

ζ
)

H1

(

−ζ
)

H2

(

−ζ
)

+ F1
(

−ζ
)

F2
(

−ζ
)

H1

(

ζ
)

H2

(

ζ
)
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= ei(α1−α2 ) e−ζ (t1−t2 )F1
(

−ζ
)

F2
(

ζ
)

H1

(

ζ
)

H2

(

−ζ
)

+ ei(α2−α1 ) e−ζ (t2−t1 )F1
(

ζ
)

F2
(

−ζ
)

H1

(

−ζ
)

H2

(

ζ
)

and thus[
e−iα1 eζ t1 F1

(

ζ
)

H1

(

−ζ
)

− e−iα2 eζ t2 F1
(

−ζ
)

H1

(

ζ
)

]
·
[
eiα1 e−ζ t1 F2

(

ζ
)

H2

(

−ζ
)

− eiα2 e−ζ t2 F2
(

−ζ
)

H2

(

ζ
)

]
= 0.

(20.3)

Remembering that F1, F2,H1, andH2 are entire functions, we observe that both
factors in (20.3) are entire functions too, and that at least one of both factors thus
has to be constantly zero. In order to investigate the two di�erent cases more
precisely, we look back at the explicit construction of the entire functions F1 and
F2 in the proof of Proposition 18.7. Using a similar procedure for H1 and H2, and
denoting the sets of all non-zero zeros of F and H by Ξ1 and Ξ2 respectively, we
can represent the four functions by

F1(ζ ) =
∏

ξ j∈Λ1

(

1 − ζ
ξ j

)

e
ζ
ξj and F2(ζ ) = C1 ζ

m1 eζγ1
∏

ξ j∈Ξ1\Λ1

(

1 − ζ
ξ j

)

e

ζ
ξ j

and further

H1(ζ ) =
∏

η j∈Λ2

(

1 − ζ
η j

)

e
ζ
ηj and H2(ζ ) = C2 ζ

m2 eζγ2
∏

η j∈Ξ2\Λ2

(

1 − ζ
η j

)

e

ζ
η j,

where Λ1 and Λ2 are appropriate subsets of Ξ1 and Ξ2.

In the following, we �rstly assume that the second factor of (20.3) is zero,
which directly implies that the equation

(−1)m2 C1C2 e
iα1 ζm1+m2 e−ζ (t1−γ1+γ 2)

∏

ξ j∈Ξ1\Λ1

(

1 − ζ
ξ j

)

e
ζ
ξj

∏

η j∈Ξ2\Λ2

(

1 − ζ

−η j

)

e
ζ
−ηj

= (−1)m1 C1C2 e
iα2 ζm1+m2 e−ζ (t2+γ 1−γ2 )

∏

ξ j∈Ξ1\Λ1

(

1 − ζ

−ξ j

)

e
ζ

−ξ j
∏

η j∈Ξ2\Λ2

(

1 − ζ
η j

)

e
ζ
ηj

(20.4)

holds for every ζ in the complex plane. Since the possibly in�nite products above
are again entire functions by construction or by Borel’s theorem (Theorem 18.8),
the zeros on both sides of the equality have to coincide. However, due to the as-
sumption that the zeros ξj andηj of the Laplace transforms F andH are pairwise
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distinct, the zero setsΞ1 \Λ1 andΞ2 \Λ2 of F2 andH2 have to be invariant under
re�ection at the imaginary axis.

Based on this observation, we can immediately conclude that the entire func-
tions F2 andH2 are invariant under re�ection and conjugation up to an additional
rotation and modulation. More precisely, we obtain the identities

F2
(

−ζ
)

= (−1)m1 C1 ζ
m1 e−ζγ 1

∏

ξ j∈Ξ1\Λ1

(

1 − ξ

−ξ j

)

e
ζ

−ξ j

= (−1)m1 e−2i argC1 e−2ζℜ[γ1] F2(ζ )

and similarly

H2

(

−ζ
)

= (−1)m2 e−2i argC2 e−2ζℜ[γ2]H2(ζ ).

Incorporating these identities in the representation of F̆ and H̆ , we can describe
the second solution pair in the frequency domain by

F̆ (ζ ) = (−1)m1 ei(α1+2 argC1) e−ζ (t1−2ℜ[γ1]) F
(

−ζ
)

and

H̆ (ζ ) = (−1)m2 ei(α2+2 argC2) e−ζ (t2−2ℜ[γ2]) H
(

−ζ
)

.

Hence, the continuous-time signals f̆ and h̆ are merely rotations and shifts of
the original signals f and h.

It remains to prove that the occurring rotations and shifts coincide. For this
purpose, we revisit equation (20.4). Considering that the zeros and hence the
possibly in�nite products on both sides are equal, we can reduce (20.4) to

(−1)m2 C1C2 e
iα1 e−ζ (t1−γ1+γ 2 ) = (−1)m1 C1C2 e

iα2 e−ζ (t2+γ 1−γ2 )

or, by rearranging and combining the individual factors, to

(−1)m1 eiα1+2 argC1 e−ζ (t1−2ℜ[γ1])
= (−1)m2 eiα2+2 argC2 e−ζ (t2−2ℜ[γ2]),

which veri�es our conjecture that the second solution pair f̆ and h̆ coincides
with �rst solution pair f and h up to common trivial ambiguities.

For the second case, where the �rst factor of (20.3) is constantly zero, an ana-
logous and slightly simpler argumentation yields the representations

F̆ (ζ ) = eiα1 e−ζ t1 F (ζ ) and H̆ (ζ ) = eiα2 e−ζ t2 H (ζ ),

Robert Beinert



20. Ensuring uniqueness in the continuous-time phase retrieval 195

where the occurring rotations and time shifts again coincide. In other words,
since we have eiα1 e−ζ t1 = eiα2 e−ζ t2 , the signals f̆ and h̆ of the second solution
pair are trivial ambiguities of the original signals f and h caused be the same
rotation and shift. �

The last approach to achieve the uniqueness of the continuous-time phase re-
trieval problem considered in this section is again the idea of using interference
measurements of the unknown signal with a modulated version of the signal
itself. Generalizing the main results of Section 15, we will establish two di�er-
ent theorems, which show that each continuous-time signal in L2 with compact
support can be uniquely recovered from an appropriate set of interferencemeas-
urements.

Theorem 20.4. Let f be a continuous-time signal in L2 with compact support.
Then the signal f can be uniquely recovered up to a rotation from its Fourier in-
tensity |F[f ] | and the interference measurements

���F [
f + ζ −kK eiµ· f

] ��� (k = 0, . . . ,K − 1; µ ∈ M )

for every integerK greater than two and every open neighbourhoodM around zero.

Proof. Due to the assumption that the unknown signal f is a square-integrable
function with compact support, the theorem of Paley-Wiener (Theorem 18.2)
implies that the Fourier transform F[f ] is the restriction of an entire function
and thus has to be continuous. Consequently, if the signal f does not vanish
everywhere, we can �nd a pointω0 together with an open neighbourhoodwhere
the Fourier transform F[f ] is non-zero.

Similarly to the discrete-time version in Theorem 15.3, the key element of the
proof is now to exploit the additional interference measurements

���F [
f + ζ −kK eiµ· f

] ��� = ��� f̂ (·) + ζ −kK f̂ (· − µ ) ���
by using the polarization identity in Lemma 15.1. In this manner, we obtain the
pointwise identity

1

K

K−1
∑

k=0

ζ kK
��� f̂ (ω0) + ζ

−k
K f̂ (ω0 − µ ) ���2 = f̂ (ω0) f̂ (ω0 − µ )
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for every µ in the open set M . Writing the Fourier transform F[f ] in its polar
representation |F[f ] | eiϕ , where ϕ denotes the corresponding phase function,
we can now extract the relative phases ϕ (ω0 − µ ) − ϕ (ω0) from

1

K

K−1
∑

k=0

ζ kK
��� f̂ (ω0) + ζ

−k
K f̂ (ω0 − µ ) ���2 = ��� f̂ (ω0)

��� ��� f̂ (ω0 − µ ) ��� eϕ (ω0−µ)−ϕ (ω0 ) .

Like the discrete-time counterpart, the considered phase retrieval problem in
the assertion can merely be solved up to rotations. This enables us to de�ne the
phase ϕ (ω0) of the speci�c point ω0 in the frequency domain arbitrarily. Begin-
ning from this initial phase, we can further determine the complete phase func-
tion ϕ and hence the Fourier transformF[f ] in a small open interval aroundω0

by using the extracted relative phases. Since the unknown Fourier transform
F[f ] is the restriction of an entire function as discussed above, the unknown
functionF[f ] can be uniquely extended from the small interval to the complete
frequency domain. Using the inverse Fourier transform, we �nally obtain the
desired signal f . �

Theorem 20.5. Let f be a continuous-time signal in L2 with compact support.
Then the signal f can be uniquely recovered up to a rotation from its Fourier in-
tensity |F[f ] | and the interference measurements

���F [
f + eiα1 eiµ· f

] ��� and ���F [
f + eiα2 eiµ· f

] ��� (µ ∈ M )

where α1 and α2 are two real numbers satisfying α1 − α2 , πk for all integers k ,
and whereM is an open neighbourhood around zero.

Proof. Again, the crucial point to verify the assertion is the extraction of the
relative phase from the given Fourier intensities

���F [
f + eiα1 eiµ· f

] ��� = ��� f̂ (·) + eiα1 f̂ (· − µ ) ���
and ���F [

f + eiα2 eiµ· f
] ��� = ��� f̂ (·) + eiα2 f̂ (· − µ ) ���

for every µ of an open neighbourhood around zero. Letting ϕ be the phase func-
tion of the unknown Fourier transform F[f ], and following the lines in the
proof of the discrete-time counterpart (Theorem 15.11), we can determine the
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values
ℜ
[
ei(ϕ (ω−µ)−ϕ (ω)+α1 )

]
and ℜ

[
ei(ϕ (ω−µ)−ϕ (ω)+α2 )

]
and further the relative phaseϕ (ω−µ )−ϕ (ω ) wheneverF[f ](ω ) andF[f ](ω−µ )
are non-zero by solving the linear equation system.

Based on the extracted relative phases ϕ (ω − µ ) − ϕ (ω ), we now can recover
the unknown Fourier transformF[f ] of the non-vanishing signal f on a small
interval around a suitable point ω0 in the frequency domain as discussed in the
previous proof of Theorem 20.4. Since the Fourier transform of f is the restric-
tion of an entire function, we can uniquely extend F[f ] from the interval to the
entire frequency domain. Finally, applying the inverse Fourier transform, we
obtain the original signal f up to a rotation, which completes the proof. �

Remark 20.6. Looking back to the discrete-time counterparts in Theorem 15.9
and Theorem 15.11, we can enforce uniqueness of the phase retrieval problem by
employing the interferences with one speci�c modulation eiµ·x of the unknown
discrete-time signal x . The key element of the corresponding proof is that we
can reconstruct the unknown trigonometric polynomialF[x] from �nitelymany
samples at suitable equally spaced points in the frequency domain.

In the continuous-time setting, where the trigonometric polynomial F[x] is
replaced by the restriction F[f ] of an entire function, it is no longer possible to
recover the unknown function F[f ] completely from �nitely or even countably
many equally spaced samples. To overcome this di�culty, we determine F[f ]

in a small interval in the frequency domain, which allows the reconstruction of
the complete function, by increasing the number of the employed modulations.
In fact, Theorem 20.4 and Theorem 20.5 require the interference measurements
with the modulations eiµ·x for all µ in an open neighbourhood around zero. In
other words, we consider the interferences between the unknown signal and
in�nitely many modulations. �
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Chapter VI.

Phase retrieval from Fresnelmagnitudes

Abstract—Up to this point, we have assumed that the intensity in the frequency

domain arises from the Fourier transformed signal. Now, we will replace the

Fourier transform by the Fresnel transform. In other words, we would like
to recover a discrete-time or continuous-time signal from its Fresnel intensity.

Using the close relation between the Fresnel and the Fourier phase retrieval

problem, we will here characterize all occurring ambiguities in analogy to the

Fourier setting. Moreover, we will be able to directly transfer most of the ap-

proches to reduce the solution set and to enforce uniqueness of the problem. Next,

we will establish a convolution theorem for the Fresnel transform by adapting

the results of Zayed [Zay98] for the fractional Fourier transform. Based on this

convolution theorem, we will �nally de�ne a structured function such that the

continuous-time Fresnel phase retrieval problem can be reduced to a completely

discrete problem. ⊳

21. The Fresnel transform

In the previous chapters, we have investigated several types of the phase re-
trieval problem and sought for suitable a priori conditions and additional in-
formation about the unknown signal to ensure a unique recovery. Until now we
have thereby always assumed that the given magnitudes in the frequency do-
main arise from the discrete-time or continuous-time Fourier transform. Phys-
ically, one can interpret these magnitudes as intensity measurements of a wave
on a plane in the far �eld, see for instance [Goo96, Section 4.3]. In the follow-
ing sections, we will now consider the question: what happens if we replace the
intensity measurements in the far �eld by intensity measurements on a plane in
the near �eld? Can we transfer our previous �ndings to the new phase retrieval
problem?
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200 VI. Phase retrieval from Fresnel magnitudes

Mathematically, the change from the far �eld to the near �eld means that
we replace the Fourier transform model in the phase retrieval problem by the
Fresnel transform model, see for example [Goo96, Section 4.2]. Like the Four-
ier transform, the Fresnel transform of a continuous-time signal can be de�ned
in various ways. In order to de�ne the Fresnel transform in analogy to the em-
ployed continuous-time Fourier transform, we here use an adapted version of
the de�nition given by Gori in [Gor81, p. 294].

Definition 21.1. Let f be a complex-valued continuous-time signal. For the real
parameter τ , the (continuous-time) Fresnel transform of the signal f is de�ned
by

Eτ [f ](ω ) ≔ f̃τ (ω ) ≔

∞
∫

−∞

f (t ) eiτ (ω−t )
2

dt .

Remark 21.2. If we expand the exponent of eiτ (ω−t )
2

in the de�nition of the
Fresnel transform, then the de�ning integral can be written as

Eτ [f ](ω ) =

∞
∫

−∞

f (t ) eiτω
2

e−2iτωt eiτt
2

dt .

Consequently, we can also de�ne the Fresnel transform directly by using the
continuous-time Fourier transform. In thismanner, the (continuous-time) Fres-
nel transform can be alternatively de�ned by

Eτ [f ](ω ) = eiτω
2

F

[
eiτ ·

2

f
]
(2τω ). (21.1)

As a �rst consequence, the Fresnel transform is obviously well de�ned for ab-
solutely integrable and square-integrable functions. �

Remark 21.3. As mentioned before, the Fresnel transform in De�nition 21.1 is
closely related to the intensity measurements of a wave on a plane in the near
�eld. If the intensity is instead considered on a sphere, then the corresponding
measurements in the near �eld can mathematically be described by the so-called
fractional Fourier transform, see [PF94]. This speci�c integral transform can
also be de�ned by using the usual Fourier transform. More precisely, for α <
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πZ, the fractional Fourier transform of a continuous-time signal f is given by

Fα [f ](ω ) ≔ cα e
−iπω2 cotα

F

[
e−iπ·

2cotα f
] (

ω
sinα

)

,

where cα ≔ | sinα |−1/2 ei/2 (α−π/2) . Further, for an integer k , the fractional Fourier
transform is de�ned by

F2kπ[f ] ≔ f and F(2k+1)π[f ] ≔ f (−·),

see for instance [Jam14, Section 3.3.1].

If we compare the Fresnel transform in (21.1) with the fractional Fourier
transform, then we observe that, for τ ≔ −π cotα , 0, the di�erent de�nitions
coincide except for a scaling in the argument of the de�ning Fourier transform
and the prefactor. In the following, we will restrict our observations to the Fres-
nel transform. However, due to the close relation between both transforms, we
can immediately transfer all results to the fractional Fourier transform. �

Similarly to the original Fresnel transform de�ned by Gori in [Gor81], we
can invert the Fresnel transform Eτ in De�nition 21.1 by applying the Fresnel
transform E−τ with the negated paramater −τ . Considering the prefactor in the
next statement, we can deduce that, for τ , 0, the inverse Fresnel transform is
given by E

−1
τ =

| 2τ |/2π E−τ .

Proposition 21.4. Let f be a continuous-time signal in L2 and τ be a real number
unequal to zero. Then the Fresnel transform Eτ [f ] can be inverted by

f = |2τ |2π E−τ [Eτ [f ]].

Proof. The assertion can easily be veri�ed by using the de�nition of the Fresnel
transform in (21.1). We obtain

| 2τ |
2π E−τ [Eτ [f ]] =

| 2τ |
2π e−iτ ·

2

F

[
F

[
eiτ ·

2

f
]
(2τ ·)

]
(−2τ ·).

Further, with the well-known identities

F[д(2τ ·)] = 1
| 2τ | F[д]

( ·
2τ

)

and F
−1[f ] = 1

2π F[f ](−·)
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for an arbitrary function д in L2, this equation can be simpli�ed to

| 2τ |
2π E−τ [Eτ [f ]] = e−iτ ·

2

F
−1 [

F

[
eiτ ·

2

f
] ]
= f .

Due to the fact that eiτ ·
2
f is again a square-integrable function, the Fourier

inversion theorem yields the assertion. �

Looking back to the previous chapters, most of the time we have considered
di�erent variants of the discrete-time phase retrieval in Problem 1.2. If we want
to exploit the corresponding �ndings for the phase retrieval from Fresnelmag-
nitudes, we have to de�ne an appropriate discrete-time version of the Fres-

nel transform in De�nition 21.1. Analogously to the approach in [LP12, Sec-
tion 3.2.1], where the Fresnel transform is numerically computed by applying
the fast Fourier transform, we de�ne the discrete-time Fresnel transform of a
discrete-time signal x by

Eτ [x](ω ) = eiτω
2

F

[
eiτ ·

2

x
]
(2τω ). (21.2)

Using the de�nition of the discrete-time Fourier transform, we can thus de-
termine the discrete-time Fresnel transform of the signal x by

Eτ [x](ω ) = eiτω
2
∑

n∈Z

(

eiτn
2

x[n]
)

e−2iτωn =
∑

n∈Z
x[n] eiτ (ω−n)

2

.

Consequently, the discrete-time Fresnel transform can simply be deduced from
the continuous-time de�nition by discretizing the occurring integral.

Unfortunately, we cannot invert the Fresnel transform Eτ [x] of the discrete-
time signal x simply by applying the transform E−τ because Eτ [x] is no longer a
discrete-time signal. Reverting the operations in the de�nition in (21.2), we can
nevertheless recover the original discrete-time x from the Fresnel transform
Eτ [x].

Proposition 21.5. Let x be a discrete-time signal with �nite support and τ be a
real number unequal to zero. Then the discrete-time Fresnel transform Eτ can be
inverted by

E
−1
τ [x̃τ ][n] ≔

|2τ |
2π

π
| 2τ |
∫

− π
| 2τ |

x̃τ (ω ) e
−iτ (ω−n)2 dω .
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Proof. In order to deduce the inversion formular, we rescale and rearrange the
Fourier representation (21.2) to

e−i
ω2

4τ x̃τ
(

ω
2τ

)

= F

[
eiτ ·

2

x
]
(ω ).

Applying the inverse discrete-time Fourier transform, we can recover the com-
ponents of the signal x by

x[n] =
1

2π
e−iτn

2

π
∫

−π

e−i
ω2

4τ x̃τ
(

ω
2τ

)

eiωn dω .

With the substitution ω̆ ≔ ω/2τ , the integral can now be rewritten to

x[n] =
|2τ |
2π

e−iτn
2

π
| 2τ |
∫

− π
| 2τ |

e−iτω̆
2

x̃τ (ω̆ ) e
2iτω̆n dω̆ =

|2τ |
2π

π
| 2τ |
∫

− π
| 2τ |

x̃τ (ω̆ ) e
−iτ (ω̆−n)2 dω̆,

yielding the claimed representation of the inverse discrete-time Fresnel trans-
form. �

22. Ambiguities of the Fresnel phase retrieval problem

With the de�nitions of the continuous-time and discrete-time Fresnel transform
in Section 21, we are now ready to investigate the phase retrieval problem from
Fresnel magnitudes. Di�erent from our procedure above, we start with the
continuous-time formulation.

Problem 22.1. The continuous-time Fresnel phase retrieval problem is the prob-
lem of recovering a continuous-time signal f in L2 with compact support from
its Fresnel intensity |Eτ [f ] | for a �xed real number τ unequal to zero.

To characterize the solutions of this phase retrieval problem, we exploit the
close relation between the Fresnel and Fourier transform. Using the de�nition
in (21.1), we can hence represent the given Fresnel intensity by

��Eτ [f ](ω ) �� = ���F [
eiτ ·

2

f
]
(2τω )

���. (22.1)
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Except for the additional dilation by 2τ , the given Fresnel intensity is thus the
Fourier intensity of the modulated signal eiτ ·

2
f . Consequently, we can reduce

the considered Fresnel phase retrieval problem completely to the continuous-
time phase retrieval problem from Fourier magnitudes, which gives us full ac-
cess to our �ndings in Section 18 and Section 20.

Although the phase retrieval problems from Fresnel and Fouriermagnitudes
nearly coincide, the additional modulation by eiτ ·

2
marginally changes the beha-

viour of the given intensity with respect to a time shift or the conjugation and
re�ection of the original signal. More precisely, the Fresnel transform of a shif-
ted and a re�ected and conjugated signal is given by

Eτ [f (· − t0)](ω ) = Eτ [f ](ω − t0) and Eτ

[
f (−·)

]
(ω ) = E−τ [f ](−ω ). (22.2)

Here both identities can be veri�ed by a simple substitution.
Hence, the time shift or the re�ection and conjugation of a signal f causes a

shift or conjugation and re�ection of the corresponding Fresnel transform. The
re�ection and conjugation additionally negates the parameter τ . Consequently,
the trivial ambiguities of the Fourier phase retrieval problem caused by shifts or
re�ection and conjugation are no valid solutions of the Fresnel phase retrieval
problem. Considering the shift and the re�ection and conjugation together with
appropriate modulations, we can nevertheless construct very simple ambiguities
of Problem 22.1.

Proposition 22.2. Let f be a continuous-time signal in L2 with compact support
and Fresnel intensity |Eτ [f ] |. Then

(i) the rotated signal eiα f for real α

(ii) the shifted and modulated signal e−2iτt0· f (· − t0) for real t0
(iii) the re�ected, conjugated, and modulated signal e−2iτ ·

2
f (−·)

have the same Fresnel intensity ��Eτ [f ] ��.
Proof. Using the Fourier representation of the Fresnel transform in (21.1), we
can justify the assertion by transferring the lines in the proof of Proposition 2.1
to the continuous-time setting.

(i) The Fresnel transform of the rotated signal is obviously given by

Eτ

[
eiα f

]
(ω ) = eiα Eτ [f ](ω ).
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Since the prefactor eiα is a unimodular constant, the Fresnel intensity of
the rotated signal coincides with |Eτ [f ] |.

(ii) Using the representation of the Fresnel transform in (21.1) and completing
the square in the exponent of the inner modulations, we can write the
Fresnel transform of the shifted and modulated signal as

Eτ

[
e−2iτt0· f (· − t0)

]
(ω ) = eiτω

2

F

[
eiτ ·

2

e−2iτt0 · f (· − t0)
]
(2τω )

= eiτt
2
0 eiτω

2

F

[
eiτ (·−t0 )

2

f (· − t0)
]
(2τω ).

Since a shift in the time domain corresponds to a modulation in the fre-
quency domain, we �nally obtain

Eτ

[
e−2iτt0 · f (· − t0)

]
(ω ) = eiτt

2
0 e−2iτωt0 eiτω

2

F

[
eiτ ·

2

f
]
(2τω )

= eiτt
2
0 e−2iτωt0 Eτ [f ](ω ).

Consequently, the Fresnel transform of the shifted and modulated signal
coincides with Eτ [f ] except for a rotation and modulation, which leads us
to the assertion.

(iii) To determine the Fresnel transform of the re�ected, conjugated, andmod-
ulated signal, we exploit the representation in (21.1). In this manner, we
obtain

Eτ

[
e−2iτ ·

2

f (−·)
]
(ω ) = eiτω

2

F

[
e−iτ ·

2

f (−·)
]
(2τω )

= eiτω
2

F

[
eiτ (−·)2 f (−·)

]
(2τω ).

Exploiting that the re�ection and conjugation of a signal in the time do-
main results in the conjugation of the Fourier transformed signal now
yields

Eτ

[
e−2iτ ·

2

f (−·)
]
(ω ) = eiτω

2

F

[
eiτ ·2 f

]
(2τω ) = e2iτω

2

Eτ [f ](ω ).

Taking the absolute value, we observe that the Fresnel intensities of both
signals coincide as conjectured. �

Remark 22.3. All three ambiguities in Proposition 22.2 arise from the trivial
ambiguities of the underlying phase retrieval problem to recover eiτ ·

2
f from its

Fourier intensity. Especially, the modulations for the shifted and the re�ected
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and conjugated signal compensate the shift or the re�ection and conjugation
of the additional modulation eiτ ·

2
. In analogy to the Fourier phase retrieval

problem, we call the three ambiguities in Proposition 22.2 caused by rotations,
shifts, and re�ection and conjugation together with the appropriate modulations
trivial. The remaining ambiguities are non-trivial. �

Remark 22.4. Quite di�erent from the phase retrieval problem from Fourier

magnitudes, all three trivial ambiguities of the Fresnel phase retrieval problem
can be easily avoided by assuming that the unknown signal is real-valued and
non-negative. The main reason for this behaviour is that the ambiguities caused
by time shifts or by re�ection and conjugation only occur with an additional
modulation, which prevents that the arising ambiguity is again real-valued and
hence a valid solution of the restricted problem. �

Due to the close relation between the Fresnel and Fourier phase retrieval
problem, we can characterize all possible solutions of the continuous-time phase
retrieval problem from Fresnel magnitudes (Problem 22.1) similarly to The-
orem 18.5.

Theorem 22.5. Let f be a continuous-time signal in L2 with compact support.
Then each continuous-time signal д in L2 with compact support and the same Fres-
nel intensity |Eτ [д] | = |Eτ [f ] | for a certain τ is characterized via the Laplace
transform by

L

[
eiτ ·

2

д
]
(ζ ) = C ζm eζγ

∞
∏

j=1

(

1 − ζ
η j

)

e
ζ
ηj

where the absolute value |C | and the imaginary part ℑγ of the complex constants
C and γ coincide for all signals, and where ηj is chosen from the zero pairs (ξj ,−ξ j )
of the autocorrelation function A of the signal eiτ ·

2
f .

Proof. As seen in (22.1), the continuous-time signal д is a solution of Prob-
lem 22.1 if the Fourier intensity |F[eiτ ·

2
д] | coincide with |F[eiτ ·

2
f ] |. In other

words, the function eiτ ·
2
д is a solution of the underlying Fourier phase retrieval

problem, which leads us to the assertion by applying Theorem 18.5. �

Remark 22.6. The fundamental idea behind Theorem 22.5 is to solve the con-
tinuous-time phase retrieval problem to recover the unknown signal eiτ ·

2
f from

its Fourier intensity |F[eiτ ·
2
f ] |. Afterwards, we can determine all solutions
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of original Fresnel phase retrieval problem by multiplying each solution of the
underlying Fourier phase retrieval problem with e−iτ ·

2
.

Based on this approach, we can now adapt our �ndings in Section 20 to en-
sure the uniqueness by employing additional interference measurements to the
phase retrieval problem from Fresnel magnitudes. Especially, Proposition 20.1
and Theorem 20.3 for known and unknown reference signals can be transferred
without circumstances. Further, since the Fresnel transform of the interference
between the unknown signal f and the modulated version eiα eiµ· f can be writ-
ten as

���Eτ [ f + eiα eiµ· f ] ��� = ���F [
eiτ ·

2

f + eiα eiµ· eiτ ·
2

f
]
(2τ ·) ���

=
���F [

eiτ ·
2

f
]
(2τ ·) + eiα F

[
eiτ ·

2

f
]
(2τ · −µ ) ���

by using the Fourier representation in (21.1), we can also employ Theorem 20.4
and Theorem 20.5 to enforce the uniqueness of the continuous-time Fresnel

phase retrieval problem. �

In the remaining part of this section, we consider the discrete-time version
of Problem 22.1. In other words, we want to recover an unknown discrete-time
signal from the magnitude of its Fresnel transform. Analogously to the proced-
ure in Chapter I, we here restrict ourselves to the reconstruction of discrete-time
signals with �nite support.

Problem 22.7. The discrete-time Fresnel phase retrieval problem is the problem
to recover a discrete-time signal x with �nite support from its Fresnel intensity
|Eτ [x] | for a certain real number τ , 0.

Like for the continuous-time problem, we can exploit the close relationship
between the Fresnel and Fourier transform in (21.2). In this manner, we can
reduce the discrete-time Fresnel phase retrieval problem by

|Eτ [x](ω ) | = ���F [
eiτ ·

2

x
]
(2τω )

��� (22.3)

to the reconstruction of the discrete-time signal eiτ ·
2
x from its Fourier intensity.

As discussed in Proposition 22.2, we can transfer the concept of trivial and non-
trivial ambiguities by considering the additional modulation eiτ ·

2
appropriately.

Moreover, each occurring ambiguity – trivial or non-trivial – can be explicitly
characterized in the time domain similarly to Theorem 5.1.
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Theorem 22.8. Let x be a discrete-time signal with �nite support and support
length N . Each discrete-time signal y satisfying |Eτ [y] | = |Eτ [x] | can be written
in the form

y = eiα e−iτ ·
2

√
√

√

|a[N − 1] |
N−1
∏

j=1

���βj ���−1 ·
δn0 ∗

N−1∗
j=1

(

δ1 − βj δ0
)

 ,
whereα is a real number,n0 is an integer, a is the autocorrelation signal to eiτ ·

2
x and

βj is chosen from the zero pairs (γj,γ
−1
j ) of the associated polynomial to |F[eiτ ·

2
x] |2.

Proof. The characterization in the assertion can be immediately deduced from
the underlying Fourier phase retrieval problem. More precisely, equation (22.3)
implies that y is a solution of the considered problem if and only if eiτ ·

2
y is a

solution of the phase retrieval problem to recover eiτ ·
2
x from its Fourier intens-

ity. The other way around, we obtain all solutions of the discrete-time Fresnel
problem bymultiplying the solutions of the underlying Fourier problem in The-
orem 5.1 with the exponential e−iτ ·

2
, which yields the claimed representation. �

Remark 22.9. In the same manner as discussed in Remark 22.6 for the continu-
ous-time Fresnel phase retrieval problem, we can transfer our �ndings to en-
force uniqueness by exploiting additionally interference measurements like in
Chapter IV to the discrete-time Fresnel problem.

Moreover, since the moduli of the discrete-time signals x and eiτ ·
2
x coincide,

and the phases only di�er by the knownmodulation eiτ ·
2
, we can easily adapt our

results in Chapter III to the phase retrieval problem from Fresnel magnitudes.
In other words, almost every discrete-time signal x with normalized support can
be uniquely recovered from its Fresnel intensity |Eτ [x] | and one given absolute
value |x[n] | in the time domain up to trivial ambiguities. An analogous obser-
vation holds for the recovery of x from its Fresnel intensity |Eτ [x] | and at least
two phases argx[n].

Unfortunately, we cannot transfer our �ndings about the non-negativity re-
striction in Chapter II to the new setting. Here the main obstacle is the addi-
tional modulation in the Fourier representation (22.3) of the Fresnel phase re-
trieval problem. More precisely, the non-negativity restriction for the solutions
of the underlying Fourier phase retrieval problem in (22.3) corresponds to the
assumption that the components x[n] of the unknown signal x in the Fresnel
case possess the phases −τn2. �
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23. Establishing a Fresnel convolution theorem

By generalizing our �ndings for the discrete-time phase retrieval problem to the
continuous-time problem in Chapter V, we learned that the phase retrieval prob-
lem to recover a continuous-time signal with a certain structure from its Fourier
intensity has exactly the same behaviour as the investigated discrete-time prob-
lem. In other words, for structured signals of the form (16.1), we can completely
reduce the continuous-time phase retrieval problem to an underlying discrete-
time problem. Based on this observation, can we �nd an analogous structure in
the Fresnel setting?

The main reason for the behaviour of the structured functions in the Fourier
setting is hidden in the convolutions theorem for the Fourier transform. Fol-
lowing the arguments in Remark 16.4, we can represent each structured function
f based on the generator function φ in L1 or L2 by

f ≔
∑

n∈Z
c[n]φ(· − n) = φ ∗

(

∑

n∈Z
c[n] δn

)

, (23.1)

where c is a complex-valued sequence with �nite support. Since the impulse
train on the right-hand side merely consists of �nitely many shifts of the Dirac
delta distribution, the convolution is well de�ned, see for instance [HS94, Sec-
tion 2.1.3]. With the convolution theorem for the Fourier transform of distribu-
tions, see [HS94, Theorem 3.28], we can now separate the Fourier intensity of
the generator function and the impulse train by

��F[f ] �� = ��F[φ] �� ����F
[
∑

n∈N
c[n] δn

] ���� = ��φ̂ �� ��ĉ ��, (23.2)

which leads us to the underlying discrete-time phase retrieval problem to recover
the coe�cient sequence from its Fourier intensity | ĉ |.

Unfortunately, the above employed convolution ∗ is not compatible with the
Fresnel transform. More precisely, if we restrict ourselves to continuous-time
signals in L1 or L2, where the convolution f ∗ д can be written as the integral

( f ∗ д)(t ) ≔
∞

∫

−∞

f (s) д(t − s) ds,

then the Fresnel transform of the convolved signal f ∗ д is given by the double
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integral

Eτ [f ∗ д](ω ) =
∞

∫

−∞

∞
∫

−∞

f (s) д(t − s) eiτ (ω−t )2 ds dt .

Changing the integration order and substituting t̆ ≔ t − s yields

Eτ [f ∗ д](ω ) =
∞

∫

−∞

∞
∫

−∞

f (s) д(t̆ ) eiτ (ω−t̆−s )
2

dt̆ ds

=

(

f ∗ Eτ [д]
)

(ω ) =
(

Eτ [f ] ∗ д
)

(ω ).

(23.3)

Hence, the Fresnel transform of two convolved functions results in a convolu-
tion where one factor is transformed. This behavior is di�erent from the convo-
lution theorem for the Fourier transform, where we obtain the product of the
two transformed signals.

Using the identity (23.3) or (22.2), the Fresnel transform of the structured
function in (23.1) is given by

Eτ [f ] =
∑

n∈Z
c[n] Eτ [φ](· − n).

In other words, we again obtain a structured function that is based on the trans-
formed generator Eτ [f ]. Thus, the Fresnel transform does not separate the
generator function φ and the coe�cient sequence c as seen in (23.2), and we
cannot reduce the continuous-time Fresnel phase retrieval problem to recover
a structured signal of the form (23.1) to a discrete-time problem.

To overcome this di�culty and to transfer our �ndings about the Fourier

phase retrieval problem for structured signals, we will de�ne an appropriate con-
volution whose Fresnel transform is the product of the transformed factors. In
other words, we will establish a convolution theorem for the Fresnel transform.
For this purpose, we adapt the convolution de�ned by Zayed in [Zay98, p. 102]
for the fractional Fourier transform to the Fresnel transform in De�nition 21.1.

Definition 23.1. For the real parameterτ , the convolution f ⋆τд of the complex-
valued functions f and д is de�ned by the integral

( f ⋆τ д)(t ) ≔ e−iτt
2

∞
∫

−∞

f (s) eiτs
2

д(t − s) eiτ (t−s )2 ds .
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In analogy to the convolution de�ned by Zayed for the fractional Fourier
transform, the Fresnel transform of the convolved signal f ⋆τ д results in the
product of the transformed factors Eτ [f ] and Eτ [д]. More precisely, the convo-
lution ⋆τ ful�ls the following convolution theorem.

Theorem 23.2. Let f , д, and f ⋆τ д be continuous-time signals in L1 or in L2. The
Fresnel transform of the convolved signal f ⋆τ д is given by

Eτ [f ⋆τ д](ω ) = e−iτω
2

Eτ [f ](ω ) Eτ [д](ω ).

Proof. We adapt the proof of the corresponding statement for the fractional
Fourier transform by Zayed in [Zay98, p. 102]. Using the de�nitions of the
continuous-time Fresnel transform and the convolution ⋆τ de�ned in De�ni-
tion 23.1, we can write f ⋆τ д as

Eτ [f ⋆τ д](ω ) =

∞
∫

−∞

e−iτt
2

∞
∫

−∞

f (s) eiτs
2

д(t − s) eiτ (t−s )2 eiτ (ω−t )2 ds dt .

After changing the order of integration, the substitution t̆ ≔ t − s yields

Eτ [f ⋆τ д](ω ) =

∞
∫

−∞

∞
∫

−∞

f (s) eiτs
2

д(t̆ ) eiτt̆
2

e−iτ (t̆+s )
2

eiτ (ω−t̆−s )
2

dt̆ ds

=

∞
∫

−∞

∞
∫

−∞

f (s) д(t̆ ) eiτ (ω
2
+t̆2+s2−2ωt̆−2ωs ) dt̆ ds .

By completing the square in the exponent, we can separate the integrations over
t̆ and s and obtain

Eτ [f ⋆τ д](ω ) = e−iτω
2 *.,

∞
∫

−∞

f (s) eiτ (ω−s )
2

ds
+/-
*.,
∞

∫

−∞

д(t̆ ) eiτ (ω−t̆ )
2

dt̆
+/- ,

which �nishes the proof. �
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Remark 23.3. Alternatively, the convolution theorem for the Fresnel trans-
form in Theorem 23.2 can be proven by writing the convolution f ⋆τ д as

( f ⋆τ д)(t ) = e−iτt
2 [ (

eiτ ·
2

f
)

∗
(

eiτ ·
2

д
) ]
(t )

and using the Fourier representation of the Fresnel transform in (21.1). More-
over, this representation allows us to transfer the properties of the standard con-
volution ∗ to the modi�ed convolution ⋆τ . Especially, we can straightforwardly
generalize the convolution ⋆τ and the corresponding convolution theorem to
distributions. �

Although we can already use the convolution theorem for the Fresnel trans-
form in Theorem 23.2 to de�ne an appropriate structure that allows the reduction
of the corresponding continuous-time phase retrieval problem to a discrete-time
problem, we will modify the convolution in De�nition 23.1 to avoid the addi-
tional modulation e−iτ ·

2
. For this purpose, we determine the pre-image of the

signal e2iτ ·
2
under the Fresnel transform and convolve it with f ⋆τ д.

Lemma 23.4. The inverse Fresnel transform of the signal e2iτ ·
2
for τ , 0 is given

by

E
−1
τ

[
e2iτ ·

2]
(t ) =

√

|2τ |
2π

ei
π
4
sgnτ e−2iτt

2

.

Proof. Using Proposition 21.4 together with the Fourier representation of the
Fresnel transform in (21.1), we can determine the inverse Fresnel transform of
the signal e2iτ ·

2
by

E
−1
τ

[
e2iτ ·

2]
(t ) = | 2τ |

2π
E−τ

[
e2iτ ·

2]
(t ) = | 2τ |

2π
e−iτt

2

F

[
eiτ ·

2]
(2τt ).

Due to the fact that eiτ ·
2
is neither absolutely integrable nor square-integrable,

the occurring Fourier transform is not covered by the L1 or L2 theory. How-
ever, if we interpret eiτ ·

2
as generalized function and hence as distribution, the

required Fourier transform is given by

F

[
eiτ ·

2]
(ω ) =

√

2π
|2τ | e

i π4 sgnτ e−i
ω2

4τ ,

see for instance [Mit13, p. 447]. The inverse Fresnel transform is thus given by

E
−1
τ

[
e2iτ ·

2]
(t ) =

√

|2τ |
2π ei

π
4 sgnτ e−2iτt

2

. �
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Based on our previous observations, we now modify the convolution⋆τ by an
additional convolution with the pre-image of the signal e2iτ ·

2
under the Fresnel

transform.

Definition 23.5. For the real parameter τ , the convolution f ⊛τ д of the
complex-valued functions f and д is de�ned by

f ⊛τ д ≔ ( f ⋆τ д) ⋆τ ϑτ ,

where ϑτ is given by

ϑτ (t ) ≔

√

| 2τ |
2π ei

π
4 sgn τ e−2iτt

2

.

Although the continuous-time signal ϑτ is neither absolutely integrable nor
square-integrable, the de�ned convolution ⊛τ is well de�ned for signals f and д
in L1 and L2 because the signal ϑτ obviously is continuous and bounded. More-
over, the Fresnel transform of the convolution f ⊛τ д �nally results in the
product Eτ [f ] and Eτ [д].

Theorem 23.6. Let f , д, and f ⊛τ д be continuous-time signals in L1 or in L2. The
Fresnel transform of the convolved signal f ⊛τ д is given by

Eτ [f ⊛τ д] = Eτ [f ] Eτ [д].

Proof. The assertion simply follows from Theorem 23.2 and Lemma 23.4. More
precisely, the Fresnel transform of f ⊛τ д is given by

Eτ [f ⊛τ д](ω ) = Eτ [f ⋆τ д ⋆τ ϑτ ](ω ) = e−2iτω
2

Eτ [f ](ω ) Eτ [д](ω ) Eτ [ϑτ ](ω ).

Since the Fresnel transform Eτ [ϑτ ] cancels with the modulation e−2iτ ·
2
, the de-

sired convolution theorem follows. �

Remark 23.7. In order to determine the convolution ⊛τ of two signals f and д,
we have to convolve the signal h ≔ f ⋆τ д with ϑτ . This additional convolution
can be written as

(h ⋆τ ϑτ )(t ) =

√

|2τ |
2π ei

π
4 sgn τ e−iτt

2

∞
∫

−∞

h(s) eiτs
2

e−iτ (t−s )
2

ds
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or, by combining the occurring exponentials and using the de�nition of the
continuous-time Fourier transform, as

(h ⋆τ ϑτ )(t ) =

√

| 2τ |
2π

ei
π
4 sgn τ e−2iτt

2

F[h](−2τt ).

Consequently, the additional convolution with ϑτ results in a Fourier transform
and a modulation. �

Remark 23.8. Since the convolution ⊛τ in De�nition 23.5 is completely based
on the convolution ⋆τ in De�nition 23.1, we can again straightforwardly gener-
alize the convolution ⊛τ and the corresponding convolution theorem to distri-
butions and discrete-time signals, cf. Remark 23.3. �

Remark 23.9. The continuous-time Fresnel transform in De�nition 21.1 can
also be interpreted as a linear canonical transform. More detailed, for the real
parameters a, b, c, d satisfying ad − bc = 1, the linear canonical transform of a
continuous-time signal is de�ned by the integral

∞
∫

−∞

f (t )K(a,b,c,d ) (ω, t ) dt ,

where K denotes the kernel of the transform

K(a,b,c,d ) (ω, t ) ≔
1√
2πib

e
1
2 i[

a
b
t2− 2

b
ωt+d

b
ω2],

see [WRL+09, p. 853 et seq.]. If we now choose the four parameters

a = 1, b = 1
2τ , c = 0, and d = 1,

we obtain the Fresnel transform Eτ [f ] except for a multiplicative constant.
For every possible choice of the four parameters;Wei, Ran, Li, Ma, and Tan

establish a suitable convolution such that the convolution of two continuous-
time signals in the time domain results in themultiplication of the corresponding
linear canonical transformed signals in the frequency domain, see [WRL+09,
Theorem 1]. In the light of thismore general convolution theorem, we can deduce
De�nition 23.5 and Theorem 23.6 by adapting the results of Wei et al. to the
Fresnel transform de�ned in De�nition 21.1. �
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24. Phase retrieval of structured signals from Fresnelmag-

nitudes

With the established convolution theorems for the Fresnel transform, we can
now de�ne an appropriate structure for continuous-time signals that allows us to
reduce the corresponding continuous-time Fresnel phase retrieval problem to a
discrete-time problem. For this purpose, we determine the convolution between
a generator function φ in L1 or L2 and an impulse train whose coe�cient se-
quence c possesses a �nite support. Starting with the convolution ⋆τ in De�ni-
tion 23.1 and using the representation in Remark 23.3, we obtain

φ ⋆τ
(
∑

n∈Z
c[n] δn

)

= e−iτ ·
2 [(

eiτ ·
2

φ
)

∗
(

eiτ ·
2
∑

n∈Z
c[n] δn

)]

= e−iτ ·
2
∑

n∈Z
eiτn

2

c[n] eiτ (·−n)
2

φ(· − n).

Similarly to Section 16, we now de�ne the structured signal with respect to the
convolution ⋆τ by

f (t ) = e−iτt
2
∑

n∈Z
eiτn

2

c[n] eiτ (t−n)
2

φ(t − n), (24.1)

whereφ is an a priori given generator function not equal to zero, c ≔ (c[n])n∈Z is
a complex-valued sequence with �nite support, and τ is a non-zero real number.
Together with the obvious observation that the Fresnel transform of a shifted
Dirac delta distribution δn is given by

Eτ [δn](ω ) = eiτ (ω−n)
2

and hence coincides with the discrete-time Fresnel transform of the shifted unit
sample signal, the convolution theorem for ⋆τ in Theorem 23.2 yields

Eτ [f ] = Eτ

[
φ ⋆τ

(
∑

n∈Z
c[n] δn

) ]
= e−iτ ·

2

Eτ [φ] Eτ [c].

Consequently, the Fresnel intensity of the structured signal in (24.1) is given
by the product ��Eτ [f ] �� = ��Eτ [φ] �� |Eτ [c] | .
Since the generator function φ and hence |Eτ [φ] | are not constantly zero, and
since |Eτ [c] |2 = |F[eiτ ·

2
c] |2 is again a trigonometric polynomial as the autocor-
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relation function of the discrete-time signal eiτ ·
2
c, we can reduce the continuous-

time phase retrieval problem to recover the structured signal f from its Fresnel
intensity ��Eτ [f ] �� to the discrete-time problem to recover the coe�cient sequence
c from |Eτ [c] |. The ambiguities of the phase retrieval problem to recover a struc-
tured signal of the form (24.1) can thus be characterized by Theorem 22.8 for the
discrete-time setting. Moreover, we can directly transfer our �ndings to enforce
uniqueness of the phase retrieval problem for structured functions from Fourier

magnitudes in Section 17.
For the second convolution ⊛τ in De�nition 23.5, we obtain similar results.

More precisely, the convolution ⊛τ of a generator function φ with an impulse
train whose coe�cient sequence has a �nite support is given by

φ ⊛τ
(
∑

n∈Z
c[n] δn

)

= φ ⋆τ
(
∑

n∈Z
c[n] δn

)

⋆τ ϑτ

= e−iτ ·
2
∑

n∈Z
eiτn

2

c[n] eiτ (·−n)
2 (

φ ⋆τ ϑτ
)

(· − n).

Hence the convolution ⊛τ leads us to structured signals of the form

f (t ) = e−iτt
2
∑

n∈Z
eiτn

2

c[n] eiτ (t−n)
2 (

φ ⋆τ ϑτ
)

(t − n), (24.2)

where the additional convolution with ϑτ is merely an additional Fourier trans-
form of the generator function φ, see Remark 23.7. If the continuous-time signal
φ ⊛τ ϑτ is absolutely integrable or square-integrable, we can reduce the phase
retrieval problem to recover a structured signal f of the form (24.2) from its
Fresnel intensity

��Eτ [f ] �� = ��Eτ [φ] Eτ [c] �� = ��Eτ [φ] �� |Eτ [c] |
to the discrete-time problem to recover the coe�cient sequence c.

Although the structured signals of the form (24.1) and (24.2) are a bit cumber-
some, they link the continuous-time and discrete-time Fresnel phase retrieval
problem in exactly the same manner as the structured signals of the form (16.1)
the corresponding problems in the Fourier setting. Once more, the additional
structure of the unknown signal here reduces the usually in�nite set of non-
trivial ambiguities in the phase retrieval to a �nite set. Furthermore, with a sim-
ilar argumentation as in Remark 16.3, the Fresnel intensity |Eτ [f ] | of a struc-
tured function of the form (24.1) or (24.2) with a generator function φ in L1 is
completely determined by 2N − 1 samples at appropriate points in the frequency
domain, where N denotes the support length of the coe�cient sequence c.
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We have started this thesis with a series of questions like: Knowing the mag-
nitude of a Fourier transformed signal, can we uniquely recover this signal?
How do the ambiguities of this problem look, and how can we ensure that we
�nd the correct signal? In order to answer these questions, we have surveyed
the available literature about the ambiguousness of the one-dimensional phase
retrieval problem and have extend the existing theory by further contributions
to ensure a unique recovery of the unknown signal.

More precisely, we have given a novel and complete proof to characterize all
occurring ambiguities in the discrete-time phase retrieval of complex-valued sig-
nal. Here we have obtained an explicit product representation in the frequency
domain and a corresponding convolution representation in the time domain.
Moreover, we have showed that all ambiguities arise from appropriate convolu-
tions and the rotation, shift, re�ection and conjugations of the occurring factors.
We have observe that the number of non-trivially di�erent solutions of the phase
retrieval problem is bounded by 2N−2, whereN denotes the support length of the
original signal. In contrast to other statements in the literature the number of
non-trivial solutions depends on the given Fourier intensity; it can be distinctly
smaller than 2N−2 and in some special cases, the solution is even determined
uniquely.

In order to enforce uniqueness of solution, we have investigated the additional
a priori condition that the components of the unknown signal are real and non-
negative. Although the assumed non-negativity can avoid the appearance of any
ambiguities, uniqueness cannot be ensured in general. More precisely, we have
deduced that neither the set of signals that can be uniquely recovered nor the
set of signals without a unique reconstruction is negligible.

Based on the observation in [XYC87] that almost every real-valued signal can
be uniquely recovered if one of the end points in the time domain is exactly
known, we have examined di�erent kinds of additional information about the
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unknown signal in the time domain. Here our novel approaches have shown
that almost every complex-valued signal is uniquely determined by its Fourier
intensities and one additionally given absolute value in the time domain. Fur-
thermore, we have obtained an analogous statement for two additionally given
phases.

Looking back at earlier literature, we have considered the recovery of an un-
known signal from the Fourier intensities of appropriate interference meas-
urements. Here one of our main results have been that almost every pair of
two unknown complex-valued signals is uniquely determined by the Fourier

intensities of both signal and of the interference. Giving a new and complete
proof for the complex setting, we have been able to improve the corresponding
statement in [RDN13], which require the Fourier intensity of a further interfer-
ence. Moreover, we have adapted the ideas in [ABFM14, CESV13] to our speci�c
discrete-time phase retrieval problem. In this manner, we have shown that each
discrete-time signal with �nite support can always be uniquely reconstructed
from the Fourier intensities of suitable interferences with a modulation of the
unknown signal itself.

In order to extend our investigation to the continuous-time setting, we have
considered the recovery of a structured signal from its continuous-time Fourier
intensity. Here we have shown that the corresponding phase retrieval prob-
lem can be reduced to a discrete-time problem, which has allowed us to trans-
fer our previous �ndings for the recovery of discrete-time signals to the new
setting. Moreover, we have studied the relationship between the discrete-time
and continuous-time problem. Transferring the previous approaches to exploit
additional interference measures, we have observed that each continuous-time
signal with compact support can be uniquely determined by additional inter-
ference measurements with an unknown reference or with a modulation of the
signal itself.

Finally, we have replaced the Fourier transform by the Fresnel transform.
Based on the close relation between both phase retrieval problems, we have
transferred most of our previos �ndings to the Fresnel setting. Moreover, we
have deduced a structured signal, which has allowed us to reduce the corres-
ponding continuous-time Fresnel phase retrieval to a completely discrete prob-
lem.

Looking back at this thesis, we have mainly investigated the question how
to ensure the unique recovery of an one-dimensional discrete-time signal from
its Fourier intensity. This leads us to some possible starting point for further
research.
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One of the most obvious questions is: can we generalize our observations to
the multidimensional phase retrieval problem? As mentioned in the introduc-
tion, one can here construct all further solutions of the phase retrieval problem
to recover a speci�c signal by factorizing a multivariate algebraic polynomial,
see [Hay82]. In view of the fact that the union of all reducible polynomials is a
negligible set [HM82], the multidimensional phase retrieval problem is almost
always uniquely solvable.

Similarly to the one-dimensional case, one can easily show that the squared
Fourier intensity coincides with the multidimensional autocorrelation function
and is hence a multivariate non-negative trigonometric polynomial. Here the
question arises: can we always �nd a signal whose squared Fourier transform
coincide with a given non-negative trigonometric polynomial? Does the corres-
ponding phase retrieval problem possesses at least one solution?

In some applications, the considered signal always corresponds to a reducible
polynomial, and the uniqueness of the multidimensional phase retrieval prob-
lem cannot be generally ensured in this cases, see [Mil90]. Can we here use or
extend our �ndings in the one-dimensional setting to ensure the uniqueness in
the multidimensional case?

As we have seen, the phase retrieval problem for continuous-time signals has
a completely di�erent behavior than the discrete-time version. By transferring
our results about additional interference measurements to the continuous-time
setting, we have done a �rst step to combine the theory of both settings. Here a
natural direction for further investigations is the question whether the remain-
ing results, which are based on additional assumptions in the time domain, can
also be generalized to the continuous-time problem, and conversely, whether
the existing results for the continuous-time setting can be exploited to achieve
uniqueness in the discrete-time phase retrieval problem.

Using the close relation between the Fourier and Fresnel transform, we have
been able to transfer most of our previous �ndings to the phase retrieval problem
from Fresnel magnitudes. Based on this observation, we could possibly extend
the �ndings for the Fourier phase retrieval problem to more general transform-
ations.

Finally, some of the a priori conditions and additional information considered
in this thesis are inspired by numerical approaches, see for instance [BCL02,
LBL02, SSD+06] and references therein. Consequently, we can hope to exploit
our observations for a better understanding of the ill-posedness of the under-
lying problem and the missing stability of the corresponding algorithms. More
generally, here the question arises: how can we combine the developed theory
with already available numerical methods? How can we exploit our �ndings to
construct e�cient and stable algorithms?
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Glossary of symbols

Number systems and spaces

C complex numbers
C0 continuous functions
L1 absolutely integrable functions
L2 square-integrable functions
N natural numbers without zero
N0 natural numbers including zero
Q rational numbers
R real numbers
Z integers

Mathematical constants

e Euler’s number
i imaginary unit
π pi

Transformations

Eτ Fresnel transform
F Fourier transform
L Laplace transform

Variables

A autocorrelation function (continuous-time)
a autocorrelation signal
â autocorrelation function (discrete-time)
F ,G Laplace transformed signals
f , д continuous-time signals
h reference signal
T , R trigonometric polynomials
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228 Glossary of symbols

P , Q algebraic polynomials
N support length
x , y discrete-time signals
B, Γ corresponding zero sets (discrete-time)
βj , γj corresponding zeros (discrete-time)
ζK K th root of unity
κ chart of a manifold
Ξ corresponding zero set (continuous-time)
ξ j , η j corresponding zeros (continuous-time)
ϕ,ψ phase functions
φ generator function of a structured signal

Functions and Operators

arcsin, arccos inverse trigonometric functions
arg argument
det determinant
ℑ imaginary part
JF Jacobi matrix of F
ℜ real part
Sℓ elementary symmetric polynomials
sin, cos trigonometric functions
sgn sign function
δ0, δn0 Dirac delta distribution or unit sample signal
δ0n Kronecker delta
λ Lebesgue measure
σℓ modi�ed elementary symmetric polynomials

Miscellanea

| · | absolute value
·̂ Fourier transformed signal
·̃ Fresnel transformed signal
∗ convolution for the Fourier transform
⋆, ⊛ convolutions for the Fresnel transform
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Index

— A —

absolute value of
— arbitrary point, 88–95, 172f.
— end point, 82–88
— entire signal, 95–100
additional conditions and data
— frequency domain
— — known reference, 127–138, 174, 190
— — modulated signal, 149–161, 176f., 195f.
— — unknown reference, 138–149, 175, 192
— non-negativity, 49–80
— time domain
— — moduli, 81–100, 172f.
— — phases, 100–123, 173
— — signal values, 124f.
algebraic variety (uniqueness condition)
— for additional moduli, 91
— for additional phases, 103f., 112
ambiguity
— characterization
— — Fourier phase retrieval, 29f., 35, 165,

182
— — Fresnel phase retrieval, 206, 208
— common trivial, 139
— non-negative, 64–72
— non-trivial, 12–20
— number of, 41�.
— representation by
— — convolution, 35, 38, 167f., 208
— — product, 165, 182, 184, 206
— trivial, 12–20, 23, 204
ambiguousness by using
— interference measurement
— — known reference, 135–138

— — unknown reference, 145, 147�.
— moduli of entire signal, 98
— non-negativity, 80, 171
— phases of entire signal, 123
antipalindromic, conjugate, 25
a priory conditions and data
— frequency domain
— — known reference, 127–138, 174, 190
— — modulated signal, 149–161, 176f., 195f.
— — unknown reference, 138–149, 175, 192
— non-negativity, 49–80
— time domain
— — moduli, 81–100, 172f.
— — phases, 100–123, 173
— — signal values, 124f.
argument of
— entire signal, 122f.
— one arbitrary point, 101–109
— two arbitrary points, 109–122, 173
associated polynomial, 24
— corresponding zero set, 24–29
— factorization, 29–32
autocorrelation
— polynomial, 24
— signal and function, 20f., 181

— B —

B-Spline, centred linear, 164
Borel’s theorem, 184

— C —

centred linear B-spline, 164
characterization solution set
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230 Index

— Fourier phase retrieval
— — entire functions, 182
— — frequency domain, 29f., 184
— — structured signals, 165
— — time domain, 35, 38, 167f.
— Fresnel phase retrieval, 206, 208
— Hofstetter, 182
coe�cient sequence, 164
common trivial ambiguity, 139
condition
— ambiguousness by using
— — additional moduli, 82, 89, 91
— — additional phases, 102, 109, 111f.
— Lagrange, 170
— non-negativity, 49–80
— uniqueness by using
— — additional moduli, 85, 91
— — additional phases, 103f., 112
conjugate
— antipalindromic polynomial, 25
— palindromic polynomial, 24
— symmetric, 20
conjugation and re�ection, 12–16, 37, 204
constraint
— corresponding zero set, 49f.
— last zero pair, 57, 61, 69
continuity of
— corresponding zeros, 72f.
— solution set, 74–77
continuous-time
— autocorrelation, 181
— characterization solution set, 182, 206
— convolution, 209
— Fourier intensity, 164, 181
— Fourier phase retrieval problem, 164, 179
— Fourier transform, 164
— Fresnel intensity, 203
— Fresnel phase retrieval problem, 203
— Fresnel transform, 200
— interference measurements
— — known reference, 190
— — modulated signal, 195f.
— — unknown reference, 192
— inverse Fresnel transform, 201
— Laplace transform, 179
— phase retrieval problem
— — Fourier magnitudes, 164, 179
— — Fresnel magnitudes, 203

— signal, 163
convolution
— adapted, 210, 213
— continuous-time, 209
— discrete-time, 16
— representation, 16f., 35, 38, 167f., 208
convolution theorem
— Fourier transform, 16
— Fresnel transform, 211, 213
corresponding
— polynomial, 24
— zero set, 37
— — extension, 65–68
— — modi�ed, 83, 88
— — re�ection, 188
— — restriction, 49f.
— — structured signal, 187

— D —

data, additional
— frequency domain
— — known reference, 127–138, 174, 190
— — modulated signal, 149–161, 176f., 195f.
— — unknown reference, 138–149, 175, 192
— time domain
— — moduli, 81–100, 172f.
— — phases, 100–123, 173
— — signal values, 124f.
derivative of associated polynomial, 26
Descartes’s rule of signs, 55
Dirac distribution, 167
Dirac signal, 34
discrete-time
— autocorrelation, 20f.
— characterization solution set
— — Fourier phase retrieval, 29f., 35
— — Fresnel phase retrieval, 208
— convolution, 16
— convolution theorem, 16
— discretization Fourier domain, 22
— equivalent problem, 23
— Fourier intensity, 12, 21
— Fourier phase retrieval problem, 12
— Fourier transform, 10
— Fresnel intensity, 207
— Fresnel phase retrieval problem, 207
— Fresnel transform, 202
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— impulse, 34
— inverse Fourier transform, 12
— inverse Fresnel transform, 202
— phase retrieval problem
— — Fourier magnitudes, 12
— — Fresnel magnitudes, 207
— signal, 9
discretization in Fourier domain, 22

— E —

elementary symmetric function, 56, 68
enforcing uniqueness
— additional moduli
— — arbitrary point, 95, 172f.
— — end point, 87
— — entire signal, 96
— additional phases
— — entire signal, 123
— — one arbitrary point, 108
— — two arbitrary points, 121f., 173
— additional signal values, 124f.
— interference measurements
— — known reference, 128, 131, 174, 190
— — linear phase reference, 134
— — modulated signal, 152, 157, 159, 176f.,

195f.
— — unknown reference, 139, 175, 192
entire function, 180, 182
equivalent problem, 23
— characterization solution set, 29f.
— solvability, 32
existence phase retrieval problem with
— several non-negative solutions, 77
— unique non-negative solutions, 78
exponential type, exponential function of,

180
extension, zero set, 59–63, 65–68

— F —

factorization theorem, Hadamard’s, 182
�nite support, 10
�xed support, 14
formulae Vieta’s, 56
formulation
— continuous-time problem, 163f., 179, 203
— discrete-time problem, 9–12, 207

Fourier convolution, 16, 209
Fourier convolution theorem, 16
Fourier domain
— characterization solution set, 29f.
— discretization, 22
— equivalent problem, 23

— linear phase, 133
— solvability, 32
— trivial ambiguity, 23
Fourier intensity, 12, 21, 164, 181
Fourier phase retrieval problem
— continuous-time, 164, 179
— discrete-time, 12
Fourier transform
— continuous-time, 164
— discrete-time, 10
— fractional, 201
— inverse discrete-time, 12
— linear phase, 133
— unit sample, 34
fractional Fourier transform, 201
frequency domain

— characterization solution set, 29f.
— discretization, 22
— equivalent problem, 23
— linear phase, 133
— solvability, 32
— trivial ambiguity, 23
Fresnel convolution, 210, 213
Fresnel convolution theorem, 211, 213
Fresnel intensity, 203, 207
Fresnel phase retrieval problem
— continuous-time, 203
— discrete-time, 207
Fresnel transform
— continuous-time, 200
— convolution, 210, 213
— discrete-time, 202

— inverse continuous-time, 201
— inverse discrete-time, 202
function
— autocorrelation, 20f., 181
— elementary symmetric, 56, 68
— entire, 180, 182
— generator, 164
— Lagrange, 170
— structured, 164, 215f.

Robert Beinert



232 Index

— G —

generalized polarization identity, 150
generator function, 164

— H —

Hadamard’s factorization theorem, 182
Hofstetter, characterization, 182
Hurwitz

— polynomial, 56
— signal, 64

— I —

identity, polarization, 150
impulse, 34
in�nite product, 182, 184
information, additional
— frequency domain
— — known reference, 127–138, 174, 190
— — modulated signal, 149–161, 176f., 195f.
— — unknown reference, 138–149, 175, 192
— time domain
— — moduli, 81–100, 172f.
— — phases, 100–123, 173
— — signal values, 124f.
intensity
— Fourier, 12, 21, 164, 181
— Fresnel, 203, 207
interference with
— known reference signal, 127–138, 174, 190
— linear phase reference signal, 134
— modulated signal, 149–161, 176f., 195f.
— unknown reference signal, 138–149, 175,

192
inverse
— continuous-time
— — Fresnel transform, 201
— discrete-time
— — Fourier transform, 12
— — Fresnel transform, 202

— K —

known reference signal, 127–138, 174, 190

— L —

Lagrange condition, 170
Lagrange function, 170
Laplace transform
— continuous-time, 179
— discrete-time, 188
last zero pair
— positivity constraint, 57, 61
— re�ected constraint, 69
length, support, 20f., 36
linear
— B-spline, 164
— phase, 133
locus (uniqueness condition)
— for additional moduli, 91
— for additional phases, 103f., 112

—M —

magnitude of
— arbitrary point, 88–95, 172f.
— end point, 82–88
— entire signal, 95–100
manifold (uniqueness condition), 85
Mercedes-Benz polarization identity, 150
method, Prony’s, 153
modi�ed zero set, 83, 88
modulated signal, 149–161, 176f., 195f.
modulus of
— arbitrary point, 88–95, 172f.
— end point, 82–88
— entire signal, 95–100

— N —

non-negative
— signal, 49–53
— solution, 64–72
— trigonometric polynomial, 22f.
non-trivial ambiguity, 12–16, 20
non-trivial ambiguousness
— interference measurement
— — known reference, 135–138
— — unknown reference, 145, 147�.
— moduli of entire signal, 98
— non-negativity, 80, 171
— phases of entire signal, 123
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non-trivial solution, 16

non-uniqueness by using

— interference measurement

— — known reference, 135–138

— — unknown reference, 145, 147�.

— moduli of entire signal, 98

— non-negativity, 80, 171

— phases of entire signal, 123

normalized support, 14

number of non-trivial ambiguities, 41�.

— P —

Paley-Wiener’s theorem, 180

palindromic, conjugate, 24

phase, linear, 133

phase of

— entire signal, 122f.

— one arbitrary point, 101–109

— two arbitrary points, 109–122, 173

phase retrieval problem

— additional signal information, 81–125

— continuity, 72–80

— continuous-time, 179, 203

— discrete-time, 12, 207

— equivalent, 23

— Fouriermagnitudes, 12, 164, 179

— frequency domain, 20

— Fresnel magnitudes, 203, 207

— non-negative signals, 49–80

— structured signals, 164

— trivial and nontrivial ambiguities, 12–20

polarization identity, 150

polynomial

— associated, 24

— conjugate

— — antipalindromic, 25

— — palindromic, 24

— Hurwitzian, 56

— positive, 54f.

— trigonometric, 10, 22f.

positive polynomial, 54f.

product, in�nite, 182, 184

product representation, 29f., 165, 182, 184, 206

Prony’s method, 153

— R —

real-valued
— signal, 32f.
— trigonometric polynomial, 22
recovery, unique
— additional moduli
— — arbitrary point, 95, 172f.
— — end point, 87
— — entire signal, 96
— additional phases
— — entire signal, 123
— — one arbitrary point, 108
— — two arbitrary points, 121f., 173
— additional signal values, 124f.
— interference measurements
— — known reference, 128, 131, 174, 190
— — linear phase reference, 134
— — modulated signal, 152, 157, 159, 176f.,

195f.
— — unknown reference, 139, 175, 192
reference
— known signal, 127–138, 174, 190
— linear phase signal, 134
— modulated signal, 149–161, 176f., 195f.
— unknown signal, 138–149, 175, 192
re�ection and conjugation, 12–16, 37, 204
related polynomial, 24
— corresponding zero set, 24–29
— factorization, 29–32
relationship between problems, 187�.
representation by
— convolution, 16f., 35, 38, 167f., 208
— product, 29f., 165, 182, 184, 206
restriction by
— additional moduli
— — arbitrary point, 89, 91
— — end point, 82
— additional phases
— — one arbitrary point, 102
— — two arbitrary points, 109, 111f.
restriction of corresponding zero set, 49f.
Riemann sphere, 58
root of
— trigonometric polynomial, 24–34
— unity, 150
rotation, 12f., 204
rule of signs, 55
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234 Index

— S —

Sard’s theorem, 86
sequence, coe�cient, 164
shift, 12f., 204
signal
— autocorrelation, 20f., 181
— continuous-time, 163
— Dirac, 34
— discrete-time, 9
— Hurwitzian, 64
— length, 21, 36
— linear phase, 133
— non-negative, 49–53
— real-valued, 32f.
— re�ected and conjugated, 12–16, 204
— rotated, 12f., 204
— shifted, 12f., 204
— structured, 164, 215f.
— unit sample, 34
solution
— characterization
—— Fourier phase retrieval, 29f., 35, 38, 165,

167f., 182, 184
— — Fresnel phase retrieval, 206, 208
— continuity, 74–77
— convolution representation, 16f.
— non-negative, 64–72
— non-trivial, 12–20
— number of, 41�.
— real-valued, 32f., 42
— representation by
— — convolution, 35, 38, 167f., 208
— — product, 165, 182, 184, 206
— trivial, 12–20, 204
solvability of phase retrieval problem, 32
sphere, Riemann, 58
squared Fourier intensity, 21, 181
structured signal, 164, 215f.
— additional moduli, 172f.
— additional phases, 173
— characterization solution set, 165
— corresponding zero set, 187
— interference measurements
— — known reference, 174
— — modulated signal, 176f.
— — unknown reference, 175
— non-negativity, 171

— phase retrieval problem, 164
submanifold (uniqueness condition), 85
support
— �nite, 10
— length, 20f., 36
— normalized, 14
symmetric
— conjugate, 20
— elementary, 56, 68

— T —

theorem of
— Borel, 184
— Hadamard, 182
— Paley-Wiener, 180
— Sard, 86
time domain
— additional information, 81–125
— convolution representation, 16f., 35, 38,

167f., 208
time shift, 12f., 204
trigonometric polynomial, 10, 22f.
trigonometric root polynomial, 24–34
trivial ambiguity, 12–20, 23, 139, 204
two-sided Laplace transform, 179

— U —

uniqueness by
— additional moduli
— — arbitrary point, 95, 172f.
— — end point, 87
— — entire signal, 96
— additional phases
— — entire signal, 123
— — one arbitrary point, 108
— — two arbitrary points, 121f., 173
— additional signal values, 124f.
— interference measurements
— — known reference, 128, 131, 174, 190
— — linear phase reference, 134
— — modulated signal, 152, 157, 159, 176f.,

195f.
— — unknown reference, 139, 175, 192
— non-negativity, 80, 171
uniqueness condition
— for additional moduli, 85, 91
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— for additional phases, 103f., 112
unit sample signal, 34
unknown reference signal, 138–149, 175, 192

— V —

variety (uniqueness condition)
— for additional moduli, 91
— for additional phases, 103f., 112
Vieta’s formulae, 56

— Z —

zero locus (uniqueness condition)
— for additional moduli, 91
— for additional phases, 103f., 112
zero set
— associated polynomial, 24–29
— corresponding, 37
— extension, 59–63, 65–68
— modi�ed, 83, 88
— re�ection, 188
— restriction, 49f.
— structured signal, 187
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