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1. Introduction  1 

1 Introduction 
 Hydrogen is considered as one of the carbon-free secondary energy 

carriers. Threfore, automobile industries have developed hydrogen vehicles 
including fuel cell electricity (FCEVs) and internal combustion engines 

burning hydrogen (ICEs). In 2009, major automakers stated their goal to 
commercialize FCEVs from 2015 onwards [1]. The gravimetric energy 
density of hydrogen, which is around 120 MJ/kg, is more than double that of 

gasoline while the volumetric energy density of hydrogen is extremely low 
compared to that of gasoline. In order to achieve performances equivalent 
with conventional gasoline cars, hydrogen cars need to store hydrogen for a 

500 km range. Based on this, the US Department of Energy's (DOE) target 
requirements for hydrogen storage system suggest hydrogen gravimetric 
density of 7.5 wt % and volumetric density of 70 g/L, and system fill time for 
5-kg fill of 2.5 min as an ultimate goal, in 2009 [2]. 

In order to achieve practical compact hydrogen storage systems, three 
methods are currently proposed: hydrogen storage materials, high pressure 
hydrogen gas tanks and cryo-compressed hydrogen tanks [2]. The hydrogen 

storage materials can reversibly store a considerable amount of hydrogen 
while they still hold many disadvantages such as gravimetric hydrogen 
density, reaction kinetics and so on. In addition, many hydrogen storage 

materials are laboratory base. High pressure and cryo-compressed hydrogen 
storage systems are currently available and have been tested under real 
vehicle conditions. For 2015 commercialization, many car manufacturers 

have decided to use the 70 MPa high pressure carbon composite tank. In the 
storage system, the gap between the ultimate goal and current status is still 
large, as shown in Fig. 1.1.  

Thus, 70 MPa high pressure carbon composite tank is not the goal for 
storage systems. Further research and development of storage systems 
including hydrogen storage materials is required to proceed toward the 

ultimate goal. 



2   2.1 Austenitic stainless steels 

For the use of hydrogen gas in mobile applications, structural materials 
such as gas tanks, pipelines, fittings and other components, are directly 

exposed to high pressure of hydrogen. It is well known that hydrogen 
degrades materials, causing sudden failure of components [3]. Thus, 
materials with good mechanical resistance in hydrogen atmosphere are 

required. Chromium (Cr) -nickel (Ni) austenitic stainless steels are 
considered as one of the most reliable structural materials and they are 
potentially used for various components in hydrogen vehicles. They have 

superior heat and corrosion resistance, good machinability, weld ability and 
also excellent toughness, - particularly at low, or cryogenic, temperatures.  

From the standpoint of material resource conservation and the economy, 

however, it is desirable to use low Ni austenitic stainless steels such as AISI 
301 and 304. But, low Ni austenitic stainless steels, which are metastable at 
ambient temperatures, are susceptible to hydrogen degradation.  

Hydrogen degradation occurs when hydrogen atoms are accommodated 
in the materials. The process for hydrogen entry, which might be the rate 
controlling steps of kinetics, is (1) hydrogen transport, (2) hydrogen 

adsorption on the surface, (3) dissociation from molecular hydrogen to 

 
 

Fig. 1.1 The main storage options and their distance to the DOE storage targets for 
volumetric and gravimetric capacity. (Figure from Bakker [2]) 
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monoatomic hydrogen, (4) hydrogen entry, (5) hydrogen diffusion to the 
fracture propagation zone in the stress field, and (6) hydrogen trapping at 
defects such as dislocations, vacancies, grain boundaries, etc. [4]. These steps 

are schematically illustrated in Fig. 1.2 [3,4].  
 The hydrogen trapped at defects, especially at dislocations, causes the 

reduction of the strength, ductility or fracture toughness of a metal and leads 

to sudden fracture or delayed fracture. This phenomenon is well known as 
hydrogen embrittlement (HE).  

Walter and Chandler [5] and Fukuyama et al. [6] examined HE of 
austenitic stainless steels at room temperature in 70 MPa hydrogen gas 
atmosphere and reported that the susceptibility to HE increased with 

decreasing Ni content. Many researchers reported on the influence of the 
austenite stability on HE since Ni is a strong austenite stabilizer. They also 
pointed out that the increased susceptibility to HE is directly related to 

α’-martensite, which is partially transformed from austenite during plastic 
deformation [7–16]. Perng and Altstetter suggested that the localized α’ 
martensite around a crack tip acts as hydrogen diffusion path because of its 

 

 
Fig. 1.2 Steps for the transport hydrogen to the fracture propagataion zone [3]. (1) 

Hydrogen transport, (2) Hydrogen adsorption on the surface, (3) Dissociation from 
molecular hydrogen to monoatomic hydrogen, (4) Hydrogen entry, (5) Hydrogen 
diffusion to the fracture propagation zone in the stress field, and (6) Hydrogen trapping at 
at defects such as dislocations, vacancies, grain boundaries. (Figure from Vehoff [4]) 
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bcc crystal structure [13]. Once hydrogen atoms enter this region, eventually 
they are trapped in the surrounding austenite grains. As a result, hydrogen 
concentrates near the crack tip and enhances the crack opening. In fact, 

hydrogen diffusivity at room temperature in bcc stainless steels is five orders 
of magnitude higher than that in fcc stainless steels [16]. On the contrary, 
hydrogen solubility in bcc stainless steel is significantly less than that of fcc 

stainless steel [16].  
However, it is apparent that the transformation to α’-martensite alone 

cannot explain HE of austenitc stainless steels because of the materials 

complexity. Austenite stability can be obtained by a wide variety of chemical 
compositions and it is known that some austenitic steels are very susceptible 
to HE [17]. It seems that the role of martensitic transformation is especially 

relevant for Cr-Ni austenitic stainless steels.  
In general, the resistance of the stainless steels is proportional to 

Ni-content. The high resistance of stainless steels with high Ni-content is 

associated with the phase stability, since Ni is a strong austenite stabilizer. 
However, Michler et al. pointed out that there is a large variation in the 
reported relative reduction of area (RRA), which describes the degree of HE, 

on similar austenitic stainless steels with low Ni-content [18] as shown in 
Fig. 1.3. As can be seen in Fig. 1.3, a poor correlation between the 
RRA-values vs Ni content is found and the scattering become significant in 

the range of less than 10 wt%Ni. This suggests a contribution of the local 
chemistry in the bulk to HE.  

In addition, different thermal histories of the specimen can cause a 

modification of the surface chemistry. In other words, the heat treatment 
conditions may affect the composition and thickness of the oxide layer on 
stainless steels. An understanding of the surface oxidation condition is of 

considerable importance because the hydrogen entry in metals is fairly 
sensitive to the surface oxidation condition [19]. But, up to now, such studies 
have not been reported. Therefore, the surface chemistry of HE-resistant 

stainless steel samples should be carefully characterized, from both of, 
application and fundamentals point of view. 
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The aim of this work is to clarify if there is any impact of the surface 
oxide on the HE accessibility of low-nickel austenitic stainless steels. To 

determine the oxide layer thickness, the local oxide stacking sequence and 
the local elemental distribution, the highly sensitive TOF-SIMS method is 
chosen. To evaluate the contribution of the oxide layer on the HE accessibility, 

other contributions like α’-martensite content, grain size, dislocation density 
and dislocation structure have to be considered and studied. The 
experimental conditions have to be chosen close to the environment of 
practical hydrogen gas tanks and maximum HE effects are targeted.  

This work was performed in collaboration with Bochum university and 
seven industrial partners1. A schematic illustration in Fig. 1.4 provides a 

                                            
 
1 This work was financially supported by the Bundesministerium für Wirtschaft und 

Technologie (BMWi) within the project 0327802C. The division overview of shared roles 

including the project outputs is schematically represented in Appendix 8.1 

 Fig. 1.3 Relative reduction of area (RRA) depending on the Ni content of the 
austenitic stainless steel including the results of different research groups [18]. (The 
figure was replotted.) All tests were performed at room temperature. The scattering in 
RRA values is considerably large below 10 wt% Ni. 
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division overview of shared roles allocated to the collaborators, the specimen 
flow and the type of results in the project.  

 
 
 

 
Details on the respective experiments will be described in chapter 3. In 

this project, we obtained a wide variety of results, as shown in Fig. 1.4, and 

divided them into two studies: (1) development of low-nickel austenitic 

Fig. 1.4 An overview on shared roles allocated to collaborators, specimen 
flow and type of results 
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stainless steels with a high resistance to HE (published in Ref. [20]), (2) 
influence of oxide layer type on HE (this study).  

The study in Ref. [20] focuses on the development of new low-nickel 

alloys and includes related results such as thermodynamic calculations for 
phase diagrams by CALPHAD method, microstructural observations, 
fractography etc. This study also includes some results published in Ref. [20] 

and investigates some of them more in detail to propose an alternative 
indicator to Ni content for predicting HE. 

The research described in this thesis consists of 6 chapters. In chapter 1, 

the background and motivation of this study are described. Chapter 2 treats 
the theoretical background on austenitic stainless steels, hydrogen 
embrittlement and oxide layer formation. For comprehension, large data 

collections are provided. In chapter 3, experimental techniques used during 
this study are introduced. Chapter 4 presents experimental results and their 
short discussions. Starting with the selection of the suitable furnace in 

section 4.1, oxide layers formed by three different types of furnaces are 
characterized. Section 4.2 presents the results obtained  on reference 
stainless steels and on low-nickel stainless steels. Firstly, influences of 

strain-induced α’-martensite and oxide layer on HE are presented. Then, the 
influence of the annealing time on HE is shown in order to examine a large 
scatter in the RRA-values found for the reference samples. Here, results on 

surface analysis by SIMS, dislocation observations by TEM and dislocation 
density measurements by XRD on the reference samples are presented. 
Section 4.2.3 shows the results of low-nickel steels characterized by different 

techniques including tensile tests, oxide characterizations by SIMS, 
dislocation densities obtained by XRD and formability of α’-martensite phase. 
In chapter 5, all of these results are globally discussed and a general picture 

on the influence of surface oxides on HE is developed. Chapter 6 summarizes 
this thesis.



8   2.1 Austenitic stainless steels 

2 Theory 

2.1 Austenitic stainless steels 

2.1.1 Stainless steels 

Stainless steels are iron-based alloys containing at least 10.5 wt% 
chromium. The most remarkable property is their excellent corrosion 

resistance stemming from the presence of chromium. The chromium in 
stainless steels forms a protective self-healing chromium rich oxide film, 
which is called passive film, instantaneously when exposed to oxygen. This 

layer prevents surface corrosion because of a very low rate of chromium and 
iron dissolution [21,22]. 

Stainless steels are categorized as follows by their crystal structures and 

properties [23,24]. 
 
 Austenitic stainless steels are nonmagnetic and their structure is 

face-centered cubic (fcc). Austenitic stainless steels contain a 
maximum of 0.15 wt% carbon, between 16-28 wt% chromium and 
sufficient nickel and/or manganese to retain an austenitic structure 

at all temperatures from the cryogenic region to the melting point of 
the alloy. They possess excellent ductility, formability, and toughness 
even at cryogenic temperature. They cannot be hardened by heat 

treatment, but can be hardened by cold-working.  
The properties of austenitic stainless steels can further be modified 
with the addition of elements such as titanium, copper and 
molybdenum. Typically modifications in austenitic stainless steel’s 

properties caused by additional elements are summarized in Fig. 2.1 
[25]. In the American Iron and Steel Institute (AISI), austenitic 
stainless steels are covered by the AISI 200 and 300 series. 
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 Ferritic stainless steels are named after their body-centered-cubic 

(bcc) structure. These alloys are magnetic. Ferritic stainless steels 

contain 11-30 wt% chromium, with only small amounts of the 
austenite forming element, such as carbon, nitrogen, and nickel. 
They cannot be hardened by heat treatment. They have good 

corrosion resistance, particularly to chloride stress corrosion cracking. 
The AISI designation for these alloys corresponds to 400 series. 
 

 Martensitic stainless steels are magnetic and can be hardened by 
heat treatment. Their crystal structure is body-centered-tetragonal 
(bct). They have relatively high carbon content between 0.1-1.2 wt% 

and lower amounts of chromium between 12 - 14%. They are less 
corrosion resistant than the other counterparts of austenitic and 
ferritic alloys, because of lower chromium and nickel content. 

Martensitic stainless steels are mainly used where hardness, 

 
 Fig. 2.1 Sketch of modifications of austenitic stainless steels based on an 

AISI 304 (Fe-18Cr-8Ni). (Figure from Marshall [25]) 
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strength, and wear resistance are required. 
 
 Duplex stainless steels are chromium-nickel-molybdenum alloys 

which have a mixed microstructure of austenite and ferrite. These 
alloys are magnetic. The duplex structure results in improved stress 
corrosion cracking resistance, compared to the austenitic stainless 

steels, and improve toughness and ductility, compared to the ferritic 
stainless steels  
 

2.1.2 Schaeffler diagram 

In order to control mictrostructure and properties, a number of alloying 
elements are added to the basic alloy as shown in Fig. 2.1. A concept of 
chromium and nickel equivalents was systematically summarized by 

Schaeffler [26] to normalize the effect of the alloying elements on phase 
transformations.  

The alloying elements are divided into two groups. Molybdenum (Mo), 

silicon (Si), niobium (Nb), titanium (Ti) and aluminum (Al) are ferrite 
stabilizers. Carbon (C), nitrogen (N), and manganese (Mn) are austenite 
stabilizers. A nickel equivalent is calculated for the austenite stabilizing 

elements and a chromium equivalent for the ferrite stabilizing element. The 
formulae on nickel and chromium equivalents have been modified many 
times by researchers [27]. In this study, the nickel and chromium 

equivalents are calculated by the following empirical formulae [20]. 
 

 
Plotting the chromium and nickel equivalents on opposing axes provides 

a graphic depiction of the relationship between composition and 
microstructure for stainless steels. Fig. 2.2 shows a Schaeffler diagram [28] 

with main austenitic stainless steels indicated by their AISI codes, which are  

Ni(eq) = Ni + 30(wt%[C + N]) + 0.5(wt%Mn) (2-1) 

Cr(eq) = Cr + 1.4(wt%Mo) + 1.5(wt%Si) + 05(wt%Nb)

+ 2(wt%Ti) + 3(wt%Al) (2-2) 
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widely used in industrial applications. 
The termed A, M and F in Fig. 2.2 corresponds to Austenite, Ferrite and 

Martensite, respectively. It should be noted that the Schaeffler diagram does 

not take into consideration the influence of the cooling rate and aging heat 
treatments. In Fig. 2.2, the stable stainless steel AISI 310 is found in the 
upper part of austenite phase and closed to the ferrite phase, while the 

unstable stainless steels like AISI 301 and 304 fall within, or closed to, the 
lower part of the austenite region containing a small amount of ferrite.  

The Schaeffler diagram had been empirically determined. Any attempts 

to calculate stability graphs like Schaeffler diagram from thermodynamic 
basis, quantum mechanical calculations, etc. are less accurate or restricted 
to ordered systems [29,30]. Thus, the Schaeffler diagram is still useful to 

evaluate austenite stability in various stainless steels and widely referred in 
both of fundamental and application studies. 

 

 
Fig. 2.2 Schaeffler diagram and corresponding main austenitic stainless 

steels indicated by AISI codes. (Schaeffler diagram from Kikuchi [28]) 
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2.1.3 Martensitic transformation 

Some austenitic stainless steels such as AISI 301, 304, etc. are 
untastable at ambient conditions and , thus, undergo partial martensitic 
transformation by rapid cooling (quenching) or by deformation. Two kinds of 

martensite can form in austenitic stainless steels: α’ (bcc) and ε (hcp).  
Many rearchers have reported on a clear impact of α’-martensite phase in 

austenitic steels to HE since hydrogen diffusivity in α’-martensite is orders of 

magnitude higher than in the austenite phase (section 2.2.4). Thus 
α’-martensite is one of the most problematic factors for HE. In this section, 
three types of martensitic transformation depending on its origin will be 

described. An emphasis should be put here, that these martensite phases 
may be formed in our experiments where tensile tests (deformation) were 
performed under hydrogen atmosphere at a low temperature of - 50 °C. A 

detailed review and discussions on the martensitic transformation 
mechanisms is given by Nishiyama [31]. 

 

2.1.3.1 Thermally induced-martensite  

Martensite may form instantaneously in austenitic stainless steels 
during continuous cooling below the martensite start temperature (Ms), 
which is defined as the highest temperature at which the austenite 

transforms to martensite. This phenomenon is known as athermal 
martensitic transformation. There are several empirical equations for the Ms 
temperature of steels as a function of their chemical composition [32–34]. 

Eichelman and Hull's equation [32], which is one of the most widely used, is 
written as follows 

 

 
This equation suggests that chromium and nickel have a moderate effect 

on the Ms compared to very strong effect of carbon and nitrogen. 

𝑀𝑠(℃) = 1302 − 42(wt%Cr) − 61(wt%Ni) − 33(wt%Mn)

− 28(wt%Si) − 1667[wt%(𝐶 + 𝑁)] 
(2-3) 
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2.1.3.2 Strain-induced-martensite 

The martensitic transformation can start above the Ms temperature if 
deformation of the austenitic stainless steels is given. When the applied 
stress is sufficiently large to introduce defects such as dislocations and shear 

bands, this martensitic transformation is said to be strain-induced. There is 
a temperature about which martensite cannot form under deformation, Md30 
at which an amount of 50 % austenite will be transformed to martensite 

through cold-deformation of 0.30 true strain (corresponding ca. 35% 
engineering strain). The Md30 is determined by the chemical composition, 
stated in an empirical formula by Angel [35] as follows, 

 
𝑀𝑑30(℃) =  413 − 13.7 (wt%𝐶𝐶) − 9.5(wt%𝑁𝑁) − 8.1 (wt%𝑀𝑀)

− 18.5(wt%𝑀𝑀) − 9.2(wt%𝑆𝑆) − 462 (wt%[𝐶 + 𝑁]) 
(2-4) 

 
Grain size has also been reported as an influencing parameter on Md30. 

The large grain size may enhance transformation, indicating that the Md30 

increases with increasing grain size [36,37]. Angel’s equation was further 
modified in order to take into account the effect of grain size by Nohara et al. 
[36]. The equation is as follows,  

 
𝑀𝑑30(℃) =  551 − 462[wt%(𝐶 + 𝑁)] − 9.2(wt%𝑆𝑆) − 8.1(wt%𝑀𝑀)

− 13.7(wt%𝐶𝐶) − 29(wt%𝑁𝑁) − 18.5(wt%𝑀𝑀)

− 29(wt%𝐶𝐶) − 68(wt%𝑁𝑁)

− 1.42(𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠 number [𝐴𝐴𝐴𝐴] − 8.0) 

(2-5) 

 
It should be noted that the larger grain size in μm is represented in the 

small ASTM grain size number. For instance, the grain size of 50 μm and 100 
μm is converted to ASTM grain size number of 5.7 and 3.7, respectively. The 
martensite formation susceptibility and the amount of martensite increase 

with decreasing the deformation temperature. 
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2.1.3.3 Hydrogen induced-martensite  

The transformation of austenite to martensite can be also induced in 
austenitic stainless steels by cathodic charging with hydrogen. A number of 
researchers reported the formation of hcp ε hydride and fcc γ* hydride in 300 

series stainless steels as a result of cathodic hydrogen charging [38–44]. In 
the unstable stainless steels like AISI 304, they transforms to hydrogen free 
phases of α’H and εH, upon outgassing of hydrogen after charging. These 

phases are often called hydrogen induced phases. In the case of stable 
austenitic stainless steels like 310 stainless steels, such α’ martensitic 
transformation is not detected [39]. 

The ε martensitic transformation can be also induced by high pressure 
gaseous charging. Narita et al. [39] reported that the small ε reflections were 
observed by X-ray diffraction measurements of AISI 304 and 310s 

hydrogenenated at 300 °C under 70 MPa hydrogen gas pressure. In the case 
of AISI 304, the ε-reflections disappeared and the α reflections appeared 
after aging treatment of 150 min at 293 K [39]. Hoelzel et al. presented that 

the ε reflections were observed in AISI 304 charged at 350 °C in hydrogen at 
3.0 GPa [45]. Below this pressure, the ε-martensite reflections were not 
observed [45]. 

 

2.2 Hydrogen Embrittlement 

In this section, a term named HE (Hydrogen Embrittlement) and its 

categorization will be described based on some phenomenological aspects of 
HE discussed in the history, since recently-published papers often refer also 
to “Hydrogen Environment Embrittlement (HEE)” as a sub-category of the 

HE. After that, we move on to see the complexity of HE from the viewpoint of 
fractographic features. By this, we will notice the reason why HE has a long 
history of diverse studies, leading to many mechanisms proposed so far. 

These HE mechanisms will be briefly surveyed in section 2.2.1, 
Hydrogen embrittlement (HE) refers to a phenomenon that hydrogen 

causes the reduction of the strength, ductility or fracture toughness of a 
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metal and leads to sudden fracture or delayed fracture [46]. HE can be 
categorized into either “Internal Hydrogen Embrittlement (IHE)” or 
“Hydrogen Environment Embrittlement (HEE)” by whether hydrogen is 

present originally in the metal lattice or originates in the environment 
surrounding the metal [47]. In other words, IHE may occur due to the 
presence of hydrogen introduced during the manufacturing process such as 

steel making, pickling and electroplating while HEE may occur when a 
hydrogen free material is under mechanical stresses in hydrogen 
environment. This thesis focuses on HEE. Therefore, the tensile tests were 

conducted on specimens at 40 MPa hydrogen pressure. Thus, henceforth, HE 
mainly means HEE in this study. 

During the last few decades, many mechanisms have been proposed to 

explain the HE. However, there is no clear consensus on one single 
theoretical mechanism. The HE process varies from material to material and 
strongly depends on the experimental conditions such as tensile test 

temperature or the environmental gas pressure. Some typical failure modes 
of austenitic stainless steels tensile tested in H2 are shown as fractographies 
in Fig. 2.3 [20].  

As shown in Fig. 2.3 (a), dimple rupture pattern is observed on AISI 316L 
tested at room temperature. This fracture mode indicates a ductile fracture. 
This type of fracture is often observed on very stable austenitic stainless 

steels such as AISI 310 and 316 [20]. Intergranular fracture is observed on 
the high carbon and high nitrogen containing steel, tested at room 
temperature, as shown in Fig. 2.3 (b). This fracture mode proceeds along the 

grain boundaries. This is caused by impurity segregation and/ or a 
continuous carbide phase and is characterized as a brittle fracture [48]. The 
fracture occurs also at twin boundaries. Twin-boundary parting found on 

AISI 304 tested at -50 °C is shown in Fig. 2.3 (c). This twin-boundary parting 
is commonly observed on AISI 304 tested at low temperatures, i.e. -73 to 
-23 °C and is characterized by single facets extending over one grain [20,48]. 

In Fig. 2.3 (d), transgranular cleavage appears for AISI304, tested at room 
temperature. Transgranular cleavage is the typical mode for ferritic and 
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martensitic stainless steels. However, it is also observed in AISI 304 which 
contains ferric and/or martensite phase and propagation the cleavage 
proceeds along the interfaces of austenite/martensite or austenite/ferrite 

[20,48].  

 
As introduced above, HE in austenitic stainless steels may exhibit a 

fracture surface of cleavage, of intergranular or of transgranular fracture. 

That is, no single fracture mode is characteristic for HE and thus the 
explanations on HE-mechanisms become rather complex as described in the 
next section. 

 

2.2.1 Hydrogen Embrittlement mechanisms 

As described in the previous section, there is no clear consensus on a 

 
 

 

Fig. 2.3 Typical fracture modes of austenitic stainless steels tested in H2 [20].  
(a) AISI 316 at RT: dimple rupture, (b) High carbon and high nitrogen steel at RT: 

intergranular, (c) AISI 304 at - 50 °C: twin-boundary parting indicated by arrows and (d) 
AISI304 at RT transgranular cleavage. Different fracture modes are observed depending 
on materials and test temperature (Picture from Martín [20], with permission of the 
author) 
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single theoretical mechanism to explain all effects of HE. In the following, we 
briefly address four candidate mechanisms. They are often named as 
hydrogen assisted cracking (HAC), hydrogen enhanced decohesion (HEDE), 

adsorption-induced dislocation emission (AIDE) and hydrogen enhanced 
localized plasticity (HELP). A novel concept called DEFectACTingAgeNT 
(Defactant) theory proposed by Kirchheim is also introduced [49]. Further 

details including other mechanisms such as internal pressure theory, surface 
energy contributions etc. can be found elsewhere [50–53]. 

 

2.2.1.1 Hydrogen Assisted Cracking (HAC) 

Hydrogen Assisted Cracking (HAC) was proposed by Beachem in 1972 
[54]. This model is based on the observation of the lowering of the torsion 
flow stress in hydrogen charged AISI 1020 steel, suggesting that the 

presence of sufficiently concentrated hydrogen dissolved in the lattice just 
ahead of the crack tip aids deformation processes.  

A remarkable point of this HAC mechanism is that the interaction 

between hydrogen and dislocation is mentioned. It means that hydrogen 
allows dislocations to multiply or move at reduced stress. Beachem’s model 
had not been widely accepted since this idea didn’t accommodate to the 

conventional “embrittlement” theories of the period. However, the concept of 
HAC was later revisited into Adsorption Induced Dislocation Emission 
(AIDE) mechanism proposed by Lynch in 1976 [55]. Further, the idea of 

solute hydrogen facilitating dislocation motion was subsequently promoted 
(from the 1980s onwards) by Birnbaum, who proposed the Hydrogen 
Enhanced Localized Plasticity (HELP) mechanism [56].  

 

2.2.1.2 Hydrogen Enhanced Decohesion (HEDE)  

Hydrogen enhanced decohesion (HEDE) was first proposed by Troiano 
[57–59] and further developed in detail by Oriani et al. [60–63] This 

mechanism postulates that the cohesive strength of the lattice decreases 
with increasing hydrogen concentrations in lattice. From this, one can expect 
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that large concentration of hydrogen should be needed. However, when 
hydrogen accumulates only in the region ahead of the crack tip where the 
tensile stresses are maximized, the sufficient hydrogen concentration locally 

attains. Then hydrogen reduces the cohesive bonding strength between 
metal atoms and cleavage of these bonds occurs. Thus, weakening of the 
cohesive force between bonds would permit nucleation of microcracks.  

Oriani et al. determined the plane-strain stress intensity factor (K𝑡ℎ) as 

a function of the threshold pressure (P), of hydrogen gases necessary to 
cause crack opening in AISI 4340 steel of 1700 MPa yield strength at room 

temperature [62]. The theoretical calculation based on the K𝑡ℎ- P relation 
results in a local hydrogen concentration at the region ahead of the crack tip 

that is 103 - 104 times higher than the average concentration of hydrogen [64]. 
The HEDE mechanism remains a matter of debate since direct experimental 
observation of atomic-scale events at crack tips in bulk specimens is 

currently lacking.   
 

2.2.1.3 Adsorption Induced Dislocation Emission 

(AIDE) 

The concept of HAC was reintroduced by Lynch [55], who later proposed 
Adsorption Induced Dislocation Emission (AIDE) mechanism. He pointed out 
the similarities between HAC and Liquid Metal Embrittlement (LME) 

through metallographic and fractographic observations for HAC and LME in 
the same materials (Fe-2.6%Si single crystal, aluminum alloys, nickel single 
crystals, high strength steels, magnesium) [55].  

Fig. 2.4 shows the fracture surface produced in a nickel single crystal 
with a near <100> orientation by rapid crack growth in liquid mercury and 
then rapid growth in gaseous hydrogen [55]. Tear ridges, isolated large 

dimples and slip lines were found in hydrogen and mercury environments. 
LME during rapid fracture is due to adsorbed mercury since liquid metal 
cannot diffuse into the bulk. Thus, the similarities in fracture feature 

between HAC and LME suggest hydrogen adsorption could be the rate 



2. Theory  19 

controlling step in the fracture process and are responsible for HAC in the 
same way as adsorbed metal atoms are responsible for LME.  

 

 
On the basis of these observations, the AIDE mechanism was proposed. 

In the AIDE model, adsorbed hydrogen atoms weaken interatomic bonds at 
crack tips and thereby facilitate the nucleation of dislocations from crack tips. 
Once nucleated, dislocation can readily move away from the crack tip first on 

e.g. plane A and then on plane B and so forth, producing an increment of 
crack advance, Δa (Fig. 2.5). Under sustained or monotonically increasing 
stresses, crack growth occurs not only by dislocation-emission from crack tips, 

but also involves nucleation and growth of microvoids (or nano-voids) at 
second-phase particles, slip band intersection, or other site in the plastic 
zone. The coalescence of cracks growing by alternate-slip with voids 

re-sharpens crack tips. However, the crack growth occurs primarily by 
dislocation emission from crack tips [52].  

 

 
 

 
 

Fig. 2.4 Fracture surface produced in Ni single crystal with a <100> orientation by 
rapid crack growth (∼ 1 mm/s) in liquid mercury and then rapid crack growth (∼ 1 
mm/s) in hydrogen (∼ 101 kPa) at 20 °C. Tear ridges, isolated large dimples (A), and 
slip lines (partialy indicated by dotted lines) were found in both cases. (Picture from 
Lynch [55]) 
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2.2.1.4 Hydrogen Enhanced Localized Plasticity 

(HELP) 

Hydrogen Enhanced Localized Plasticity (HELP) mechanism was 
proposed by Birnbaum, Sofronis, Robertson, and co-workers [56,65–72]. As 

described in 2.2.1.1, the HELP mechanism evolved from the HAC 
mechanism. A requirement for the HELP process is the accumulation of 
hydrogen in the vicinity of the crack tip or in the stress area of dislocations. 

During the initiation of a dislocation movement by external stresses, 
hydrogen enhances dislocation movement at lower stresses. Thus hydrogen 
assists the plastic deformation and leads local ductile failure with a brittle 

appearance on the macroscopic scale.  
Tabata and Birnbaum [73] performed in situ environmental TEM 

observations of thinned Fe specimens. During the observations, the 

 
 
 

 

Fig. 2.5 Schematic diagrams illustrating AIDE mechanism [52]. Adsorbed hydrogen 
atoms weaken interatomic bonds at crack tips and thereby facilitate the nucleation of 
dislocations from crack tips. Dislocation emission from crack tip first on plane A and 
then on plane B produces an increment of crack advance, Δa. The coalescence of 
cracks growing by alternate-slip with voids in the plastic zone  re-sharpens crack tips 
(Picture from Lynch [52]) 
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specimens were subjected to plastic deformation in either vacuum or 
hydrogen gas. Their results revealed that dislocation nucleation facilitated 
at ahead of crack tips in the hydrogen gaseous environment and cracks 

propagated by the emission of dislocations from the crack tips into the solid. 
Further, the plastic processes accelerated and the crack tip increased its 
width and its velocity increased with increasing hydrogen gas pressure in 

environmental cell. [73].  
Direct observations of hydrogen effects on dislocations have been carried 

out for bcc, fcc, and hcp, metals [65,67–70,72,74]. In all of the systems, 

hydrogen increased the dislocation mobility under constant stress conditions. 
This behaviour was observed for edge, screw and mixed dislocations and for 
isolated dislocations as well as dislocation tangles [56]. 

The effect of hydrogen on dislocation mobility suggests that it derives 
from the elastic interactions between dislocations and barriers to their 
motion. Sofronis and Birnbaum calculated the effects of H on the elastic 

interactions between defects using linear elasticity and finite element 
techniques [75]. They used the parameters for the calculations of hydrogen 
effects on the dislocation interactions since there is a full set of data 

available for the Nb-H system. The calculated distribution of hydrogen with 
the stress field of a single edge dislocation is symmetric with respect to the 
dislocation plane. Under the same temperature and nominal hydrogen 

concentrations, hydrogen atmospheres around two edge dislocations on the 
same slip system and with the same Burgers vectors is non-symmetric, as 
shown in Fig. 2.6 [75].  

For dislocations of the same sign, the hydrostatic stress field is 
reinforced positively below the slip plane and negatively above the slip plane 
(Fig. 2.6 (a)) [75]. This reinforcement increases as the dislocations approach 

each other. For dislocations of the opposite sign, the positive hydrostatic 
stress field of each dislocation is weakened, as shown in Fig. 2.6 (b) [75]. 
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In general, two parallel edge dislocations on the same slip system and 

with Burgers vectors of the same sign repel each other. Their finite element 
calculation of H shielding indicate that the shielding greatly reduces this 
repulsive force acting between the dislocations on the glide plane [56]. 

 

2.2.1.5 Defactant Concept 

The defactant concept is a thermodynamic approach for HE of metals 
proposed by Kirchheim [76]. This model is based on the behavior of 

surfactants (SURFace ACTing AgeNTS) in liquids [76]. The effect of 
surfactants in liquids reduces the surface energy and is described by the 
Gibbs adsorption equation [77] 

𝜕𝜕
𝜕𝜇𝐴

�
𝑇,𝑛𝐵,,𝑎

= −Γ𝐴 (2-6) 

where 𝜇𝐴 is the chemical potential of solute 𝐴 being segregated with an 

excess Γ𝐴 at the surface with an area 𝑎 in a material B of 𝑛𝐵 atoms or 
molecules [77]. This equation is also valid for other crystalline defects 
interacting with hydrogen [76,78], and the new term defactants (DEFect 

ACTing AgeNTS) was introduced by Kirchheim [76].  

 
 

 
 

 

Fig. 2.6 Isoconcentration contours of the normalized hydrogen concentration, 
C/C0, around two parallel edge dislocations having (a) equal and (b) opposite 
Burgers vectors of magnitude, b, on the same slip plane at a separation distance of 
6b. Calculations are for the parameters of Nb containing C0= 0.1 (H/M = 0.1) at 300 
K. (Figure from Sofronis [75]) 
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Now, we consider the hydrogen-dislocation interaction in metals with the 
defactant concept. In this case, the Gibbs adsorption isotherm of Eq.(2 6) is 
rewritten as: [76] 

𝜕𝛾𝑑𝑑𝑑
𝜕𝜇𝐻

�
𝑉,𝑇,𝑙𝑑𝑑𝑑,𝑛

= −Γ𝐻𝑑𝑑𝑑 (2-7) 

where the quantity 𝛾𝑑𝑑𝑑  is defined as the dislocation line energy. In a 
partially closed system like Wagner’s Gedanken experiment, an excess 

hydrogen per dislocation length Γ𝐻𝑑𝑑𝑑 can be defined as: [76] 

Γ𝐻𝑑𝑑𝑑 ≡
1
𝑉
𝜕𝑛𝐻
𝜕𝑙𝑑𝑑𝑑

�
𝑉,𝑇,𝜇𝐻,𝑛

 (2-8) 

Equation (2-8) states that an incremental change of the dislocation 

length 𝑙𝑑𝑑𝑑 causes an incremental change of the number of hydrogen atoms 

(defactants) 𝑛𝐻 in a system of constant volume 𝑉, constant temperature 𝑇, 

constant chemical potential of hydrogen 𝜇𝐻, and number of metal atoms 𝑛. 

Thus, the excess of hydrogen Γ𝐻𝑑𝑑𝑑  is positive, if 𝑛𝐻  increases with 

increasing 𝑙𝑑𝑑𝑑. 

The excess of hydrogen (defactants), given by Eq.(2-7), is positive and 
reduces the dislocation line energy via Eq. (2-8), similar to the reduction of 

surface energy by surfactants in liquids. 
The defactant concept gives a more general explanation for parts of the 

HELP mechanism (2.2.1.4). In terms of the defactant concept, the line energy 

of dislocations is reduced in the presence of hydrogen. Consequently, 
dislocation sources become more active, and the newly generated 
dislocations push former dislocations. Further, if hydrogen segregating 

(defactants) to kinks reduce the kink formation energy, the enhanced 
dislocation motion occurs by the ease of kink pairs formation. TEM 
observations of the dislocation motion in hydrogen atmosphere [69] reflect 

these processes. A more detailed discussion concerning the defactant concept, 
including the derivation of equations and experimental evidence is found in 
Ref. [49,76–78] 
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2.2.2 Tensile test properties and evaluation of the 

effect of hydrogen on tensile properties 

The susceptibility of materials to HE is frequently evaluated by 
comparison of tensile tests performed in hydrogen gas and in an inert 
environment such as air and helium. These tensile tests have been 
performed on all samples and the results could be used for interpretations. 

Tensile test provides a basic information on the strength and ductility of 
materials. Stress-strain curves obtained by the tensile test show the 
response of a material to an applied stress. This curve can be expressed as 

either engineering or as true stress-strain curve. For many engineering 
applications, the use of engineering stress and strain values will be sufficient 

for a plasticity analysis of materials. Engineering stress (σ𝐸) and engineering 

strain (e), which are also called as nominal stress and nominal strain, 

respectively, are expressed as follows,  
 

Engineering (nominal) stress: σ𝐸 =
𝑃
𝐴0

 (2-9) 

Engineering (nominal) strain: e =
Δ𝑙
𝑙0

=
(𝑙 − 𝑙0)
𝑙0

 (2-10) 

 
where 𝑃 is the load, 𝐴0 is the original cross sectional area, Δ𝑙 is the gage 

length and 𝑙0 is the original gage length.  

True stess (σ𝑇) and strain (ε) are applied when dimension change during 
a tensile test is taken into account. True strain and true strain are given by, 

 
 

True stress: σ𝑇 =
𝑃
𝐴𝑖

= σ𝐸(1 + 𝑒) (2-11) 

 
True strain: ε = � 𝑑𝑑

𝑙0

𝑙

𝑙0
= 𝑙𝑙

𝑙
𝑙0

= ln (1 + e) (2-12) 

 
where 𝐴𝑖  is the instantaneous cross sectional area and e is engineering 
strain. 

A schematic engineering stress-strain diagram is shown in Fig. 2.7. The 
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major parameters provided from stress-strain curve obtained during the 

tensile test are percentage elongation (Δ𝑙 %), the reduction of area (RA %), 

the yield strength (σ𝑦) or 0.2% offset yield strength (σ0.2%𝑦), ultimate tensile 

strength (σ𝑈𝑈𝑈), and fracture strain (ε𝑓). 

 

 
Percentage elongation and reduction of area, which is a measure of 

ductility, can be obtained as follows, 

 

 

where 𝑙0 is initial gage length, 𝑙𝑓 is the gage length at fracture, 𝐴0 is the 

initial cross sectional area and 𝐴𝑓 is the cross-sectional area of the specimen 

 
 
 

 
Δ𝑙 (%) =

(𝑙𝑓 − 𝑙0)
𝑙0

× 100 (2-13) 

 
RA (%) =

(𝐴0 − 𝐴𝑓)
𝐴0

× 100 (2-14) 

Fig. 2.7 Stress-strain curve. Percentage elongation (Δ𝑙 %), the reduciton of area 
(RA%), yield strength (σy) or 0.2% offset yield strength (σ0.2%y), ultimate tensile 
strength (σUTS), and fracture strain (εf) can be obtained. 
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at fracture. 

The yield strength (σ𝑦) is the stress level at which plastic deformation 

starts. However, austenitic stainless steel, which has a fcc crystal structure, 

does not show the definite yield point, while bcc structure materials exhibit a 
sharp yield point. Thus, an offset amount of 0.2 percent is used for the 
standard strength equivalent to the yield point, which is called “0.2% offset 

yield strength (σ0.2%𝑦)”. 0.2% offset yield strength is found by drawing a 

parallel line to the elastic region, having an intersection on the strain axis at 
a strain equal to 0.002, as illustrated in Fig. 2.7. An interception between the 
0.2% offset line and the stress-strain curve represents the yield strength at 

0.2% offset. The ultimate tensile strength (σ𝑈𝑈𝑈) is the maximum engineering 
stress level. At this point, the specimen can withstand the highest stress 
before necking takes place. 

As mentioned before, the tensile tests are carried out in hydrogen gas 

and in an inert environment. The ratio between hydrogen and air results 
represents the effect of hydrogen on mechanical properties. Relative 
properties are calculated as follows 

 

Relative 0.2% offset yield strength: rel.σ0.2%y =
𝜎0.2%𝑦 (𝐻2)
𝜎0.2%𝑦 (𝑎𝑎𝑎)

× 100 (2-15) 

Relative ultimate tensile strength: rel.σUTS =
𝜎𝑈𝑈𝑈 (𝐻2)
𝜎𝑈𝑈𝑈 (𝑎𝑎𝑎)

× 100 (2-16) 

Relative reduction of area (RRA): RRA =
𝑅𝑅 (𝐻2)
𝑅𝑅 (𝑎𝑎𝑎)

× 100 (2-17) 

 
Relative values close to 100% indicate full resistance HE and decreasing 

values a higher susceptibility.  

Fig. 2.8 shows the parameters obtained from tensile tests plotted as  a 
function of hydrogen content in bulk for C-0.5Mo steel grade [79]. The 

greater slope of the curve indicates the higher susceptibility of the material 
to HE.  



2. Theory  27 

 

Reduction of area is a very sensitive parameter for quantifying the HE 

effect, while yield and tensile strengths are nearly invariant, as can be seen 
in Fig. 2.8. Thus, this study focuses mainly on the RRA-value. The results of 
relative 0.2 offset yield strength and relative ultimate tensile strength of the 

low-nickel steels used in this study can be found in the thesis of M. Martín 
[20]. 

 

2.2.3 Effect of test variables 

The embrittlement of stainless steels depends on a test variables such as 
hydrogen pressure, purity, strain rate, and test temperature since the degree 
of HE is governed by the rate of hydrogen reaction at metal surface. In this 

section these variables will be briefly discussed. Details on some extensive 
experiments and investigations regarding these factors are found in studies 
by Jewitt [80], San Marchi [81] and Michler [82].  

 

 

 

 

Fig. 2.8 Evolution of tensile parameters with increasing hydrogen content in 
the bulk for C-0.5Mo steel grade [79]. Reduction of area is a very sensitive 
parameter for quantifying the HE effect, while yield and tensile strengths are 
nearly invariant. (Figure from Pillot [79]) 
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2.2.3.1 Hydrogen gas pressure 

Fig. 2.9 shows the effect of hydrogen pressure on the relative reduction of 
area (RRA) of austenitic stainless steels at room temperature [6]. 

 

 

The RRA of AISI 304 and 316 decreases with increasing hydrogen 
pressure while Walter reported that AISI 316 stainless steel does not show a 
significant change in RRA [83]. Nevertheless, the ductility of unstable 

austenitic stainless steels such as AISI 304 is affected by the hydrogen 
pressure. In case of other steels such as low alloy steels and Ni based alloy 
(Inconel), which are more susceptible materials to HE, the degree of 

embrittlement is proportional to the square root of the hydrogen gas 
pressures in the range of 0.1-69 MPa [84]. This hints a clear impact of solute 
hydrogen in bulk on the HE behavior via Sieverts’ relationship (see 2.2.4). It 

should be, however, stressed that HE can be significant even at much lower 
hydrogen gas pressure like 0.1 MPa, as shown in the next section. 

 

2.2.3.2 Hydrogen gas composition 

The purity of the gas affects the mechanical performance. The presence 
of impurity gas such as O2, SO2, CO, and CO2 inhibit the entry of hydrogen 

 
 
Fig. 2.9 Effect of hydrogen pressure on relative reduction in area of austenitic 

stainless steels at room temperature [6]. Red dotted line indicates the hydrogen 
pressure (40 MPa) used in this study. Reduction in area of AISI 304 and 316 
decreases with increasing hydrogen gas pressure. (Figure from Fukuyama [6]) 
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into materials [47]. Fig. 2.10 shows the influence of oxygen on crack growth 
in H-11 steel.  

 

The crack extension can be started with the introduction of pure 
hydrogen, and a running crack can be inhibited by the introduction of 
hydrogen / oxygen gas mixtures. In this study, pure hydrogen gas (≥ 

99.9999 % H2) was used. It is clearly seen in Fig. 2.10 that the introduction of 
hydrogen of 0.1 MPa immediately induced crack propagation. The oxygen 
content in hydrogen gas used in this study is less than 0.2 ppm and other 

impurities are less than 0.5 ppm [85]. Thus the influence of impurities can be 
neglected. 

 

2.2.3.3 Test temperature 

HE occurs within a specific temperature range. For austenitic stainless 
steel, the most severe damage occurs at around -50 °C to -70 °C [82]. For 
instance, Fig. 2.11 represents the effect of testing temperature on the 

relative reduction of the area of the austenitic stainless steels. 

 

Fig. 2.10 Effect of hydrogen purity on 
crack growth in H-11 steel at 23 °C and a 
hydrogen pressure of 0.1 MPa. The 
presence of oxygen inhibits the crack 
extension. (Figure from ASTM [47]) 
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The relative reduction of area of types 304 and 316 decreases with 

decreasing temperature, reaches a minimum at around -50 °C and then 
increases with further temperature decrease. Based on this, -50 °C was 
adapted to the test temperature in this study, to obtain the maximum effect. 

 

2.2.3.4 Strain rate 

For tensile tests in a hydrogen atmosphere, the mechanical properties 
have been found to be dependent on strain rate. Fig. 2.12 shows the 

reduction of area of several steels tested in hydrogen as a function of strain 
rate [82]. 

It can be seen that reduction of area decreases with decreasing strain 

rate. The strain rate dependence is a result of the rate controlling steps such 
as hydrogen transport and hydrogen surface reactions. At higher strain rate, 
there is no sufficient time for both hydrogen transport and surface reactions. 

Thus, tensile tests at high strain rate do not properly reflect the influence of 
hydrogen on materials. To evaluate the susceptibility of materials to HE, 

 
 

 

Fig. 2.11 Effect of testing temperature on the relative reduction of area of the 
austenitic stainless steels in hydrogen and helium of 1 MPa. (S):sensitized, (SD): 
desensitized, without mark: solution annealed. Red dotted line indicates the 
temperature (- 50 °C) used in this study. (Figure from Michler [82]) 
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slow strain rates below 10-3 to 10-5 s-1 are decided to be adopted [82]. 
 

 
 

 

2.2.4 Permeability, diffusivity and solubility of 

hydrogen 

In order to understand the HE mechanism of steels, it is important to 
figure out the hydrogen transport behavior in a metal. In general, hydrogen 
diffusivity at room temperature in bcc stainless steels is five orders of 

magnitude higher than that in fcc stainless steels [16]. On the contrary, 
hydrogen solubility in bcc stainless steel is significantly less than that of fcc 
stainless steels [16]. Not only the crystal structure, but also the chemical 

composition of the stainless steels may affect the hydrogen permeability, 
diffusivity and solubility. As it is already shown in Fig. 1.3, there is the 
tendency that RRA values increases with increasing Ni content. The 

variation of Ni content is significant in this study, as well. We address here 
the impact of alloy composition on the hydrogen permeability, on the 

Fig. 2.12 Reduction in area of smooth cylindrical specimens tested in hydrogen 
atmosphere or precharged with hydrogen [82]. Red dotted line indicates the strain rate 
(5.5 × 10-5 s-1) used in this study. Reduction of area decreases with decreasing strain 
rate resulting of the rate controlling steps. (Figure from Michler [82]) 
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diffusivity and the solubility, by making a comparison of literature data on a 
variety of steels. 

For the investigation of the hydrogen transport behavior, hydrogen 

permeation method is employed either gas phase or in electrochemical 
environment (cathodic charging). Many researchers have reported on the 
permeability of hydrogen in several austenitic stainless steels measured in a 

wide range of temperature (100 - 927 °C) by hydrogen gas permeation 
technique while cathodic charging is only able to obtain data near room 
temperature. This section summarizes on previously reported values of 

hydrogen permeability, diffusivity and solubility in austenitic stainless 
steels.  

In the following, the principle of gas permeation will be described by 

reference to [86–88]. Gas permeation is defined as a transfer of gas from a 
high pressure side to a low pressure side across a membrane. The 
permeation process is most commonly modeled by Fick’s first law which can 

be written as 
 

J = −D �𝑑𝑑
𝑑𝑑
� (2-18) 

 
where J is the flux of hydrogen atoms through the membrane, D is the 

diffusion coefficient of the membrane, and 𝑐  is the concentration of 
hydrogen atoms.  

For the steady state in a semi-infinite plane, the concentration gradient 

can be postulated as a constant and independent of 𝑥. Then, Eq. (2-18) can 
be modified to a simple formula as follows, 

 

J∞ = D �𝐶1 − 𝐶2
𝑑

� (2-19) 

 
where J∞ is the steady state diffusional flux, 𝐶1 and 𝐶2 are the hydrogen 
concentrations at the high pressure side and the low pressure side, 
respectively, and d is the thickness of the membrane.  

When the hydrogen concentration follows the Sieverts’ law, the hydrogen 
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concentration at the respective surfaces can be described as follows. 
 

𝐶1 = K�𝑃1 (2-20) 

𝐶2 = K�𝑃2 (2-21) 

where 𝑃1 and 𝑃2 are the pressures on the respective sides of the membrane, 

and K is the solubility coefficient. Thus, Eq. (2-19) can be written as, 
 

J∞ =
𝐷𝐷
𝑑

(�𝑃1 − �𝑃2) (2-22) 

 
The hydrogen pressure at the low pressure side, which is vacuum 

pressure, is negligible. Then, the diffusional flux can be expressed as  

 

J∞ =
𝐷𝐷
𝑑
√𝑃 (2-23) 

 

Since the product 𝐷𝐷 is defined as the permeability Φ, Eq. (2-23) yields, 
 

Φ = DK =
J∞𝑑
√𝑃

 (2-24) 

 
Both permeability and diffusivility are strongly dependent on 

temperature. D and Φ may be expressed in terms of the temperature in 
Arrhenius form, 

 

Φ = Φ0exp �−𝐻Φ
𝑅𝑅

� (2-25) 

D = D0exp �−𝐻𝐷
𝑅𝑅

� (2-26) 

 

where Φ0 and D0 are the permeability and the diffusion constant, 𝐻Φ and 

𝐻𝐷 are the enthalpies of permeation and diffusion, respectively. 

Since Φ = DK, the solubility K is given by the ratio of permeability and 
diffusivity as, 
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K =
Φ0

D0
exp �−(𝐻Φ − 𝐻𝐷)

𝑅𝑅
� (2-27) 

 
According to Eq. (2-25), (2-26) and (2-27), permeability, diffusivity and 

solubility can be plotted as a function of reciprocal temperature, known as 
Arrhenius plot.  

Summarized data points are plotted in Fig. 2.13 (permeability), Fig. 2.14 
(diffusivity) and Fig. 2.15 (solubility) as Arrhenius type plots. In general, the 
permeation measurements are conducted in the wide temperature range. As 

a result, the reported results consist of many data points. In order to simplify 
the figures, only two selected points, which are at high temperature and at 
the lowest temperature, are plotted in Fig. 2.13, Fig. 2.14 and Fig. 2.15. 

The criteria of the literature data section are chosen as follows. Firstly, 

AISI 304 and AISI 316 series were selected, since the chemical composition 
of these steels is almost identical to that of the reference steels in this study. 
To elucidate the impact of nickel on the permeability, on the diffusivity and 

on the solubility, 21Cr-6Ni-9Mn, 22Cr-13Ni-5Mn, and Inconel 600 (Ni-base 
alloy) were selected. The chemical composition of these alloys is shown in 
Table 2.1. [89]  

 
The composition of AISI 304 and AISI 316 is nearly equivalent to the 

samples W11 and W12 of this study, respectively. These alloys are used as 
reference steels in this study. The alloy of 21-6-9 has less Ni content 
compared to AISI 304 and AISI 316. The alloy of Inconel 600 contains more 

than 70 wt% of Ni. Thus, these two, 21Cr-6Ni-9Mn and Inconel 600, are 
selected to evaluate the impact of the composition difference in the results in 
this study.  

Further, the surface condition also strongly influences on the 

 

 

Table 2.1 Chemical composition of different important steel types [89] 
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Fig. 2.13 Permeability of hydrogen in austenitic stainless steels, Pd, α-Fe ad Ni. 
Permeability values reported by several researchers are in reasonable agreement with 
each other. The permeability data for several austenitic stainless steels and reference 
number is listed in Appendix (Table 8.1 and Table 8.2). 

measurement quantities in permeation studies since oxide layers act as a 
diffusion barrier [88]. To cancel out this surface effect on the permeability 
data in our comparison, the reference data used here are mainly collected 

exclusively from those results with surface Pd platings or Pd sputter 
coatings and so on. For these samples, surface oxides can be neglected. 

Fig. 2.13 shows the hydrogen permeability through austenitic stainless 

steels. For comparison, permeability data for α-Fe, Ni and Pd are also plotted 
in this figure. 

 

 
LeClaire reported that most data of hydrogen permeability in austenitic 

stainless steels is within factors of 1.5 and 1/1.5 of the average curve [90], 
suggesting that a fair agreement has been observed among different studies. 
In fact, permeability values reported by several researchers are in 
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reasonable agreement with each other as shown in Fig. 2.13. Interestingly, 
hydrogen permeability among these different austenitic stainless steels are 
possibly less sensitive to the alloy composition. Activation parameters of H 

permeation used in Fig. 2.13 are listed in Appendix. 
Fig. 2.14 summarises the hydrogen diffusivity in austenitic stainless 

steels. For comparison, the H-diffusivity in α-Fe, in Ni and in Pd are also 

plotted in Fig. 2.14.  
 

 
The results of diffusion measurement for α-Fe often show quite 

unsatisfactory scatter especially at temperatures below 250 °C (523 K) [91]. 
According to Alefeld and Völkl, this large scatter may be due to the difference 
of surface the sample’s conditions [91]. This scatter region is indicated in 

 
 

 

Fig. 2.14 Diffusivity of hydrogen in austenitic stainless steels, Pd, α-Fe ad Ni. The 
permeability data for several austenitic stainless steels and reference number is listed in 
Appendix (Table 8.1 and Table 8.2) 
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light orange shade in Fig. 2.14. 
Nevertheless, the hydrogen diffusivities in austenitic stainless steels are 

somewhat less consistent among the four types of alloys compared to the 

permeability data, shown in Fig. 2.13. This, therefore, implies an impact of 
the chemical composition on the hydrogen diffusivity in austenitic stainless 
steels. As one can see, that the diffusion relationship of Inconel 600 (Ni based 

alloy), marked in green, appears close to that of Ni and the relationship of 
high chromium content alloys (see red lines) are scaled somewhat lower than 
that of AISI 304 and 316 (bold symbols). Some researchers have mentioned 

that the hydrogen diffusivity in austenitic stainless steels tends to scale with 
the inverse of the chromium content [88,92]. Tanabe et al. examined the 
contribution of chromium to the hydrogen diffusivity in 9 types of austenitic 

stainless steels with 15 - 25 wt% of chromium. They roughly estimated the 
activation energy of the hydrogen diffusivity for fcc chromium (hypothetical 
phase). Tanabe et al. interpreted that this inverse correlation in diffusivity is 

due to the high activation energy (60 kJ/mol) of the H-diffusion in fcc 
chromium compared with that in fcc Fe (44.9 kJ/mol) and Ni (40 kJ/mol). 

The hydrogen diffusivity in AISI 304 and 306 shows a good agreement 

among different studies, especially at temperature below 500 K. In Fig. 2.14, 
diffusion data obtained at around room temperature by electrochemical 
method, is also plotted. A consistency with the high temperature data is 

observed here. According to this, it is not unreasonable to extrapolate the 
hydrogen diffusivity in AISI304 and 306 to ambient temperature.  

Fig. 2.15 shows the hydrogen solubility in austenitic stainless steels. 

Obviously the large scatter becomes significant here, because this hydrogen 
solubility is obtained by the ratio of permeability and diffusivity data as 
described in (2-27). According to the study by Martín, the hydrogen 

concentration of austenitic stainless steels is 45 wtppm at 25 °C, 40 MPa 
hydrogen pressure, while that of ferritic stainless steels with bcc crystal 
structure is 0.32 wtppm [16].  
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2.3 Oxide layer formation 

The high temperature oxidation is accompanied with heat treatments of 
steels. The heat treatments are often necessary for stainless steels, in order 
to achieve desired material properties. Solution annealing is one of the heat 

treatment processes. The purpose of this treatment is to restore the material 
to its original condition, removing alloy segregation, sensitization, and 
restoring ductility after cold working.  

In this study, the austenitic stainless steels are solution annealed around 

1050 °C, depending on the chemical composition of austenitic stainless steels, 
followed by quenching in argon gas. During solution annealing, oxide layer 
formed on stainless steels and its thickness and composition could strongly 

be affected by the annealing conditions such as a gaseous environment in a 

 
 

Fig. 2.15 Solubility of hydrogen in austenitic stainless steels. The permeability 
data for several austenitic stainless steels and reference number is listed in 
Appendix (Table 8.2) 
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furnace, annealing duration, etc. The difference in the chemical components 
of the stainless steel also changes a composition of the oxide layer.  

In this chapter, the principal of the oxide formation at high temperature 

is described toward a better understanding of the oxide layers formed on the 
studied samples. 

  

2.3.1 Oxidation condition - Ellingham diagram 

Some components in steels react strongly with oxygen during the 
annealing process. For determination of whether or not a given component in 
an alloy reacts with oxygen or other gases under applied conditions, the 

second law of thermodynamics is an important tool. The reaction equilibrium 

between a solid metal 𝑀, its oxide 𝑀𝑂2, and oxygen gas at the temperature 

𝑇 and the pressure 𝑃 can be written as 
 

𝑀 + 𝑂2 = 𝑀𝑂2 (2-28) 
 

if the activities of 𝑀 and 𝑂2 are taken as unity, the standard free energy of 

formation Δ𝐺° can be written as 

 
Δ𝐺° = −𝑅𝑅𝑅𝑅𝐾𝑅 = 𝑅𝑅𝑙𝑙𝑙𝑂2 (2-29) 

 
where 𝐾𝑅 is equilibrium constant, 𝑝𝑂2 is partial pressure of oxygen. Then, 

the dissociation pressure can be written as  

 
𝑝𝑂2 = 1 𝐾𝑅⁄  (2-30) 

 
Fig. 2.16 shows Ellingham diagrams plotted the experimentally 

determined variation of Δ𝐺° with 𝑇 for the oxidation of a series of metals 
[93]. The elements related this study are highlighted in colors. The oxidation 
reaction of Mo and Fe are calculated from the thermodynamics data and 

added to the original graph. A vertical red dashed line indicates the solution 

annealing temperature used in this study. The values of Δ𝐺°are expressed as 
kJ/mol. 
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The lower the position of the line on the diagram the more stable is the 

oxide. The nomographic scales of the partial pressure 𝑝𝑂2, the 𝐻2 𝐻2𝑂⁄  ratio 

and the CO 𝐶𝐶2⁄  ratio are plotted to the Ellingham diagram along the 
right-edge and along the bottom edge. The dissociation pressure can be 

obtained by drawing a straight line from the origin (marked O) through the 

Fig. 2.16 Standard free energy of formation of selected oxides as a function 
of temperature [93,94]. Vertical dotted line indicates solution annealing 
temperature applied in this study. The oxidation reactions of Mo and Fe are 
added from the themodynamics data. The lower the position of the line on the 
diagram the more stable is the oxide. (Figure from Birks [93]) 
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free energy line at the temperature of interest and reading the oxygen 
partial pressure from the intersection with the scale on the right side 

(labeled 𝑝𝑂2).  

For multi-component systems like steels, different oxides are expected to 

appear at the sample surface and in the samples. In this regard, we can 
predict the plausible oxide from the Ellingham diagram. For example, when 
a stainless steel containing aluminum is solution annealed at 1050 °C, Al2O3 

forms as an oxide layer. This is due to the fact that Al2O3 is more stable than 
the oxides of the other components, resulting in the preferential oxidation of 
aluminum. 

 

2.3.2 Mechanism of oxidation 

For oxide layer growth, metal ions, oxygen ions and electrons must be 
transported through the oxide layer. Since all metal oxides are ionic in 

nature, it is not appropriate to consider the transport of neutral metal atoms 
and non-metal atoms. Thus, it is necessary to postulate that ions or electrons 
migrate through the oxide layer. Fig. 2.17 gives ionic and electronic transport 

process according to Wagner’s theory for the oxide layer formation and 
growth [93].  

The partial steps of the oxidation are as follows,  

(1) Diffusion of metal species in the solid 

(2) Oxidation reaction of metal at the metal / oxide interface 

(3) Migration of ions or electrons across the oxide 

(4) Reduction reaction of oxygen at the oxide / gas interface 
This general oxidation process becomes more complex when different 

constituents have to be considered as it is the case for steels. 
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2.3.3 Transport mechanism 

Crystalline oxides which form as the result of oxidation of a metal are 
generally non-stoichiometric and thus the metal to non-metal atom ratio is 

not exactly given by a chemical formula, even though the compound is 
electrically neutral. Non-stoichiometric compounds are classified as 
semiconductors and may show positive (p-type) or negative (n-type) behavior. 

The possible oxides formed in stainless steel are listed separately for the p- 
or n-type in Table 2.2 [94].  

 

 

p-type (Metal-deficit semiconductors)
Cr2O3, FeCr2O4, MnO, Mn3O4, Mn2O3, FeO, NiO

n-type (Metal-excess semiconductors)
Fe2O3, MoO3, Al2O3

 
 
The p-type metal-deficit oxides contain metal cation vacancies. Cation 

can diffuse by cation vacancies, to the oxide/gas interface where they react 

with adsorbed oxygen. Electrons migrate by electron holes, to the adsorbed 
oxygen atoms, which then become oxygen anions. While cations and 
electrons move outward through the scale toward the gas, cation vacancies 

 

Fig. 2.17 Diagram of scale 
formation according to Wagner’s 
model. (Figure from Birks [93]) 

Table 2.2 Electrical conductivity of oxides [94] 
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and electron holes move inward toward the metal. Consequently, as the scale 
thickness, the cation vacancies tend to accumulate to form voids at the 
metal/oxide interface [95] 

The n-type metal-excess semiconductor oxides is anion deficient. The 
oxide grows at the metal/oxide interface by inward diffusion of O2- through 
the anion vacancies in the oxide [95]. 

A multiple oxide is often formed on metals. In this case, in general, the 
outermost oxide is often n-type because of its anion vacancies, while inner 
oxide is a p-type because of the ease with which electron holes and cation 

vacancies can form[95]. The detail of p- and n-type semiconducting oxide can 
be found in Ref. [93–95]. This is visible in a stacking sequence of oxides 
[93,94]. 

This kind of stacking sequences is even more complicated when 
multicomponent materials are under consideration. A series of different 
oxides is expected to form at these sample surfaces. The order of the related 

oxide layers can, also, depend on the ion-mobility. 
 

2.3.4 Kinetics of oxidation 

2.3.4.1 Oxidation reaction rate 

For the oxidation kinetics of metal, the following five equations are 

proposed.  
 
 x = 𝑘𝑙𝑡 (Linear rate law) (2-31) 

 x = 𝑘𝑙𝑙𝑙 log  (𝑡 + 𝑡0) + 𝐴 (Logarithmic rate law) (2-32) 
 1/x = 𝐵 − 𝑘𝑖𝑖 log 𝑡 (Inverse logarithmic rate law) (2-33) 
 x = �𝑘𝑝𝑡 (Parabolic rate law) (2-34) 

 x = �𝑘𝑐𝑡
3  (Cubic rate law) (2-35) 

 

where x is the oxide layer thickness and A, B, 𝑘𝑙, 𝑘𝑙𝑙𝑙, 𝑘𝑖𝑖, 𝑘𝑝 and 𝑘𝑐 are 

constants at constant temperature. These equations are schematically 
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represented in Fig. 2.18 
The linear rate law is usually observed at the initial stages of oxidation 

where the growth process is controlled by surface diffusion and adsoption. 
The logarithmic and the inverse logarithmic rate law is characteristic for the 
oxidation of many metals at low temperature and for the formation of very 

thin oxide films below tens of nm thickness. The rate controlling step for the 
logarithmic law is either anion movement or electron tunneling process 
which creates an electric field across the oxide layer initially. The inverse 

logarithmic law can result when cation transport is the rate controlling step. 
The parabolic and the cubic rate law are observed at high temperature 
oxidation where the transport of ions across the oxide layer becomes the rate 

controlling step. The parabolic rate law follows for p-type semiconductors 
and the cubic rate law for n-type semiconductors [94]. 

For the stainless steels, a logarithmic or inverse logarithmic rate is 

reported [96]. It is also expected for the steels of this study, because of the 
high temperature oxidation occuring during the solution annealing. 

 

2.3.4.2 Diffusion 

During oxidation, metal and oxygen ions migrate through the lattice, 
grain boundary, material interfaces and dislocation core. Fig. 2.19 shows 

 

Fig. 2.18 Oxidation kinetics 
(Figure from Cahn[94]) 
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various cations diffusivties in a NiO lattice, at grain boundaries and at 
dislocations [97]. 

 

 

 

It is found that the diffusion rates of respective cations along the grain 
boundaries is four to six orders of magnitude higher than in the lattice. 
However, in the case of the samples regarded in this work, the contribution 

of grain boundary diffusion to overall diffusion is expected to be relatively 
small, since the volume of grain boundary is extremely small compared to 
that of the lattice, for 50 μm size grains and larger.  

Fig. 2.19 . Arrhenius plot summarising the diffusion coefficients for various 
impurity cations in the NiO lattice, grain-boundaries and dislocations (Figure from 
Atkinson [97]) 
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3 Experimental 

3.1 Alloy Development and evaluation of 

mechanical properties 

As shown in Fig. 1.4, this work was performed in collaboration with 
Bochum University and seven industrial partners. The development of lean 

alloyed austenitic stainless steels, preparation of tensile test specimens 
including heat treatment process, tensile tests in air, and evaluation of 
mechanical properties were conducted by Bochum University. Tensile tests 

in hydrogen atmosphere were carried out by TWI Ltd. More detailed concept 
of alloy development and experimental procedures are found in Ref. [20]. 

 

3.1.1 Chemical composition 

 The chemical compositions of the investigated alloys W11-W21 are 
presented in Table 1. The reference steels W11 and W12 were provided by 
Deutsche Edelstahlwerke (DEW, Germany) as a lower and upper limit of 

material properties. The chemical composition of W11 and W12 is quite 
similar to AISI 304L and 316L, respectively. 

 
 
 

W11 0.018 0.68 1.96 0.030 0.030 17.70 8.49 0.30 - - - 0.069 -
W12 0.012 0.83 1.43 0.030 0.020 17.10 12.20 2.46 - - - 0.057 -
W14 0.025 0.02 0.06 0.007 0.006 14.74 10.62 0.02 1.640 0.010 0.010 0.021 -
W15 0.013 0.04 0.06 0.005 0.004 14.62 10.83 0.01 0.001 0.009 0.011 0.146 -
W16 0.172 0.05 5.90 0.006 0.008 17.80 7.89 0.02 0.001 0.003 0.021 0.026 -
W17 0.022 0.03 6.04 0.007 0.006 17.28 8.84 0.02 0.001 0.003 0.011 0.022 < 0.03
W18 0.099 0.05 0.16 0.006 0.006 14.67 10.96 0.02 0.009 0.062 0.495 0.014 -
W19 0.116 0.05 10.27 0.010 0.005 12.98 7.93 0.03 2.870 0.008 0.020 0.020 -
W20 0.187 0.20 5.57 0.012 0.016 17.91 8.33 2.59 0.001 0.008 0.031 0.059 -
W21 0.147 1.95 9.18 0.008 0.006 14.33 8.43 0.02 0.001 0.005 0.023 0.035 -

SInternal
No. C Si Mn P V N BCr Ni Mo Al Nb

 
 
The other alloys were produced by Bochum University on Lab-base in 

order to develop lean alloyed austenitic stainless steels with high resistance 

to HE. To control the mictrostructure and properties of these steels, the basic 

Table 3.1 Chemical composition of the low-nikel steels, value in wt% [16]. Fe is 
balanced. W11 and W12 is comparable to AISI 304L and 316L, respectively. 
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alloy was modified by adding or subtracting a number of alloying elements. 
It can be confirmed that all low-nickel steels are within the austenitic region 
as shown in the Schaeffler diagram (Fig. 3.1).  

 

3.1.2 Production of tensile test specimens 

To reduce the influence of alloying segregation, only one tensile specimen 

was machined from the centre of the bar parallel to the rolling direction. The 
alloys were machined into cylindrical tensile specimens with a gauge length 
of 30 mm and a diameter of 5 mm by wet turning. The turning process is 

schematically illustrated in Fig. 3.2 [16]. 
Due to the machining process, there is a risk of strain-induced 

α’-martensite formation on the sample surface [16]. Thus, in order to remove 

the strain-induced α’-martensite, all specimens were subsequently solution 
annealed in vacuum for 30 min at 1050 oC or at 1150 oC depending on the 
alloy composition. The solution annealing process leads to an 
α’-martensite-free surface [16]. To determine the influence of annealing time, 

 
 

Fig. 3.1 Schaeffler diagram for the low-nickel steels. The numbers refer to 
the sample list in Table 3.1. 
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alloy W11 was additionally solution annealed for 15 min. All specimens were 
quenched in Ar gas at a pressure of 200 kPa. 

 

 

3.1.3 Tensile tests 

Tensile tests were performed at 25 oC and at - 50 oC in a high purity 
hydrogen gas (≥ 99.9999 % H2) at 40 MPa and in air at atmospheric pressure. 
Tensile tests in hydrogen atmosphere were carried out by TWI Ltd., using a 
specially designed vessel. This tensile test equipment for hydrogen 

atmosphere is shown in Fig. 3.3. This equipment is able to perform a tensile 
test at pressures of up to 100 MPa and at temperatures between -150 °C and 
85 °C [98]. Further details of the equipment are given in Ref. [99]. 

The tests were conducted at a constant displacement rate of 0.1 mm/min 
resulting in an initial strain rate of 5.5 x 10-5 s-1 according to ASTM-G142-98 
for the testing of metals in hydrogen [100]. The tensile reduction of the area 

was measured ex-situ with a calliper. The Relative Reduction of Area (RRA) 
was calculated by dividing the reduction of area in hydrogen by the reduction 
of area in the air (see section 2.2.2). In addition, martensite formation during 

the tensile test was monitored. The martensite content was measured every 
5 % of applied engineering strain using a Feritscope® MP30 device (Helmut 
Fischer GmbH, Sindelfingen, Germany), by monitoring magnetic portion in 

the sample. This measurement was carried out in air at - 50 oC. 

 

Fig. 3.2 Schematic illustration of the 
turning process for machining tensile 
samples with a defined surface 
roughness. (Figure from Martín [16], with 
permission of the author) 
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3.2 Oxide layer analysis 

Secondary Ion Mass Spectrometry (SIMS) analysis (see 3.2.1) was 
conducted to investigate the impact of the heat treatment on the oxide layer. 
In case of W19, cross section analysis by EDX was also performed. 

 

3.2.1 Secondary Ion Mass Spectrometry (SIMS) 

Secondary Ion Mass Spectrometry (SIMS) enables to determine the 
atomic and molecular composition of a solid by sputtering the surface of the 

specimen with a high energy focused primary ion beam. A fraction of 
sputtered ion particles is electrically charged and analyzed according to their 
mass to charge ratio in a mass spectrometer. SIMS is available to obtain 

chemical information only from the near surface region because the emitted 
ions originate from the uppermost one or two monolayers bombarded surface. 
On the contrary, other analytical techniques such as Energy Dispersive 

 
Fig. 3.3 High pressure tensile 

test equipment (100 MPa vessel) in 
TWI Ltd. (Picture from TWI [98]) . 
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Spectroscopy (EDS) and X-ray diffraction (XRD) give information from over 
several μm in depth. Hence, SIMS is used as a surface analysis technique 
such as X-ray Photoelectron Spectroscopy (XPS) and Auger Electron 

Spectroscopy (AES). The advantages and disadvantages of SIMS are briefly 
summarized below. 

 

Advantages 
 All elements detectable 
 Isotope identification 

 Low detection limit (ppm - ppb) 
 Shallow information depth (1 - 2 monolayer) 
 Chemical information (molecules, clusters) 

 High depth resolution (< 1nm) 
 

Disadvantages 

 μm level lateral resolution 
 Poor quantification because secondary ion yields strongly depend on 

the matrix. For quantitative analysis, composition standards are 

essential. 
 Flat surface required 
 Destructive analysis 

 

3.2.1.1 Time of Flight Secondary Ion Mass 

Spectrometry (TOF-SIMS) 

SIMS can be broadly categorized into dynamic SIMS and static SIMS. 
The dynamic SIMS uses a high flux of primary ion beam to erode the surface 
rapidly and is appropriated for impurity analysis and bulk analysis (depth 

profiles) In contrast, the static SIMS employs a low flax of pulsed primary 
ion beam below the static limit (<~1E12 ions/cm2) to obtain atoms, molecules, 
and large molecular fragments from e.g. organic compounds. 

TOF-SIMS equipped with a pulsed primary ion beam and time of flight 
mass analyzer was developed as static SIMS by A. Benninghoven in the late 
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1980s and this invention has later been developed to obtain depth profiles by 
combination of analysis beam and sputter beam. A detailed history of the 
development of TOF-SIMS can be found in the book edited by Vickerman 

[101].  
TOF-SIMS IV (ION-TOF GmbH, Münster, Germany) used in this study 

is equipped with a 2-lens Ga gun for analysis and a combination of a Cs and 

an Ar sputter gun for sample erosion, as shown in Fig. 3.4 [102]. Both guns 
are mounted at an angle of 45° to the sample. 

 

 
 

The sample is connected to ground potential. The secondary ions are 

extracted perpendicular to the sample surface with an extraction potential of 
2 kV and separated by a time of flight analyzer of the reflectron type with 2 
m drift path according to their flight time. A schematic view of mass 

dispersion in a drift path is given in Fig. 3.5  

According to the equation of kinetic energy, the measured flight time, 𝑡 

  

Fig. 3.5 Mass dispersion in a drift 
path. Time of flight is converted via Eq. 
(3-1) (Picture from ION-TOF GmbH 
[102], modified) 

 

Fig. 3.4 Schematic drawing of 
TOF-SIMS used in this study. (Picture from 
ION-TOF GmbH [102]) 
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can be converted to mass by using Eq. (3-1) 
 

𝑡 = 𝐿� 𝑚
2𝑧𝑧

 (3-1) 

 
where 𝐿 is a length of drift path, 𝑚/𝑧 is ions of mass to charge ratio and 𝑈 
is applied voltage to the extraction electrode. 

The secondary ions are converted to the signals by a microchannel 
plate/scintillator/photomultiplier detector arrangement. Time-of-flight (t), 
position (x,y) and measurement time (T) for each secondary ion are stored in 

the raw data file. This raw data file allows to reconstruct spectra, images and 
profiles after the measurement. 
 

3.2.1.2 Analysis Gun 

In this study, the 25 keV gallium liquid metal ion gun (LMIG) was 
operated in two different modes, so called the bunched and the burst 
alignment mode as shown in Table 3.2. In short, the measurement must be 

compromised between pulse width (mass resolution) and spot size (lateral 
resolution). 

In the bunched mode, 15-25 ns of ion packages are compressed to 0.7 ns 

pulses width by a buncher. The bunched mode allows high mass resolution 
without reducing the number of the primary ion current. TOF-SIMS 
spectrum around m/z 60 is shown in Table 3.2.. The bunched mode can 

resolve 60Ni (m/z 59.93) and SiO2 (m/z 59.97). However, the buncher 
introduces an energy spread of the beam. This results in a high chromatic 
aberration of the target lens. Therefore, the lateral resolution of the bunched 

mode is limited to several μm. 
The burst alignment mode is used for image analysis because of its good 

lateral resolution. However, the disadvantage of this mode is a low mass 

resolution, which results from long pulse of the analysis beam. The 
secondary ion image taken by the burst alignment mode in Table 3.2 is 
constructed from the broad peak at 60 m/z which contains the signal of 60Ni 
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(m/z 59.93) and SiO2 (m/z 59.97). 
 

 

3.2.1.3 Polarity 

When the analysis beam bombards a sample surface under ultra-high 
vacuum (UHV) conditions, secondary particles including electrons, photons, 
neutral atoms as well as positive and negative ions arise from the collision 

process between the primary ions and the sample atoms as well as by 
collisions between sample atoms. Either positive ions or negative ions are 
extracted perpendicular to the sample surface by applying negative or 

positive voltage between the sample and the extraction electrode as shown in 
Fig. 3.6 [102]. This means, that only one polarity canable to measure in one 
analysis batch. 

 

Table 3.2 Operation modes of Ga gun 
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The selection of polarity depends on the secondary ion yield, defined as 

the fraction of sputtered atoms that become ionized. The secondary ion yield 

is directly related to the ionization potential for positive secondary ions, and 
to the electron affinity for negative secondary ions. A simple thumb of the 
polarity selection for pure elements is indicated on the periodic table in Fig. 

3.7 [103]. For analysis of oxide layers on metals, the negative polarity is 
generally used.  

 

 

 
 

 
 Fig. 3.7 Periodic table for the polarity selection based on Element information in 

TOF-SIMS software in ver. 4.1 [103]. 

Fig. 3.6 Extraction electrode voltage for (a) positive polarity (b) 
Negative polarity (Picture from ION-TOF GmbH [102], modified)  
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3.2.1.4 Dual Beam Technique for Depth Profiling 

In TOF-SIMS, quite low flux of the pulsed analysis beam is used for the 
observation of an uppermost monolayer of a solid, as described in 3.2.1.1. For 
depth profiling analysis, dual beam mode is used. The schematic of depth 

profiling experiment is shown in Fig. 3.8. In this mode, an additional ion 
beam (sputter beam) is operated over several hundred μm to erode the 
surface. An analysis beam is rastered within a central region of the sputtered 

crater. In consequence, the secondary ions emitted from the flat bottom of the 
crater area are analyzed. 

 
The depth profile analysis sequences are as follows; The analysis beam 

strikes the solid, then the extraction voltage of the analyzer can be applied 
for 5 -10 μs to extract the secondary ions emitted from the surface. While 
secondary ions travel through the drift path for 100 μs, the extraction 

voltage can be switched off and the sputter beam can be switched on for the 
erosion. This cycle is repeated until the end of a measurement. More details 
of dual beam mode can be found in Ref. [104].  

The sputter beam column is equipped with two different ion sources 
which are Cs+ and either O+ or Ar+. Secondary ion yields can be significantly 
increased by selecting specific sputter ion species. Bombardment with O2+ 

enhances the positive ion yield and Cs+ enhances the negative ion yield [105]. 
In order to detect metal oxides signals, the negative polarity is selected here. 
Therefore, Cs+ sputter beam has been mainly applied for the erosion in this 

 

Fig. 3.8 A schematic of depth profiling by dual beam mode. 
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study. 
 

3.2.1.5 Measurement conditions 

In this study, depth profiling and image depth profiling were mainly 

performed in negative polarity. A primary ion energy of 25 keV with an ion 
current of 0.3 pA was used for the analysis beam. A sputter ion energy of 1 
keV with an ion current of 10 nA was used for the Cs+ beam. In the depth 

profiling mode, the analysis beam was optimized to the bunched mode and 
rastered over an area of 150 × 150 μm2, centered inside a 300 × 300 μm2 
crater, sputtered by the Cs+ sputter beam. Both beams were operated with 

an 128 × 128 pixel array. Image depth profiling was acquired with the burst 
alignment mode at an analysis area of 150 × 150 μm2 and with a Cs+ sputter 
beam. An image resolution of 256 × 256 pixels was selected so that the finely 

focused primary ion beam hits the whole analysis area. Since the sputter 
rate of Cs+ increases with increasing the image resolution, the sputter area of 
the Cs+ beam was extended to 500 × 500 μm2 in order to obtain the 

comparable sputter rate to the resolution of 128 × 128 pixels in the depth 
profile mode. The images of 256 × 256 pixels were compressed to 128 × 128 
pixels to increase the contrast by using the instrument software (ION-TOF 

GmbH, Münster, Germany) during data processing.  
Fig. 3.9 shows the difference in (a) the 128 × 128 pixel image and (b) the 

compressed image from 256 × 256 pixels. Compressed images reveal more 

clear distribution of Si segregated along grain boundaries of stainless steel. 
The measurements were carried out in ultra-high vacuum with a 

background pressure of 1 x 10-7 Pa in order to prevent surface oxidation 

during the analysis. It is well known that the oxide layer thickness formed in 
air at room temperature is several nm. Asami reported on a 4 nm oxide layer 
thickness formed on AISI 304 during wet polishing [106]. In this study, the 

oxide layer thickness of polished W11 obtained from depth profile result was 
set to 4 nm, then the calculated sputter rate was applied to all samples, 
except for the semi-cylindrical shape samples. Therefore, the sputter depths 

given in this study are somewhat approximated. 



3. Experimental  57 

 
 

3.2.1.6 Sample handling 

Inappropriate sample handling easily leads to sample contamination 
which affect the SIMS analysis. As an example; if plastic bags are used as 
sample containers, sample surface is inevitably contaminated by organics 

although they appear to be clean under an optical microscope. This 
contaminant often results in a crucial problem for surface analysis because 
TOF-SIMS is extremely sensitive and able to detect not only inorganics but 

also organics. For depth profile analysis of a flat surface sample, organic 
contamination is less problematic in this regard, since the contaminants are 
consumed in the course of erosion by sputter beam. However, it becomes 

critical for depth profiling analysis when the sample surface is rough or 
uneven.  

In this section, the above mentioned aspects will be addressed in detail 

showing depth profiling results on the cylindrical and semi-cylindrical 
samples. Fig. 3.10 (a) shows an optical image of the cylindrical sample after 
tensile test. The sample surface has a very rough appearance and many 

transverse cracks resulting from tensile deformation. Fig. 3.10 (b) is the 
secondary electron image of the rectangular region highlighted in Fig. 3.10 
(a). The enlarged secondary electron image verifies a wavy height 

modulation originating from the machining process to achieve the cylindrical 
shape. 

 

Fig. 3.9 Si image (a) aquired  with 128 × 128 pixels and (b) compressed from 
256 × 256 pixels. The compressed image (b) shows the distribution of Si along grain 
boundaries of stainless steel with high contrast. 
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Secondary ion images of the uppermost layer corresponding to the 

secondary electron image in Fig. 3.10 (b) are shown in Fig. 3.11 (a). Bright 

regions on the secondary ion image indicate a strong signal of the selected 
ion, while darker regions indicate a weaker signal. Fig. 3.11 (a) reveals 
inhomogeneous distribution of Fe+, Cr+ and Ni+ selected as main elements of 

stainless steel. Si2C5H15O+ shows relatively homogeneous distribution and 
C3F7+ distributes partially. Both of Si2C5H15O+ and C3F7+ are fragment ions 
originated from two types of contamination, as described later. 

To remove the contamination, sputter cleaning was performed by 1 keV 
Ar+ bombardment. Fig. 3.11 (b) indicates selected signals during sputter 
cleaning. The contamination by Si2C5H15O+ and C3F7+ seems to be removed 

by this process since its signals are decreasing with increasing sputter depth. 
However, secondary ion image after sputter cleaning still confirms the 
contamination on surface especially at crack regions. Further sputter 

cleaning was continued until it passes through the oxide layer (about 7 nm in 
depth) as shown in Fig. 3.11 (d). After removing about 7 nm of surface atoms, 
high intensity regions of Fe+, Ni+ and Si2C5H15O+ as well as C3F7+ are 

detected. Their positions are highly correlated (Fig. 3.11(e)),. Si2C5H15O+ and 

 
Fig. 3.10 Austenitic stainless steel sample after tensile test. (a) Optical image of the 

surface near necked region and (b) secondary electron image of the rectangular region 
shown in (a). Schematic tensile test sample indicated the observation area by optical 
microscope.  The sample surface has a very rough appearance, showing several tens 
micro-size cracks due to plastic deformation. The enlarged secondary electron image 
verifies a wavy height modulation caused by the machining process to achieve the 
cylindrical shape. 
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C3F7+ are both contamination that hinder a proper determination of the 
elemental lateral distribution.  

 

 

As mentioned before, these polymer signals are not critical for depth 
profiling of a flat sample, because it is possible to remove them by the 
sputtering process. But here, although the sample was eroded by the Ar+ 

beam, contamination is still visible in Fig. 3.11 (c) and (e), especially at crack 

 

Fig. 3.11 Positive secondary ion images and depth profiling of an austenitic stainless 
steel sample after a tensile test. (a) uppermost layer, (b) secondary ion signal originated 
from contamination and main elements during removing uppermost layer (c) after 
removing the uppermost layer (at about 0.4 nm), and (d) depth profile of oxide layer (e) 
after removing the oxide layer (at about 7 nm). Color scale is normalized to maximum 
counts per pixel (mc) for each individual ion. Contamination is visible at all sample 
depths, especially in crack regions. 
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regions. This results from an uneven sputtering process, which is due to the 
high roughness of the surface. In addition, the secondary ion formation is 
strongly influenced by the local chemical state of the surface (matrix effect). 

Thereby the presence of the contaminations can increase the secondary ion 
yield, resulting in the high local brightness of the Fe+, Cr+ and Ni+. These 
images strongly correlate with that of the contamination in Fig. 3.11 (e) 

A detailed analysis reveals that the Si2C5H15O+ signal represents 
polydimethylsiloxane (PDMS). This originates from the release agent of an 
adhesive tape that was used to fix the sample to measure its diameter. 

Further, PDMS is generally used as a mould-release agent in plastic bags. 
Plastic bags were used during the sample transfer. The C3F7+ signal 
represents perfluoropolyethers (PFPEs) arising from lubricant applied to 

screw part of the specimen before tensile test in order to assemble to tensile 
test machine. In fact, the C3F7+ signal is much stronger near the screw parts.  

To observe the distributions of oxide and contamination, the negative 

secondary ion image was taken near the screw parts as shown in Fig. 3.12 (a). 
F-, CF3- and COF3- are fragment ions of PFPEs. The correlation between FeO- 
and O- is observed while F- correlates inversely with O-. Inverse correlation 

between F- (red) and O- (blue) is clearly seen in the color overlay image 
shown in Fig. 3.12(b). This is attributed to the fact that the bright region of O 
indicates new surface formed during a tensile test since PFPEs is considered 

to have covered over the surface near the screw parts before the tensile tests. 
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In order to obtain proper secondary ion images, the contamination must 

be removed. For this purpose the commercial austenitic stainless steels (AISI 
304 grade) contaminated by PDMS and PFPEs were cleaned in appropriate 
chemical solutions [107] and were then analyzed by SIMS. Fig. 3.13 (a) 

shows positive secondary ion mass spectra acquired from AISI 304 
contaminated by PDMS. The characteristic fragment ions, Si2C5H15+, 
Si3C5H15O3+, Si3C7H21O2+ and Si4C7H21O4+, from PDMS are observed. After 
ultrasonic rinsing in hexane, these ions can be reduced significantly as 

shown in Fig. 3.13 (b). Similarly, Fig. 3.14 (a) shows positive secondary ion 
mass spectrum obtained from AISI 304 contaminated by PFPEs. The typical 
fragment ions, C2F5+, C3F5+, C3F6+ and C3F7+, from PFPEs are confirmed. The 

signals from PTPEs decrease due to ultrasonic rinsing in methylene chloride 
as indicated in Fig. 3.14 (b). Thus, by applying this cleaning sequence, 
reliable elemental distributions can be obtained even on as-machined 

samples. 
 

 

Fig. 3.12 (a) Negative secondary ion image taken near screw parts 
indicated in schematic tensile test specimen (b) Color overlay showing the 
different localizations of the O- and F-.  
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3.2.1.7 Influence of the surface morphology on 

depth profile measurement by SIMS 

In general, SIMS requires a flat surface for precise depth profile analysis. 
However, for the investigation of the oxide layer on W11 with α’-martensite, 

which forms on the surface during the machining process, no further surface 
polishing is allowed in order to keep the surface in its original condition. The 

 

Fig. 3.14 Positive secondary ion spectrum on AISI 304 contaminated by PFPEs 
(a) before and (b) after rinsing in methylene chloride. PFPEs can be removed by 
ultrasonic rinsing in methylene chloride. 

Fig. 3.13 Positive secondary ion spectrum on AISI 304 contaminated by PDMS (a) 
before and (b) after ultrasonic rinsing in n-Hexane. PDMS can be removed by rinsing in 
n-Hexane. 
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analysis surface, therefore, contains a certain curvature because of the 
cylindrical sample geometry. Further, the tensile test sample contains a 
wavy height modulation with a surface roughness of Ra=0.38 [20] originating 

from the machining process to achieve the cylindrical shape (Fig. 3.9). This 
wavy height modulation as well as the cylindrical sample geometry causes a 
degradation of the depth resolution during the SIMS analysis. 

To reduce the degradation of the depth profiling on cylindrical sample 
resulting from the curvature and the wavy height modulation, attention is 
turned towards the scanning direction of the ion beams. There are two 

different ion beams used in SIMS: The sputter ion beam and the primary ion 
beam which are focused at the same position with an incident angle of 45° to 
the sample surface. A curved sample results in a misalignment against both 

of the sputter and analysis ion beams. In the worst case, the erosion takes 
place apart from the analyses.  

To avoid the misalignment of the two guns due to the cylindrical shape, a 

large sample diameter of 30 mm was selected for the SIMS measurement, 
whereas its diameter is 5 mm for tensile test. The cylindrical sample was cut 
to semi-cylindrical shape as shown in Fig. 3.15 (a). The wavy surface caused 

by the machining process is maintained. The optical image in Fig. 3.15 (b) 
shows the analytical surface which maintained the height modulation of 
about 50 μm wavelength.  

 

 

 Fig. 3.15 (a) Sample geometry and (b) optical image of the sample. The wavy 
height modulation originating from the machining process is observed in optical image 
of the sample. 
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Machining also results in surface contamination that has been removed 
by sample washing in different chemical solutions prior to the SIMS 
measurements, as described in Section 3.2.1.6. 

Fig. 3.16 (b-1) and (b-2) show the influence of the surface modulation and 
curvature on the depth resolution in the SIMS profiles. For purpose of 
comparison, the depth profile on an ideal flat surface is also shown in Fig. 

3.16 (a). The related CCD camera images of the SIMS are depicted on each 
profile. These images verify the modulation orientation during the SIMS 
measurement which is vertical to the scanning direction (b-1) and parallel to 

the scanning direction (b-2). Here, instead of depth scale, the cycle number is 
used as x-axis in order to evaluate depth resolution. Vertical red dotted lines 
indicate the interface between oxide layer and bulk in each profile. 

Fig. 3.16 (a) shows the sharp profile of Fe+ and Cr+ and better signal to 
noise ratio when compared with profiles obtained on semi-cylindrical 
samples ((b-1) and (b-2)). Thus, the semi-cylindrical sample shape leads to 

not only the degradation of the depth resolution, but also a reduction of the 
signal to noise ratio. As can be seen, the broadened depth profiles of Fe+ and 
Cr+ appear for the vertical sample orientation in (b-1) compared to the 

parallel sample orientation in (b-2). The vertical red dotted lines mark 
similar features in both figures, visible at around 400 cycles (b-1) and at 
around 200 cycles (b-2), respectively.  

This finding is directly related to the surface roughness. In the vertical 
direction, erosion sputtering is pronounced on one side of the modulations, 
whereas analyze sputtering takes place at the opposite side of the 

modulation. This effect blurs the depth profile. In the parallel direction, 
erosion and analysis sputtering are possible on the hills and in the valleys of 
the wavy height modulation. Therefore, the depth profile is sharper and 

gives the “true” depth profile of the sample surface with higher accuracy.  
Still, the height modulation widens the depth profile. This effect cannot 

be prevented when studies on as-machined samples are required. However, 

surface roughness effects can be minimized by choosing the orientation 
parallel to the scanning direction. 
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3.2.2 SIMS - Sample preparation 

For the SIMS analysis, several types of specimens were prepared. The 
shape of the specimen, the type of the furnace for the solution annealing, and 
solution annealing duration were changed according to the purpose. The 

samples were prepared, including solution annealing process, by Bochum 
University. 

 

3.2.2.1 Evaluation of oxide layer formed by three 

types of furnace 

For the selection of the applicable furnace, three types of vacuum 

furnaces equipped with, (a) an inductive heater, (b) a molybdenum heater, 

 
 
 

 

Fig. 3.16 Depth profiling on W11 (a) a flat surface and (b) semi-cylindrical 
shape with a wavy height modulation. (positive polarity). The profile strongly 
depends on the sample orientation, which is (b-1) vertical to surface roughness and 
(b-2) parallel to surface roughness. The scanning direction is indicated by green 
and black lines in CCD camera images shown in the top of each profile. The depth 
resolution is better for the parallel orientation. 
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and (c) a graphite heater, were used for the solution annealing process. The 
sample shape, the annealing condition and the used furnace are listed in 
Table 3.3. 

 
 

 

Internal No. Shape
Temp
(oC)

Time
(min) furnace

W11 disk 1050 15 Inductive heater

W11 disk 1050 30 Inductive heater

W11 disk 1050 60 Inductive heater

W11 disk 1050 15 Mo furnace

W12 disk 1050 15 Mo furnace

W20 disk 1050 15 Mo furnace

W11 block 1050 15 Graphite furnace

Solution annealing conditionSample

 
 

3.2.2.2 Influence of α’-martensite  

To characterize the oxide layer formed during the machining process, no 
further surface polishing is allowed in order to keep the surface in its 
original condition. As a result, the sample geometry for the SIMS analysis is 

semi-cylindrical as resulting from the tensile tested rods. The sample 
diameter of 30 mm was selected for SIMS measurement. Two 
semi-cylindrical samples were cut out from the cylindrical shape piece as 

illustrated in Fig. 3.17. 
 

 
 

 

Fig. 3.17 Schematic illustration of 
sample geometry for W11 with and 
without α’ martensite 

Table 3.3 Sample information for oxide layer evaluation formed 
by three types of furnace. 
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One of them was annealed for 15 min at 1050 °C in a vacuum furnace 
equipped with a molybdenum heater after machining while another one was 
in machined condition. 

 

3.2.2.3 Influence of annealing time 

The oxide layer characterization was performed on W11 annealed for 15 
min and for 30 min. These samples were solution annealed at 1050 °C in 

graphite heater. In order to confirm the influence of solution annealing 
process on oxide layer formation, polished W11 was also measured by SIMS. 
The polishing was conducted with 3 μm diamond suspension followed by 

final polishing with colloidal silica. 
 

3.2.2.4 Oxide layer characterization of low-nickel 

steels 

For the oxide layer characterization of low-nickel steels, all steels were 
the solution annealed for 30 min at either 1050 °C or 1150 °C by using 

graphite furnace. The solution annealing conditions are listed in Table 3.4. 
 
 

 

Internal No. Shape
Temp
(oC)

Time
(min) furnace

W11-W19 block 1050 30 Graphite furnace

W20, W21 block 1150 30 Graphite furnace

Solution annealing conditionSample

 

 

In case of W19, the cross section was characterized also by EDX. For the 
EDX analysis, a piece of W19 was cut by spark erosion machine. The cross 
section was polished down to mirror surface with 3 μm diamond suspension, 

and with colloidal silica for finishing. 
 

Table 3.4 Sample information for oxide layer characterization of 
low-nickel steels 
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3.2.3 Energy Dispersive X-ray spectrometry (EDX) 

A cross sectional analysis on W19 was conducted by EDX in order to find 
out the interface, which cannot be achieved by SIMS. EDX analysis was 
peformed by FEI NOVA NANOSEM 650. The measurement was done with 

the help of M. Hahn. Details on EDX analysis can be found in Ref. [108]. 
 

3.3 Dislocation observation and dislocation 

density measurement 

The observation of dislocation by transmission Electron Microscope 
(TEM) was performed only on W11 while the dislocation density 

measurements by X-ray diffraction (XRD) were conducted on all samples as 
shown in Table 3.5. Again, the disk shaped samples were prepared, including 
solution annealing process, by Bochum University. The measurements were 

conducted at Institut für Materialphysik (IMP), Universität Göttingen. The 
original sample dimension is 12 mm diameter with 1 mm thickness. The 
observed samples and their annealing conditions are also summarized in 

Table 3.5.  
 

 

3.3.1 Transmission Electron Microscope (TEM) 

A Transmission Electron Microscope (TEM) observations were carried 
out in collaboration with M. Deutges. TEM was performed with Philips CM 

 
 

Internal No.
Temp
(oC)

Time
(min) furnace TEM XRD

W11 (as machined) - - - ✓ ✓

W11 1050 15 Mo furnace ✓ ✓

W11 1050 30 Mo furnace ✓ ✓

W11-W19 1050 30 Graphite furnace ✓

W20, W21 1150 30 Graphite furnace ✓

Solution annealing condition

 

Table 3.5 Sample information for dislocation measurements by TEM and XRD. 
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12 at an acceleration voltage of 120 keV.  
In the TEM, a focused electron beam (incident beam) hits an ultra-thin 

specimen, and electrons emerged from the exit surface are used to study the 

internal structure of the specimen. Now we consider a crystal containing an 
edge dislocation as a specimen (Fig. 3.18) [109]. 

 

 

 

In this case, the orientation of the lattice planes around the dislocation 
core is slightly distorted. Such local distortions alter the diffraction 
conditions. The electron beam is diffracted more strongly by the distorted 

lattice planes. In other words, the transmitted beam is weak in the vicinity of 
the dislocation core, while the transmitted beam is strong in the undistorted 
parts of the crystal. Such spatial distribution of transmitted electrons can be 

observed as contrast in images of specimen. In a bright-field image, the 

dislocations appear as black lines on a bright background [109]. 

The dislocation line may also appear and disappear by tilting the 
specimen during the observation, because the angle of incidence between the 
electron beam and the lattice planes are altered. Fig. 3.19 shows an atomic 

arrangement of an edge dislocation in different projections [110].  

Fig. 3.18 Schematic illustration of diffraction around a dislocation core. 
(Picture from Putnis [109] ) 
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Again, the lattice planes around the edge dislocation is locally distorted. 

In directions k1 and k2, these are relatively less distorted and do not alter the 

projected picture, while the shift of the atoms is visible in k3 direction. Thus, 
in normal TEM, the dislocation line can be visible only when the incident 
electron beam is aligned with k3 direction. This means that TEM images 

shown in this study do not ehibit all dislocations in the analyzed area. The 
visibility of dislocations may be altered by tiliting the specimen, since 
different planes can be put into the diffraction condition.  

 

3.3.2 TEM - Sample preparation 

The 3 mm disks were cut from the samples with a diameter of 12 mm and 
thickness of 1 mm. The sampling position is at 1 mm-distance from the edge 

in order to eliminate the influence of α’-martensite introduced by the wet 
turning process (section4.2.1). The cutting process was conducted using 
spark erosion machine by F. Oelkers-Hilker. The sample preparation was 

conducted by M. Deutges. Initial thinning was conducted by mechanical 
polishing. Then dimpling and Ar ion beam milling was carried out in order to 
thin the center of the disk. The entire procedure is schematically illustrated 

in Fig. 3.20. 
 

 

Fig. 3.19 Atomic arrangement of an edge dislocation in different projections. 
(Picture from Thomas and Gemming [110]) 
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3.3.3 X-ray diffraction (XRD) 

X-ray diffraction (XRD) peak broadening caused by strain has been 

investigated in association with dislocation density in a solid. For each 
sample after annealing XRD peak broadening measurement was conducted 
by X’pert MRD (Philips, Co Kα).  

A diffraction peak from unstrained crystallite appears at the position 
reflected equilibrium interplanar distance d, as illustrated in Fig. 3.21 (a). If 
uniform compressive stress is applied to grain, d’ spacings become smaller 

than d, and the corresponding diffraction peak shifts toward high angles as 
shown in Fig. 3.21 (b). If several spacings randomly distribute due to 
inhomogeneous strain which is induced by the defects: dislocations, 
interstitials, vacancies, and stacking faults, these regions cause various 

peaks, each slightly displaced from the other, indicated in Fig. 3.21 (c) by the 
dotted curves. Therefore, peak broadening shown by the full curve can be 
observed resulting from the sum of the peaks [111].  

 

 
 

Fig. 3.20 Sample preparation procedure for TEM specimen 
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The relationship between peak broadening and strain is given by 

Williamson-Hall (WH) equation [112] as follows. 

𝛽𝑡 �
𝑐𝑐𝑐𝑐
𝜆

� = 𝜀 �2𝑠𝑠𝑠𝑠
𝜆

� (3-2) 

 
where 𝛽𝑡  is the full width at half maximum (FWHM) of a Bragg 

reflection excluding instrumental broadening, 𝜃 is the Bragg’s angle, 𝜆 is 

the wave length of X-ray, and 𝜀 is the strain component. In this study, the 
diffraction peaks of (111), (110), (220), (311) and (222) were recorded and 
fitted with Lorentzian functions to obtain 𝛽𝑡. By plotting 𝛽𝑡(𝑐𝑐𝑐𝑐 𝜆⁄ ) versus 

2𝑠𝑠𝑠𝑠 𝜆⁄ , the strain component can be obtained from the slope and this plot is 
known as a WH plot. Fig. 3.22 shows WH plot on W12 specimen as one 
example.  

 

Fig. 3.21 Effect of strain on peak 
width and position (a) unstrained 
crystallite (b) homogeneously strain 
crystallite and (c) inhomogeneously 
strained crystallite. XRD peak 
broadening by the full curve appears 
resulting from the sum of peaks by the 
dotted curves. (Picture from Cullity [111], 
modified) 
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Then, the dislocation density ρ is derived as follows [113]: 
 

𝜌 =
3
𝜋
�𝜀
𝑏
�
2

× 1018  (1/m2) (3-3) 

 
where, 𝑏 is the magnitude of the Burgers vector. The magnitude of the 
Burgers vector is represented as follows 

 
‖𝑏‖ =

𝑎
2
�ℎ2 + 𝑘2 + 𝑙2 (3-4) 

 
where 𝑎 is the lattice parameter of austenitic stainless steel, ℎ, 𝑘, and 𝑙 
are the three Miller indices of a slip direction in the crystal. In this study, the 
following values were used: Miller indices of a slip direction for fcc metals: 

<110>, the lattice parameter of austenitic stainless steels determined 

experimentally: 0.359 nm. Thus, 𝑏=0.254 nm is obtained as the Burgers 
vector in austenite stainless steels by Eq. (3-4) 

 

 Fig. 3.22 WH plot of W12. Strain component ε can be obtained from the slope. 
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3.3.4 XRD - Sample preparation 

For dislocation density measurements by XRD, mechanical grinding was 
done to remove at least to 70 μm from surface and polishing was performed 
manually to 1000# on silicon carbide paper in order to remove the influence 

of surface α’-martensite which had formed during sample cutting. Thereafter, 
the surfaces were electropolished using LectroPol-5 equipment (Struers A/S, 
Denmark) and A3 electrolyte (Struers A/S, Denmark) at 35 V for 25 s [114] 

with the help of K. Born. 
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4 Results 

4.1 Selection of furnace 

As described in section 3.2.2.1, three types of vacuum furnaces were used 
in this study. In this section, we will discuss; (1) the difference of oxide layer 

formed by three types of furnaces, (2) the influence of the annealing time on 
the oxide layer thickness formed by inductive furnace, and (3) the influence 
of the chemical composition of stainless steels on the oxide layers. Based on 

these observations, selection criteria for heat treatment furnaces will be 
consequently given, in view of developing HE-resistant stainless steels.  

 

4.1.1 Oxide layer formed by three types of furnace 

As described in section 3.2.2.1, three types of vacuum furnaces, (a) 
inductive heater, (b) molybdenum heater, and (c) graphite heater, were used 
for the solution annealing process. It is well known that the thickening of the 

oxide layer can also be predicted by the oxide color. For stainless steels, those 
color changes occur in the order: yellow - brown - blue - gray - yellow (second 
order) with increasing oxide layer thickness [115]. The CCD camera images 

of three samples after SIMS analysis are shown in Fig. 4.1 (a) - (c). The 
square at the center of each image is the sputter crater formed by the sputter 
ion beam.  

 

 
 

 

 

Fig. 4.1 CCD camera image of W11 annealed by (a) inductive heater, (b) 
molybdenum heater and (c) graphite heater. The oxide layer formed in inductive heater 
is predicted. A discoloration is found in (a) and (b) due to the formation of thick oxide. 
The picture of (c) graphite heater was taken before measurement. 
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A bluish and a yellowish discoloration are found in Fig. 4.1 (a) and (b), 
respectively. Thus, we expect that the thickest oxide layer was formed in the 
inductive heater furnace. 

Fig. 4.2 shows the effect of the furnace type on the oxide thickness of W11 
solution annealed for 15 min. The interface between the oxide layer and bulk 
was determined from the SIMS depth profiles using the point where the FeO 

signal, which is the main oxide phase, decayed to 50% of its steady state 
value in the oxide layer. The interface is marked with a red dotted line in Fig. 
4.2. The SIMS measurement supports the results of Fig. 4.1. The oxide layer 

is thickest for the inductive heater furnace. The oxide layer formed in the 
graphite heater is significantly thinner than the others, as indicated in the 
inset of Fig. 4.2 (c). The vertical red dotted line in the profiles indicates the 

interface between oxide layer and bulk. The base pressure of each furnace is 
also indicated.  

A layer stacking of FeO and CrO is found in all of the samples. The oxide 

layer thickness on the sample was 160 nm for the inductive heater, 35 nm for 
molybdenum heater and only 4 nm for graphite heater, respectively. The 
oxidation behavior of the samples in the three furnaces is clearly different. 

The thinnest oxide layer was formed in the graphite heater, although its base 
pressure was the highest.  

This might seem to be a contradiction. However, this is explained by 

considering the difference of the oxygen partial pressure in the furnace, since 
the oxide layer thickness strongly depends on the partial pressure of oxygen 
in the furnace. In the graphite furnace, carbon (graphite) and the residual 

oxygen react to form CO, which is known as a reducing gas, during solution 
annealing. This reaction reduces the partial pressure of oxygen and the 
surrounding atmosphere becomes a reducing character. Further, as shown in 

the Ellingham diagram (Fig. 2.16), the carbon oxidation (2C + O2 = 2CO) line 
is downward-sloping. At 1050 °C, the carbon oxidation line goes below the 
iron oxidation (2Fe + O2 = 2FeO) line, the carbon can then reduce the metals 

presented above the carbon oxidation line. These reactions are not expected 
to occur in the other two furnaces with molybdenum or inductive heater, in 
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which the atmosphere is oxidizing. Hence, the difference of the oxide layer 

thickness detected can be ascribed to the atmosphere which was reducing or 
oxidizing during the heat treatment. 

In the sample heated by the furnace equipped with Molybdenum heater, 

MoO3 is found in the oxide layer despite of only 0.3 wt% Mo contained in this 
W11 sample. A possible explanation for this MoO3 is a contamination from 
the furnace. Mo is often used as a high temperature material because of its 

high melting point (2620 °C). However, its resistance to oxidation is poor. 
When molybdenum oxides (MoO2 and MoO3) form, volatilization of e.g. 
molybdenum trioxide occurs at 475 °C under vacuum conditions [116]. Thus, 
most probably the molybdenum trioxide covered the sample surface during 

the solution annealing process. 

 
 
 

Fig. 4.2 Depth profiles on W11 solution annealed for 15 min by the furnace 
equipped with (a) inductive heater, (b) molybdenum heater, and (c) graphite heater. 
The interface between the oxide layer and bulk is marked with a red dotted line. A 
layer stacking of FeO and CrO is found on all samples. The oxide layer thickness 
strongly depends the partial pressure of oxygen rather than the vacuum pressure in 
the furnaces. 
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4.1.2 Influence of annealing time - Inductive heater 

The oxide layer thickness is not only a function of temperature and 
partial pressure of oxygen, but also a function of heating time (section 2.3.4). 
Fig. 4.3 shows the depth profile results on W11 annealed (a) for 15 min, (b) 

for 30 min and (c) for 60 min in the inductive heater furnace. A red dotted 
line indicates the interface between the oxide layer and bulk, as defined in 
section 4.1.1. 

 

 

The oxide layer thickness increases from 130 to 230 nm, as the annealing 
time increases for 30 min to 60 min. However, between 15 min and 30 min, 
the change in its thickness is small, suggesting 15 min-difference has a 

minor impact on the growth rate of the oxide layer. 
The secondary ion images of FeO, CrO, NiO, MnO, Si and C on W11 

annealed for 15 min, for 30 min and for 60 min are shown in Fig. 4.4 and Fig. 

4.5. These images were reconstructed from two different characteristic 
sample depths of (I) oxide layer region and (II) beneath the interface, as 
indicated by the arrows in Fig. 4.3.  

 
 
 

Fig. 4.3 Depth profiles in W11 solution annealed (a) for 15 min, (b) for 30 min, and 
(c) for 60 min by inductive heater furncace. The interface between the oxide layer and 
bulk is marked with a red dotted line. The difference in oxide layer thickness between 
W11 annealed for 15 min and for 30 min is small  
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In the region (I), all of the samples show the same tendency that FeO, 

NiO and CrO distribute homogeneously, while Si and MnO segregate at 
grain boundaries as shown in Fig. 4.4.  

In Fig. 4.5 (region II), the enrichment of the selected elements, except for 

carbon, along grain boundaries becomes visible with increasing annealing 
time. A relatively thick oxide layer was formed on W11, when annealed for 15 

 
 

 
 
 

 

Fig. 4.4 Secondary ion images of W11 annealed by inductive heater (a) for 15 
min (b) for 30 min and (c) for 60 min at oxide layer region (I) as indicated in Fig. 4.3. 
FeO, NiO and CrO distribute homogeneously. Si and MnO segregate at grain 
boundaries. 

 
 

Fig. 4.5 Secondary ion images of W11 annealed by inductive heater (a) for 15 min 
(b) for 30 min and (c) for 60 min at beneath the interface (region II) as indicated in Fig. 
4.3. The enrichment of the selected elements, except for carbon, along grain 
boundaries becomes visible with increasing annealing time 
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min. There is no clear change in the oxide layer thickness between 15 min 
and 30 min-annealing time, as shown in Fig. 4.3.  

These observations suggest that the oxidation reaction rate decreases 

above 15 min annealing time. This can be attributed to the growth rate of the 
oxide layer on stainless steels which follows either a logarithmic or an 
inverse rate law (compare section 2.3.4).The rate of oxidation is controlled by 

either anion or cation movement through the metaloxide interface [117].  
At high temperatures, the grain boundary diffusion coefficients for metal 

ion and oxygen ion are several orders of magnitude larger than the lattice 

diffusion coefficient, as shown in Fig. 2.19 [94,118]. Once a thick oxide layer 
formed on the surface, the lattice diffusion of ions is limited. Thus, the 
selective oxidation at grain boundaries may dominate the reaction by the 

grain boundary diffusion of ions.  
However, the contribution of grain boundary diffusion to the oxide layer 

growth rate can be smaller than that of bulk diffusion because of the small 

size ratio of grain boundaries to grains. Sabioni et al. studied the oxygen and 
chromium ion diffusion in oxide films formed on AISI 304 stainless steels 
which have the similar chemical composition to W11 in this study. They 

reported that the diffusion coefficient of oxygen ions is one order of 
magnitude larger than that of chromium ions at 850 °C [118,119]. This 
suggests that oxygen ion inward diffusion is the main ion transport way for 

the growth mechanism of oxide films on W11.  
 

4.1.3 Influence of alloying elements - Mo heater 

Fig. 4.6 shows the SIMS depth profiles of (a) W11 (b) W12 and (c) W20 

annealed for 15 min in the furnace equipped with a molybdenum heater.  
 An oxide layer thickness of 35 nm for W11, 30 nm for W12 and 20 nm for 

W20, respectively, was found. The oxide layer thickness defined in section 

4.1.1 is marked with a red dashed line in the figures. As described in section 
4.1.1, MoO in W11 could be considered as a result of contamination from the 
furnace itself because this sample contains only 0.3 wt % of molybdenum. 

However, the MoO profile in case of W12 and W20 shows a rather high value 



4. Results  81 

and contamination alone cannot explain this effect. Therefore, it is 

reasonable to consider that this high MoO intensity originates from the bulk 
region due to the diffusion process during annealing (note that these W12 
and W20 samples originally contain 2.5 wt% Mo). 

Further, the maximum intensity of MoO appears in the shallow surface 
region compared to that of CrO and NiO. The difference in its thickness 
among those three samples is small, ranging around 20-35 nm. A remarkable 

feature found in the profiles of W12 is that the intensities of the oxides decay 
rather gradually even after the oxide layer and show long tails towards the 
bulk region. On the contrary, the profiles in W11 and W20 show quite sharp 

interface and, the intensities minimize at around 300 nm in depth and keep 
a constant level thereafter. 

Fig. 4.7 and Fig. 4.8 show the secondary ion images on (a) W11, (b) W12 

and (c) W20 solution annealed for 15 min in molybdenum furnace. These 
images were reconstructed from two different characteristic sample depths of 

 
Fig. 4.6 Depth profiles in (a) W11, (b) W12, and (c) W20 solution annealed for 15 

min by molybdenum heater furncace. A red dotted line indicates the interface between 
the oxide layer and bulk The intensity of selected elements in W12 decays gradually 
towards bulk region and shows long tails. 
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(I) just beneath the interface and (II) the underlying metallic region, as 
indicated by the arrows in Fig. 4.6.  

 

 

 

Fig. 4.7 Secondary ion images of (a) W11, (b) W12, and (c) W20 solution annealed 
for 15 min by molybdenum heater furncace, reconstructed from the data  taken at 
beneath the interface region as indicated in Fig. 4.6. The selected elements except for 
Si distribute homogeneously in W11 and W20. In W12, CrO and MnO highly 
concentrate in some grains. 

Fig. 4.8 Secondary ion images of (a) W11, (b) W12, and (c) W20 solution annealed 
for 15 min by molybdenum heater furncace at the under lying metal region as indicated 
in Fig. 4.6. Note that the selected elements except for Si appear still bright within the 
grains of W12. 
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An enrichment of Si at grain boundaries is found in all three samples in 
Fig. 4.7. The selected oxides are more or less homogeneous in W11 and W20. 
In W12, CrO and MnO are localized in the grain interiors. After departing 

the interface region (Fig. 4.8), the signals of selected elements in W12 are 
still bright and distribute homogeneously, while these are only partially 
visible in W11 and W20. As shown in Fig. 4.6 (b), a oxide signals show 

gradual decay with the depth (see profile of CrO). Such decaying signal is 
sometimes due to local enrichment of elements. However, the image in Fig. 
4.8 (b) show rather homogeneous lateral distribution of oxides. This result 

strongly suggests that elemental localizations cannot be responsible for the 
decay of oxides observed in the depth profile of W12 (Fig. 4.6 (b)).  

 

4.1.4 Selection of furnace 

As shown above in the section 4.1.1, the oxide layer thickness strongly 
depends on the furnace type. A relatively thin oxide is formed in the graphite 
furnace while a thick oxide is formed in the Mo-furnace and the inductive 

heater. This difference relates to the reductive gas atmosphere in the 
graphite furnace, where oxygen and carbon are consumed together to form 
carbon oxides. The Formation of thick oxide layers leads to chemical 

composition gradients in the near surface region. To avoid this, the graphite 
furnace was mainly used in the following studies. Just for the study on the 
influence of the α’-martensite on HE (section 4.2.1), the Mo-furnace was used. 

These results were obtained at the early stages of this study. 
 

4.2 Reference steel: Tensile test at RT 

As described in chapter 1, many aspects affect the mechanical properties 
of alloys in hydrogen atmosphere. In this section, we focus on the reference 
steel (W11) prepared at different conditions. The microstructural effects 

arising from processing and heat treatment will be shown. It should be noted 
that the tensile tests shown in this section were performed at room 
temperature. The results obtained on samples tested at lower temperature 
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will be shown in section 4.3. 
 

4.2.1 Influence of α’-martensite 

Both strain-induced α’-martensite and the oxide layer are considered as 

major factors influencing RRA and thus the HE susceptibility. 
Strain-induced α’-martensite acts as hydrogen diffusion path, whereas the 
oxide layer prevent hydrogen entry in metal.  

This section focuses on the results of tensile tests and SIMS in order to 
consider the impact of the strain-induced α’-martensite and the oxide layer 
separately. First, the results on W11 with and without α’-martensite are 

presented. One of the W11 samples was in machined condition, that is, the 
austenite phase (γ) partially transformed to α’-martensite in the surface 
region. An α’-martensite free W11 sample was produced by solution 

annealing. The solution annealing was performed at 1050 °C for 15 min by 
either molybdenum or graphite furnace after the machining. 

 

4.2.1.1 Tensile test results 

Microstructural observations were also carried out by Martín [16] using 
optical microscope to confirm surface α’-martensite. Fig. 4.9 shows the cross 
section of W11 (a) with α’-martensite and (b) without α’-martensite.  

 

 

 
 

Fig. 4.9 Cross section of W11 (a) with α’-martensite and (b) without α’-martensite 
[16]. The strain-induced α’-martensite 50 μm in depth below surface resulting from the 
machining process can be observed on W11 with α’-martensite. (Image from Martín [16], 
with permission of the author) 
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The strain-induced α’-martensite, which formed during the machining 
process, is observed in the surface region with a thickness of around 50 μm 
(Fig. 4.9 (a)). α’-martensite free surface is obtained by solution annealing at 

1050 °C for 15 min after the machining process, as confirmed by Fig. 4.9 (b). 
Fig. 4.10 shows the different fracture surfaces of W11 after the tensiles 

test of (a) the as machined state and (b) after subsequent solution annealing, 

respectively [16]. The tensile tests were performed in hydrogen at 40 MPa at 
room temperature. W11 with α’-martensite exhibits the typical brittle 
appearance and a number of vertical secondary cracks to longitudinal gauge 

section (Fig. 4.10 a), whereas W11 without α’-martensite shows ductile 
fracture (Fig. 4.10 b). 

 

 
After the tensile tests, the degree of HE is evaluated by determining the 

relative reduction of area (RRA) which is the ratio of the reduction of area 
(RA) in hydrogen to that in air. An RRA of 100% indicates that there is no 
influence of hydrogen on the macroscopic tensile ductility. The RA and RRA 

of both samples were also reported by Martín [16] as listed in Table 4.1. 
 

 
Fig. 4.10 Macroscopic view of W11 after tensile test at RT in hydrogen at 40 

MPa. (a)as machined (with α’-martensite) and (b) solution annealed (without 
α’-martensite) [16]. W11 with α’-martensite exhibits the typical brittle appearance. A 
number of vertical secondary cracks to longtitudinal gauge section are observed. 
W11 without α’-martensite shows ductile fracture. (Image from Martín [16], with 
permission of the author) 
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The RRA of W11 with α’-martensite is as low as 51.6 %, while it is 84.1 % 

for W11 without α’-martensite. This proves that W11 with α’-martensite has 
a lower ductility than W11 without α’-martensite when tested in hydrogen 
gas. This result clearly demonstrates that W11 with α’-martensite is more 

susceptible to HE than W11 without α’-martensite. 
 

4.2.1.2 SIMS analysis 

During the machining process, not only α’-martensite but also an oxide 

layer is formed, instantaneously. These oxide layers formed on W11 with 
α’-martensite might differ from that on W11 with α’-martensite due to 
different surface conditions and local chemistry.  

The main purpose of this section is to characterize the oxide layer formed 
on both samples during the machining process. No further surface polishing 
is allowed in order to keep the surface in its original condition. As a result, 

the SIMS analysis has been carried out on the samples with semi-cylindrical 
geometry having wavy height modulations as shown in section 3.2.1.7. 
Therefore, unfortunately, degradation of the depth profiles to certain extent 

inevitable. Nevertheless, a reasonable characterization is possible by 
scanning in parallel to this height modulation caused by the machining. The 
sample geometry, and the scanning direction are schematically shown in Fig. 

4.11 
 

Sample Atmosphere RA (%) average RA (%) RRA (%)
82.1
81.8
30.7
53.9
81.4
81.9
70.1
67.2

with α' martensite

without α'
martensite

81.7

68.7

51.6

84.1

air

H2

air

H2

82

42.3

 
 

Table 4.1 RA and RRA values of W11 with and without α’ martensite determined by 
tensile testing at room temperature in air and hydrogen atmosphere at 40 MPa [16]. (Data 
from Martín [16], with permission of the author) 
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The results of these SIMS characterizations are shown in Fig. 4.12. Here, 

depth profiles of the upper 25 nm of W11 with and without α’-martensite are 

shown.  
 

 

 
 
 

Fig. 4.12 Depth profiling on W11 (negative polarity) (a) in as machined condition (b) 
solution annealed for 15 min. The layered stacking of Fe- and Cr-oxide with a thickness 
of 5 nm for as machined and 9 nm for solution annealed for 15 min. 

Fig. 4.11 (a) Sample geometry and (b) Scanning direction 
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The oxides with high intensities found in the beginning of each 
measurement shown in Fig. 4.12 (a) and (b), i.e. at the left side are stacked 
layers of FeO, CrO, NiO and SiO2. These oxides form the surface oxide layer. 

After passing the surface oxide layer, the oxides keep the relatively high 
intensities compared to the results on the flat samples (see Fig. 4.16). This is 
due to the surface modulation and curvature, as described in section 3.2.1.7. 

Nitrogen is detected as CNO due to its low sensitivity. The stacking sequence 
of the FeO and CrO signal is visible in both profiles, as indicated in the 
bottom of each figure. This confirms a layered stacking of two different 

oxides. Most probably, these oxides are Fe2O3 and Cr2O3, the most stable 
oxides of Fe and Cr. 

The main chemical species in W11 with α’-martensite changes from the 

top most surface as shown in Fig. 4.12 (a). First, N shows an increased 
intensity at the top most surface. A maximum FeO signal is detected in the 
first 2.5 nm-depth. In addition, the S- signal appears also high in the same 

region, and NiO is slightly showing a low intensity shoulder at about 2 nm 
depth. The SiO2- signal reveals a maximum at about 3.5 nm depth. Then, in a 
depth of about 4nm the CrO signal marks almost maximum. At a depth of 4 

nm the NiO signal shows its maximum. C is distributed randomly, but with a 
high constant intensity.  

For W11 without α’-martensite (Fig. 4.12 (b)), a maximum FeO signal is 

present over the first 6 nm. The S- signal is shifted towards the sample 
interior and reaches its maximum at 7 nm. The CrO intensity has its 
maximum at 8 nm depth and a shoulder at 3 nm depth. NiO intensity is low 

for the uppermost layers and reaches its maximum at about 8 nm. The C- 
signal is slightly increased towards the sample surface showing a maximum 
at 2 nm. Furthermore, an increased concentration of N- is detected at the 

sample surface. This is in contrast to the N profile of the as machined sample, 
i.e. with α’-martensite, shown in Fig. 4.12 (a) 

This difference in the N profile may be attributed to the effect of 

annealing. Nitrogen is present as an impurity in the Ar gas, used for 
quenching after the solution annealing. However, since the Ar gas contains 
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less than 10 ppm of N, its influence is supposed to be small. Therefore, the 
high N concentration most probably arises from the bulk material itself, 
containing about 0.07 wt% N.  

During solution annealing in high vacuum, N and C diffuse toward the 
surface and accumulates. This is attributed to the high defect density at 
around the surface caused by martensitic transformation.  

The SiO2- content is nearly constant and higher than in Fig. 4.12 (b). A 
difference in the chemical potential for oxygen directs Si towards the sample 
surface where oxygen is provided.  

The lateral distributions of FeO-, CrO-, NiO-, SiO2- and C- on W11 with 
α’-martensite (as-machined) is shown in Fig. 4.13. These images are derived 
from three characteristic sample depth regions: (a) the oxide layer : 0 - 6 nm, 

(b) the region below the oxide layer : 8-14 nm, and (c) bulk : 45 - 51 nm (for 
the depth scaling see Fig. 4.12 (a)). Note that each image is normalized to the 
brightest pixel according to the color scale.  

 

 

The bright spots in (b) and (c) correlate, suggesting that the surface 
remained partially intact resulting from an uneven sputtering process due to 
strong irregularity of the initial surface. The microstructure of 

 
 
 
Fig. 4.13 Secondary ion images of W11 with α’ martensite at different sample 

depths. Relatively homogeneous desitribution appears. 
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strain-induced α’-martensite, which had formed during the machining 
process, is smaller than the lateral resolution of the instrument. Thus, no 
remarkable distribution of the selected ions is observed on this microscopical 

scale. 
The lateral elemental distributions in W11 without α’-martensite 

(annealed) are shown in Fig. 4.14 by using the same method as was 

employed for Fig. 4.13. Selected depth ranges are (a) 4 - 10 nm (b) 12-18 nm 
and (c) 48 - 54 nm, according to the profiles in Fig. 4.12 (b).  

 

 

Grain sizes of about 30 μm are visible in all images except for that of 
carbon. In a depth of 12 - 18 nm (b) and 48 - 54 nm (c) dots-like distributions 
of CrO- is sporadically observed in some grains. This may be attributed to the 

formation of chromium carbide, which is often considered to lead to the 
transformation of α’-martensite in the depletion zone of chromium and 
carbon [15]. However, it is evident that there is no chromium carbide since 

the dots-like distribution is not observed for C distribution, here. Hence, the 
formation of chromium carbides can be ignored in this study. Further, 
annealing at 1050 °C causes dissolution of all carbides and quenching in Ar 

 
 
 

 

Fig. 4.14 Secondary ion images of W11 without α’ martensite at different sample 
depths. Grain sizes of about 30 μm are visible. The distribution of SiO2

- at grain 
boundaries suggests the Si diffusion from the sample interior to sample surface 
through grain boundaries during the annealing. 
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gives a rate of cooling fast enough to hold all carbon in supersaturated 
solution.  

As can be seen in the SiO- image in a depth of 12 - 18 nm (b) and 48 - 54 

nm (c), SiO- is located at grain boundaries. This Si segregation is suggested 
to result from the solution annealing, as Si can easily diffuse along grain 
boundaries (section 2.3.4.2). As a result, Si diffuses from the sample interior 

to sample surface through grain boundaries during the annealing treatment. 
The constant Si profile in Fig. 4.12 (b) also suggests this phenomenon. 

 

4.2.2 Influence of annealing time 

As described in chapter 1, the reported RRA values on similar austenitic 
stainless steels with low-nickel content scatter significantly. This variation 
in the RRA-values was found in this study, too. In the following sections, the 

difference in RRA of reference specimens annealed for 15 min and for 30 min 
will be presented. The reference specimens (W11) investigated here were 
solution annealed at 1050 °C by graphite heater, eliminating the possible 

impact of the surface martensite phase. Tensile tests were performed at room 
temperature in air at atmospheric pressure and in hydrogen atmosphere at 
40 MPa.  

As shown in section 4.1.2 and in Fig. 4.3, the impact of annealing time on 
the oxide layer thickness was found to be small, in case of the treatment in 
inductive heater furnace. This section further investigates the impact of the 

annealing time by using the graphite heater furnace, which already 
demonstrated the lowest oxidation impact among all the furnaces tested in 
the preliminary experiments. 

 

4.2.2.1 Tensile test results 

The RA and RRA obtained on W11 annealed for 15 min and 30 min in 
graphite heater furnace are summarized in Table 4.2 [20]. 

Fig. 4.15 shows the RRA-value of W11 annealed for 15 min and 30 min 
plotted as a function of Ni content of the austenitic stainless steels including 
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the results obtained by different research groups. All of the plots shown here 

are based on tests performed at room temperature. 
As pointed out by Michler et al. [18], a large scatter of the RRA-values 

was found for the austenitic stainless steels, containing less than 10 wt% Ni. 

Interestingly, the sample W11 annealed for 15 min was found to be rather 
insusceptible against HE, while W11 annealed for 30 min is susceptible to 
HE. 

The repeatability measurements were conducted at the same test 
conditions. The obtained values are almost identical to the results shown in 
Table 4.2.  

The two samples have the same chemical composition and an almost 
identical grain size of about 50 μm. The only difference between these two 
samples is the solution annealing time. The RA obtained in air shows 

comparable value for both samples, implying that the difference in solution 

 

 
 
 

 
 
 

 
 
 

 
 
 

 
Fig. 4.15 Relative reduction of area (RRA) depending on the Ni content of the 

austenitic stainless steel studied here including the results of different research groups 
[18]. All tests were performed at room temperature. The variability in RRA values is 
considerably large below 10 wt% Ni (reported in Fig. 1.3). The RRA value of W11 
changes by annealing time. It is higher when annealed for 15 min than when annealed 
for 30 min. 

[18] 
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annealing time has an impact only on the fracture process under hydrogen 
atmosphere. 

 

 

4.2.2.2 SIMS analysis 

SIMS analyses were performed to unravel the reason for the gap in RRA 
found between the two samples annealed for 15 min and 30 min, respectively. 
Depth profile results on W11 in the as polished condition as well as annealed 
for 15 min and annealed for 30 min are shown in Fig. 4.16 (a), (b) and (c).  

 On the as polished sample, (Fig. 4.16 a) only a thin surface oxide is 
observed. The annealed samples (b and c) show still high intensities of Fe-, 
Cr-, Ni-, Mn-oxide signals even after passing a thin surface oxide layer 

compared to the profile of the polished sample. The intensity of Fe-, Cr-, Ni- 
and Mn-oxide remains constant for at least 80 nm in W11 annealed for 15 
min (Fig. 4.16 b). The intensity of Fe-, Cr-, Ni- and Mn-oxide signal in W11 

annealed for 30 min decreases gradually with increasing depth (Fig. 4.16 c). 
In the following, the former type of oxide is named as ‘‘high constant oxide 
level’’ and the latter type of oxide as ‘‘decaying sub-surface oxide’’. The high 

constant oxide level was also found on W11 annealed for 15 min in Mo 
furnace, as shown in Fig. 4.6, although their surface oxide thickness is 
relatively thick compared with that of W11 annealed in graphite heater. A 

layer stacking is depicted with the scheme of a layer model in Fig. 4.16. The 
outer layer is a Fe-rich oxide while the inner layer is a mixed Fe-Cr-Ni-Mn 
oxide. 

 

 
 

 

Annealing time
(min) air H2

W11 15 82 69 84
W11 30 81 40 49

Alloy RA (%) RRA (%)

 

Table 4.2 RA and RRA values of reference stainless steels (W11) solution 
annealed for 15 min and 30 min by graphite furnace. Tensile tests were peformed 
at room temperature in air at atmospheric pressure and in hydrogen atmosphere at 
40 MPa [20]. (Data from Martín [20], with permission of the author) 
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The secondary ion images of FeO, CrO, NiO, MnO, Si and C on W11 

annealed for 15 min and for 30 min are shown in Fig. 4.17. These images 
were derived for two different characteristic sample depths of (I) 0-10 nm 
and (II) 40-50 nm. It looks as if a larger grain size is found in the 30 

min-sample compared to that of the 15 min annealed sample. It seems to 
reflect an enhanced grain growth due to the longer heat treatment time. But, 
this is not the case. The effect of heat treatment time on the grain size was 

studied by Martín [20]. According to his results, the average grain size was 
47 μm and 53 μm for W11 annealed for 15 min and 30 min, respectively. This 
indicates just a minor difference of the grain size for these two annealing 

times. Therefore, it is considered that the SIMS image on 15 min sample (Fig. 
4.17 (a)) was taken by chance on an area with a high number of small grains.  

 
Fig. 4.16 Depth profile on W11. Three types of oxide were found on (a) as polished: 

thin surface oxide, (b) annealed for 15 min: thin surface oxide + high constant oxide level 
down to 60 nm depth and (c) annealed for 30 min: thin surface oxide + decaying 
sub-surface oxide. 
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However, the lateral distribution of the oxides such as CrO and MnO, is 
affected by the difference in the annealing time. In the sample with solution 
annealing for 15 min (Fig. 4.17 a-I and a-II), CrO and MnO show an 

inhomogeneous distribution in both depths I and II. Bright spots of CrO and 
MnO are significant. This localized enrichment in this sample becomes 
stronger with depth. Contrary to this, the oxides in W11 after 30 

min-solution annealing time distribute homogeneously, as can be seen in Fig. 
4.17 b-I and b-II. The color level for oxides is high in grains and grain 
boundaries. 

 
The different results on W11, as solution annealed for 15 min and for 30 

min (Fig. 4.16 and Fig. 4.17), are qualitatively supported by considering the 

 

 

 

 

Fig. 4.17 Secondary ion images of W11 annealed for (a) 15 min and (b) 30 min at 
different sample depths as indicated in Fig. 4.16 (b) and (c). CrO and MnO in W11 
solution annealed for 15 min show inhomogeneous distribution while they distribute 
homogeneously after 30 min heat treatment. 

(a) W11 annealed for 15 min in graphite heater 

(b) W11 annealed for 30 min in graphite heater 
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thermodynamics of oxidation. According to the Ellingham diagram shown in 
Fig. 2.16, which plots the standard free energy of formation of an oxide 
against temperature for the compounds, the oxidation enthalpies of both Cr 

and Mn are larger than that of Fe oxide (Fig. 2.16). It is, therefore, expected 
that Cr and Mn oxidize preferentially in case of the sample with 15 
min-annealing, as known in terms of ‘selective oxidation’. In case of the 

sample with 30 min-annealing, the selective oxidation occurs as well, but 
annealing is applied over a longer time span, which might allow the oxide 
precipitates e.g. CrO and MnO to grow as long as oxygen is supplied to the 

surface. This allows a more homogeneous distribution. 
 

4.2.2.3 Measurement of dislocation density by TEM 

and XRD  

The difference in annealing time also changes the dislocation density in 
metals. Fig. 4.18 shows TEM micrographs of W11 (a, b) as received (c, d) 

solution annealed for 15 min, and (e, f) solution annealed for 30 min, at 
different magnifications. These images were taken in collaboration with M. 
Deutges. The deformation bands indicated by red arrows and dislocation 

tangles are observed in the as-received W11 (Fig. 4.18 a, b), indicating a high 
dislocation density. In contrast, the dislocation density is quite low for W11 
annealed for 15 min and 30 min (Fig. 4.18 c - f).  

Focusing on the dislocation structure, a planar (grid-like) dislocation 
distribution and, in some areas, dislocation tangles are found in Fig. 4.18 (c, 
d). A dislocation pile-up at a grain boundary is observed in Fig. 4.18 (f). W11 

(AISI 304L) has a low stacking fault energy (SFE). In general, a lower SFE 
makes dislocation cross-slip more difficult, resulting in planar arrays of 
dislocations [120]. The experimental observation result here is in accordance 

with this interpretation. 
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The dislocation density seems to decrease with increasing solution 
annealing time as shown in Fig. 4.18 (c) – (f). These local features 
qualitatively agree well with the general effect of annealing e.g. recovery and 

dislocation annihilation. However, it is difficult to evaluate the dislocation 
density by TEM since it is of limited statistical significance due to the small 
observation area. Further, the number of observable dislocation may be 

 
 Fig. 4.18 Microstructure of W11 (a),(b) as received (c),(d) solution annealed for 15 

min (e), (f) solution annealed for 30 min, at different magnifications (In collaboration with 
M. Deutges). (a, b): The deformation bands indicated by red arrows and dislocation 
tangles are observed in the as-received W11. (c-f) The dislocation density is quite low 
for W11 annealed for 15 min and 30 min. The dislocation pile-up at grain boundary can 
be observed in (f) 
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changed by the diffraction contrast depending on the sample tilt.  
Alternatively, the XRD peak broadening method (section 3.3.3) was 

employed to determine the dislocation density. This method allows 

measuring a large sample volume. Table 4.3 shows the dislocation density as 
obtained by the XRD peak analysis.  

 

 

The as received W11 and W11 solution annealed for 15 min exhibit the 
almost identical dislocation density of 1012 m-2, while the dislocation density 
in W11 annealed for 30 min is 1011 m-2. In general, the dislocation density of 

an annealed metal is on the order of 1010-1012 m-2, and that of a few per cent 
deformed metal is 1012-1013 m-2. Severely deformed metals exhibit a 
dislocation density of 1015-1016 m-2 [121]. Thus, the order of dislocation 

density obtained by XRD is in good agreement with the value reported so far, 
for an annealed sample. 

It might seem to be a contradiction that the dislocation density of 

as-received W11 is almost equivalent to that of W11 annealed for 15 min 
while TEM observation reveals a large difference between them. But, in case 
of the as-machined W11, it can be assumed that there is a dislocation 
distribution gradient from the edge to the center of the sample. The 

dislocation density could be much lower in the center region than in the 
vicinity of an edge where many defects are introduced by the wet turning 
process. However, the dislocation density was obtained over the whole 

sample area by XRD. As a consequence, XRD measurements may not reveal 
the difference between W11 in the as machined condition and in the 
condition when annealed for 15 min. 

 

Dislocation density (1/m2)
As received 2.7 x 10 12

for 15 min 3.4 x 10 12

for 30 min 1.7 x 10 11  

Table 4.3 Dislocation density obtained by XRD 
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4.3 Low-nickel steels: Tensile test at - 50 °C 

4.3.1 Tensile tests results  

The low-nickel stainless steels and reference stainless steels (W11 and 

W12) were tensile tested at -50 °C in air at atmospheric pressure and in 
hydrogen atmosphere at 40 MPa. Again, all specimens were solution 
annealed by graphite heater at 1050 °C or 1150 °C. 

In the previous section, the tensile tests were performed on W11 at room 
temperature while the lower test temperature was used in this section. In 
order to reveal the temperature dependencies of stress-strain behavior, the 

tensile tests parameters obtained at room temperature and at -50 °C in air 
and in hydrogen are compared in Fig. 4.19. The data was obtained from 

Martín [20]. The 0.2% offset yield strength (σ0.2%𝑦) and ultimate tensile 

strength (σ𝑈𝑈𝑈 ) indicate the strength of materials while elongation to 

fracture (Δ𝑙) and reduction area (RA) represent the ductile properties.  
As can be seen in this result (Fig. 4.19), the difference in test 

temperature in air exhibits a significant impact on the ultimate tensile 

strength σ𝑈𝑈𝑈. Namely, a large reduction of ductility is found in H2 at -50 °C. 

For more detail, the RA and RRA values of all of the low-nickel steels are 
compared in Table 4.4 [20]. Remarkable HE-resistant properties (high RRA) 
are found for the samples W12 and W19. 
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Tensile test

Time (min) Temp. (oC) Temp. (oC) air H2

W11 30 1050 RT 81 40 49
W11 30 1050 -50 77 17 23
W12 30 1050 -50 80 75 93
W14 30 1050 -50 73 9 13
W15 30 1050 -50 74 15 20
W16 30 1050 -50 67 22 34
W17 30 1050 -50 71 32 45
W18 30 1050 -50 71 15 21
W19 30 1050 -50 83 69 83
W20 30 1150 -50 73 55 75
W21 30 1150 -50 76 30 39

Alloy RRA (%)Annealing RA (%)

 

Fig. 4.19 The parameters provided from tensile tests at room temperature and at 
-50 oC. (a) and (c): 0.2% offset yield strength (σy0.2) and ultimate tensile strength (σUTS). 
(b) and (d): elongation to fracture (ΔL) and reduction area (RA). The difference in test 
temperature in air exhibits the significant impact on ultimate tensile strength σ𝑈𝑈𝑈. 
Large reduction of ductility is found in H2 at -50 °C. (Data from Martín [20], with 
permission of the author.) 

Table 4.4  RA and RRA values of W11-W21 solution annealed for 30 min by 
graphite furnace. Tensile tests were peformed at - 50 °C in air at atmospheric pressure 
and in hydrogen atmosphere at 40 MPa [20] The results  on W11 tested at room 
temperature is presented for comparison. (Data from Martín [20], with permission of the 
author.) 



4. Results  101 

Fig. 4.20 shows RRA values plotted as a function of the Ni content of the 
low-nickel steels. Results of W11 annealed for 30 min tensile tested at room 
temperature are also plotted for comparison. 

 
The RRA-values of all samples, tested at – 50 °C and plotted versus the 

Ni content, are widely scattered. This scatter is attributed to the large 
difference in the chemical composition. In general, the austenite stability is 
strongly influenced by the alloying elements. On one hand, alloying elements 

such as C, N, Mn and Cu stabilize the austenite phase, as Ni does. On the 
other hand, alloying elements such as Al, Si, P, Ti, V and Mo stabilize the 
ferrite phase [20]. 

Here, we should note again that the composition given in Fig. 4.20 is 
nominal composition. Surface and near surface chemical conditions might be 
significantly different, due to oxidation reaction and concomitant 

modification of bulk composition. To track down this aspect, SIMS analysis 
was carried out for all of the samples. 

 
 
 

 

Fig. 4.20 Relative reduction of area (RRA) plotted as a function of the Ni content of 
the austenitic stainless steel. Tensile tests were performed - 50 °C in air at 
atmospheric pressure and in hydrogen atmosphere at 40 MPa. Results of W11 
annealed for 15 min and 30 min tensile tested at RT are plotted for the comparison. 
Large scatter was found also for the low-nickel austenitiec stainless steels W11-W21. 
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4.3.2 SIMS analysis and EDX 

 Depth Profile analysis  
SIMS analysis was performed on the new alloys. The oxide layers formed 

on 10 different alloys were characterized into four types by the shape of the 

profiles. The classified profiles are shown in Fig. 4.21.  
The classification of the oxide layer is as follows,  

(a) thick oxide:    W14 and W19 

(b) decaying sub-surface oxide:  W11, W16, W20 and W21,  

(c) thin surface oxide:   W15 and W18 

(d) high constant oxide level:  W12 and W17  

 

(a) thick oxide 

 
(b) decaying sub-surface oxide 
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(c) thin surface oxide 

 
(d) high constant oxide level 

 
 

 

Fig. 4.21 The type of oxide layer formed on W11–W21 annealed for 30 min by 
graphite furnace. (a) Thick oxide (W14 and W19), (b) thin surface oxide and decaying 
sub-surface oxide (W11, W16, W20 and W21),(c) thin surface oxide (W15 and W18) and 
(d) thin surface oxide and high constant oxide level down to 60 nm depth (W12 and W17). 



104     4.3 Low-nickel steels: Tensile test at - 50 °C 

The meaning of each oxide layer type is summarized as follows. (a) In 
W14 and W19, a thick oxide containing Al was found. (b) In W11, W16, W20 
and W21, the signal of FeO and CrO gradually decreases to the same 

intensity level of Fe2, which reflects iron metal in bulk, with increasing depth. 
This type of oxide is named as “decaying sub-surface oxide”. (c) Thin oxide 
layer in W15 and W18, which is named as “thin surface oxide”, the signal of 

FeO and CrO instantly reaches the same level as Fe2 after passing the thin 
oxide region. (d) In W12 and W17, the signal of FeO and CrO maintains a 
constant level and this level is considerably higher than that of Fe2. Thus, 

this oxide layer is named as “high constant oxide level”. The long depth 
profile measurements were conducted on W12 and W17. The signal of FeO 
and CrO in W12 and W17 intersects with Fe2 at 600 nm and at 1 μm in depth, 

respectively. The long depth profile results can be found in Appendix 8.3. It 
should be noted that (b) decaying sub-surface oxide and (d) high constant 
oxide level also have a thin surface oxide on top. 

All alloys (except W14 and W19) were measured at least three times at 
different sample positions in order to confirm the repeatability of the depth 
profile. Similar profiles were obtained in all cases. The repeatability of 

measurements can be confirmed in Appendix 8.4.  
The oxide layer stacking comprised of different oxides is found in most of 

the samples except for W14 and W19. Alloying elements of Mo, B, V, Nb and 

Si are found in the outer layer. The stacking sequence of MnO differs from 
sample to sample. MnO is found in the outer layer of W11, W20 and W21 
while the considerably broad profile of MnO was found in W16. Moreover, 

MnO distributes homogeneously in W12 and W17. 
Remarkably, the thick oxide layer of W14 and W19 contains relatively 

high amount of Al. The aluminum content of W14 and W19 is 1.64 wt% and 

2.87 wt%, respectively. The SIMS measurement cannot reach the interface 
region of these alloys because of the thick oxide. Therefore, cross sectional 
EDX observation was performed on W19 as shown in Fig. 4.22. 

As can be seen in Fig. 4.22, the aluminum oxide layer continues into the 
depth of at least 150 nm in W19. The formation of this considerably thick 
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oxide can be explained by selective oxidation. The selective oxidation of 
aluminum is a well known phenomenon and often used in high temperature 
applications. Small amounts of Al additive cover the alloy surface in the form 

of Al-oxide (scale) and this dense Al-oxide improves the high temperature 
corrosion resistance of alloys [122]. 

 

 
 Secondary Ion Image analysis 

The secondary ion images of (a) thick oxide layer (W14 and W19 

annealed for 30 min) are shown in Fig. 4.23. The oxide layer of these samples 
is homogeneous in the depth direction. Therefore, the images summed over 
all depths are shown in Fig. 4.23. 

In W14, AlO and C distribute homogeneously. FeO, CrO, NiO and MnO 
show some vertical dark lines, presumably resulting from the polishing 
before the solution annealing. In W19, AlO distributes homogeneously as 

well as in W14, but an inhomogeneous distribution of FeO, CrO, NiO, MnO 
and C is clearly found. 

 
 Fig. 4.22 Cross sectional EDX observation on W19. EDX measurement was 

peformed in the rectangle region indicated in SEM image. Oxide layer thickness is 
ca. 150 nm 
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Fig. 4.24 (a) shows the optical images of W19 at two different 
magnifications. At lower magnification, many dark lines are observed. The 

optical image magnified square section indicates that the dark lines contain 
many particles with the size of about 1-2 μm, appearing as white spots.  

In order to obtain the chemical information of the dark and light region 

in Fig. 4.24 (a), the secondary ion image was acquired at a higher 
magnification (80 × 80 μm) in the green rectangle region shown in Fig. 4.24 
(b). This image was obtained after the depth profile measurement shown in 

Fig. 4.22. The result is represented in Fig. 4.24 (c) on several oxide species. 
FeO, CrO, MnO, NiO and C appear to be colocalized, while AlO distributes 
relatively homogeneous. In this AlO image, many dark spots with the size of 

1-2 μm (indicated by arrows) are observed, as indicated by arrows. These 
dark spots correspond to the particles within the dark region in Fig. 4.24 (a). 
To elucidate this interesting feature more clearly, a color overlay of AlO and 

FeO was carried out and shown in Fig. 4.24 (d). In this picture, red color 
denotes the presence of AlO, blue color denotes the presence of FeO, and 
purple color denotes the presence of AlO and FeO. Obviously, the small 

particles are rich in FeO and deficient in AlO. Moreover, the dark region in 
optical micrograph is assigned to be a mixed phase of AlO, FeO, CrO, NiO, 
MnO and C, while the light region mainly consists of AlO.   

 
 
 

 
 
 

Fig. 4.23 Secondary ion images of W14 and W19. In W19, FeO, CrO, NiO, MnO and 
C show island distribution. 
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Such strong localization of oxides was not found in the other types of 
oxides. FeO ion images of (a)decaying sub-surface oxide (b) thin oxide and (c) 
high constant oxide level at different sample depths are summarized in Fig. 

4.25. The distribution of the other elements is found in Appendix 8.5.  
 

 
 

 
 

Fig. 4.24 (a) Optical images of W19 at two different magnifications. (b) FeO image. 
The green rectangle indicates the analytical area of (c). (c) Secondary ion image of W19 
at higher magnification (80 × 80 μm) (d) Color overlay image of AlO and FeO. 

(a) The dark line containing particles can be seen. (c) FeO, CrO, MnO, NiO and C 
appear to be colocalized. In AlO image, many dark spots corresponding to the particles 
within dark region in (a) can be observed. (d) The particles are rich in FeO and deficient 
in AlO. The dark region in optical microsope is the mixed phase of AlO, FeO, CrO, NiO, 
MnO and C, while the light region mainly consists of AlO. 
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Unlike the case of W 14 and W19 (Fig. 4.24), for all the samples shown 
here, FeO is distributed homogeneously at the depth of 0-10 nm. At the 
depth of 40-50 nm, FeO is found along grain boundaries in W16, W20 and 

W21, while FeO distributes relatively homogeneous in W11, W15, W18, W12 
and W17.  

 

 Depth profile analysis on polished steels. 
As shown in Fig. 4.21, four types of oxide layers were found on the new 

alloys, in annealed condition. For purpose of comparison, SIMS analysis 

were conducted on these alloys in polished conditions. The polishing was 

 
 Fig. 4.25 FeO ion images of (a)decaying sub-surface oxide (b) thin surface 

oxide and (c) high constant oxide level at different sample depths. At 40-50 nm, 
FeO is found along grain boundaries in W16, W20 and W21. 
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carried out mechanically at room temperature.  
Fig. 4.26 exemplarily shows SIMS depth profiles on polished W19, W11, 

W15 and W12. All results can be found in Appendix 8.5.. 

 

 
 
 

 
In all cases, only a thin surface oxide layer was observed. The thickness 

of this oxide layer is fairly constant; 3.0-4.5 nm for all of these alloys. The 

intensity of FeO and CrO reaches the level of Fe2 after passing the thin oxide 
region. The intensity of FeO and CrO reaches the level of Fe2 after passing 
the thin oxide region.  

A comparison of the results on the polished samples (Fig. 4.26) and the 
solution annealed samples (Fig. 4.21) indicates that (a) thick oxide, (b) 

Fig. 4.26 The oxide layer formed on polished W19, W11, W15 and W12. Thin 
surface oxide is observed 
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decaying sub-surface oxide and (d) high constant oxide level found in Fig. 
4.21 are characteristics of solution annealing, resulting from the migration of 
metals or oxygen ions at high temperature oxidation process. In contrast, (c) 

thin surface oxide  is similar to that formed in polished condition. In this 
type of oxide layer, the only difference between polished and annealed is the 
thickness of the top surface oxide layer. 

 

4.3.3 Dislocation density measured by XRD 

From the concept of austenite stability, we expect a correlation between 
RRA vs Ni content of stainless steels. However, as shown in Fig. 4.20, a large 

scattering of these relationship was found even for alloys with greater nickel 
content (Ni>11 wt%). Further, RRA of W11 changes by solution annealing 
time (Fig. 4.15). From TEM observations, the difference of dislocation 

density and distribution was not considerable between 15-min and 30-min 
annealed samples (compare section 4.2.2.3).  However, TEM observations 
often refer only to a local region. Considering these results, we performed 

dislocation density measurements on the low-nickel steels by using XRD, in 
order to gain more global information on the dislocation density of these 
samples.  

Fig. 4.27 shows the dislocation density in the low-nickel steels plotted as 
a function of RRA in order to reveal the relationship between them. It should 
be noted that the dislocation density was measured in solution annealed 

samples, so that this figure indicates the influence of the dislocation density 
in the alloys prior to the tensile tests. The colored points represent the oxide 
layer type as described in 4.3.2.  

From Fig. 4.27, it can be seen that the dislocation density in samples can 
vary by two orders of magnitude. As described in 4.2.2.3, in general, 
dislocation density of annealed metal is in the order of 1010-1012 m-2 [121]. 

Despite of the solution annealing process, all of the samples except W11 
possess a higher dislocation density than the value in literatures. 
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W12, W19 and W20, which possess a high dislocation density, show high 

RRA value, while W14 and W21, which also contain high dislocation density 
as well, though, shows low RRA value. Thus, at least in the frame of this 
study the dislocation density does not systematically scale with the 

RRA-values. 
 

4.3.4 Martensite formation at - 50 °C in air 

In order to evaluate the influence of the austenite stability on HE, 

martensite transformation curves, which were measured during the tensile 
test in air at – 50 oC [20], were analyzed according to the Olson–Cohen model 

[123]. The volume fraction of α’-martensite 𝑓𝛼′ as a function of true strain 𝜀 

is expressed as (4-1), 
 

𝑓𝛼′ = 1 − 𝑒𝑒𝑒{−𝛽[1 − 𝑒𝑒𝑒(−𝛼𝛼)]𝑛} (4-1) 

 
 Fig. 4.27 Dislocation density in W11-W21 plotted as a function of RRA. All samples 

were solution annealed for 30 min by graphite furnace. RRA values obtained from tensile 
tests performed in air at - 50 °C, atmospheric pressure and in hydrogen at - 50 °C, 40 
MPa. The colored points represent the type of oxide layer, (a) thick oxide: orange, (b) 
decaying sub-surface oxide: olive, (c) thin surface oxide: blue, and (d) high constant 
oxide level: magenta 
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where 𝛼  and 𝛽  are temperature dependent constants and 𝑛  is a fixed 
exponent of value 4.5 for austenitic stainless steels [123]. The martensite 
transformation provided in Ref. [20] was plotted as a function of engineering 

strain. Thus, engineering strain was converted to true strain by using Eq. 
(2-12). Fig. 4.28 shows martensite transformation curves as a function of 
true strain along with curve fits based on the Olson-Cohen model. In case of 

W14, the curve fitting was not carried out. The steep curve seen for W14 in 
Fig. 4.28 indicates that this material contains α’-martensite which 
transformed thermally at -50 °C without strain [20]. For W14, therefore, the 

Olson-Cohen model Eq. (4-1) cannot be applied without any modification, 
while it can be applied for all other samples. 

 

 
In Eq. (4-1), 𝛼 describes the rate of shear-band formation with respect to 

strain. It is mainly depends on the stacking fault energy (SFE). 𝛽 is related 

to the probability of the formation of α’-martensite nuclei. In other words, 𝛽 
gives an information about the rate of phase transformation into martensite. 

For larger 𝛽 values the volume fraction of the martensite phase is larger. It, 

 
 
 

Fig. 4.28 Martensite transformation curves measured during tensile test in air at 
-50 ° C, at atmospheric pressure. The original data are provided by Martín [20], with 
permission of the author. Experimental data are indicated by points. The solid curves 
represent the fits using the Olson-Cohen model.  
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thereby, gives the information about the sample’s ability to form a 

martensite. As a result, the two parameters, 𝛼 and 𝛽 , are obtained by 
fitting the martensite transformation curve by using Eq. (4-1). As can be 

seen in Fig. 4.28, the fitting results are satisfying within the tested strain 
range. 

Fig. 4.29 shows the RRA plotted as a function of (a) 𝛼 and (b) 𝛽 on 
W11–W21. The colored points represent the oxide layer type as described in 

4.3.2. A good linear relationship between the RRA-value and the 

𝛽-parameter was found, as shown by the dashed line, for most of the alloys. A 
less pronounced linearity was found between the RRA-value and the 

𝛼 -parameter. This result, therefore, suggests that the 𝛽 -parameter, the 
formation probability of α’-martensite nuclei, is the predominant factor to 

HE.  
Judging from Fig. 4.29 (b), samples with three types of oxide (a) thick 

oxide, (b) decaying sub-surface oxide and (c) thin surface oxide fall in the 

linear relationship between the RRA-value and the calculated probability of 

the nucleation of α’-martensite (𝛽). One can expect that the thick Al oxide on 
W19 increases the RRA-value if the oxide layer works as a protective layer. 
However, the tensile test measurement was carried out on W19 after 

removing the thick oxide layer, which was formed during the solution 
annealing, by polishing. Surprisingly, the RRA-value of W19 without the 
thick oxide is almost same as that of W19 with the thick oxide layer [20]. As 

a result, the thick Al oxide layer on W19 is not causing the additional 
increase of the RRA. 

Martensite formation seems to play a major role to HE in these 
austenitic stainless steels. W12 and W17, both are of oxide type (d), with the 

high constant oxide level, do not follow the general trend. Their RRA value 

with respect to the 𝛽-parameter is higher than that of the related other 
samples. 

 



114     4.3 Low-nickel steels: Tensile test at - 50 °C 

 

 

Fig. 4.29 RRA plotted as a function of 𝛼 and 𝛽 obtained by fitting results on 
martensite transformation curves using Olson–Cohen model. A Linear relationship was 
found between the 𝛽-parameter and the RRA value. The colored points represent the 
type of oxide layer, (a) thick oxide: orange, (b) decaying sub-surface oxide: olive, (c) thin 
surface oxide: blue, and (d) high constant oxide level: magenta 
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5 Discussion 
The impact of many aspects such as oxide layer type and thickness, 

α’-martensite-content, dislocation density etc. on HE in austenitic stainless 
steels were studied in order to interpret the large scattering in the 

RRA-values on similar austenitic stainless steels with low-nickel content. In 
this chapter, the results obtained by different measurements are 
systematically discussed and regarded in the frame of present literature. 

Firstly, the oxide layer formation process of austenitic stainless steels is 
discussed. Understanding the oxide layer formation is of considerable 
importance because the hydrogen entry in metals is highly sensitive to the 

surface. After that, the discussion treats the impact of the α’-martensite on 
HE, since HE is predominantly governed by the diffusion in martensite 
phase. Then, the influence of microstructure (grain size, dislocation density 
and dislocation structures) is specified in order to reveal the source of 

scattering in RRA. Further, the effect of microstructures is taken into 
consideration. Finally, the discussion is summarized by focusing on the 
impact of the oxide layer on HE. 

 

5.1 Oxide layer formation  

In this study, the solution annealing was conducted at 1050 °C or 1150 °C 

depending on the chemical composition of samples. As shown in Fig. 4.2, the 
oxide layer thickness strongly depends on the gaseous environment in the 
furnace. For example, the thin oxide layer formed in graphite heater is due 

to the reduction atmosphere in the furnace. The oxide layer stacking was 
found for all samples except for W14 and W19. These samples, W14 and W19, 
have high aluminum concentration and their oxide layer was characterized 

as a thick oxide type. (Fig. 4.21). Here, we note that the difference in the 
gaseous environment only affects the oxide layer thickness, but not the layer 
stacking sequence, as can be seen in Fig. 4.2. In the following section, the 

oxide layer sequence and oxide layer formation will be discussed separately 
for the alloying elements. 
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5.1.1  Iron (Fe), Chromium (Cr), Nickel (Ni) 

5.1.1.1 Stacking sequence of oxide 

The depth profiles of oxide layer formed at high temperature reveal a 
typical oxide layer stacking of Fe-, Cr- and Ni-oxide (Fig. 4.2, Fig. 4.3, Fig. 

4.6, Fig. 4.12, Fig. 4.16, Fig. 4.21). The layer sequence is as follows: The outer 
layer is a Fe-rich oxide while the inner layer is a mixed Fe-Cr-Ni oxide. The 
maximum peak of Ni locates beneath the maximum peak of Cr-oxide. This 
sequence is clearly confirmed in Fig. 4.2, Fig. 4.3, Fig. 4.6, Fig. 4.12. 

The oxide layer stacking in AISI 300 series stainless steels has been 
reported by a number of authors using various surface analysis techniques 
such as X-ray Photoelectron Spectroscopy (XPS), Auger electron spectroscopy 

(AES) and Secondary Ion Mass Spectrometry (SIMS) [124–135]. In case of 
air oxidation at low temperatures (up to 400 °C), their results show that the 
outer layer is Fe rich oxide and, the inner layer is a Cr oxide 

[124,130,132,134,135]. At temperatures above 400 °C, there is a controversy 
concerning the stacking sequence of the oxide layer. Betz et al. studied oxide 
layers on AISI 304 by AES and found an Fe-rich outer oxide layer when 

oxidized below 500 °C [124]. At 700 °C, Cr was detected in the outer layer 
and the Cr concentration in the outer layer becomes predominant with 
elevating oxidation temperatures, of up to 900 °C. In contrast, some 

researchers reported the formation of an Fe-rich outer layer at above 400 °C 
[126,133]. Recently, Vesel et al. have reported the depth profiles on AISI 
316L by AES [135]. The oxidation was conducted in the temperature range 

between 327 °C to 977 °C. At temperatures below 327 °C, the outer oxide 
layer consists of Fe, while Cr concentration is maximum at the oxide-bulk 
interface. At 527 °C, chromium oxide becomes dominant and Fe signal 

significantly decreases in the outer oxide layer. However, at 727 °C, the Fe 
signal is, again, enriched at the surface. Further increase in oxidation 
temperature (980 °C) leads to predominant Fe in the outer oxide layer. 

The discrepancy of the oxide layer sequence shown above may be due to 
the difference in the thickness of the surface layer analyzed by AES. Typical 
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information depth (electron escape depth) for AES is several nm [104], 
resulting in the difficulty to detect a thin layer (< several nm). In case of 
SIMS, the several nm of Fe-rich outer layer can be detected, as shown in Fig. 

4.21 because the information depth (ion escape depth) for SIMS is one 
monolayer to a few layers. Moreover, the intensity is used in SIMS to 
represent the depth profile while the atomic fraction is typically used in AES 

and XPS. As a consequence, the presence of Fe in the outer layer could be 
obscured in AES and XPS results, but not in SIMS results. 

 

5.1.1.2 Oxide type 

In contrast to AES and XPS, SIMS measurement does not give 
information about the chemical state of oxides. In order to determine the 
oxide type, the two dimensional phase stability diagram for the Fe-Cr-O 

system can be applied. Fig. 5.1 shows the phase stability diagram for the 
Fe-Cr-O and Fe-Ni-O system at 900 °C versus the oxygen partial pressure 
[136]. The compositional range of stainless steels used in this study is 

roughly indicated with a red dotted rectangle in Fig. 5.1. 
When a metal reacts with oxygen, a gradient of the oxygen chemical 

potential occurs from the surface to the bulk. Thus, the oxygen partial 

pressure of the stability diagram can be assumed as the gradient of oxygen 
chemical potential in a metal since the oxygen partial pressure decreases 
with depth. Comparing Fig. 4.21 and Fig. 5.1, it is likely that the outer oxide 

layer is a corundum type Fe2O3. In the deeper region of oxide it could be a 
mixture of corundum (Fe2O3, Cr2O3) and spinel (FeCr2O4, NiFe2O4 and 
NiCr2O4) type. The oxide type in the deeper region is unclear. Regarding the 

composition of the outer layer, Shibagaki [133] and Saeki [137] investigated 
the oxide layer formed on AISI 300 series stainless steels at 427 °C and 
1000 °C, respectively. Shibagaki et al. evaluated the thin oxide layer 

consisting of five layers by comparing the chemical potential diagrams with 
the depth profile results. They concluded that the outer layer (first layer) is 
corundum-type Fe2O3 and a spinel-type NiFe2O4 and the interface (fifth 

layer) is spinel-type compound FeCr2O4, coexists with a solid solution of Ni 
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and Fe [133]. In contrast, Saeki et al. investigated thin oxide layers by XPS 

and XRD and observed that the outer layer is a mixed layer of corundum and 
spinel type oxides, and the inner layer is a chromium-rich corundum type 
[137]. Some researchers studied thin oxide layers formed at over 1000 °C 

[126,137]. Thus, more detailed experimental research on the thin oxide layer 
under certain harmonized conditions is required to get the full picture. 
Especially at high temperatures like 1000 °C, considerable degassing is 

expected and thus the partial pressure of various gases in the furnace should 
give rise to different oxidation conditions. 

The oxidation process is schematically illustrated in Fig. 5.2, as is often 

used to describe the oxide layer formations [126,138–142]. In order to 
simplify the model, only the migration of metal ions from bulk is presented 
by arrows, although the transport of oxygen from the surface  

toward the bulk also occurs during oxidation. 

 
 
 

Fig. 5.1 Phase stability diagram at 900 °C (a) Fe-Cr-O and (b) Fe-Ni-O system 
[136]. Red dotted rectangle indicates the compositional region used in this study. 
(Figure from Hansson [136]) 
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In the initial stage of oxidation, Fe, Cr and Ni react with oxygen at the 

surface and a mixture of Fe–Cr–Ni is formed on the alloy surface. When the 
oxidation proceeds, Cr is predominantly oxidized because Cr oxide has the 
most negative free energy of formation, as shown in Ellingham diagram (Fig. 

2.16). Upon further oxidation, the Fe ions diffuse through the Fe-Cr-Ni oxide 
and the Cr-rich oxide, resulting in the nucleation of Fe-oxide at the surface 
because the diffusion of Fe ions in the oxide is 2.5 orders of magnitude faster 

than that of Cr ions [143]. Once the Fe-rich oxide nucleates, it grows and 
spreads over the Cr-rich oxide. The detail of ion-diffusion in oxide will be 
discussed in section 5.1.5. 

 

5.1.2 Manganese (Mn)  

As shown in Fig. 4.21, the profile of MnO differs among the samples and 
it seems that the profile shape is associated with the type of oxide. 

(classification of oxide, see in section 4.2.2.2) In W11, W20 and W21, the 
maximum peak of MnO appears in the Cr-rich oxide layer (see Fig. 4.21 (b)). 
A considerably broad profile was found in W16. The oxide layer formed on 

these alloys, W11 W16, W20 and W21, is categorized as “decaying 
sub-surface oxide” type (Fig. 4.21 (b)). MnO distributes homogeneously in the 
“high constant oxide level” (W12, W17, Fig. 4.21 (d)). W15 and W18, which 

are categorized as thin oxide, contains rather small amount of Mn (Fig. 4.21 
(c)). Thus MnO was detected only in the surface region. Although the reason 
for the difference in the distribution of MnO is not clear. Mn tends to be 

 
Fig. 5.2 Schematic model of the oxidation process for the steels in this study 
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present in the surface region as shown in Fig. 4.21. The trend, at least, is not 
in contradiction to the results reported by Vesel, suggesting that the addition 
of even small quantities of Mn into an alloy leads to the formation of MnO, at 

high temperatures [135].  
 

5.1.3 Carbon (C) 

A maximum peak of C always appears at the oxide/bulk interface in both 

annealed and polished samples (Fig. 4.21 and Fig. 4.26). Some researchers 
have monitored C in steels, but, most of them have attributed that C as 
contamination at the surface [144,145], constant level throughout the 

experiments [132,146], and close to the detection limit [147]. Only Betz et. al 
and Vesel et. al showed the existence of a small C peak at the interface in 
depth profiles by AES [124,134]. The presence of C at the oxide/bulk 

interface can be due to the fast interstitial diffusion of C. The diffusion 
coefficient of carbon is about 4 orders of magnitude larger than that of 
chromium [115]. Here, we suggest that, during the oxidation process, C 

instantaneously diffused toward the fresh surface from the bulk in order to 
achieve the equilibrium state.  

 

5.1.4 Aluminum (Al) 

W14 and W19 have thick oxides of Al, as shown in Fig. 4.21. The oxide 
layer was grown to at least for 150 nm in W19, and for 900 nm in W14. The 
oxide layer thickness of such extent is considerably thick for SIMS depth 

profiles in a reasonable analysis time scale and, therefore, the depth profiles 
on both W14 and W19 are not showing any interface between oxide layer and 
bulk region, this interface is not reached in the measurements. The origin of 

this thick Al-oxide formation can be explained by the preferential oxidation 
of Al, since Al-oxide is more thermodynamically stable than Fe-, Cr-, and 
Ni-oxide as indicated by Ellingham diagram in Fig. 2.16. Taking an 

advantage of thse selective oxidation of Al, the formation of Al-oxide on alloys, 
so called Al2O3-forming (Calorizing or Aluminizing), has been widely used 
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intentianly in metallurgical engineering in order to enhance e.g. the high 
temperature corrosion resistance of alloys [122,148–154].  

Interestingly, the oxide layer of W14 was much thicker than that of W19, 

although the Al content of W14 (1.64 wt%) is lower than that of W19 (2.87 
wt%). This trend might be explained by the oxidation rate of Al depending on 
the Al-content. Ike et. al has studied high temperature oxidation behavior of 

Fe-14Cr alloys with low Al contents [149]. In their study, the oxidation rate 
decreased with increasing Al addition from 0.75 to 5.0 wt%. This is in 
accordance with our findings. 

The distinct localization of FeO, CrO, NiO, MnO and C was found in W19 
(Fig. 4.23 and Fig. 4.24), implying the formation of multiple phases, 
depending on the Al content in alloys. According to Al-Fe phase diagram, Fe 

is only slightly soluble in fcc-Al [155]. In the Al2O3-FeO-Fe2O3 ternary system, 
Al2O3 can dissolve up to 12 wt% Fe2O3 in the temperature range 
1300-1370 °C [156]. When oxidation of austenitic stainless steels containing 

Al occurs, Al is selectively oxidized as described above. The small solubility of 
Fe in Al and Fe2O3 in Al2O3 results in phase separation in the oxide layer of 
W19 under solution annealing treatment. 

 

5.1.5 Kinetics of oxidation: details on ion mobilities 

As mentioned above, a stacking of different oxide layers was observed on 
stainless steels. If the oxidation process is thermodynamically controlled, the 

oxide layer would be stacked in the sequence of getting the lowest standard 
free energy of formation of oxides under thermodynamically equilibrium 
conditions, as shown in the Ellingham diagram (Fig. 2.16). However, this 

study, like certain others, shows that the oxide stacking sequence does not 
follow the order of the standard free energy formation of oxides. It means 
that the oxidation process is not only thermodynamically but also kinetically 

controlled.  
To interpret the ion-diffusion rate in the oxide, as presented in section 

2.3.4, the crystal field theory can be introduced [132,157]. Possible diffusion 

paths for cations in close-packed anion lattices and the preferred route in 
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cubic structures are shown to be by alternate, adjacent octahedral and 
tetrahedral positions, while diffusion via similar interstices, i.e. tetrahedral 
to tetrahedral or octahedral to octahedral, is prohibited by the severe lattice 

distortion. [132]. The rate of lattice diffusion of a cation through oxide is 
related to the activation energy for transfer from octahedral to tetrahedral 
site, and vice versa. Each site has certain stabilization energy for the cations. 

As a consequence, the difference between the octahedral and tetrahedral 
crystal field stabilization energies, termed the crystal field preference energy 
(CFPE), implies the relative ion mobility in the oxide. The crystal field 

stabilization energies [158] and CFPE [132] for transition-metals in spinels 
are listed in Table 5.1 with their ionic radii [24].  

In Table 5.1, we should note that the results are given for a certain 

oxidation number of the cations. Any change in the oxidation state may 
change the values. According to the summary in Table 5.1, both Cr 3+ and 
Ni2+ prefer octahedral sites. In contrast, Fe3+ and Mn2+ have no site 

preference. It suggests that once Cr3+, Ni2+ and Fe2+ do not easily move to the 
tetrahedral site through an adjacent octahedral site, while Fe3+ and Mn2+ 
migrate through the route consisting of alternate tetrahedral and octahedral 

sites. This model explains the fast diffusion of Mn2+ despite of its relatively 
large ionic radius compared to that of Cr2+.  

 

 
 

 
 
 

Ion Number of d
electrons

Octahedral
Stabilization

Tetrahedral
Stabilization CFPE Ionic radii

(kJ/mol) (kJ/mol) (kJ/mol) (nm)
Cr3+ 3 224.7 66.9 158 0.063
Mn2+ 5 0 0 0 0.082
Fe3+ 5 0 0 0 0.065
Fe2+ 6 49.8 33.1 17 0.079
Co2+ 7 92.9 61.9 31 0.077
Ni2+ 8 122.2 36.0 86 0.073  

Table 5.1 Crystal field stabilization [158], Crystal field Preference Energies (CFPE) 
[132] for transitionmetal ions in oxides and ionic radii [24]. The CFPE is defined as the 
difference between the octahedral and tetrahedral crystal field stabilization energies of 
oxide. (Data from Dunitz [158], Allen [132] and Hasegawa [24]) 
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On this basis, the ranking order of relative ion mobility in the oxide 
grown on a stainless steel might be as follows: 

Fe3+ and Mn2+ > Fe2+ > Co2+ > Ni2+ > Cr3+ 

The order of ion mobilities agrees well with the stacking sequence of Fe- 
and Mn-oxide determined by this SIMS study. But, the stacking sequence of 
Cr- and Ni-oxide differs from the expected order. In the SIMS results, the 

peaks in the NiO curves were found beneath the CrO. This is not consistent 
with the order of ion mobilities noted above. Similar trends to this SIMS 
observation have been reported by several authors [124,128–130,133,134]. 

The reason of this behavior could be that large amount of Ni being oxidized 
at the beginning of oxidation. According to the Ellingham diagram (Fig. 2.16), 
the standard free energy of the formation of Ni oxide is positive than that of 

Cr oxide, suggesting lower affinity between oxygen and Ni. However, at the 
beginning of oxidation, the partial pressure of oxygen is so high enough at 
the surface, that Ni could be predominantly oxidized at this stage of the 

whole reaction processes due to its high ion mobility. Assuming that Ni oxide 
with several monolayers is formed at the surface, a gradient of oxygen 
chemical potential from the surface-side to the bulk occurs, then leading to a 

selective oxidation of Cr. NiO being buried under the Cr oxide layer. 
Therefore the maximum peak of CrO is slightly shallower than the NiO peak. 
At later stages, differences in diffusion rates control the formation of oxides. 

The oxidation of Fe is thermodynamically unfavorable. However, its greater 
mobility allows diffusion through the Ni-rich oxide and Cr-rich oxide and the 
formation of Fe-rich oxides at the outer layer should result. The same should 

account for the oxidation of Mn. 
 

5.2 Hydrogen embrittlement 

5.2.1 Influence of surface strain-induced 

α’-martensite and oxide layer 

In order to reveal whether strain-induced α’-martensite or the oxide 

layer plays a major role in the RRA-value, tensile tests and SIMS analysis on 
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W11 with and without α’-martensite were performed, as shown in section 
4.2.1. W11 with α’-martensite is in the as-machined condition since austenite 
phase (γ) partially transforms to α’-martensite during the machining process. 

Under the machining condition, 50 μm thick α’-martensite was formed at the 
surface as shown in Fig. 4.9. The α’-martensite-free W11 was produced by 
solution annealing at 1050 °C for 15 min. The oxide layer type formed on 

W11 without α’-martensite is “high constant oxide level”, as described in 
section 4.2.2.2.  

The RRA-value of W11 with α’-martensite and a layer of high constant 

oxide level was as low as 51.6 % compared to 84.1 % for W11 without 
α’-martensite solution annealed (decaying sub-surface oxide layer), as 
summarized in Table 4.1. This means, W11 with α’-martensite was less 

ductile than W11 without α’-martensite when tested in hydrogen gas. 
Consequently, W11 with α’-martensite was more susceptible to HE than W11 
without α’-martensite. 

The layer of high constant oxide level formed on W11 without 
α’-martensite should inhibit hydrogen entry. However, during the tensile test 
the surface oxide breaks and crack growth occurs, suggesting that the oxide 

layer only initially prevents the hydrogen attacks. As a consequence, 
α’-martensite is judged to play a major role in the HE process. In addition, 
this, in turn, suggests a considerable impact of the HE- testing method itself 

to evaluate a HE-susceptibility. This point will be discussed in detail in 
section 5.2.3.3.2. 

The susceptiblility of W11 with α’-martensite to HE is mainly related to 

the presence of the martensite phase at the sample surface. Hydrogen 
diffusivity in α’-martensite (bcc) is about three orders of magnitude higher 
than in austenite phase (fcc) [16]. During tensile tests in 40 MPa hydrogen 

atmosphere, hydrogen penetrates into the specimen via the surface 
α’-martensite, which acts as a “hydrogen diffusion highway” [159]. Hydrogen 
atoms in the specimen then solute in the austenite (fcc) phase where the 

solubility for hydrogen is high or traps at internal defects.  
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5.2.2 Influence of austenite stability 

As discussed in the previous section, the surface α'-martensite acts as a 
rapid diffusion path for hydrogen. During tensile tests, it is also expected 
that the austenite phase partially transforms to α’-martensite by 

deformation process. The amount of α’-martensite, formed during tensile 
tests, depends on the strain rate, the tensile test temperature, and the 
chemical composition of the stainless steels. In case of commercial stainless 

steels such as AISI 304 and 316, many researchers have reported the effect 
of the tensile test temperature and the strain rate on the martensite 
transformation behavior [35,36,123,160–163]. Further, influences of 

α’-martensite on tensile test properties in hydrogen atmosphere under 
various test conditions are also reported. Details on these aspects are 
already described in sections 2.2.3.3 and 2.2.3.4. This section focuses on 

impacts of the chemical composition on the martensite transformation.  
To eliminate the effect of pre-existing surface α’-martensite, all steels 

(W11-W21) were solution annealed at 1050 or 1150 °C for 15 min before 

testing. All of the tensile tests were performed at constant temperature 
-50 °C and at a constant strain rate of 5.5 × 10-5 s-1. At this test temperature, 
α’-martensite transformation more easily occurs than at room temperature. 

As described already, the presence of α’-martensite increases the 
hydrogen susceptibility of steels. From this viewpoint, it is readily expected 
that the susceptibility to HE has a correlation to the steels’ phase stability. 

The Ni content is often used as an indicator of austenite stability, since Ni is 
a strong austenite stabilizer. Several papers reported clear correlation 
between the RRA-values and the Ni content [164,165]. However, as 

previously mentioned (chapter 1 and section 4.2.2.1), a poor correlation 
between the RRA-values vs the Ni content is found as well, in the range of 
less than 10 wt% Ni [18]. In this study, large scattering was found even for 

the alloys with greater Ni contents (Ni~11 wt%) as shown in Fig. 4.20. These 
facts suggest that the Ni content does not provide enough accuracy to 
estimate the austenite stability of low-nickel steels. 

In this study, we found a strong correlation between the RRA-value and 
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the probability of the formation of α’-martensite nuclei (β), as shown in Fig. 
4.29. Here, the probability of α’ nuclei formation is obtained from 
Olson-Cohen model. In the following sections, firstly, the Olson-Cohen model 

will be interpreted. Then, the findings in Fig. 4.29 will be discussed. Finally, 
three alternative empirical equations will be examined based on the 
relationship between the RRA-value and so-called β-parameter. 

 

5.2.2.1 Olson-Cohen model: details on α- and 

β-parameters 

As described in section 4.3.4, the Olson-Cohen model gives an 
information about the rate of shear band formation (α-parameter) and the 
probability of the formation of α’-martensite nuclei (β-parameter). The 

former is related to the stacking fault energy (SFE) and the latter 
corresponds to the austenite stability [166,167].  

Before discussing the dependency of α- and β-parameters on RRA, the 

content of these parameters are described in detail. The nucleation of 
α’-martensite is schematically illustrated by Olson and Cohen [166], based 
on the works of Bogers and Burgers [168], as shown in Fig. 5.3. According to 

Bogers and Burgers [168], an α’-martensite (bcc) structure can be generated 
from an austenite (fcc) structure by two successive shears. These shears are 

1/3 and 1/2 fcc twinning shear, referred to as 𝑇2 and 𝑇
3
 in Fig. 5.3. In fcc 

metals, it is known that a perfect dislocation of 𝑎2 〈110〉 dissociates in two 

partial dislocations as described in Eq. (5-1). 

 
𝑎
2

< 110 >→
𝑎
6

< 211 > +
𝑎
6

< 121� > (5-1) 

 

The 𝑇2  shear can be accomplished by an array of 𝑎𝑓𝑓𝑓
6

[211�] Shockley 

partial dislocations on every second (11�1)𝑓𝑓𝑓 plane, while the 𝑇3 shear can 

be achieved by an array of 𝑎𝑓𝑓𝑓
6

[211] Shockley partial dislocations on every 
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third (1�11)𝑓𝑓𝑓 plane, shown in Fig. 5.3 (a). After intersection of these two 

arrays, the stacking faults left behind, resulting in an ε-martensite (hcp) 
platelet structure, as shown in Fig. 5.3 (b). The ε-martensite platelet extends 

in a band structure during the deformation. Further, an α’-martensite (bcc) 
nucleus is formed at the intersections between the ε-martensite bands.  

In Fig. 5.3, ε-martensite is shown as an intermediate phase in the 

transformation from austenite to α’-martensite. However, α’-martensite 
transformation can also proceed without going through the ε phase. The 

α’-martensite nucleates at slip band intersections from the austenite phase 
with the aid of pile up dislocations [161,169–171]. 

 

 
 

 
 

 
 
 

Fig. 5.3 Schematic illustration of the nucleation of α’ martensite at the shear band 
intersection due to two arrays of 𝑎𝑓𝑓𝑓 6⁄ 〈112〉  Schockley partial dislocations in 
austenite. (a) before intersection process and (b) after intersection process. One array 
𝑇 2⁄  has partial dislocations on every second {111}𝑓𝑓𝑓 plane and averages one-half of 
a twinning shear, while the other array 𝑇 3⁄  has partial dislocations on every third 
{111}𝑓𝑓𝑓  plane and averages one-third of a twinning shear. The resulting 
doubly-faulted intersection has a hcp structure (ε-martensite) [166,167]. (Picture from 
Bracke[167], modified) 
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Thus, the α-parameter in the Olson-Cohen model corresponds the rate of 

shear band formation via stacking faults represented as 𝑇2 shear, 𝑇3 shear 

and ε-martensite. The β-parameter corresponds to the probability of the 

formation of α’-martensite nuclei formed at shear band intersections. 
 

5.2.2.1.1 Stacking fault energy and Martensite 

transformation 

A controversy exists concerning HE of austenitic stainless steels. Some 

authors argued strain-induced α’-martensite playing a major role in HE 
since martensite phase (bcc), formed during tensile test, acts as “hydrogen 
diffusion highway” [13,15,16,159,164,172,173]. Other authors propose HE is 

correlated to low stacking fault energy (SFE) [165,174–177], since 
hydrogen-assisted fracture has been observed for stable austenitic stainless 
steels such as AISI 309 and 310, in which no martensite transformation 

occurred during tensile test. This hypothesis is as follows. Low SFE 
enhances planar dislocation motion, resulting in dislocation pileups at 
obstacles such as grain boundaries, inclusions, segregation and so on. If a 

metal or alloy contains hydrogen, hydrogen transport by dislocations occurs 
during the tensile tests. In the region of the pileup, the hydrogen 
concentrations would be high, leading to greater embrittlement [175].  

In general, the effects of strain induced α’-martensite and SFE on HE are 
usually difficult to distinguish, since α’-martensite nucleation is 
closely-linked with the shear band formation associated with SFE, as 

described in section 5.2.2.1. Nevertheless, the relationship between the rate 
of shear band formation (α-parameter) and the probability of the formation of 
α’-martensite nuclei (β-parameter) are examined. 

Fig. 5.4 shows β-parameter as a function of α-parameter obtained in this 

study. A dashed line in Fig. 5.4 shows the trend in the data. The β-parameter 

is proportional to the α-parameter in the range from 2 to 6.5. Above α = 6.5, it 
seems that the β-parameter becomes constant. In case of W11 and W19, the 

probability of the formation of α’-martensite nuclei is low, although the rate 
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of shear band formation is high. This means that not all shear band 
intersections result in nucleation site for α’-martensite formation, since 

martensite transformation is limited by critical nucleation size [178].  
As shown in Fig. 4.29, a close correlation between the β-parameter 

(probability of the formation of α’-martensite nuclei) and the RRA-value is 

found, while the less correlation is found between the α-parameter and 

the-RRA value. Consequently, martensite transformation plays a 

predominant role in the HE susceptibility of the low-nickel steels.  
 

5.2.2.2 Ni equivalent and Md30 temperature 

The β-parameter presented in the previous section was experimentally 
obtained as shown in Fig. 4.28. From the practical point of view, it is 
convenient to use indicators like the Ni content for the prediction of HE. But, 

it has already been mentioned that the Ni content itself does not seem to be 

 
Fig. 5.4 Probability of the formation of α’-martensite nuclei as a function of rate of 

shear band formation (SFE). The colored points represent the type of oxide layer, (a) 
thick oxide: orange, (b) decaying sub-surface oxide: olive, (c) thin surface oxide: blue, 
and (d) high constant oxide level: magenta. Except for W19, β parameter increase with 
increasing α parameter.  
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available for this purpose (section 4.3.1 and section 5.2.2). Alternatively, we 
propose three empirical equations which are often used to describe the alloy’s 
phase stability; (1) the Ni equivalent and (2) the Md30 temperature as given 

by Angel (Eq. (2-4) [35]) and (3) the Md30 temperature as given by Nohara (Eq. 
(2-5) [36]) as described in section 2.1.2 and 2.1.3.2.  

For the prediction of HE, several authors have proposed other empirical 

equations which were directly derived from the relationship between 
RRA-values (or RA-values) and alloy compositions [165,179]. In this study, 
however, we return to the concept of “phase stability” to interpret different 

experimental results reported so far. In the following, first, the accuracy of 
the above three equations for the phase stability is examined. After that, the 
most accurate equation will be further discussed to verify its validity for the 

prediction of HE in sections 5.2.2.3 and 5.2.2.4.  
Fig. 5.5 shows the Ni equivalent plotted as a function of the β-parameter. 

No significant correlation between Ni equivalent and β-parameter can be 

seen in Fig. 5.5. This result is predictable since the Ni equivalent indicates 
the austenite stability as a function of the Cr equivalent in the Schaeffler 
diagram, suggesting the lack of the Cr contribution to the phase stability in 

this equation. 
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Likewise, the Md30 temperature is calculated by the equation of Angel 
and Nohara and represented as a function of the β-parameter in Fig. 5.6 and 

Fig. 5.8, respectively. 

It is clear that the Md30 temperature by Nohara shows a close correlation 
with the experimentally obtained β-parameter, while Md30 temperature by 

Angel shows less correlation. The difference between two equations is the 
contribution of Ni and Cu to the austenite stability. In Angel’s equation, the 
effect of Ni seems to be underestimated. Further, Nohara’s equation takes 

into account the effect of Cu, which has the same influence as nickel on the 
Md30 temperature. It also takes into account the influence of the grain size, 
which affects the martensite transformation. The grain size effect on the 

martensite transformation will be discussed in section 5.2.3.1. The departure 
of W19 from the trend line is attribute to the lack of the Al-contribution in 
the Md30 equation of Nohara. 

 

Fig. 5.5 Ni equivalent plotted as a function of β parameter. The colored points 
represent the type of oxide layer, (a) thick oxide: orange, (b) decaying sub-surface 
oxide: olive, (c) thin surface oxide: blue, and (d) high constant oxide level: magenta. 
No significant correlation between Ni equivalent and β parameter. 
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Fig. 5.7 Md30 (Nohara) plotted as a function of β parameter. Md30 were calculated by 
Nohara equation [36]. The colored points represent the type of oxide layer, (a) thick 
oxide: orange, (b) decaying sub-surface oxide: olive, (c) thin surface oxide: blue, and (d) 
high constant oxide level: magenta. A close correlation between Md30 and β is found  

Fig. 5.6 Md30 (Angel) plotted as a function of β parameter. Md30 were calculated by 
Angel equation[35]. The colored points represent the type of oxide layer, (a) thick oxide: 
orange, (b) decaying sub-surface oxide: olive, (c) thin surface oxide: blue, and (d) high 
constant oxide level: magenta. A correlation between Md30 and β is found  
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5.2.2.3 RRA-value vs Md30 at low temperature 

As deduced in the previous section, the Md30 temperature by Nohara 
shows a linear relationship with the β-parameter. This means that the Md30 
temperature by Nohara has a potential to serve as a good indicator for HE 

instead of Ni content. To evaluate the capability of the Md30 (Nohara) 
temperature as an indicator predicting the susceptibility to HE, the 
RRA-values obtained at -50 °C are plotted as a function of Md30 temperature 

to serve, as shown in Fig. 5.8. In this figure, comparable results reported by 
Fujii et al. [180] and by Michler [18] are also implemented. These results 
were obtained from similar tensile tests at low tempearture (-40 °C [180], - 

50 °C [18]) in high-presure hydrogen gas (45 MPa [180], 40 MPa [18]) and in 
air to derive the RRA-values. In case of Fujii’s data, there is no description of 
grain size. In order to plot their data, 50 μm was adopted as grain size and 

dashed bars indicate the variation range for grain sizes varying from 5 to 200 
μm.  

 
Fig. 5.8 RRA plotted as a function of Md30. The tensile tests were performed at 

-50 °C in 40 MPa hydrogen and in air in this study. Md30 were calculated by Nohara 
equation [29]. Comparable results by Fujii et al. [149] and by Michler [18] are also 
represented. The colored points represent the type of oxide layer, (a) thick oxide: 
orange, (b) decaying sub-surface oxide: olive, (c) thin surface oxide: blue, and (d) 
high constant oxide level: magenta. A clear correlation was found above -80 °C of 
Md30 temperature. 
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Dashed line shown in Fig. 4.29 provides an indication of trend. Except for 
W12, W14, W17 and W19, a clear correlation is found above -80 °C of Md30 
temperatures. It should be stressed that the departure of W14 and W19 from 

a linearity can be directly related to the lack of the Al-contribution in the 
Md30 equation of Nohara. In case of W12 and W17, these points also deviate 
somewhat from the linear relationship between the RRA-value and the 

β-parameter, as shown in Fig. 4.29. Below - 80 °C, three points in Fujii also 
depart from the trend line. This feature will be discussed later. 

 

5.2.2.4 RRA-value vs Md30 at room temperature 

Similarly, Fig. 5.9 shows RRA values for samples tested at room 
temperature versus Md30 for W11 and for similar data from Fukuyama 
[6,181], Michler [18], Walter [182] and Caskey [183]. The literature data 

were selected on the basis of the-RRA value vs Ni content, as reported by 
Michler (Fig. 4.15) [18].  

Above -80 °C in Fig. 5.9, a close correlation is found between the 

RRA-value and Md30. Exceptions are some data points surrounded by a circle. 
The general trend is indicated by a solid line. A large variation, indicated by 
a shaded region, is found at around -80 °C. Below -80 °C, the RRA-values are 

more or less constant and near 100 %. Only exception is steel group A. 
The group surrounded by the circle is discussed now. W11 for 15 min 

contains the layer type of high constant oxide level as described in 4.2.2. The 

scatter of steel B is due to macro-segregation, as discussed by Michler et al. 
[18]. The scatter of group C is attributed to a large variation in grain size (10 
- 350 μm) [183]. In this figure, however, the grain size effect on martensite 

transformation is taken into account. Further, steels of large grain size also 
show significantly higher RRA values compared to the trend line. 
Consequently, other potential factors such as surface roughness, 

macro-segregation, inclusions, etc. must be further considered. For instance, 
a tensile specimen with smooth surface improves by about 50 % in the 
RRA-values compared to that with surface roughness of Ra=0.4 μm [184].  
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Meanwhile, ASTM has published “Standard Test Method for 

Determination of Susceptibility of Metals to Embrittlement in Hydrogen 
Containing Environments at High Pressure, High Temperature, or Both” 

referred as G142-98 since 1998, in order to achieve comparable results 
among different researchers [185]. Currently, many researchers refer to this 

G142-98 standard for tensile tests in high pressure hydrogen atmosphere. It 
should be noted that the surface roughness of Ra=0.38 μm [20], mentioned in 

section 3.2.1.7, is within an allowance of G142-98, though a certain scatter is 
clearly present among the data. This means that the standard test method 
should be modified in line with new findings and, in fact, it was modified in 

2004 and in 2011 [100,186].  
We, thus, have removed these old data in Fig. 5.9 and replotted again in 

 
 

 
 

Fig. 5.9 RRA plotted as a function of Md30 including data from Fukuyama [6,181], 
Michler [18], Walter [182] and Caskey [183]. W11 were tensile tested at RT in 40 
MPa hydrogen and in air. Md30 were calculated by Nohara equation [29].  

Above -80 °C of Md30, a close correlation is found except for some data points 
surrounded by a circle. A large variation is found at around -80 °C of Md30. Below 
-80 °C, RRA values are more or less constant near 100 % 
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Fig. 5.10., using recently reported RRA-values, obtained by tensile tests in 
high-pressure hydrogen gas / air, as a function of the calculated Md30 
(Nohara) temperature. By this, following the standard G142-98 from 2011, 

should give us more reliable summary on the current discussion. For 
comparison, results on thermally pe-charged steels [165] are also plotted in 
this figure (blue data plots). In the following sections, we will discuss testing 

results in high-pressure hydrogen gas / air and by thermally pre-charging 
method separately. 

 

 
 

 
 

Fig. 5.10 RRA plotted as a function of Md30 including data from Fukuyama [6,181], 
Michler [18], Fujii [180], Weber [184] and San Marchi [165]. W11 were tensile tested at 
RT in 40 MPa hydrogen and in air. Md30 were calculated by Nohara equation [29]. 

Above -80 °C of Md30, a close correlation is found except for some data points 
surrounded by a circle. There is a threshold band from -80 °C to -60 °C of Md30. There 
is a threshold band from -80 °C to -60 °C of Md30. Below -80 °C, RRA values are more 
or less constant near 100 %. Below -80 °C, steels tested at 45 MPa shows higher RRA 
compared with steels tested at 70 MPa. 

RRA of steels with Md30 below the threshold band is quasi-static and could 
decrease with increasing hydrogen pressure for tensile tests. In steels with Md30 above 
the threshold band, martensite transformation plays a dominant role.  
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5.2.2.4.1 RRA-value in high-pressure hydrogen / air 

Fig. 5.10 exhibits quite similar features like Fig. 5.9. Here again, above 

-80 °C of Md30, a close correlation is found, except for some data points 
surrounded by a circle. In the circle, the observed scatter of W11 annealed for 
15 min is due to the layer type of high constant oxide level, as described in 

4.2.2. The steel B is attributed to macro segregation [18]. In the steel with 13 
μm grain size (polished), growth of cracks was stopped by obstacles such as 
grain boundaries [184]. This point will be discussed in detail in section 

5.2.3.1. If we disregard these data points, a large variation is found at 
around -80 °C, as shown as a clear RRA-value drop here. Below -80 °C, RRA 
values obtained in hydrogen atmosphere are more or less constant near 

100 %.  
Interestingly, steels tested at 45 MPa [Fujii] show relatively high RRA 

values compared to that tested at 70 MPa [Fukuyama, Michler]. This trend 

is significantly below -80 °C of Md30. The steels with Md30 below -80 °C are 
more stable against transformation from austenite to martensite. This 
means that martensite transformation hardly takes place in these steels. 

Thus, hydrogen transport may be retarded due to the lack of the rapid 
hydrogen diffusion path through the martensite phase. The hydrogen 
pressure during tensile tests at 45 MPa is smaller than 70 MPa, leading to 

relatively high RRA-values compared with that at 70 MPa. In steels with 
Md30 below -80 °C, the strain rates used in the cited study (with 3.3 × 10-5 – 
9.2 × 10-5 s-1 in a similar order like the strain rate used here) are insufficient 

to achieve enough hydrogen concentration at lattice defects such as 
dislocations, interfaces etc. as the hydrogen diffusion time is short.  

 

5.2.2.4.2 RRA-values obtained by thermally pre-charging 

method 

San Marchi et al. have also addressed the shortage of hydrogen diffusion 

time and suggested a thermal pre-charging method to achieve a uniform and 
high concentration of hydrogen in relatively stable steels [165]. They 
reported on tensile test results for five different stainless steel specimens 
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(modified AISI 316L) in annealed conditions [165]. These results are worthy 
to reveal the effect of internal hydrogen on the RRA-values, as shown in Fig. 
5.10. (In San Marchi’s study, they evaluated the effect of hydrogen by using 

reduction in area (RA). Fig. 5.10 represents the calculated RRA-values which 
were computed by dividing the RA values of steel with pre-charging by the 
RA-value of steel without pre-charging). 

As expected, thermally pre-charged steels exhibit lower RRA values than 
that tensile tested in a high pressure hydrogen atmosphere. It seems that 
there is a threshold band from -80 °C to -60 °C of Md30. Consequently, the 

steels with Md30 below the threshold band seem to be relatively stable, 
because the strain rate is insufficient for hydrogen diffusion. This means 
that RRA-values obtained by tensile tests in a high pressure hydrogen 

atmosphere are “quasi-static” and may decrease by increasing the applied 
hydrogen pressure, as indicated by an arrow in Fig. 5.10. In steels with Md30 
above the threshold band, martensite transformation plays a dominant role, 

as described in section 5.2.1.  
 

5.2.3 Influence of thermal history 

In the previous sections, we concluded that the martensite phase 

transformed during tensile tests plays a major role in HE of the austenitic 
steels. This effect of martensite formation was taken into account in Fig. 4.15, 
Fig. 4.29, Fig. 5.8 and Fig. 5.10, to thoroughly evaluate different RRA data. 

However, some data points are still far away from the general trend line. For 
instance, in Fig. 5.10, the sample W11 annealed for 15 min was found to be 
rather insusceptible against HE, while W11 annealed for 30 min follows the 

trend line. This suggests that thermal history also becomes an important 
factor to HE. The difference in annealing time changes the grain size, the 
dislocation density, the type of the oxide layer and so on. Thus, in this section, 

influences of these micro-structural properties on the HE will be discussed 
based on the results of Fig. 4.15, Fig. 4.29 and Fig. 5.10.  
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5.2.3.1 Gain size 

Firstly, we focus on the influence of the grain size associated with the 
martensite transformation on HE. As expressed in the Md30 (Nohara) 
equation (Eq. (2-5) [36]), Md30 temperature decreases with decreasing grain 

size, in other words, martensite transformation is impinged by grain refining. 
The question arises if grain refining improves the resistance of steels to HE 
or not. A few researchers have systematically studied the effects of grain size 

on the HE [160,163–165]. 
Moody et al. studied the effect of hydrogen on the fracture toughness of 

the Fe-Ni-Co superalloy IN903 (austenite) with grain sizes ranging from 28 

to 200 μm [187]. They found that fracture toughness was independent of the 
grain size.  

In contrast, Eliezer et al. reported that the resistance to HE of austenitic 

stainless steels (AISI 304L, 316L, 316, 321 and 347) improves by decreasing 
the grain size [188,189]. Recently, Weber et al. investigated the effect of grain 
size on the formation of strain-induced α’-martensite and HE of AISI 304L at 

room temperature. Their results are also represented in Fig. 5.10 and, as can 
be seen, 13 μm (polished) shows higher RRA values than 130 μm (polished) 
[184], supporting the results of Eliezer et al.  

The improvement of resistance to HE by grain size refining seems to 
associate with the formation of strain-induced α’-martensite during tensile 
tests. However, the martensite transformation curves of 13 and 130 μm 

(polished), obtained under tensile testing at room temperature and in air, 
indicate that the amount of martensite is more or less independent from 
grain sizes [184]. This may seem curious from the perspective of the grain 

size effect in Nohara’s equation. But, it should be considered that the tensile 
tests in Ref. [184] were performed at room temperature. In case of AISI 304 
(Md30 : -20 °C), significant grain size effect on martensite transformation was 

observed in the tensile test temperature range from -20 to -50 °C, while a 
small effect is found above -10 °C [36]. Consequently, the grain size effect on 
martensite transformation is negligibly small at room temperature when the 

Md30 temperature of steels is below that. Thus, only if tensile tests are 
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carried out at low temperature, the grain size effect on martensite 
transformation must be taken into account. 

The improvement of the resistance to HE by grain refinement arises 

from other causes rather than the martensite transformation. In the study 
by Weber et al., the improvement of resistance to HE by grain size refining is 
attributed to obstacles such as grain boundaries and segregation bands 

where growth of hydrogen-assisted cracks is stopped. [184].  
Now, we come back to the results on W11 annealed for 15 min and 30 min, 

respectively, as shown in Fig. 4.15. Again, the results were obtained by 

tensile tests performed at room temperature. The improvement of the 
RRA-value was found on the sample annealed for 15 min when compared to 
that annealed for 30 min. The effect of heat treatment time on the grain size 

is significantly small, since the grain size in 15 min and 30 min is almost 
identical. (The mean grain size was 47 μm for 15 min sample and 53 μm for 
30 min sample, respectively [20].) Therefore, the difference in the data of 

W11 annealed for 15 min and 30 min samples must arise from other 
contributions than the grain size effect.  

 

5.2.3.2 Dislocation density and dislocation 

substructure 

The difference in the annealing time of 15 min and 30 min also changes 

the number of dislocations formed during sample machining prior to the 
annealing process. XRD measurements shown in section 4.2.2.3 verified that 
the dislocation density in W11 annealed for 30 min is one order of magnitude 

lower than that in W11 annealed for 15 min (Table 4.3). This is in good 
agreement with the expected general recovery effect [190]. 

Now we consider the dislocation-hydrogen interaction during tensile 

tests. Regarding the HELP theory (2.2.1.4), hydrogen may facilitate the 
dislocation motion, leading to HE of steels. From this point of view, it can be 
expected that W11 annealed for 30 min would be more susceptible to HE 

than W11 annealed for 15 min, because the dislocation density of 30 min 
sample is higher than that of 15 min. But, the RRA-value of the sample 
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annealed for 30 min is lower than that annealed for 15 min (Fig. 4.15). This 
is in contrast to the mentioned assumption based on the HELP theory. 

The higher RRA-vaue for the sample annealed for 15 min could be 

interpreted in terms of the dislocation substructures. Louthan et al. 
investigated the effects of high energy rate forging (HERF) process on HE 
[175]. By using this process, dislocation tangles and cell structures form in 

austenitic steels without the formation of martensite phase. The specimens 
were pre-charged in 69 MPa hydrogen gas and tensile tested in air. They 
reported on 68 % reduction in area (RA) observed in HERFed AISI 304L as 

compared with 36 % RA in annealed AISI 304L [175]. This means that HERF 
process (prior to hydrogen charging) improves the resistance to HE of AISI 
304L. The effects of HERF on HE could be ascribed to the initiation of 

dislocation tangles and cellular structures that impede hydrogen transport 
by dislocation motion [175].  

In this part of the study, we analyzed the dislocation substructures in the 

samples of the as received, the solution annealed for 15 min, and solution 
annealed for 30 min by TEM (Fig. 4.18). In the samples that was solution 
annealed for 15 min, the dislocation tangles are partially observed, while 

only some planar dislocations are found in the solution annealed for 30 min. 
It seems that the higher RRA value for 15 min sample can be explained by 
the assumption that tangled dislocations and celluar structures inhibit 

dislocation motion [175]. However, this explanation cannot be immediately 
applied to this study, since the dislocation substructure observed in W11 
annealed for 15 min sample differs from Louthan’s study. In the TEM image 

of our sample (Fig. 4.18 (d)), the cellular dislocation structure is not 
evidently seen. The tangle dislocations were only partially observed. In 
contrast, HERFed AISI 304L shows strong cellular dislocation structure 

[175].  
A later study by West suggests that the HERF process improves the 

resistance to HE only in precharged conditions [191]. Under tensile tests at 

high hydrogen pressure in the range from 69 to 173 MPa, HERFed steels 
were severely embrittled compared with annealed steels, and the degree of 
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embrittlement increased with increasing hydrogen test pressure [191]. This 
means, at high hydrogen pressure, tangle dislocations and cellular 
dislocation structure do not have any beneficial effect in minimizing the 

susceptibility of steels to HE. In this study, tests were carried out at 40 MPa 
hydrogen pressure. This pressure is lower than that used by West et. al. 
However, the extrapolation of 69 MPa to 40 MPa predicts that dislocation 

structures do not play a beneficial role in resistance to HE. 
The impact of the HERF process associated with dislocation 

substructures is still open question, since HERF processes might change 

microstructures including grain sizes as well. Further investigations on the 
effect of dislocation structures on HE are necessary. 

 

5.2.3.3 Oxide layer 

5.2.3.3.1 Summary of four types of oxide layer 

Before discussing the influence of the oxide layer on HE, the four 

different types of oxide layers determined in section 4.3.2 are summarized in 
Fig. 5.11. In this figure, the three-dimensional distribution of elements is 
also schematically illustrated based on the secondary ion images. (The 

secondary ion images of each specimen can be found in Fig. 4.23 for W14 and 
W19, and in Appendix 8.5 for W11, W12, W16, W17, W20 and W21, and Fig. 
4.17 for W11, when annealed for 15 min.) Again, all specimens were 

annealed for 30 min, except for the W11 specimen annealed for 15 min. 
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The distribution features of each type of oxide are briefly summarized as 

follows. 

(a) Thick oxide  
 W14: Relatively homogeneous distribution of each element. 

 W19: Island distribution of Fe-, Cr-, Ni-, Mn-oxide and C. 

(b) decaying sub-surface oxide 

 W11: Si distributes at grain boundaries in sub-surface region. 

 
 Fig. 5.11 Summary of four types of oxide layer formed on W11-W21 steels 
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 W16, W20, W21: Fe-, Cr-, Ni-, Mn-oxide, Si, and C significantly 
enrich in grain boundaries in sub-surface region. 

(c) thin surface oxide 

 W15, W18: Relatively homogeneous distribution of each element 
is found in both surface and sub-surface region. 

(d) high constant oxide level 
 W12, W17: Fe-, Cr-, Ni-, Mn-oxide localize in some grains from 

top surface to sub-surface region. 
 W11 for 15 min: Partial localization of Fe-, Cr-, Ni-, Mn-oxide in 

some grains is found from top surface to sub-surface region. 

 

5.2.3.3.2 Influence of oxide layer on HE 

To elucidate the influence of the oxide layer on HE, we focus on the 
results of the RRA-values vs Md30(Nohara) which was found to be a strong 
indicator for the impact of martensite transformation on HE (section 5.2.2). 

Fig. 5.8 shows the RRA values for the low-nickel steels as a function of Md30. 
Tensile tests were performed at - 50 °C in 40 MPa hydrogen. In this figure, a 
threshold band is found at -80 °C of Md30. Above -80 °C of Md30, W17 and W19 

show higher RRA-values with respect to the trend line.  
As discussed in the previous sections, any departure from the trend line 

indicates that the α’-martensite formation alone cannot explain HE of 

austenitc stainless steels (see section 5.2.2.3 and 5.2.2.4). The grain size 
impact on HE is considered to be small in this study, since all samples have 
similar mean grain sizes in the range between 40 and 60 μm. Dislocation 

density in samples is in the range of 1012 to 1014 (Fig. 4.27), and does not 
systematically scale with the RRA-values (see Fig. 4.27 and section 5.2.3.2). 
This suggests that dislocations existing prior to the tensile tests are not 

solely responsible for the scatter observed in Fig. 5.8. 
Concerning the influence of oxide layers on HE, we found by looking at 

Fig. 5.8 that the oxide type; (b) decaying sub-surface oxide and (c) thin 
surface oxide follow the trend line, while RRA value for W19 ((a) thick oxide) 

and W17 ((d) high constant oxide level) are far above the trend line.  
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Interestingly, this feature was also found in the tensile test results at 
room temperature shown in Fig. 5.9. As mentioned before, the RRA-value of 
the annealed for 15 min sample shows a higher RRA value compared to that 

when annealed for 30 min (Fig. 5.9). SIMS results show that the oxide layer 
on W11 annealed for 15 min sample is of the “high constant oxide level” type, 
while decaying sub-surface oxide was found on 30 min sample. Thus, HE of 

samples having a “high constant oxide level” is influenced by the surface 
oxide. 

According to the scheme of Fig. 1.2 [4], for the HE of alloys, the following 

processes occur;, (1) Hydrogen transport, (2) Hydrogen adsorption on the 
surface, (3) Dissociation from molecular hydrogen to monoatomic hydrogen, 
(4) Hydrogen entry, (5) Hydrogen diffusion to the fracture propagation zone 

in the stress field, and (6) Hydrogen trapping at defects such as dislocations, 
vacancies, grain boundaries, etc. 

Often, oxide layers work as protective layers to hydrogen access because 

oxide layers may prevent the dissociation of hydrogen molecules or prevent 
hydrogen diffusion. However, during tensile tests, the oxide layers break due 
to the sample elongation. Consequently, dissociation of hydrogen molecules 

occurs on a fresh surface created by cracking the oxide layers. The crack-like 
distribution consisting of the oxide and the fresh surface is found in Fig. 3.13. 
This image was taken near the screw parts of test piece which is least 

elongated after tensile testing. Thus, the distribution of the oxide and the 
fresh surface in Fig. 3.13 might be regarded as a surface formed in an early 
stage of tensile testing. Meanwhile, this crack-like distribution suggests also 

that the remaining oxide limits the entry site for hydrogen. 
Regarding the mechanical properties of oxides, the oxide itself is 

inherently brittle. The thermal expansion of oxides is smaller than that of 

metals, resulting in local elastic compression in the oxides and tension in the 
metals during the cooling process [192]. This could lead either the brittle 
fracture or spalling of the oxide layer during tensile tests. However, the oxide 

thickness and the external strain strongly influences the failure mode of the 
oxide layer, since brittleness is regarded as a size-dependent concept [193]. 
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The failure map, which is represented failure strain as a function of oxide 
thickness, indicates that a thin oxide layer of less than several hundred nm 
fails in a ductile manner [193]. Thus, the deformation mode of the studied 

oxide layers follows the same manner as the bulk material in the early 
stages of tensile testing.  

The ratio between the specimen elongation and the oxide layer thickness 

must also be considered. In this study, the strain rate of 5.5 × 10-5 s-1 was 
applied for the gauge length of 30 mm. Thus, the cross-head displacement 
corresponding to specimen elongation is 1.65 μm∙s-1. In this regard, the oxide 

layer thickness among the samples indicates that (b) and (c) type of the oxide 
layer, which possess the oxide layer region in the range from 5 to 100 nm, 
break within several seconds and hydrogen could enter through the fresh 

surface. Afterwards, crack growth occurs. The onset of such cracking can be 
closely linked to the mechanical properties of the oxide on and in the matrix. 
Meanwhile, in (d) type of the oxide layer, the high constant oxide signal 

continues in the range from 600 nm to 1 μm in depth. This type of oxide may 
suppress the hydrogen entry in the course of cracking at the early stage of 
tensile testing. 

It should be considered that the (a) type of the thick oxide layer is not a 
similar case, although the RRA-value for W19 is higher than the trend line. 
The tensile test was explicitly carried out after removing the thick oxide 

layer. The RRA-value for W19 without thick oxide is almost same as that for 
W19 with the thick oxide layer [20]. As a result, we conclude that the thick 
aluminum oxide layer on W19 is not causing the additional increase of the 

RRA-value. Further, in case of W12, the high RRA-value is not only the 
relatively thick oxide layer, but also attributed to the test conditions. As 
described in section 5.2.2.4.2, stable steels with Md30 below the threshold 

band show “quasi-static” RRA-values, when the strain rate is insufficient for 
hydrogen diffusion. 

In the light of the above discussion, it should be emphasized that the 

dominant contribution of the oxide layer on HE is found in the results of W17 
and in W11 when annealed for a 15 min. Lateral distribution of oxides also 
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influences the increase in their RRA value. The localized enrichment of 
oxides in grains is found as shown in Fig. 4.17 and Appendix 8.5. This 
enrichment becomes more pronounced with depth. From a macroscopic point 

of view, the lateral enrichment of oxides might work as obstacles that block 
crack propagation [18,184]. From the microscopic point of view, however, 
dislocation motion impede at obstacles and dislocation pile-ups occur, 

resulting in the stress concentrations at these sites [191,194]. Although the 
results of this study suggest that the lateral enrichment of oxides influence 
on HE, more research is required to elucidate the crack propagation behavior 

at obstacles including oxides in both macroscopic and microscopic scale. 
The other conceivable source for the improvement of the RRA-value is 

the influence of residual oxygen in environment of the tensile test system. As 

described in section 2.2.3.2, the gas purity affects the mechanical 
performance. The presence of impurity gas may inhibit the entry of hydrogen 
into materials. Especially, oxygen gas is preferentially absorbed compared 

with hydrogen and a quick re-passivation of fresh surfaces can occur [47]. In 
this study, only pure hydrogen gas (≥ 99.9999 % H2) was used, with an 
oxygen content of 0.2 ppm and other impurities of less than 0.5 ppm [73]. 

Thus the influence of gas impurities during the tests in this work can be 
neglected. 
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6 Summary 
As current high-cost Ni containing stainless steels are considered to be 

replaced by low-nickel content counterparts in the future, a detailed and 
fundamental investigation of HE behavior from various aspects is of high 

importance. In this thesis, therefore, low-nickel austenitic stainless steels 
were studied and their HE behavior was investigated in details. Careful 
consideration was made especially to determine the impact of  the oxide 

layers on HE, because, in general, oxide layers on steels work as a 
substantial barrier against hydrogen entry. For the analysis of oxide layers 
on the studied alloys, Time-of Flight Secondary Ion Mass Spectrometry 

(TOF-SIMS) technique was exclusively employed. This technique provides 
three-dimensional information for all elements with high sensitivity in the 
ppb-range and high depth resolution, enough to resolve nm-layers from the 
top surface to bulk regions. The results were supported by studies using 

X-ray diffraction (XRD), Energy Dispersive X-ray spectrometry (EDX) and 
Transmission Electron Microscope (TEM) to clarify significant impacts. 
Furthermore, data were provided from third parties regarding the 

embrittlement accessibility describing relative reduction of area (RRA) and 
martensite transformation curves. 

 
All specimens were solution annealed (at 1050 °C or 1150 °C) to restore 

the material, since the presence of the surface α’-martensite formed during 
the specimen manufacturing increases the susceptibility to HE of alloys 

(section 4.2.1). Tensile tests were performed in air and in 40 MPa hydrogen 
gas either at room temperature or at – 50 °C to achieve maximum 
embrittlement effects. These tensile test conditions were adopted for the 

environment of practical hydrogen gas tank systems which are proposed by 
automakers (chapter 1, Fig. 2.9 and Fig. 2.11). The resistance of steels to HE, 
expressed as relative reduction of area (RRA), is reported to be proportional 

to the Ni content. However, the scatter of RRA data vs Ni content was found 
to be large, also for the sample in this study, especially below 11 wt% Ni (Fig. 
4.20). The RRA value is even found to change for sample of identical Ni 
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content (W11 annealed for 15 min and for 30 min, see Fig. 4.15). Thus, this 
relation was judged to be insufficient at least for the steels handled in this 
study. This calls for a new indicator instead of the Ni content. 

 
Possible sources regarding the wide scatter of the RRA-values vs Ni 

content are the complexity of the variables, i.e., phase stability 

(α’-martensite content), the grain size, the dislocation density and the 
dislocation structure prior to the tensile test, and the oxide layer. To evaluate 
the contribution of the oxide layers on HE, these variables are considered 

first and, summarized as below.  
 

Phase stability (α’-martensite content) 
First of all, the martensite transformation of the austenite phase was 

found to play a dominant role in HE of the low-nickel austenitic stainless 
steels. This can be directly related to the fast hydrogen diffusion in the 
α’-martensite phase (bcc) and the higher solubility in the austenite matrix 

(fcc) (Fig. 2.14 and Fig. 2.15). To determine the impact of α’-martensite on the 
RRA-values, a new indicator is here suggested to be necessary.  

 
 RRA vs α- and β-parameter by Olson Cohen equation 
Martensite transformation curves for the studied alloys were fitted by 

the Olson-Cohen equation. Two parameters were obtained: The rate of 

shear-band formation (α-parameter) and the probability of the formation of 
α’-martensite nuclei (β-parameter). The RRA-values vs β-parameter 
represents a close linear relationship (Fig. 4.28), while less linearity was 

found in the RRA-values vs α-parameter (Fig. 4.29). This can be considered 
that the probability of the formation of α’-martensite nuclei (β-parameter) 
governs the susceptibility of these alloys to hydrogen atmosphere. 

 
 Evaluation of the new indicator Md30 (Nohara) 
Based on the above results, and, for comparison of the results obtained in 

this study with literature data, the practical effectiveness of three empirical 

equations was tested: (1) Ni equivalent, (2) Md30 temperature by Angel (3) 
Md30 temperature by Nohara. All equations were tested with respect to the 
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β-parameter in the Olson-Cohen equation. As a result, the Md30 temperature 
by Nohara was found to highly correlate with the β-parameter and, therefore, 
was adapted as the new alternative indicator for the prediction of HE (Fig. 

5.5 - Fig. 5.7). 
 
 Data in the light of the new indicator: the threshold band 

The RRA-values obtained in this study and reported data were carefully 
compared by using the new indicator Md30 (Nohara) temperature, as 
summarized in Fig. 5.8 - Fig. 5.10. Three distinct regions were evidently 

found in the RRA-values versus Md30; (1) above - 80 °C of Md30, RRA-values 
decrease with increasing Md30 temperature, (2) around - 80 °C, a large 
variation in RRA-values (which is named the “threshold band”), (3) below - 

80 °C, constant RRA-values of nearly 100 % The threshold band is not 
highlighted in Fig. 5.8 because insufficient number of data points). The 
constant RRA-values below - 80 °C correspond to the lack of the rapid 

hydrogen diffusion paths through the martensite phase. This interpretation 
is well supported by the lower RRA found in thermal pre-charged steels. 
Consequently, in case of the steels with Md30 below the threshold band, RRA 

obtained by tensile tests in a high pressure hydrogen atmosphere is 
“quasi-static”.  

 
The influence of heat treatment 

Some data points are located away from the trend line in RRA vs Md30 
and attributed to the macro-segregation and variation in grain-size (Fig. 5.8 - 
Fig. 5.10). This trend was found also in the reference steel of W11 (Fig. 5.10). 

The difference in heat treatment time prior to the tensile test caused large 
scatter in RRA for W11. Shorter heat treatment time (15 min) resulted in the 
improvement of its resistance to HE. This impact of heat treatment time is 

attributed to the change in microstructural properties such as grain size, 
dislocation density, dislocation structure, and also the type of the oxide layer. 

Concerning the grain size and dislocation effects, they are regarded as of 

minor to HE, as considered from the summary on reference steel W11 in 
below. 
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 Grain size 
Grain size effects are considered to be marginal for W11 since the 

average grain size in W11 for 15 min and 30 min is almost identical. (section 
5.2.3.1) 

 
 Dislocation density and dislocation structure 
The dislocation density in W11 annealed for 15 min was one order of 

magnitude higher than that in W11 annealed for 30 min (Table 4.3). 

According to the HELP theory, hydrogen facilitates dislocation motion due to 
the elastic interaction between H and dislocations, leading to HE of steels. 
Higher dislocation density and higher RRA observed in W11 treated for 15 
min is, therefore, inconsistent with the assumption based on the HELP 

theory.  
TEM observation on thinned W11 revealed partial dislocation tangles in 

W11 annealed for 15 min, while planar dislocations were present in W11 

annealed for 30 min (Fig. 4.18). This variation in the dislocation structure 
was relatively small compared with that in the literature data which 
supports the impediment of the dislocation motion model. Thus, for the 

scatter of W11 for 15 min and 30 min, it is judged that dislocation structures 
formed prior to the tensile tests do not play a beneficial role in resistance to 
HE. 

 
After consideration of the different variables, in a second step the impact 

of the oxide layers on HE was evaluated 

 
 Oxide layer stacking sequence 
SIMS analysis was performed on the studied alloys to characterize the 

oxide layer formed in the solution annealing process. A layer stacking of Fe-, 
Cr- and Ni-oxide was found. The sequence starting at the surface is Fe-rich 
oxide, Cr-rich oxide, and Ni-rich oxide. The stacking sequence of Fe- and 

Cr-oxides was successfully explained by the different ion mobilities in the 
frame of the oxidation kinetics (section 5.1.5). However, the Ni-oxide does not 
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follow this general result and is, from thermodynamics aspects, also the less 
stable oxide. 

 
To develop a general picture on the oxides contribution to HE valid for all 

the different steels of this study, the shapes of the oxide layer depth profiles 
were taken for classification. Four different shapes of oxide layer depth 

profiles could be deduced: (a) thick oxide, (b) decaying sub-surface oxide, (c) 
thin surface oxide, and (d) high constant oxide level. 

For the reference steel (W11) annealed for 15 min and 30 min, two 

distinct shapes were found in the depth profiles; the “high constant oxide 
level” in 15 min sample and “decaying sub-surface oxide” in 30 min sample, 
resulting from the difference in the solution annealing time (Fig. 4.16). The 

“high constant oxide level” layer of W11 for 15 min is partly due to the local 
enrichment of oxides as observed in secondary ion images (Fig. 4.17). On one 
hand, the local enrichment of oxide also has the potential to inhibit the crack 

propagation process, since macroscopic defects (grain boundaries, 
segregation bands) work as obstacles. On the other hand, in the microscopic 
observation, dislocation motion is  impeded at obstacles and dislocation 

pile-up occurs, resulting in the stress concentrations at these sites. 
Consequently, more research is required to elucidate the crack propagation 
behavior at obstacles, including oxides, in both macroscopic and microscopic 
scales. 

 
For the low-nickel steels, all four types of oxide layer shapes were found; 

(a) thick oxide on W14 and W19, (b) decaying sub-surface oxide on W11, W16, 

W20 and W21, (c) thin surface oxide on W15 and W18, and (d) high constant 
oxide level on W12 and W17 (Fig. 4.21).  

The RRA-values of most samples follow the linear dependency in the 

figure of RRA vs Md30 (Fig. 5.8) and their accessibility to HE is, therefore, 
dominated by the martensite contribution. But, RRA for W12 and W17, 
which possess the layer of high constant oxide level, shows a higher value 

than the trend line (Fig. 5.8). Importantly, this trend is the same as that 
observed on W11 for 15 min, suggesting an improvement of the steels’ HE 
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resistance by this special type of the oxide layer (Fig. 4.16 and Fig. 5.10). 
High constant oxide continuing in the range from 600 nm to 1 μm in depth 
may suppress the hydrogen entry at the early stage of tensile testing, 

because of the slow specimen elongation of 1.65 μm∙s-1. The relatively high 
RRA-value found for W19 whose oxide layer is categorized into “thick oxide” 
is attributed not to the oxide layer type, but to its phase stability. 

 
Cnsequently, main conclusions on the HE-resistance of low-nickel 

austenitic stainless steels drawn from this study can be briefly listed as 

follows. 

- HE of austenitic stainless steels is primarily governed by the steels’ 

phase stability, since the martensite phase acts as the rapid 
diffusion path for hydrogen.  

- The influence of phase stability distinctly appears in the results of 

tensile tests in hydrogen atmosphere.  

- The effect of the oxide layer on HE depends on the oxide depth 

profile. For the (a) thick oxide, (b) decaying sub-surface oxide, (c) 
thin surface oxide types, the oxide layer play a secondary role on 

HE.  

- The oxide layer type (d) of “high constant oxide” improves the 

resistance of alloys to HE. This was interpreted by the process of 
crack propagation at early stages in the tensile tests. 

 
As a final remark on the entire aspects reviewed so far, the empirical 

equation of Md30 temperature by Nohara should be noted as beneficial to 
compare HE data reported by other groups. Application of this type of 
examination will be of great help to interpret consistently experimental 

results on HE behavior, which involves a large number of variables. On such 
purpose, more data have to be accumulated from high pressure hydrogen 
tensile tests. From the data obtained so far, it was clearly shown that, the 

contributions to HE behavior from macro segregation, grain size, dislocation 
density and dislocation structure, and oxide layer should be carefully 
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examined. Especially, reports regarding the characterization of oxide layer 
formed during solution annealing and its impact on HE have apparently not 
been published to date. In this study, it was firstly shown, by using 

TOF-SIMS, to link the oxide layer properties and their impacts on HE. 
Further experimental studies, or new experimental techniques that enable 
to observe a direct association to the mechanical behavior of the oxide layer 

and its effect on HE, will remain to be an exciting topic.  
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8.1 An overview on shared roles 
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8.2 Diffusion data 

 

 

 Permeability  

𝛷 = 𝛷0𝑒𝑒𝑒(−𝐻𝛷/𝑅𝑅) 

Reference 

𝛷0 � 𝑚𝑚𝑚 𝐻2
𝑚 𝑠 √𝑀𝑀𝑀

� 𝐻Φ � 𝑘𝑘
𝑚𝑚𝑚

�  

Ni 3.22 x 10-4 54.79 (Robertson 1973) 

Fe 4.10 x 10-5 34.92 (Gonzaletz 1967) 

Pd 2.20 x 10-4 15.67 (Koffler 1969) 
 

 

 

 
 
 

  

 
 

 

𝐷 = 𝐷0𝑒𝑒𝑒(−𝐻𝐷/𝑅𝑅) 

Diffusivity 

𝐷0 �𝑚2

𝑠
� 𝐻D � 𝑘𝑘

𝑚𝑚𝑚
� 

Ni (T<Tc) 4.8 x 10-7 39.3 

Ni (T>Tc) 6.9 x 10-7 40.5 

Fe 4.15 x 10-8 4.2 

Pd 2.90 x 10-7 22.2 
 

 

Table 8.1 Activation parameters of H permeation in Ni, Fe and Pd according to 
the data cited in Steward’s review [207] 

 

Table 8.2 Activation parameters of H diffusion in Ni, Fe and Pd according to Alefeld 
and Völkl [91] 
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8.3 Long depth profile on W12 and W17 
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8.4 Repeatability measurements on W11-W21 

(a) decaying sub-surface oxide: W11, W16, W20, W21 

 

 

 

 
 

(b) thin surface oxide: W15, W18 
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(c) high constant oxide level: W12, W17 
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8.5 Ion images on W11-W21 

The ion images on the low-nickel steels are represented. These images 

were derived for two different characteristic sample depths of (I) 0-10 nm 
and (II) 40-50 nm. The depth profile corresponding to these images are 
shown in Fig. 4.21 and section 8.4. 

(a) decaying sub-surface oxide: W11, W16, W20, W21 
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(b) thin surface oxide: W15, W18 
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(c) high constant oxide level: W12, W17 
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8.6 Depth profile on Polished W11-W21 
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