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1 Introduction

Due to the ubiquity of fluids, the simulations of flow problem is of great importance in
many applications: Examples include the design process of new aircraft or cars, simulations
of air flow in the interior of buildings, simulation of the natural convection in the earth’s
mantle, simulation of fusion reactors or understanding the dynamo effect in astrophysical
bodies. The simulation of all these phenomena in experiments is often very complicated
and expensive. Hence, there is an increasing desire to perform numerical simulations be it
to complement the experiments or to replace them.

The goal of Computational Fluid Dynamics is the derivation of proper mathematical
modeling and the efficient implementation of the derived algorithms. From a mathemati-
cal point of view the description of flow problems is based on the Navier-Stokes equations.
Finding a proper discretization of these equations is subject to research and exhibits many
difficulties. Due to the fact that physical phenomena occur on many different scales all
of these have to be considered to obtain sensible solutions. Resolving all scales is in most
cases by far too expensive, especially when turbulence comes into play. Therefore the be-
havior on small scales has to be modeled. Apart from that also other difficulties arise in
a finite element simulation. With vanishing viscosity, i.e. dominating convection, control
over mass conservation is lost and this as well as internal shear or boundary layers lead to
unphysical oscillations in the solution.
To account for that using feasible computational costs various stabilization techniques
have been considered. Unfortunately, there is no approach that leads to accurate, efficient
and robust results for all problems and applications.

In this thesis, a finite element discretization of the incompressible Navier-Stokes equa-
tions for a non-isothermal and electrically conducting fluid in a possibly rotating frame
of reference is considered. In order to account for instabilities and to diminish unphysical
oscillations a stabilization for the incompressibility constraint as well as a local projection
approach for various terms is considered. Within this model the goal is to derive parame-
ter bounds and suitable ansatz spaces such that quasi-optimality and semi-robustness of
the resulting method can be shown both analytically and numerically. Furthermore, the
efficient implementation of the numerical solver is considered.

1



2 1 Introduction

1.1 Outline

In Chapter 2 the mathematical model used throughout this thesis is given. After stating
and describing the equations that govern the fluid behavior in the considered physical
model in Section 2.1, a suitable variational form is derived in Section 2.2. Afterwards,
the finite element semi-discretization in space in combination with the stabilizations is
introduced and all the assumptions that are used throughout this thesis with respect to
ansatz spaces are stated in Sections 2.3-2.5.

Chapter 3 is devoted to the investigation of the semi-discrete problems. The analytical
results in this section originate from the publications this thesis is based on. In Section 3.1
first the model without any coupling quantities is considered. First, stability considerations
give the existence and uniqueness of the discrete solutions. Afterwards, the convergence
behavior for various choices of inf-sup stable ansatz pairs is considered. In particular, a
suitable choice of parameter bounds is derived and it is shown how a local mesh width
restriction can be avoided. In Section 3.2 it is investigated how the results can be trans-
ferred to the case of different boundary conditions. In particular, an outflow boundary
condition that gives stability for the discrete solution is considered. Section 3.3 is devoted
to non-isothermal flow. In particular, we consider how the estimates due to the coupling of
the Navier-Stokes equations with the Fourier equation for the temperature changes. Com-
pared to the observations in 3.1 another approach to circumvent a mesh size restriction is
introduced. Finally, in Section 3.4, the combination of the Navier-Stokes equations with
the induction equation for electrically conducting fluids is investigated. For a stationary
and linearized model stability and convergence results are given. Opposed to standard
approaches, the performed analysis is not restricted to curl conforming ansatz spaces but
allows for nodal-based approaches. In comparison to the previous sections, also the case
of solution with reduced regularity is considered. For this case as well as for the case of
sufficiently regular continuous solutions, suitable parameter bounds are investigated.

Chapter 4 aims to combine all the results for the semi-discretized equations into the con-
sideration of the fully discretized and fully coupled model. For the time-discretization a
pressure-correction splitting scheme based on BDF2 is considered. In particular, we try
to extend results for the fully discretized Navier-Stokes equations to non-isothermal and
electrically conducting fluids. In comparison to the semi-discretization for the induction
equation, a slightly different stabilization approach that requires sufficient regularity is
chosen and justified in Section 4.2. After stability considerations for the proposed algo-
rithm in Section 4.3, the discretization errors for all steps in the approach are estimated
and finally combined in Section 4.4. These results are used to obtain convergence of the
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full algorithm in Section 4.5 where also suitable parameter choices and restrictions with
respect to the mesh size width and the time step are stated.

Chapter 5 is devoted to the numerical investigation of the full algorithm for flow that might
be non-isothermal or electrically conducting in a possibly rotating frame of reference. This
Chapter is a combination of results that were obtained in previous publications and some
new extensions with respect to more complex flow behavior. With respect to the structure,
in Section 5.1 first non-isothermal and electrically insulating fluids are considered. After
validating the theoretical convergence results with respect to spatial temporal discretiza-
tion, the influence of the stabilization model for boundary layer flow and turbulent flow
is considered. In particular, it is examined if a combined model of grad-div stabilization
and LPS-SU can serve as an implicit turbulence model. In Section 5.2 non-isothermal
fluids are investigated. After the theoretical rates of convergence are confirmed in a first
example, Rayleigh-Bénard convection is considered both with respect to a rotating and
non-rotating boundary and in a parameter regime from laminar to transient and possibly
turbulent flow. Section 5.3 is dedicated to electrically conducting flow. In two examples,
the difference in the stabilization parameter design for a sufficiently regular continuous so-
lution and a continuous solution with reduced regularity is investigated. Finally, in Section
5.4 the scaling behavior of the fully coupled algorithm is examined.

1.2 Overview of Publications and Contributions

The present thesis is based on the following publications:

[ABL15] D. Arndt, M. Braack, and G. Lube, “Finite elements for the Navier-Stokes
problem with outflow condition”, in Proceedings ENUMATH 2015, submit-
ted, 2015.

[AD15] D. Arndt and H. Dallmann, “Error Estimates for the Fully Discretized In-
compressible Navier-Stokes Problem with LPS Stabilization”, Institute for
Numerical and Applied Mathematics, Tech. Rep., 2015, Nr. 2015-08.

[ADL15a] D. Arndt, H. Dallmann, and G. Lube, “Local projection FEM stabilization
for the time-dependent incompressible Navier–Stokes problem”, Numerical
Methods for Partial Differential Equations, vol. 31, no. 4, pp. 1224–1250,
2015.

[ADL15b] ——, “Quasi-Optimal Error Estimates for the Fully Discretized Stabilized In-
compressible Navier-Stokes Problem”, ESAIM: Mathematical Modelling and
Numerical Analysis, 2015, under review.
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[AL15] D. Arndt and G. Lube, “FEM with Local Projection Stabilization for In-
compressible Flows in Rotating Frames”, NAM-Preprint, 2015.

[DA15] H. Dallmann and D. Arndt, “Stabilized Finite Element Methods for the
Oberbeck-Boussinesq Model”, Journal of Scientific Computing, 2015, in re-
vision.

[DAL15] H. Dallmann, D. Arndt, and G. Lube, “Local projection stabilization for the
Oseen problem”, IMA Journal of Numerical Analysis, 2015. doi: 10.1093/

imanum/drv032.

[LAD15] G. Lube, D. Arndt, and H. Dallmann, “Understanding the limits of inf-sup
stable Galerkin-FEM for incompressible flows”, in Boundary and Interior
Layers, Computational and Asymptotic Methods - BAIL 2014, P. Knobloch,
Ed., ser. Lecture Notes in Computational Science and Engineering, vol. 108,
Springer International Publishing, 2015. doi: 10.1007/978-3-319-25727-

3.

[WAL15] B. Wacker, D. Arndt, and G. Lube, “Nodal-based Finite Element Methods
with Local Projection Stabilization for Linearized Incompressible Magneto-
hydrodynamics”, Computer Methods in Applied Mechanics and Engineering,
2015, accepted for publication. doi: 10.1016/j.cma.2016.01.004.

The goal of the present work has been to analytically and numerically analyze the dis-
cretized Navier-Stokes equations for a non-isothermal, electrically conducting fluid in a
rotating frame of reference with as few stabilizations as possible. In particular, we consid-
ered the suitability of the pressure-correction method for the time-discretization and an
efficient implementation of the scheme.

We started in [DAL15] with a semi-discretized analysis for the time-dependent Oseen prob-
lem improving results by Matthies/Tobiska in [MT15]. In particular, we were able to state
(quasi-optimal) error estimates that do not depend on the Reynolds number explicitly.
Local mesh size restrictions could be removed when considering a compatibility condition
between fine and coarse spaces.

These results were transferred to the nonlinear Navier-Stokes equations in [ADL15a]. Care-
fully estimating the convective term, we were able to obtain the same quasi-optimal es-
timates as for the Oseen case. Numerical examples supported the theory that grad-div
stabilization alone is able to remove unphysical oscillations for a wide range of Reynolds
numbers.

http://dx.doi.org/10.1093/imanum/drv032
http://dx.doi.org/10.1093/imanum/drv032
http://dx.doi.org/10.1007/978-3-319-25727-3
http://dx.doi.org/10.1007/978-3-319-25727-3
http://dx.doi.org/10.1016/j.cma.2016.01.004
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The recent observations for the Stokes, the Oseen and the Navier-Stokes problem were
summarized in [LAD15] with major contribution for the numerical analysis by Gert Lube.
In this work we first considered the scalability of the implemented pressure-correction
based solver.

In [ABL15] we were then able to combine considerations of Braack et al. for outflow bound-
ary conditions [BMZ14] with our results for the stabilized Navier-Stokes equations with
homogeneous boundary conditions. It turned out that apart from a different Gronwall
constant the results remain the same. This modification breaks the semi-robustness of the
estimate although numerically no such problems have been observed.

Next, we considered non-isothermal flow based on the previous experience with isothermal
flow in [DA15] using the Oberbeck-Boussinesq model. The analytical part of this work is
based on Helene Dallmann’s PhD thesis [Dal15]. In summary, we encountered no major
difficulties while extending the numerical analysis. For the numerical part we mainly con-
sidered Rayleigh-Bénard convection and were able to approximate DNS results for the
Nusselt number with minimal stabilization. In particular, we extended the numerical ex-
periments from [Dal15] to show that even the scaling of the boundary layers is simulated
correctly and that we can reproduce the Nusselt number results for a DNS simulation with
a hundred times fewer degrees of freedom.

For the case of an electrically conducting (but isothermal) fluid we considered a stationary
and linearized model mode in [WAL15]. This work is based on Benjamin Wacker’s PhD
thesis [Wac15]. The circumstance that the magnetic field might have less regularity in
comparison to the velocity and the kinematic pressure posed some difficulties here. Nev-
ertheless, the suggested parameter design for velocity and kinematic pressure remains the
same. Just for the induction equation we needed to include stabilization for the magnetic
pseudo-pressure and were restricted to a much weaker control for the incompressibility
constraint similar to the parameter design suggested by Badia and Codina [BC12].

With respect to time discretization and implementation, a fully coupled solver for Navier-
Stokes simulations proved to be too less robust and to have unacceptable CPU times,
mostly for Large-Eddy simulations of weakly turbulent flows. Due to these reasons, the
author implemented a massively parallel solver based on a pressure-correction splitting
algorithm that decouples all considered quantities. For the analysis we first considered
the Navier-Stokes case for a non-isothermal, electrically non-conducting fluid. Preliminary
considerations in [ABL15] show how to extend the semi-discrete estimates to fully dis-
cretized ones. Unfortunately, it turned out that both this way and by first discretizing in
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time and then in space lead to suboptimal results and severe restrictions on mesh size and
time step size.
Based on an approach by Guermond in [Gue99], we considered in [ADL15b] a discretization
in space and time at the same time without any intermediate steps. This way semi-robust
and quasi-optimal estimates both with respect to spatial and temporal discretization can
be proven. In particular, there is essentially no time step size restriction with respect to
error estimates in the energy norm.
In [AL15] we observe that these results extend to the case of a rotating frame of reference.
The additional Coriolis term and its stabilization pose no further problems.

This dissertation now combines the semi-discrete results with respect to non-isothermal
and electrically conducting flow with the results for the fully discretized Navier-Stokes
equations in a (possibly) rotating frame of reference. In the following, this model is in-
vestigated both numerically and analytically. Furthermore, the efficient implementation
of the approach has been a major part of this thesis and is considered in one numerical
example.

During the preparation of this thesis various contributions to the finite element library
deal.II, on which the implementation is based, have been made. Besides the introduction
of bubble enriched finite elements, in particular periodic boundary condition on distributed
meshes has been considered and resulted in a joint work with Matthias Maier in the tutorial
program step-45 [AM15].



2 Mathematical Model

This chapter is devoted to the mathematical framework we want to consider throughout
this thesis. First, a mathematical description of the model for a nonisothermal and elec-
trically conducting fluid in a rotating frame of reference is given. Then we derive a weak
formulation from it and motivate the choice of stabilization terms in the discretization.
Finally, we state the assumptions on the ansatz spaces that we make throughout this
thesis.

2.1 Description of the Problem

The description of the model is divided in three parts: We first state the model that we are
going to use for non-isothermal flow. Afterwards we shortly consider the form that is used
for the Maxwell equations. Finally, we state the combined form that we will investigate
throughout this thesis.

2.1.1 Non-Isothermal Flow

In [FN09] the general Navier-Stokes-Fourier model is described:
Non-isothermal flow for Newtonian fluids in an inertial frame of reference can be described
by:

• The continuity equation ∂t%+∇ · (%u) = 0,

• the momentum equation ∂t(%u) +∇ · (%u⊗ u) +∇ · p = ∇ · S + f ,

• the entropy balance ∂t(%s) +∇ · (%su)− κ∇ · ∇ϑ
ϑ

= σ + %
Q

ϑ
,

• the total energy balance d

dt

∫
Ω

(
%|u|2 + %e

)
dx =

∫
Ω

(%f · u+ %Q) dx,

• Gibbs’ equation ϑDs = De+ pD

(1
ρ

)
.

where

S = µ

(
∇u+ (∇u)T − 2

3∇ · uI
)

+ η∇ · uI, (2.1)

7



8 2 Mathematical Model

σ = 1
ϑ

(
S : ∇u+ κ

|∇ϑ|2

ϑ

)
. (2.2)

The remaining physical quantities are given by

Symbol Unit Name

u m s−1 velocity
% kg m−3 density
p kg m−1 s−2 kinematic pressure
ϑ K temperature
Q m2 s−3 production of the internal energy
s m2 s−2 K−1 specific entropy
e m2 s−2 specific energy
f kg m−2 s−2 density of body forces

and the physical parameters by

Symbol Unit Description

µ kg m−1 s−1 shear viscosity coefficient
η kg m−1 s−1 bulk viscosity coefficient
κ m kg s−3 K heat conductivity coefficient.

In case the Mach number Ma := Uref/
√
pref%ref tends to zero, the Froude number Fr :=

Uref/
√
Lreffref behaves as Fr ≈

√
Ma and there are only small temperature differences,

the Oberbeck-Boussinesq approximation [Obe79; Bou03] states that the above equations
simplify to

ρ(∂u+∇ · (u⊗ u)) +∇p = ∇ · S− ραθg + fext,

∇ · u = 0,

ρcp(∂tθ +∇ · (θu))−∇ · (κ∇θ) = fθ.

with the specific heat at constant pressure cp and the coefficient of thermal expansion α.
The force term g is often used as the gravitational force.

2.1.2 Electrically Conducting Fluids

For the magnetic field and its influence on the fluid we follow the description in [Dav01].
For materials that are neither magnetic nor dielectric, Maxwell’s equations give

∇× b = µj, ∇ · j = 0,

∂tb+∇×E = fb, ∇ · b = 0,
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j = σ(E + u× b), fInd = j × b.

if displacement currents and charge density are neglected. The remaining physical quan-
tities and parameters are given by

Symbol Unit Name

b V s m−2 magnetic field
j A m−2 current density
E V m−1 electric field
µ V s A−1 m−1 permeability
σ A V−1 m−1 electrical conductivity

These equations can be combined to give for the magnetic field the equation

fb = ∂tb+∇×E

= ∂tb+∇×
(
j

σ
− u× b

)
= ∂tb−∇× (u× b) +∇×

(
b

µσ

)
= ∂tb−∇× (u× b) + λ∇× (∇× b)

with the magnetic diffusivity λ := (µσ)−1. Additionally, we obtain the force term

fInd = j × b = 1
µ
∇× b× b.

2.1.3 The Full Model

The model that we are going to consider in the following is a combination of the Maxwell
model and the Oberbeck-Boussinesq approximation. The momentum equation is given by

∂tu+ (u · ∇)u+ 2ω × u− ν∆u

+∇p+ βθg − (∇× b)× b = fu in (t0, T )× Ω

∇ · u = 0 in (t0, T )× Ω

u(t0, ·) = u0(·) in Ω

(2.3)

for a frame of reference rotating with angular velocity ω. The additional centrifugal force
term ω × (ω × r) = −1

2∇|ω × r|
2 is absorbed in the pressure being a gradient force. In

particular, p = p̃− 1
2 |ω×r|

2 if p̃ is the pressure in an inertial frame of reference. The term
βθg accounts for the effects of the temperature on the density in the Oberbeck-Boussinesq
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model and (∇× b)× b for the coupling with the magnetic field.
The magnetic field b has to satisfy the induction equation

∂tb−∇× (u× b) + λ∇× (∇× b) +∇r = fb in (t0, T )× Ω

∇ · b = 0 in (t0, T )× Ω

b(t0, ·) = b0(·) in Ω

(2.4)

and the temperature θ has to fulfill

∂tθ − α∆θ + (u · ∇)θ = fθ in (t0, T )× Ω,

θ(t0, ·) = θ0(·) in Ω.
(2.5)

Here, Ω ⊂ Rd is a bounded polyhedral Lipschitz domain with boundary ∂Ω.

If not differently stated, we use homogeneous boundary conditions according to

u|∂Ω = 0, n× b|∂Ω = 0, θ|∂Ω = 0. (2.6)

Remark 2.1.1 (Notation). In the following, we will consider the usual Sobolev spaces
Wm,p(G) with norm ‖ · ‖Wm,p(G) and semi-norm | · |Wm,p(G) for a measurable subset G of
Ω where m ∈ N0, p ≥ 1. In particular, we have Lp(G) = W 0,p(G). In the case p = 2, we
set Hm(G) = Wm,2(G). Moreover, we define closed subspaces by

W 1,2
0 (Ω) := {u ∈W 1,2(Ω): u|∂Ω = 0},

L2
0(Ω) := {u ∈ L2(Ω):

∫
Ω
u dx = 0},

Hcurl(Ω) := {u ∈ [L2(Ω)]d : ∇× u ∈ [L2(Ω)]d},

Hcurl
0 := {u ∈ Hcurl(Ω): n× u|∂Ω = 0},

Hdiv(Ω) := {u ∈ [L2(Ω)]d : ∇ · u ∈ L2(Ω)},

Hdiv
0 := {u ∈ Hdiv(Ω): ∇ · u = 0}.

and for the norms and semi-norms by

‖u‖Wm,p(Ω) :=

 ∑
0≤|α|≤m

‖Dαu‖pLp(Ω)

1/p

, |u|Wm,p(Ω) := ‖Dmu‖Lp(Ω),

‖u‖Wm,∞(Ω) := max
0≤|α|≤m

‖Dαu‖L∞(Ω), |u|Wm,∞(Ω) := ‖Dmu‖L∞(Ω), (2.7)

‖u‖Hcurl(Ω) := ‖∇ × u‖L2(Ω) + ‖u‖L2(Ω), |u|Hcurl(Ω) := ‖∇ × u‖L2(Ω).
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where p ∈ [1,∞). The L2 inner product on G is denoted by (·, ·)G. For G = Ω we will
usually omit the index G. This notation of norms, semi-norms and inner products is
also applied in the vector-valued case. For time-dependent problems we use the notation
Lp(t0, T ;X) for vector-valued functions in the Sobolev space X with bounded norm (

∫ T
t0
‖·

(s)‖pXds)
1
p , 1 ≤ p <∞ and standard modification for p =∞.

2.2 Weak Formulation

We now introduce a weak formulation for the equations (2.3)-(2.5). For well-posedness, we
consider the function spaces

V := [W 1,2
0 (Ω)]d, Q := L2

0(Ω),

C := Hcurl
0 (Ω), S := W 1,2

0 (Ω), Θ := W 1,2
0 (Ω).

(2.8)

With these definitions we seek for continuous solutions according to

u ∈ L2(t0, T ;V ) ∩ L∞(t0, T ; [L2(Ω)]d),

p ∈ L2(t0, T ;Q),

b ∈ L2(t0, T ;C) ∩ L∞(t0, T ; [L2(Ω)]d),

θ ∈ L2(t0, T ; Θ) ∩ L∞(t0, T ;L2(Ω)).

For the external force terms, we assume fu ∈ L2(t0, T ; [L2(Ω)]d) ∩C(t0, T ; [L2(Ω)]d), fb ∈
L2(t0, T ;Hdiv

0 (Ω)) and fθ ∈ L2(t0, T ;L2(Ω)) ∩ C(t0, T ;L2(Ω)). For convenience, we often
drop the explicit time dependence, e.g. we write u instead of u(t).
The equations (2.3)-(2.5) are now multiplied with test functions from the respective space
and integrated over the domain Ω. Using the boundary conditions (2.6), integration by
parts yields the weak formulation:
Find (u, p) : (t0, T )→ V ×Q such that

(∂tu,v) + cu(u;u,v) + (2ω × u,v) + ν(∇u,∇v)

−(p,∇ · v) + (βgθ,v)− ((∇× b)× b,v) = (fu,v),

(∇ · u, q) = 0

(2.9)

holds for all (v, q) ∈ V ×Q for t ∈ (t0, T ) a.e.
Find b : (t0, T )→ C such that

(∂tb, c)− (∇× (u× b), c) + λ(∇× b,∇× c) + (∇r, c) = (fb, c),

(b,∇s) = 0
(2.10)
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holds for all (c, s) ∈ C × S for t ∈ (t0, T ) a.e.
Find θ ∈ Θ such that

(∂tθ, ψ) + α(∇θ,∇ψ) + cθ(u; θ, ψ) = (fθ, ψ) (2.11)

holds for all (v, q, ψ) ∈ V ×Q×Θ for t ∈ (t0, T ) a.e.
The convective terms

cu(w;u,v) := 1
2
[
((w · ∇)u,v)− ((w · ∇)v,u)

]
,

cθ(w; θ, ψ) := 1
2
[
((w · ∇)θ, ψ)− ((w · ∇)ψ, θ)

]
.

have been chosen in a skew-symmetric form due to stability purposes in the discretization.

Remark 2.2.1. The ansatz spaces with respect to velocity and kinematic pressure satisfy
the compatibility condition

∃βu > 0 : inf
q∈Q\{0}

sup
v∈V \{0}

(q,∇ · v)
‖q‖Q‖v‖V

≥ βu (2.12)

and similarly for the ansatz spaces with respect to magnetic field and magnetic pseudo-
pressure it holds

∃βb > 0 : inf
s∈S\{0}

sup
c∈C\{0}

(∇s, c)
‖s‖S‖c‖C

≥ βb. (2.13)

In particular, by the closed range theorem this means that the spaces of weakly solenoidal
functions are not trivial:

V div := {u ∈ V : (∇ · u, q) = 0 ∀q ∈ Q} 6= {0},

Cdiv := {c ∈ C : (u,∇s) = 0 ∀s ∈ S} 6= {0}.

2.3 Discretization

For the discretization of the above equations (2.9)-(2.11) we try to mimic properties of the
continuous formulation. Therefore we consider a family of conforming finite-dimensional
ansatz spaces

Vh ⊂ V , Qh ⊂ Q, Ch ⊂ C, Sh ⊂ S, Θh ⊂ Θ

such that the sequences of discrete subspaces are dense in their continuous counterparts.
The discretized equations then read:
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Find (uh, ph) : (t0, T )→ Vh ×Qh such that

(∂tuh,vh) + cu(uh;uh,vh) + (2ω × uh,vh) + ν(∇uh,∇vh)

−(ph,∇ · vh) + (βgθh,vh)− ((∇× bh)× bh,vh) = (fu,vh),

(∇ · uh, qh) = 0

(2.14)

holds for all (vh, qh) ∈ Vh ×Qh for t ∈ (t0, T ) a.e.
Find (bh, rh) : (t0, T )→ Ch × Sh such that

(∂tbh,vh)− (∇× (uh × bh), ch)

+λ(∇× bh,∇× ch) + (∇r, ch) = (fb, ch),

(bh,∇sh) = 0

(2.15)

holds for all (ch, sh) ∈ Ch × Sh for t ∈ (t0, T ) a.e.
Find θh : (t0, T )→ Θh such that

(∂tθh, ψh) + α(∇θh,∇ψh) + cθ(uh; θh, ψh) = (fθ, ψh) (2.16)

holds for all ψh ∈ Θh for t ∈ (t0, T ) a.e.

Analogously to the continuous case, we define the spaces of discretely divergence-free
solutions according to

V div
h := {vh ∈ Vh : (∇ · vh, qh) = 0 ∀qh ∈ Qh},

Cdiv
h := {vh ∈ Ch : (∇ · ch, sh) = 0 ∀sh ∈ Sh}

and equations (2.14) and (2.15) imply uh ∈ V div
h and bh ∈ Cdiv

h .

Unfortunately, the continuous inf-sup conditions (2.12) and (2.13) do not imply a discrete
counterpart and in particular

V div
h 6⊂ V div, Cdiv

h 6⊂ Cdiv.

In this thesis we impose this compatibility between velocity and kinematic pressure ansatz
space and between the ansatz space for the magnetic field and the magnetic pseudo-
pressure explicitly:

Assumption 2.3.1.
The ansatz spaces Vh and Qh satisfy

∃βu,h > 0 : inf
qh∈Qh\{0}

sup
vh∈Vh\{0}

(qh,∇ · vh)
‖qh‖Q‖vh‖V

≥ βu,h
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with a constant βu,h independent of h.

Assumption 2.3.2.
The ansatz spaces Ch and Sh satisfy

∃βb,h > 0 : inf
sh∈Sh\{0}

sup
ch∈Ch\{0}

(sh,∇ · ch)
‖sh‖S‖ch‖C

≥ βb,h

with a constant βb,h independent of h.

Remark 2.3.3. Provided these conditions are fulfilled, it holds

V div
h 6= {0} Cdiv

h 6= {0}.

due to the closed range theorem.

2.4 Finite Element Spaces

For a simplex T ∈ Th or a quadrilateral/hexahedron T in Rd, let T̂ be the reference
unit simplex or the unit cube (−1, 1)d. The reference mapping FT : T̂ → T is affine for
simplices and multi-linear for quadrilaterals/ hexahedra. We require that FT is bijective
and its Jacobian is bounded for a family of triangulations according to

∃ c1, c2 > 0: c1h
d
T ≤ |detDFT (x̂)| ≤ c2h

d
T ∀ x̂ ∈ T̂ (2.17)

with constants c1, c2 > 0 independent of the cell diameter hT . This in particular implies
that the aspect ratio of each cell is uniformly bounded.
Let P̂l and Q̂l with l ∈ N0 be the set of polynomials of degree ≤ l and of polynomials of
degree ≤ l in each variable separately. Moreover, we set

Rl(T̂ ) :=
{

Pl(T̂ ) on simplices T̂
Ql(T̂ ) on quadrilaterals/hexahedra T̂ .

Bubble-enriched spaces are

P+
l (T̂ ) := Pl(T̂ ) + bT̂ · Pl−2(T̂ ), Q+

l (T̂ ) := Ql(T̂ ) + ψ · span{x̂r−1
i , i = 1, . . . , d}

with polynomial bubble function bT̂ :=
∏d
i=0 λ̂i ∈ P̂d+1 on the reference simplex T̂ with

barycentric coordinates λ̂i and with d-quadratic function ψ(x̂) :=
∏d
i=1(1 − x̂2

i ) on the
reference cube. Define

Yh,−l := {vh ∈ L2(Ω) : vh|T ◦ FT ∈ Rl(T̂ ) ∀T ∈ Th},
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Yh,l := Yh,−l ∩W 1,2(Ω)

and bubble-enriched spaces Y +
h,±l

analogously. For convenience, we write Vh = Rk instead
of Vh := [Yh,k]d ∩ V for the velocity (with obvious modifications for R+

k ) and similarly for
kinematic pressure, temperature, magnetic field and magnetic pseudo-pressure.

2.5 Stabilization and Assumptions

Testing our weak discretized formulation symmetrically, we find

∂t‖uh‖20 + ν‖∇uh‖20 + ∂t‖bh‖20 + λ‖∇ × b‖20 + ∂t‖θh‖20 + α‖∇θh‖20
= (fu,uh) + (fb, bh) + (fθ, θh)− (βgθh,uh).

This means that for vanishing viscosities ν → 0, λ→ 0, α→ 0 we lose control over

• the divergence of the velocity ∇ · vh,

• the divergence of the magnetic field ∇ · bh,

• the convection (uh · ∇)uh in the momentum equation,

• the Coriolis term 2ω × uh in the momentum equation,

• the convection (uh · ∇)θh in the temperature equation and

• the coupling between velocity and magnetic field ∇× (uh × bh) and (∇× bh)× bh.

All of these losses can lead to unphysical oscillations in the discrete solutions. Our aim is
to remove these and to regain control over these terms while still approximating the con-
tinuous solutions suitably. Therefore, we want to stabilize each of these terms separately.
Due to the fact that the continuous velocity and the continuous magnetic field are enforced
to be solenoidal, there is no harm in simply adding divergence constraints according to

τu,gd(∇ · uh,∇ · vh) and τb,gd(∇ · bh,∇ · ch) (2.18)

to the respective equations.

2.5.1 Local Projection Stabilization

The remaining terms do not vanish for a continuous solution. Residual-based methods aim
to provide stabilization by penalizing the residuum in the strong formulation. Drawbacks
of such an approach are additional non-symmetric terms and the occurrence of higher
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order derivatives. For an overview compare [RST08]. Here, we want to pursue another ap-
proach called local projection stabilization (LPS). We suppose that unphysical oscillations
that arise due to the vanishing control over the described terms are located on small scales
and therefore only these have to be stabilized.

Let {Mh} be a family of shape-regular macro decompositions of Ω. In the one-level LPS-
approach, one has Mh = Th and chooses a coarser ansatz space. In the two-level LPS-
approach, the decomposition Th is derived from refinement. We denote by hT and hM the
diameter of cells T ∈ Th and M ∈ Mh. It holds hT ≤ hM ≤ ChT for all T ⊂ M and
M ∈Mh.

Assumption 2.5.1.
Let the ansatz spaces Vh and Ch satisfy the local inverse inequalities

‖∇vh‖L2(M) ≤ Ch−1
M ‖vh‖L2(M) ∀vh ∈ Vh, M ∈Mh, (2.19)

‖∇ch‖L2(M) ≤ Ch−1
M ‖ch‖L2(M) ∀ch ∈ Ch, M ∈Mh. (2.20)

Let Du/b/θ
M ⊂ [L∞(M)]d denote coarse ansatz spaces on M ∈ Mh for uh resp. bh resp.

θh. For each M ∈ Mh, let πM : [L2(M)]d → D
u/b/θ
M be the orthogonal L2-projection.

Moreover, we denote by κu/b/θM := id− πu/b/θM the so-called fluctuation operator.

Assumption 2.5.2.
The fluctuation operators κu/b/θM provide the approximation property

‖κu/b/θM w‖L2(M) ≤ ChlM‖w‖W l,2(M), ∀w ∈W l,2(M), M ∈Mh, l = 0, . . . , su/b/θ. (2.21)

A sufficient condition for Assumption 2.5.2 is Psu/b/θ−1 ⊂ Du/b/θ
M .

For each macro element M ∈ Mh, we denote elementwise averaged streamline directions
uM , bM ∈ Rd as approximations to uh and bh satisfying

|uM | ≤ C‖u‖∞,M , |b|M ≤ C‖b‖∞,M .

Possible choices are

uM := 1
|M |

∫
M
uh(x) dx, bM := 1

|M |

∫
M
bh(x) dx. (2.22)

With these preparations we can define the stabilizations

su,gd(u,v) :=
∑

M∈Mh

τu,gd,M (∇ · u,∇ · v)M
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su,SU (w;u,v) :=
∑

M∈Mh

τu,SU,M (κ((wM · ∇)u), κ(wM · ∇v))M

su,Cor(ω;u,v) :=
∑

M∈Mh

τu,Cor,M (κ(ω × u), κ(ω × v))M

s̃u,Lor(d;u,v) :=
∑

M∈Mh

τ̃u,Lor,M (κ(∇× (u× dM )), κ(∇× (v × dM )))M

sb,gd(b, c) :=
∑

M∈Mh

τb,gd,M (∇ · bh,∇ · ch)M

sb,Lor(w; b, c) :=
∑

M∈Mh

τb,Lor,M (κ(∇× (wM × b)), κ(∇× (wM × c)))M

sb,Ind(d; b, c) :=
∑

M∈Mh

τb,Ind,M (κ((∇× b)× dM ), κ((∇× c)× dM ))M

sθ,SU (w; θ, ψ) :=
∑

M∈Mh

τθ,SU,M (κ((wM · ∇)θ), κ((wM · ∇)ψ))M

sr,PSPG(r, s) :=
∑

M∈Mh

τr,PSPG,M (∇r,∇s)M

where w ∈ Vh and d ∈ Ch with piecewise constant approximations wM and dM .

We are now able to state the stabilized semi-discretization in space:

Find (uh, ph) : (t0, T )→ Vh ×Qh such that

(∂tuh,vh) + cu(uh;uh,vh) + (2ω × uh,vh) + ν(∇uh,∇vh)− (ph,∇ · vh)

+τu,gd(∇ · uh,∇ · vh) + su,SU (uh;uh,vh) + su,Cor(ω;uh,vh) (2.23)

+s̃u,Lor(bh;uh,vh) + (βgθh,vh)− ((∇× bh)× bh,vh) = (fu,vh),

(∇ · uh, qh) = 0

holds for all (vh, qh) ∈ Vh ×Qh for t ∈ (t0, T ) a.e.
Find (bh, rh) : (t0, T )→ Ch × Sh such that

(∂tbh, ch)− (∇× (uh × bh), ch) + λ(∇× bh,∇× ch)− (∇rh, ch)

+τb,gd(∇ · bh,∇ · ch) + sb,Lor(uh; bh, ch) + sb,Ind(bh; bh, ch) = (fb, ch),

(bh,∇sh) + sr,PSPG(rh, sh) = 0 (2.24)

holds for all (ch, sh) ∈ Ch × Sh for t ∈ (t0, T ) a.e.
Find θh : (t0, T )→ Θh such that

(∂tθh, ψh) + α(∇θh,∇ψh) + cθ(uh; θh, ψh) + sθ,SU (uh; θh, ψh) = (fθ, ψh) (2.25)

holds for all (vh, qh, ψh) ∈ Vh ×Qh ×Θh for t ∈ (t0, T ) a.e.
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2.5.2 Interpolation

Additionally, we require that suitable interpolation operators exist:

Assumption 2.5.3.
There are (quasi-)interpolation operators ju : V → Vh and jp : Q → Qh such that for all
M ∈Mh, for all w ∈ V ∩ [W l,2(Ω)]d with 1 ≤ l ≤ ku + 1

‖w − juw‖L2(M) + hM‖∇(w − juw)‖L2(M) ≤ ChlM‖w‖W l,2(ωM ) (2.26)

and for all q ∈ Q ∩H l(M) with 1 ≤ l ≤ kp + 1

‖q − jpq‖L2(M) + hM‖∇(q − jpq)‖L2(M) ≤ ChlM‖q‖W l,2(ωM ). (2.27)

on a suitable patch ωM ⊃M holds. Moreover, let

‖v − juv‖L∞(M) ≤ ChM |v|W 1,∞(ωM ) ∀v ∈ [W 1,∞(ωM )]d.

Assumption 2.5.4.
There are (quasi-)interpolation operators jb : C → Ch and jr : S → Sh such that for all
M ∈Mh, for all c ∈ C ∩ [W l,2(Ω)]d with 1 ≤ l ≤ kb + 1

‖c− jbc‖L2(M) + hM‖∇(c− jbc)‖L2(M) ≤ ChlM‖c‖W l,2(ωM ) (2.28)

and for all s ∈ S ∩H l(M) with 1 ≤ l ≤ kr + 1

‖s− jrs‖L2(M) + hM‖∇(s− jrs)‖L2(M) ≤ ChlM‖q‖W l,2(ωM ). (2.29)

on a suitable patch ωM ⊃M holds. Moreover, let

‖b− jbb‖L∞(M) ≤ ChM |b|W 1,∞(ωM ) ∀b ∈ [W 1,∞(ωM )]d.

Assumption 2.5.5.
There is a (quasi-)interpolation operator jθ : Θ → Θh such that for all M ∈ Mh, for all
ψ ∈ Θ ∩W l,2(Ω) with 1 ≤ l ≤ kθ + 1

‖ψ − jθψ‖L2(M) + hM‖∇(ψ − jθψ)‖L2(M) ≤ ChlM‖c‖W l,2(ωM ) (2.30)

on a suitable patch ωM ⊃M holds. Moreover, let

‖θ − jbθ‖L∞(M) ≤ ChM |θ|W 1,∞(ωM ) ∀θ ∈W 1,∞(ωM ).
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Remark 2.5.6. We often require that an interpolation operator is divergence-preserving.
According to Girault & Scott [GS03], such an operator satisfying the above interpolation
assumptions 2.5.3 resp. 2.5.4 exists provided k ≥ 2 for d = 2 and k ≥ 3 for d = 3. It
is argued in [GS03] that the restriction k ≥ 3 can be lifted for quadrilateral/hexahedral
meshes to k ≥ 2.

With these preparations, we consider a splitting of the total error:

Definition 2.5.7 (Notation).
We define the interpolation errors ηu, ηb, ηθ, ηp, ηr by

ηu := u− juu, ηb := b− jbb, ηp := p− jpp, ηr := r − jrr, ηθ := θ − jθθ

and the discretization errors eu, eb, eθ, ep, er by

eu := juu− uh, eb := jbb− bh, ep := jpp− ph, er := jrr − rh, eθ := jθθ − θh.

This gives for the total errors ξu, ξb, ξθ, ξp, ξr

ξu := u− uh = ηu + eu, ξb := b− bh = ηb + eb, ξp := p− ph = ηp + ep,

ξr := r − rh = ηr + er, ξθ := θ − θh = ηθ + eθ .





3 Semi-Discrete Error Estimates

In the following, we summarize semi-discrete error estimates that we obtained for various
forms of the coupled Navier-Stokes equations. Here we restrict ourselves to the above de-
scribed discrete formulation. In particular, we use for the summary no edge stabilization
and just one common coarse space.
We begin with the Oseen equations [DAL15] and proceed to the uncoupled Navier-Stokes
equations [ADL15a]. Next, the analysis is extended to outflow boundary conditions in-
stead of the homogeneous Dirichlet boundary conditions [ABL15]. Finally, we consider
the temperature coupling and the coupling with the induction equation separately.

In the following, we will call an error estimate to be semi-robust if the coefficients multi-
plying the corresponding Sobolev norms of the solutions in the upper bound do not depend
on the problem parameters. We will call an error estimate quasi-optimal if the order of
convergence is the same as for the interpolation errors.

3.1 The Oseen and the Navier-Stokes Problem

We first neglect the coupling with the temperature and the induction equation and con-
sider the time-dependent Oseen equations as well as the Navier-Stokes equations in an
inertial frame of reference. The Oseen equations differ from the Navier-Stokes equations
by replacing the convective term c(u;u;v) by c(a;u;v) with a ∈ L∞(t0, T ;W 1,∞(Ω)) and
∇ · a = 0 in the continuous formulation (2.9):

Find (u, p) : (t0, T )→ V ×Q such that

(∂tu,v) + cu(a;u,v) + ν(∇u,∇v)− (p,∇ · v) = (fu,v),

(∇ · u, q) = 0
(3.1)

holds for all (v, q) ∈ V ×Q for t ∈ (t0, T ) a.e..

Similarly, c(uh;uh;vh) is replaced by c(a;uh;vh) in the discretized formulation (2.23):

21
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Find (uh, ph) : (t0, T )→ Vh ×Qh such that

(∂tuh,vh) + cu(a;uh,vh) + ν(∇uh,∇vh)− (ph,∇ · vh)

+su,gd(uh,vh) + su,SU (uh;uh,vh) = (fu,vh),

(∇ · uh, qh) = 0

(3.2)

holds for all (vh, qh) ∈ Vh ×Qh for t ∈ (t0, T ) a.e..
For the analysis, let us define the mesh-dependent expression ||| · |||LPSu via symmetric
testing by

|||v|||2LPSu := ν‖∇v‖20 + su,gd(v,v) + su,SU (a;v,v) ∀v ∈ V .

For the Navier-Stokes problem, we choose a = uh.
The approach here improves some results by Matthies/Tobiska in [MT15].

3.1.1 Stability

We can first state a common result:

Lemma 3.1.1.
Let fu ∈ L1(t0, T ;L2(Ω)) and u0 ∈ L2(Ω). Then there exists a discrete solution uh ∈ V div

h

of the LPS-model (3.2). For t0 ≤ t ≤ T we obtain

1
2‖uh‖

2
0 +

∫ t

t0
|||(uh(s), 0)|||2LPSu ds ≤ ‖uh(t0)‖20 + 3

2‖fu‖
2
L1(t0,t;L2(Ω)). (3.3)

Proof. [DAL15, Lemma 3.1] and [ADL15a, Lemma 3.1]

For the Oseen problem, we can also bound the time derivative:

Lemma 3.1.2.
Let fu ∈ L2(t0, T ;L2(Ω)). Then there holds

‖∂tuh‖2L2(t0,t;L2(Ω)) + |||uh|||2LPSu

≤ |||uh(t0)|||2LPSu + 2
ν
‖a‖2L∞(t0,t;L∞(Ω))‖uh(t0)‖20

+ 2‖fu‖2L2(t0,t;L2(Ω)) + 3
ν
‖a‖2L∞(t0,t;L∞(Ω))‖f‖L1(t0,t;L2(Ω)).

(3.4)

Proof. [DAL15, Lemma 3.1]

Remark 3.1.3. If we assume Lipschitz continuity in time for fu, the Picard-Lindelöf theo-
rem yields uniqueness of the solution.
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Lemma 3.1.4.
If fu ∈ L2(t0, T ;L2(Ω)) and uh ∈ H1(t0, T ; [L2(Ω)]d), there exists a unique discrete kine-
matic pressure ph in a solution Uh = (uh, ph) ∈ V div

h × Qh of (3.2). Moreover, for
t0 ≤ t ≤ T , we obtain

‖ph‖2L2(t0,t;L2(Ω)) ≤
3
β2
u,h

[
C2
P

(
‖fu‖2L2(t0,t;L2(Ω)) + ‖∂tuh‖2L2(t0,t;L2(Ω))

)
+K2

∫ t

t0
|||uh(s)|||2LPSu ds

]

with K :=
√
ν + CP ‖a‖L∞(t0,t;L∞(Ω))√

ν
+ maxM∈Mh

√
τu,SU,M‖aM‖2L∞(t0,t;L∞(M)) + dτu,gd,M .

Proof. [DAL15, Lemma 3.1] and [ADL15a, Remark 3.2]

3.1.2 Quasi-Optimal Error Estimates

As in [MT15], we are interested in semi-robust methods of order k, i.e., there exists a
constant C > 0, independent on critical data (like ν and h) such that for 0 ≤ t ≤ T

‖eu‖2L∞(t0,t;L2(Ω)) +
∫ t

t0
|||eu|||2LPSu ds

≤ Ch2k
(
|u|2L2(t0,t;Wk+1,2(Ω)) + ‖∂tu‖2L2(t0,t;Wk,2(Ω)) + |p|2L2(t0,t;Wk,2(Ω))

) (3.5)

where h := maxM hM .

In a first step, we improved the results of Matthies & Tobiska [MT15] for vanishing
reaction-type term σu. The basic tool is to work in the space V div

h . In a second step,
a (mild) mesh restriction is removed. Finally, we identified methods of order k + 1

2 for
ν ≤ Ch.

Remark 3.1.5. We restrict ourselves here to velocity estimates. Using the discrete inf-sup
condition, we can recover convergence results rates for the kinematic pressure afterwards.

In the following, we assume stricter regularity according to

u ∈ [L2(t0, T ;V ) ∩ L∞(t0, T ;L2(Ω)) ∩ L∞(t0, T ;W 1,∞(Ω))]d.

Methods of order k without compatibility condition

In the following, we assume that Assumptions 2.3.1, 2.5.2, 2.5.1 and 2.5.3 are valid with a
divergence-preserving interpolation operator ju. Furthermore, we consider k := ku = kp+1.
Then we can give a discretization error result for the velocity:
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Theorem 3.1.6.
Assume for the initialization that uh(t0) = juu0. We obtain for the discrete velocity ap-
proximation eu ∈ L∞(t0, T ;L2(Ω)) ∩ L2(t0, T ;V div

h ) of the LPS-method (3.2):

‖eu‖2L∞(t0,t;L2(Ω)) +
∫ t

t0
|||eu(τ)|||2LPSu dτ

≤
∑

M∈Mh

∫ t

t0
eCG(u)(t−τ)

(
(ν + τu,SU,M |aM |2 + dτu,gd,M )‖∇ηu(τ)‖20,M

+
‖a‖2L∞(M)

ν
‖ηu(τ)‖20,M + min

{
d

ν
,

1
τu,gd,M

}
‖ηp(τ)‖20,M

+ ‖∂tηu(τ)‖20,M + τu,SU,M |aM |2‖κM (∇u)(τ)‖20,M
)
dτ

(3.6)

where a := uh in the Navier-Stokes case. Furthermore, the Gronwall constant can be
chosen as COseenG (u) = 1 for the Oseen problem and

CNSEG (u) = 1 + C|u|L∞(t0,T ;W 1,∞(Ω)) + C max
M∈Mh

{
h2
M

τu,gd,M

}
‖u‖2L∞(t0,T ;W 1,∞(Ω))

for the Navier-Stokes problem.

Proof. [DAL15, Theorem 4.1] and [ADL15a, Theorem 4.1]

Corollary 3.1.7.
Let u ∈ L∞(t0, T ;L2(Ω)) ∩ L2(t0, T ;V ), p ∈ L2(t0, T ;L2(Ω)) and ∂tu ∈ L2(t0, T ;L2(Ω)).
Then estimate (3.6) implies strong velocity convergence of the semi-discrete LPS-method
in L∞(t0, T ;L2(Ω)) ∩ L2(t0, T ;V ).

Proof. [DAL15, Corollary 4.3] and [ADL15a, Corollary 4.1]

Corollary 3.1.8.
Assume additionally a smooth solution of the time-dependent (Oseen or Navier-Stokes)
problem according to

u ∈ L2(t0, T ; [W k+1,2(Ω)]d), ∂tu ∈ L2(t0, T ; [W k,2(Ω)]d), p ∈ L2(t0, T ;W k,2(Ω)).
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Provided uh(t0) = juu0, we obtain for t0 ≤ t ≤ T the semi-discrete a priori estimate for
the approximation eu = uh − juu of the LPS-method (3.2):

‖eu‖2L∞(t0,t;L2(Ω)) +
∫ t

t0
|||eu(τ)|||2LPSu dτ

≤ C
∑

M∈Mh

h2k
M

∫ t

t0
eCG(u)(t−τ)

((
ν
(
1 +Re2

M

)
+ τu,SU,M |aM |2 + dτu,gd,M

)
|u(τ)|2Wk+1,2(ωM )

+ τu,SU,M |aM |2h2(s−k)
M |u(τ)|2W s+1,2(ωM ) + ‖∂tu(τ)‖2Wk,2(ωM )

+ min
{
d

ν
,

1
τu,gd,M

}
|p(τ)|2Wk,2(ωM )

)
dτ

(3.7)

with the previously defined Gronwall constant CG(u), the mesh Reynolds number ReM :=
hM‖a‖L∞(M)

ν and s ∈ {0, . . . , k}.

Proof. [DAL15, Corollary 4.4] and [ADL15a, Corollary 4.2]

Remark 3.1.9. With a parameter choice according to

τu,gd,M = τu,gd,0, τu,SU,M ≤ τ0
h

2(k−s)
M

|aM |2
(3.8)

(where a = uh in the Navier-Stokes case) we obtain a semi-robust method of order k in
the sense of (3.5) provided that it holds

ReM =
hM‖a‖L∞(M)

ν
≤ 1√

ν
. (3.9)

In particular, the bound for the discretization error does not depend on ν and the estimate
is semi-robust. For the Navier-Stokes problem, this result strongly depends on the following
estimate of the convective term.

Lemma 3.1.10.
For the difference of the convective terms, we obtain

c(u;u, eh)− c(uh;uh, eh)

≤ 1
4ε

∑
M∈Mh

1 + νRe2
M

h2
M

‖ηu‖2L2(M) + 3ε|||ηu|||2LPS + 4ε|||eh|||2LPS

+
[
|u|W 1,∞(Ω) +

(
εh2 + C

ε
max
M∈Mh

h2

γM

)
‖u‖2W 1,∞(Ω)

]
‖eh‖2L2(Ω)

with the local Reynolds number ReM := hM‖u‖L∞(M)/ν.
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Proof. [ADL15a, Lemma 7.1]

Remark 3.1.11. Possible variants of the triples Vh/Qh/DM are

• One-level methods:
Pk/Pk−1/Ps, Qk/Qk−1/Qs, P+

k /P−(k−1)/Ps, Qk/P−(k−1)/Ps

• Two-level methods:
Pk/Pk−1/Ps, Qk/Qk−1/Qs, P+

k /P−(k−1)/Ps, Qk/P−(k−1)/Ps

with s ∈ {0, 1, . . . , k − 1}.

Methods of order k with compatibility condition

In order to avoid the mesh size restriction ReM ≤ 1√
ν
in (3.9), we need to improve the

estimate of the convective term. First, we want to state another assumption with respect
to the streamline approximation of the velocity in the Navier-Stokes case:

Assumption 3.1.12.
The streamline direction uM satisfies

‖uM − u‖∞,M ≤ ChM‖u‖1,∞ ∀M ∈Mh.

Furthermore, we consider special choices of coarse and fine spaces that fulfill the following
compatibility condition.

Assumption 3.1.13.
For Yh,k(M) = {vh|M : vh ∈ Yh,k, vh = 0 on Ω \M} there exists β̃u,h > 0 such that

inf
wh∈DM

sup
vh∈Yh,k(M)

(vh,wh)M
‖vh‖0,M‖wh‖0,M

≥ β̃u,h. (3.10)

Sufficient conditions on the meshes Th,Mh, the fine and coarse spaces can be found in
[MST07]. In particular, for the one-level approach with Th = Mh, one has to enrich the
velocity space by local bubble functions.

Lemma 3.1.14.
Let Assumption 3.1.13 be valid. Then there is an interpolation operator i : V → Vh such
that for 1 ≤ l ≤ k + 1

(v − iv,wh) = 0 ∀wh ∈ Du
h :=

⊕
DM , v ∈ V ,

‖v − iv‖0,M + hM |v − iv|W 1,2(M) ≤ ChlM‖v‖W l,2(ωM ) ∀v ∈ V ∩ [H l(Ω)]d. (3.11)
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Proof. See Matthies et al. [MST07].

In consequence, the interpolation operator ju : V → Vh does in general not act in V div
h

and the previously presented analysis leading to Theorem 3.1.6 has to be modified. In
particular, the term (∇·ηu, ηp) has to be handled. In case the discrete ansatz space for the
kinematic pressure is discontinuous, we need to include an additional edge stabilization.
For consistency we do not consider that in the following and just restrict ourselves to
continuous kinematic pressure ansatz spaces.

Theorem 3.1.15.
With the additional Assumption 3.1.13 we obtain for t0 ≤ t ≤ T and Qh ⊃ Pk−1 the
semi-discrete error estimate

‖eu‖2L∞(t0,t;L2(Ω)) +
∫ t

t0
|||(eu, ep)(τ)|||2LPSu dτ

≤
∑

M∈Mh

∫ t

t0
eCG(u)(t−τ)

((
ν + τu,SU,M |aM |2 + dτu,gd,M

)
‖∇ηu(τ)‖20,M +

‖ηu(τ)‖20,M
τu,SU,M

+ τu,SU,M |aM |2‖κM (∇u)(τ)‖20,M

+ min
{
d

ν
,

1
τu,gd,M

}
‖ηp(τ)‖20,M + |||∂tηu(τ)|||20,M

)
dτ

(3.12)

with the Gronwall constants

COseenG (u) = 1 + C max
M∈Mh

τu,SU,M‖a‖2L∞(t0,t;W 1,∞(M))

CNSEG (u) = 1 + C|u|L∞(t0,T ;W 1,∞(Ω))

+ C max
M∈Mh

{(
h2
M

τu,gd,M
+ τu,SU,M

)
‖u‖2L∞(t0,t;W 1,∞(M))

}
.

Proof. [DAL15, Theorem 4.8] and [ADL15a, Theorem 4.2]

Remark 3.1.16. Assumption 3.1.12 can be replaced by one corresponding to the discrete
solution:

Assumption 3.1.17.
The streamline direction uM satisfies

‖uh − uM‖∞,M ≤ ChM‖uh‖1,∞ ∀M ∈Mh.
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Then the Gronwall constant in the Navier-Stokes case changes to

CNSEG (u) = 1 + C|u|L∞(t0,T ;W 1,∞(Ω)) + C max
M∈Mh

{
h2
M

τu,gd,M
‖u‖2L∞(t0,t;W 1,∞(M))

}
+ C max

M∈Mh

{τu,SU,M‖uh‖2L∞(t0,t;W 1,∞(M))}.

In this case, the above estimate is no longer a priori.

Corollary 3.1.18.
For the discretization error, it holds the estimate

‖eu‖2L∞(t0,T );L2(Ω) +
∫ t

t0
|||(eu, ep)(τ)|||2LPSu dτ

≤ C
∑

M∈Mh

h2k
M

∫ t

t0
eCG(u)(t−τ)

((
ν + τu,SU,M |aM |2 + dτu,gd,M + h2

M

τu,SU,M

)
|u(τ)|2Wk+1,2(ωM )

+ τu,SU,M |aM |2h2(s−k)
M |u(τ)|W s+1,2(ωM ) + ‖∂tu(τ)‖2Wk,2(ωM )

+ min
{
d

ν
,

1
τu,gd,M

}
|p(τ)|2Wk,2(ωM )

)
dτ

(3.13)

with the previously defined Gronwall constant CG(u).

Proof. [DAL15, Corollary 4.9] and [ADL15a, Corollary 4.3]

Remark 3.1.19. Regarding the stabilization parameters, we obtain from formula (3.13)
that a method of order k results from

τu,gd,M = τu,gd,0, τ0h
2
M ≤ τu,SU,M ≤ τ0

h
2(k−s)
M

|aM |2
(3.14)

with s ∈ {k − 1, k} and tuning constants τu,gd,0, τ0, τ0 = O(1).

Remark 3.1.20. According to [MST07; MT15], the following choices of ansatz spaces satisfy
the critical Assumption 3.1.13:

• One-level methods:
P+
k /Pk−1/Pk−1, P+

k /P−(k−1)/Pk−1, Qk/P−(k−1)/Pk−1

• Two-level methods:
Pk/Pk−1/Pk−1, Qk/Qk−1/Pk−1, P+

k /P−(k−1)/Pk−1, Qk/P−(k−1)/Pk−1
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Methods of order k + 1
2 with compatibility condition

We now restrict ourselves to one-level methods (Mh = Th) with Vh = P+
k , Qh = Pk, DM =

Pk−1 and k ≥ 1 and assume ν ≤ Ch.

Corollary 3.1.21.
For t ∈ [t0, T ] the error estimate

‖eu‖2L∞(t0,t);L2(Ω) +
∫ t

t0
|||(eu, ep)(τ)|||2LPSu dτ

≤ C
∑

M∈Mh

h2k
M

∫ t

t0
eCG(u)(t−τ)

((
ν + τu,SU,M |aM |2 + dτu,gd,M + h2

M

τu,SU,M

)
|u(τ)|2Wk+1,2(ωM )

+ h2
M‖∂tu(τ)‖2Wk+1,2(ωM ) + h2

M

(
min

{
d

ν
,

1
τu,gd,M

})
|p(τ)|2Wk+1,2(ωM )

)
dτ

(3.15)

holds with the same Gronwall as in Corollary 3.1.15.

Proof. [DAL15, Corollary 4.11] and [ADL15a, Corollary 4.4]

Remark 3.1.22. Choosing the stabilization parameters according to

τu,SU,M = τu,SU,0hM , τu,gd,M = τu,gd,0hM (3.16)

with tuning constants τ0, τu,gd,0 = O(1), we obtain a method of order k + 1
2 in the sense

of [MST07]. This means that the discretization error estimates are superconvergent with
respect to the assumptions on the interpolation error estimates in H1(Ω).

3.2 Directional Do-Nothing Boundary Conditions

So far we only considered the case of homogeneous boundary conditions. In [ABL15], we
were able to extend the results from the previous section for the grad-div and LPS-SU
stabilized model to outflow boundaries.

3.2.1 Description of the Model

In case there is a boundary Γout ⊂ ∂Ω on which we do not prescribe Dirichlet boundary,
the continuous model (2.9) implies that the so called “do-nothing condition”

ν∇u · n− pn = 0 at Γout
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holds. This is a common way to deal with the situation in which one wants to model the
flow in a domain that is much larger than Ω under the assumption that the influence from
the unmodeled larger part is negligible.
A typical case is a channel in which an object is placed. We specify the inflow profile and
assume homogeneous Dirichlet boundary conditions on the side walls of the channel. In
flow direction, we assume that the channel is infinitely long. For numerical simulations,
we want to consider a bounded domain and hence need to cut the channel at a face Γout.
Unfortunately, the missing control over inflow at Γout leads to problems when proving
existence and stability of weak solutions for the Navier-Stokes equations, see [HRT96].
These stability issues can also be observed numerically.
In order to circumvent this disadvantage, we consider here the so-called “directional-do-
nothing condition” [Bra15] that is given by

ν∇u · n− pn− β(u · n)−u = 0 at Γout (3.17)

where β > 0. If there is no inflow at Γout (u ·n ≥ 0), the additional term β(u ·n)−vanishes
and this condition reduces to the “do-nothing condition”. For this approach, existence of
weak solutions is proved in [BMZ14].

The weak formulation that arises differs only by the formulation of the convective term

cDDNu (w;u,v) := cu(w;u,v) +
∫

Γout

(1
2(w · n)− β(w · n)−

)
u · v ds

that is not skew-symmetric anymore. Due to the different boundary condition the ansatz
space, the ansatz space for the velocity changes to

V DDN := {u ∈ H1(Ω)d : u|∂Ω\Γout = 0}.

The stabilized discrete problem also just differs by the convective term from the case of
homogeneous boundary conditions.

3.2.2 Stability

If we test the weak discrete formulation symmetrically, we observe

1
2∂t‖u‖

2
0 + ν‖u‖20 + su,SU (uh;uh,uh) + su,gd(uh,uh)

+
∫

Γout
‖uh‖2

(1
2(uh · n)+ +

(1
2 − β

)
(uh · n)−

)
ds ≤ ‖fu‖0‖uh‖0.



3 Semi-Discrete Error Estimates 31

In particular, for β ≥ 1
2 we achieve stability of the discrete solution proceeding as in the

proof of Lemma 3.1.1. For the continuous solution, the analogon to the above estimate
gives existence of weak solutions, see [BMZ14], and uniqueness in case of small data, see
[Bra15].

3.2.3 Error Estimates

We have seen that symmetric testing gives us some more control compared to the case of
homogeneous Dirichlet boundary conditions and we define the stability norm here by

|||v|||2LPSu := ν‖∇v‖20 + su,gd(v,v) + su,SU (uh;v,v)

+
∫

Γout
‖uh‖2

(1
2(uh · n)+ +

(1
2 − β

)
(uh · n)−

)
ds ∀v ∈ V .

With these preparations, assuming that the assumptions 2.5.2, 2.5.1 and 2.5.3 hold true
with an divergence-preserving interpolation operator ju, a convergence result can be de-
rived for this case, too:

Theorem 3.2.1.
For sufficiently regular continuous solution u, p and β > 1/2, it holds for the discretization
error:

‖eu‖2L∞(t0,T ;L2(Ω)) +
∫ T

t0
|||eu(t)|||2LPSudt ≤ C

∫ T

t0
eCG(u)(t−τ) ∑

M∈Mh

φM (τ)dτ

with the Gronwall constant

CG := c(1 + |u|L∞(t0,T ;W 1,∞(Ω)) + h‖u‖2L∞(t0,T ;W 1,∞(Ω)) + (1 + ν−1)‖u‖L∞(Γout))

and the quantity φM depending on u and on the interpolation errors ηu, ηp

φM :=‖∂tηu‖2M + (c1 + c3)‖∇ηu‖2M + c2‖ηu‖2M + c3‖κM (∇u)‖2M + c4‖ηp‖2M

and coefficients c1, . . . , c4:

c1 = ν + τu,gd,M , c2 = h−2
M + ν−1‖u‖L∞(M), c3 = τu,SU,M |u|2M , c4 = (ν + τu,gd,M )−1.

Proof. [ABL15, Theorem 2]

This estimate just differs from Corollary 3.1.8 by the additional term ν−1‖u‖L∞(Γout) in
the Gronwall constant. In consequence, the estimate is no longer semi-robust and the error
might deteriorate quickly in time for small ν. However, this estimate might not be sharp
as we have never experienced such a behavior in our numerical results.
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For the ansatz spaces, Theorem 3.2.1 suggests an equilibration of ‖∇ηu‖2M and ‖ηp‖2M . In
view of Assumption 2.5.3, this means ku = kp+1. Finally, note that the resulting parameter
bounds are the same as for homogeneous Dirichlet boundary conditions.

3.3 Non-Isothermal Flow

Now, we give up the assumption that the flow is isothermal and consider heat transport
within the Oberbeck-Boussinesq model [Bou03; Obe79]. The semi-discretized approach
in [DA15] allows for different coarse space for the velocity SU and the temperature SU
stabilization. For simplicity, we here restrict ourselves to one coarse spaceMh.
For v ∈ V and θ ∈ Θ, we define

|||v|||2LPSu := ν‖∇v‖20 + su,SU (uh;v,v) + su,gd(v,v),

|||θ|||2LPSθ := α‖∇θ‖20 + sθ,SU (uh; θ, θ)

similar to the previous sections.

3.3.1 Stability

We again start with a stability result that gives existence and uniqueness of the discrete
solutions. The following result states the desired stability:

Theorem 3.3.1.
Assume (uh, ph, θh) ∈ V div

h × Qh × Θh is a solution of (2.23), (2.25) with initial data
uh(t0) ∈ [L2(Ω)]d, θh(t0) ∈ L2(Ω) and fu, fθ ∈ L1(t0, T ;L2(Ω)). For t0 ≤ t ≤ T , we
obtain

‖θh‖L∞(t0,t;L2(Ω)) ≤ ‖θh(t0)‖0 + ‖fθ‖L1(t0,T ;L2(Ω)) =: Cθ(T, θh(t0), fθ),

‖uh‖L∞(t0,t;L2(Ω)) ≤ ‖uh(t0)‖0 + ‖fu‖L1(t0,T ;L2(Ω))

+ β‖g‖L1(t0,T ;L∞(Ω))
(
‖θh(t0)‖0 + ‖fθ‖L1(t0,T ;L2(Ω))

)
=: Cu(T,uh(t0), θh(t0),fu, fθ),

‖θh‖L2(t0,t;LPS) ≤ Cθ(T, θh(t0), fθ),

‖uh‖L2(t0,t;LPS) ≤ Cu(T,uh(t0), θh(t0),fu, fθ).

Proof. [DA15, Theorem 1]

Remark 3.3.2. The discrete inf-sup stability again yields a stability estimate of the kine-
matic pressure as well. The above theorem gives us existence of the semi-discrete quantities
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due to Carathéodory’s Existence Theorem. If we assume Lipschitz continuity in time for
fu, fθ and g, the Picard-Lindelöf Theorem yields uniqueness of the solution.

3.3.2 Quasi-Optimal Semi-Discrete Error Estimates

In this section, we present quasi-optimal error estimates in the finite element setting in-
troduced above.

Theorem 3.3.3.
Let (u, p, θ) : [t0, T ] → V div ×Q × Θ, (uh, ph, θh) : [t0, T ] → V div

h ×Qh × Θh be solutions
of (2.9), (2.11) and (2.23), (2.25) satisfying

u ∈ L∞(t0, T ; [W 1,∞(Ω)]d), ∂tu ∈ L2(t0, T ; [L2(Ω)]d), p ∈ L2(t0, T ;Q ∩ C(Ω)),

θ ∈ L∞(t0, T ;W 1,∞(Ω)), ∂tθ ∈ L2(t0, T ;L2(Ω)), uh ∈ L∞(t0, T ; [L∞(Ω)]d).

Let Assumptions 2.5.1, 2.5.3, 2.5.5 be valid and uh(t0) = juu0, θh(t0) = jθθ0. We obtain
for all t0 ≤ t ≤ T for the discretization errors:

‖eu,h‖2L∞(t0,t;L2(Ω)) + ‖eθ,h‖2L∞(t0,t;L2(Ω))

+
∫ t

t0

(
|||eu,h(τ)|||2LPS + |[eθ,h(τ)]|2LPS

)
dτ

.
∫ t

t0
eCG(u,θ,uh)(t−τ)

{ ∑
M∈Mh

[
(ν + τu,SU,M |uM |2 + τu,gd,Md)‖∇ηu(τ)‖20,M

+ h−2
M ‖ηu(τ)‖20,M + ‖∂tηu(τ)‖20,M

+ τu,SU,M |uM |2‖κuM (∇u)(τ)‖20,M + min
{
d

ν
,

1
τu,gd,M

}
‖ηp(τ)‖20,M

]
+

∑
M∈Mh

[
‖∂tηθ(τ)‖20 +

(
h−2
M + β‖g‖∞,M

)
‖ηθ(τ)‖20,M

+
(
α+ τθ,SU,M |uM |2

)
‖∇ηθ(τ)‖20,M + τθ,SU,M |uM |2‖κθM (∇θ)(τ)‖20,M

]}
dτ

with the Gronwall constant

CG(u, θ,uh) = 1 + β‖g‖∞ + |u|W 1,∞(Ω) + |θ|W 1,∞(Ω) + ‖uh‖2∞

+ max
M∈Mh

{h2
M |u|2W 1,∞(M)}+ max

M∈Mh

{ h2
M

τu,gd,M
|u|2W 1,∞(M)

}
+ max
M∈Mh

{τ−1
u,gd,M‖u‖

2
∞,M}+ max

M∈Mh

{h2
M |θ|2W 1,∞(M)}

+ max
M∈Mh

{ h2
M

τu,gd,M
|θ|2W 1,∞(M)

}
+ max
M∈Mh

{τ−1
u,gd,M‖θ‖

2
∞,M}.

(3.18)
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Proof. [DA15, Theorem 2]

This result can be used to obtain convergence results provided the continuous solutions
are sufficiently smooth:

Corollary 3.3.4.
Consider a solution (u, p, θ) : [t0, T ]→ V div ×Q×Θ of (2.9), (2.11) satisfying

u ∈ L∞(t0, T ; [W 1,∞(Ω)]d) ∩ L2(t0, T ; [W ku+1,2(Ω)]d),

∂tu ∈ L2(t0, T ; [W ku,2(Ω)]d),

p ∈ L2(t0, T ;W kp+1,2(Ω) ∩ C(Ω)),

θ ∈ L∞(t0, T ;W 1,∞(Ω)) ∩ L2(t0, T ;W kθ+1,2(Ω)),

∂tθ ∈ L2(t0, T ;W kθ,2(Ω))

and a solution (uh, ph, θh) : [t0, T ] → V div
h × Qh × Θh of (2.23), (2.25) satisfying uh ∈

L∞(t0, T ; [L∞(Ω)]d). Let Assumptions 2.5.1, 2.5.3, 2.5.5 be valid as well as uh(t0) = juu0,
θh(t0) = jθθ0 hold. For t0 ≤ t ≤ T , we obtain the estimate for the semi-discrete error
ξu,h = u− uh, ξθ,h = θ − θh:

‖ξu,h‖2L∞(t0,t;L2(Ω)) + ‖ξθ,h‖2L∞(t0,t;L2(Ω))

+
∫ t

t0

(
|||ξu,h(τ)|||2LPS + |[ξθ,h(τ)]|2LPS

)
dτ

.
∫ t

t0
eCG(u,θ)(t−τ)

{ ∑
M∈Mh

h
2(kp+1)
M min

{
d

ν
,

1
τu,gd,M

}
‖p(τ)‖2

Wkp+1,2(ωM )

+
∑

M∈Mh

h2ku
M

[
(1 + ν + τu,SU,M |uM |2 + τu,gd,Md)‖u(τ)‖2Wku+1,2(ωM ) (3.19)

+ ‖∂tu(τ)‖2Wku,2(ωM ) + τu,SU,M |uM |2h2(su−ku)
M ‖u(τ)‖2W su+1,2(ωM )

]
+

∑
M∈Mh

h2kθ
M

[
‖∂tθ(τ)‖2

Wkθ,2(ωM ) + τθ,SU,M |uM |2h
2(sθ−kθ)
M ‖θ(τ)‖2W sθ+1,2(ωM )

]

+
(
1 + h2

Mβ‖g‖∞,M + α+ τθ,SU,M |uM |2
)
‖θ(τ)‖2

Wkθ+1,2(ωM )

}
dτ

with su ∈ {0, · · · , ku}, sθ ∈ {0, · · · , kθ} and a Gronwall constant as defined in Theorem
3.3.3.

Proof. [DA15, Corollary 1]
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Remark 3.3.5. Note that the above results do not provide a priori bounds since the Gron-
wall constant depends on ‖uh‖∞. This allows us to prevent mesh width restrictions of the
form

ReM = hM‖uh‖∞,M
ν

≤ 1√
ν
, PeM = hM‖uh‖∞,M

α
≤ 1√

α

similar to the ones obtained in [ADL15a]. This is due to a different estimate of the con-
vective terms. Namely, Lemma 3.1.10 is replaced by the following Lemma.

Lemma 3.3.6.
We can estimate the difference of the convective terms in the momentum equation for
arbitrary ε > 0 by

cu(u;u, eu,h)− cu(uh;uh, eu,h)

≤ C

ε

∑
M∈Mh

1
h2
M

‖ηu‖20,M + 3ε|||ηu|||2LPS + 3ε|||eu,h|||2LPS

+
[
|u|W 1,∞(Ω) + ε max

M∈Mh

{h2
M |u|2W 1,∞(M)}+ C

ε
max
M∈Mh

{ h2
M

τu,gd,M
|u|2W 1,∞(M)

}

+ C

ε
max
M∈Mh

{τ−1
u,gd,M‖u‖

2
∞,M}+ ε‖uh‖2∞

]
‖eu,h‖20

with C independent of hM , ε, the problem parameters and the solutions.

Proof. [DA15, Lemma 1]

Remark 3.3.7. Provided a certain compatibility condition between fine and coarse ansatz
spaces holds true (according to [MST07]), we can improve the above results similarly to
the consideration in [ADL15a]. In particular, we obtain

‖eu,h‖2L∞(t0,t;L2(Ω)) + ‖eθ,h‖2L∞(t0,t;L2(Ω))

+
∫ t

t0

(
|||eu,h(τ)|||2LPS + |[eθ,h(τ)]|2LPS

)
dτ

≤ C
∫ t

t0
eC
′
G(u,θ,uh)(t−τ)

{ ∑
M∈Mh

min
{
d

ν
,

1
τu,gd,M

}
‖ηp(τ)‖20,M

+
∑

M∈Mh

[(
ν + τu,SU,M |uM |2 + τu,gd,Md

)
‖∇ηu(τ)‖20,M +

( 1
h2
M

+ 1
τu,SU,M

)
‖ηu(τ)‖20,M

+ ‖∂tηu(τ)‖20,M + τu,SU,M |uM |2‖κuM (∇u)(τ)‖20,M
]

+
∑

M∈Mh

[(
α+ τθ,SU,M |uM |2

)
‖∇ηθ(τ)‖20,M +

( 1
τθ,SU,M

+ β‖g‖∞,M
)
‖ηθ(τ)‖20,M



36 3 Semi-Discrete Error Estimates

+ τθ,SU,M |uM |2‖κθM (∇θ)(τ)‖20,M + ‖∂tηθ(τ)‖20,M
]}

dτ

with Gronwall constant

C ′G(u, θ,uh) = 1 + β‖g‖∞ + |u|W 1,∞(Ω) + |θ|W 1,∞(Ω)

+ max
M∈Mh

{h2
M |u|2W 1,∞(M)}+ max

M∈Mh

{ h2
M

τu,gd,M
|u|2W 1,∞(M)

}
+ max
M∈Mh

{τ−1
u,gd,M‖u‖

2
∞,M}+ max

M∈Mh

{h2
M |θ|2W 1,∞(M)}

+ max
M∈Mh

{ h2
M

τu,gd,M
|θ|2W 1,∞(M)

}
+ max
M∈Mh

{τ−1
u,gd,M‖θ‖

2
∞,M}

+ max
M∈Mh

{
τu,SU,M |uh|2W 1,∞(M)

}
+ max
M∈Mh

{
τθ,SU,M |uh|2W 1,∞(L)

}
.

The details for this can be found in [Dal15].

Remark 3.3.8. Again, the above estimates give us the possibility to derive an error estimate
for the kinematic pressure via the discrete inf-sup condition. If

u ∈ L∞(t0, T ; [W 1,∞(Ω)]d), uh ∈ L∞(t0, T ; [L∞(Ω)]d),

we obtain the estimate for the semi-discrete kinematic pressure error ξp,h = p − ph for
t0 ≤ t ≤ T

‖ξp,h‖2L2(t0,t;L2(Ω))

≤ C

β2
d

{
‖∂tξu,h‖2L2(t0,t;H−1(Ω)) + β2‖g‖2L∞(t0,t;L∞(Ω))‖ξθ,h‖

2
L2(t0,t;L2(Ω))

+
(
‖u‖2L2(t0,t;L∞(Ω)) + ‖uh‖2L2(t0,t;L∞(Ω))

)
‖ξu,h‖2L∞(t0,t;L2(Ω))

+
∫ t

t0

(
ν + max

M∈Mh

{τ−1
u,gd,M‖uh‖

2
∞,M}

+ max
M∈Mh

{τu,SU,M |uM |2}+ max
M∈Mh

{τu,gd,Md}
)
|||ξu,h|||2LPS dτ

+
∫ t

t0
max
M∈Mh

{τu,SU,M |uM |2}
∑

M∈Mh

τu,SU,M |uM |2‖κuM (∇u)‖20,Mdτ
}

with a constant C > 0 independent of the problem parameters, hM and the solutions.

3.3.3 Parameter Choice

For the ansatz spaces (3.19), suggests to choose

k := ku = kθ = kp + 1.
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This is for example fulfilled if we choose Taylor-Hood elements V h = Qk, Qh = Qk−1 and
Θh = Qk.

The presented error estimates motivate a parameter choice as

τu,gd,M = τu,gd,0,

0 ≤ τu,SU,M ≤ τu,SU,0
h

2(ku−su)
M

|uM |2
,

0 ≤ τθ,SU,M ≤ τθ,SU,0
h

2(kθ−sθ)
M

|uM |2

(3.20)

for M ∈ Mh, where τu,gd,0, τu,SU,0, τθ,SU,0 = O(1) denote non-negative tuning constants.
For θ ≡ 0 this reduces to the parameter bounds that we obtained for the Navier-Stokes
equations.

Comparing the physical dimensions in the momentum equation (2.23) and the Fourier
equation (2.25), we obtain

[τu,SU,M ] m
2

s4 = [su,SU (uh;uh,uh)] =
[(
∂uh
∂t

,uh

)]
= m2

s3 ,

[τθ,SU,M ] K
2

s2 = [sθ,SU (uh; θh, θh)] =
[(
∂θh
∂t

, θh

)]
= K2

s
.

This suggests a parameter design as

τθ,SU,M ∼ hM/|uM |, τu,SU,M ∼ hM/|uM |, (3.21)

that is within the above (theoretical) parameter bounds. We will consider this choice in
the numerical examples.

3.4 Incompressible Resistive Magnetohydrodynamics

Finally, we assume that the flow is isothermal again and consider the coupling with the
Maxwell problem for an electrically conducting fluid [WAL15]. Here, we consider a lin-
earized and stationary version of formulation (2.9), (2.10):
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Find U := (u, b, p, r) ∈ V ×C ×Q× S such that

AG(U ,V) = FG(V),

AG(U ,V) := ν(∇u,∇v) + cu(a;u,v)− (p,∇ · v)− ((∇× b)× d,v)

+ (∇ · u, q)− (b,∇s)

+ λ(∇× b,∇× c) + (∇r, c)− (∇× (u× d), c),

FG(V) := (fu,v) + (fb, c)

(3.22)

holds for all V := (v, c, q, s) ∈ V × C × Q × S. The quantities ∇ · a = 0, a ∈
L∞ (Ω)d ∩H1 (Ω)d and d ∈ W 1,∞ (Ω)d ∩Hcurl(Ω) are prescribed approximations to
the velocity and the magnetic field.

Remark 3.4.1. We can consider these equations as a problem that arises after time dis-
cretization with time step size ∆t for an extrapolated velocity field a and an extrapolated
magnetic field b in the limit ∆t→∞.

Opposed to the considerations in [WAL15], we here restrict ourselves to inf-sup stable
ansatz spaces for the fluid part that does not require any stabilization for the kinematic
pressure. With the previous notations for the stabilization terms, we get here in summary

Slps(Uh,Vh) = su,SU (a;uh,vh) + su,gd(uh,vh) + s̃u,Lor(d;uh,vh)

+ sb,Ind(d; bh, ch) + sb,gd(bh, ch) + sr,PSPG(∇rh,∇sh)
(3.23)

for the stabilizations. The discretized formulation then reads:
Find Uh ∈ Vh ×Ch ×Qh × Sh such that

AStab(Uh,Vh) := AG(Uh,Vh) + Slps(Uh,Vh) = FG (Vh) (3.24)

holds for all Vh ∈ Vh ×Ch ×Qh × Sh.

3.4.1 Stability

As usual, we first consider the stability of the discretized solution that is going to give us
existence and uniqueness.

The norm we want to control is again motivated by testing the discrete formulation sym-
metrically. In particular, we define for all V ∈ V ×C ×Q× S the (weak) semi-norms

‖V‖G :=
(
ν‖∇v‖20 + λ‖∇ × c‖20

)1/2
,

‖V‖Stab := Slps(V ,V)1/2,

|||V |||w :=
(
‖V‖2G + ‖V‖2Stab

)1/2
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and note AStab(V ,V) = ‖V‖2w due to

((∇× b)× d,v) = −(∇× (v × d), b)

and the skew-symmetry of the convective term cu(a, ·, ·).

We introduce a problem length scale L0 and define the following norms

‖v‖V :=
√
ν

L0
‖v‖0 +

√
ν‖∇v‖0, ‖c‖C :=

√
λ

L0
‖c‖0 +

√
λ‖∇ × c‖0,

‖q‖Q := 1√
ν
‖q‖0, ‖s‖S := 1√

λ
‖s‖0 + L0√

λ
‖∇s‖0

in the sense of consistent units and introduce the Galerkin norm

‖V‖Gal := (‖v‖V + ‖c‖C + ‖q‖Q + ‖s‖S)1/2 (3.25)

for the continuous problem. Finally, we consider a (strong) stabilized norm that combines
the weak semi-norm with the L2 parts of the Galerkin norm:

|||V |||s :=
(
|||V |||2w + ν

L2
0
‖v‖0 + λ

L2
0
‖c‖0 + 1

ν
‖q‖20

)2
.

Now, we can show stability for all considered quantities:

Corollary 3.4.2.
From the definition of the weak semi-norm, it follows immediately

|||Uh|||w ≤ sup
Vh∈Vh×Ch×Qh×Sh

FG(Vh)
|||Vh|||w

. (3.26)

for the solution Uh ∈ Vh ×Ch ×Qh × Sh of the stabilized discrete problem.

Proof. [WAL15, Corollary 4.9]

Remark 3.4.3. For the continuous problem a Poincaré type inequality

‖c‖20 ≤ C(‖∇ × c‖20 + ‖n× c‖20,∂Ω) ∀c ∈ Hcurl
0 (Ω) ∩Hdiv

0 (Ω)

can be shown, cf. [Mon03, Corollary 3.51]. Hence, stability in the weak semi-norm implies
stability with respect to Hcurl(Ω) for the continuous problem.

Unfortunately, the discrete magnetic field is only weakly solenoidal and therefore this
inequality is not applicable. In fact, we need to rely on proper estimates for the stabilization
parameters:
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Theorem 3.4.4.
For the solution Uh ∈ Vh ×Ch ×Qh × Sh of the stabilized discrete problem it holds in the
strong norm

|||Uh|||s ≤ C1‖Uh‖w + C2 sup
(vh,sh)∈Vh×Sh

|FG ((vh,0, 0, sh))|
||| (vh,0, 0, sh) |||s

(3.27)

where C2, C1 are given according to

C1 ∼ C2

(
max
M∈Mh

(√
τu,SU,M‖a‖L∞(M)d√

ν

)
+ max
M∈Mh

(√
τu,gd,M√
ν

)

+ max
M∈Mh

(
‖d‖L∞(M)d

√
τ̃u,Lor,M√

ν

)
+ max
M∈Mh

(√
τr,PSPG,M

√
λ

L0

))
,

C2 ∼ max
M∈Mh

(‖a‖∞,MhM
ν

)
+ max
M∈Mh

(‖d‖∞,MhM√
νλ

)
+ max
M∈Mh

(√
ν

τu,gd,M

)

+ max
M∈Mh

(
L0√

λτr,PSPG,M

)
+ max
M∈Mh

(‖d‖∞,M√
νλ

)
+ max
M∈Mh

( √
λhM√

τb,gd,ML0

)
.

Proof. [WAL15, Theorem 4.10]

Remark 3.4.5. The above estimate is a stability result provided the requirements

cν ≤ τu,gd,M ≤ C, c
L2

0
λ
≤ τr,PSPG,M ≤ C, c

λh2
M

L2
0
≤ τb,gd,M ≤ C

are fulfilled.

3.4.2 Quasi-Optimal Error Estimates

Now, we are in position to state estimates for the discretization error. We start with
estimates for sufficiently smooth solutions without a special choice of coarse spaces and
try to cure the arising mesh width restrictions in case the LPS compatibility condition
3.1.13 holds. Finally, we are interested in the case b ∈ Hcurl(Ω) \H1(Ω).
For shortening the notation we define for the splitting of the total error

H := (ηu,ηb, ηp, ηr), Eh := (eu, eb, ep, er).

Then we can state a common bound for a considered cases.
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Lemma 3.4.6.
The total discretization error is bounded by

‖Eh‖2Gal + ‖Eh‖2Stab ≤ S2
1 + S2

2

where S1 and S2 are defined by

S1 := ‖H‖Gal +
( ∑
M∈Mh

1
ν
‖a‖2∞,M‖ηu‖20,M

) 1
2 +

( ∑
M∈Mh

1
λ
‖d‖2∞,M‖ηu‖20,M

) 1
2

+
( ∑
M∈Mh

ν−1(1 +
√
d
)2(‖d‖∞,M + ‖∇d‖∞,M

)2‖ηb‖20,M) 1
2
,

S2 := ‖H‖Stab + ‖U‖Stab +
( ∑
M∈Mh

1
τu,gd,M

‖ηp‖20,M
) 1

2 +
( ∑
M∈Mh

1
τb,gd,M

‖ηb‖20,M
) 1

2

Proof. [WAL15, Lemma 5.1]

Error Estimates for Smooth Solutions without LPS-Compatibility

If we now consider sufficiently smooth solutions, we can estimate the remaining terms in
S1 and S2 and achieve:

Theorem 3.4.7.
The approximation properties of the FE spaces and the local L2-projector yield in case
U ∈ [Hk+1(Ω)]d × [Hk+1(Ω)]d × Hk(Ω) × Hk(Ω) for the total discretization error the
bound

‖Eh‖2Gal + ‖Eh‖2Stab ≤ S2
1 + S2

2

where S1 and S2 can be bounded by

S2
1 ≤ C

∑
M∈Mh

h2k
M

[(
ν
(
1 +
‖a‖2∞,Mh2

M

ν2
)

+ λ
‖d‖2∞,Mh2

M

λ2

)
|u|2k+1,2,M

+
(
λ+ h2

M

ν

(
‖d‖∞,M + ‖∇d‖∞,M

)2)|b|2k+1,2,M

]
,

S2
2 ≤ C

∑
M∈Mh

h2k
M

[
τu,gd,M |u|2k+1,2,M + h

2(s−k)
M

(
τu,SU,M |aM |2 + τb,Ind,M |dM |2

)
|u|2s+1,2,M

+ 1
τu,gd,M

|p|2k,2,M + h
2(s−k)
M τ̃u,Lor,M |dM |2|b|2s+1,2,M

+
(
τr,PSPG,M + h2

M

τb,gd,M

)
|b|2k+1,2,M

]
.

Proof. [WAL15, Theorem 5.2]
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Denote the local fluid and magnetic Reynolds numbers by

Ref,M := ‖a‖∞,MhM/ν, Rem,M := ‖d‖∞,MhM/λ

respectively.
An equilibration of the terms in S2

1 according to

ν

(
1 +
‖a‖2∞,Mh2

M

ν2

)
+ λ
‖d‖2∞,Mh2

M

λ2 ∼ 1,

λ+ h2
M

ν
(‖d‖∞,M + ‖∇d‖∞,M )2 ∼ 1

leads to the following (mild) restrictions on the local mesh width hM :

√
νRef,M ≤ C,

√
λRem,M ≤ C, hM (‖d‖∞,M + ‖∇d‖∞,M ) ≤ C

√
ν. (3.28)

Equilibration of terms in S2
2 and comparison to S2

1 yields

τu,SU,M |aM |2 + τb,Ind,M |dM |2 ∼ h
2(k−s)
M , τu,gd,M ∼ 1,

τ̃u,Lor,M |dM |2 ∼ h2(k−s)
M , τr,PSPG,M + h2

M

τb,gd,M
∼ 1.

(3.29)

This leads to the following bounds on the stabilization parameters:

0 ≤ τu,SU,M ≤ C
h

2(k−s)
M

|aM |2
, τu,gd,M ∼ 1, 0 ≤ τ̃u,Lor,M , τb,Ind,M ≤ C

h
2(k−s)
M

|dM |2
,

τb,gd,M ∼
L2

0
λ
, τr,PSPG,M ∼

h2
Mλ

L2
0
.

(3.30)

Remark 3.4.8. Provided the magnetic field satisfies at least b ∈ [H1(Ω)]d, it is possible
to come up with a slightly different analysis that does not require PSPG stabilization
for the magnetic pseudo-pressure. In this case, the grad-div stabilization parameter has to
satisfy τb,gd . 1. This gives the possibility to obtain much more control over the divergence
constraint. We will consider this approach for the analysis of the fully discretized problem.

Error Estimates for Smooth Solutions with LPS-Compatibility

Similar to the Navier-Stokes equations, we want here to remove the mesh width restriction
by carefully choosing ansatz spaces that satisfy the LPS compatibility condition 3.1.13 for
the velocity ansatz spaces and the ansatz spaces for the magnetic field. For technical
reasons, we assume here elementwise constant fields a|M = aM and d|M = bM .
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With modified estimates for S1 and S2 we can then improve the previous error estimate:

Theorem 3.4.9.
The approximation properties of the FE spaces, and the local L2-projector yield in case
U ∈ [Hk+1(Ω)]d× [Hk+1(Ω)]d×Hk(Ω)×Hk(Ω) for the total discretization error the bound

‖Eh‖2Gal + ‖Eh‖2Stab ≤ S2
1 + S2

2

with the bounds

S2
1 .

∑
M∈Mh

h2k
M

[(
ν + h2

M

τu,SU,M
+ h2

M

τ̃u,Lor,M

)
|u|2k+1,2,M +

(
λ+ h2

M

τb,Ind,M

)
|b|2k+1,2,M

]
(3.31)

on S1 and it still holds

S2
2 .

∑
M∈Mh

h2k
M

[
τu,gd,M |u|2k+1,2,ωM + h

2(s−k)
M

(
τu,SU,M |aM |2 + τb,Ind,M |dM |2

)
|u|2s+1,2,ωM

+ 1
τu,gd,M

|p|2k,2,ωM +
(
τr,PSPG,M + h2

M

τb,gd,M

)
|b|2k+1,2,ωM (3.32)

+ h
2(s−k)
M τ̃u,Lor,M |dM |2|b|2s+1,2,ωM

]
.

Proof. [WAL15, Theorem 5.5]

A calibration of the parameters in (3.31) and (3.32) gives the new parameter bounds

ch2
M ≤ τu,SU,M ≤ C

h
2(k−s)
M

|aM |2
, τu,gd,M ∼ 1,

ch2
M ≤ τ̃u,Lor,M ≤ C

h
2(k−s)
M

|dM |2
, ch2

M ≤ τb,Ind,M ≤ C
h

2(k−s)
M

|dM |2

(3.33)

and as before

τb,gd,M ∼
L2

0
λ
, τr,PSPG,M ∼

h2
Mλ

L2
0
. (3.34)

Error Estimates for Singular Solutions

So far, we always considered solutions with b ∈ [H1(Ω)]d. Since the natural regularity
of the Maxwell problem only requires b ∈ Hcurl, it is relevant to consider solutions with
b ∈ Hcurl\[H1(Ω)]d as well. This might happen if the domain is non-convex. For simplicity,
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we here restrict ourselves to the stationary Maxwell problem with u ≡ 0, p ≡ 0. Following
Badia/Codina in [BC12], we introduce the Maxwell norm

|||(b, r)||| := ‖b‖C + ‖r‖S .

A different estimate of the term
∑
M∈Mh

τr,PSPG,M (∇ · (b− jbb),∇ · ch)M with an appro-
priate interpolation operator jb is given in [BC12], leading to

|||(bh − b, rh − r)||| . inf
wh∈Ch
sh∈Sh

|||(b−wh, r − sh)|||+

 ∑
M∈Mh

λhM
L2

0
‖b−wh‖20,∂M

 1
2
 .

According to Lemma 3.11 in [BC12], a solution b ∈ Hcurl
0 (Ω) ∩ Hdiv(Ω) can be written

as b = b0 +∇φ with b0 ∈ [W 1+r,2(Ω)]d ∩Hcurl
0 (Ω) and φ ∈ W 1,2

0 (Ω) ∩W r,2(Ω) for some
r > 1

2 . Moreover, the following condition is assumed.

Assumption 3.4.10.
There exists a FE space Gh defined on Th such that ∇φh ∈ Ch for any φh ∈ Gh and that

inf
φh∈GH

‖φ− φh‖Hs(M) ≤ Cht−sM ‖φ‖Ht(M)

for all M ∈ Th, for φ ∈W t,2(M) and 0 ≤ s ≤ t ≤ k + 1.

This leads to

|||(b− bh, r − rh)||| ≤ C
∑
M∈Th

(
√
λhtM‖b0‖1,2,M +

√
λ

L1−ε
0

ht−εM ‖φ‖1+t,2,M

)
.

Some variants of simplicial and quadrilateral/hexahedral elements fulfilling Assumption
3.4.10 are discussed in [BC12] and [CD02].
The analysis in the present paper shows that the approach in [BC12] for the pure Maxwell
problem is compatible with the analysis of the LPS method for the stationary linearized
MHD problem. In particular, the so-called cross-box elements can be handled as a two-level
LPS method where the LPS-compatibility condition 3.1.13 is valid.

3.5 Summary

The analytical findings for the semi-discretizations can be summarized as follows:
In all cases we achieve quasi-robust error estimates provided the stabilization parameters
are sufficiently chosen. While grad-div stabilization proved to be essential, all parameters
due to local projection stabilization are in most cases negligible with respect to quasi-
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optimal convergence results. On the other hand, unphysical oscillations in the numerical
solutions often occur due to vanishing control over terms the stabilizations are designed
for. Due to the wide range of parameter bounds that we obtain, we are able to recover
control while still obtaining convergence. Hence, we are in a good position to achieve phys-
ically sensible numerical results for a suitable parameter design.

Furthermore, the presented analysis offers various ways to avoid mesh width restric-
tions; either by assuming stronger stability of the numerical solutions such as ũh ∈
L∞(t0, T ;L∞(Ω)) or by a special choice of fine and coarse ansatz spaces. In the latter
case, even superconvergent discretization errors could be proven. Apart from these spe-
cial cases, the analysis does not require special ansatz spaces as long as the velocity and
kinematic pressure ansatz spaces are inf-sup stable.





4 Error Estimates for the Fully Discretized
Equations

After summarizing the estimates for the semi-discretized quantities, now the fully dis-
cretized scheme used in the implementation is considered. The results in this chapter are
based on the error estimates for the fully discretized Navier-Stokes equations in [ADL15b].

4.1 Description of the Time Discretization

In the continuous Navier-Stokes problem, u and p are coupled through the incompressibil-
ity constraint. The idea for pressure-correction projection methods is to define an auxiliary
variable ũ and solve for ũ and p in two different steps such that the original velocity can
be recovered from these two quantities. Such an approach was first considered by Chorin
[Cho69] and Temam [Tem69].
An overview of different projection methods is given in [GMS06]. Badia and Codina [BC07]
analyzed the incremental pressure-correction algorithm with BDF1 time discretization.
The incremental pressure-correction algorithm with BDF2 time discretization is discussed
by Guermond in [Gue99] for the unstabilized Navier-Stokes equations with ν = 1. Shen
considered a different second order time discretization scheme in [She96]. It turns out that
this technique suffers from unphysical boundary conditions for the kinematic pressure that
lead to reduced rates of convergence. To prevent this, Timmermans proposed in [TMV96]
the rotational pressure-correction projection method that uses a divergence correction for
the kinematic pressure. A thorough analysis for this has first been performed in [GS04]
for the Stokes problem.

Here, the incremental pressure-correction approach is extended to cover also time dis-
cretizations for the temperature, magnetic field and magnetic pseudo-pressure.
Before describing the scheme, we need some abbreviations that will simplify the equations.

Definition 4.1.1 (Notation).
Let fn describe the state of a quantity f at time t0 + n∆t.

• The time propagation δt is defined as δtfn = fn − fn−1.

47
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• The discrete time derivative Dt is defined as

Dtf
n = 3fn − 4fn−1 + fn−2

2∆t = 3δtfn − δtfn−1

2∆t .

• The time extrapolation is defined as

f∗,n := 2fn−1 − fn−2 , f(tn)∗ := 2f(tn−1)− f(tn−2)

and we notice

fn − f∗,n = δttf
n, f(tn)− f(tn)∗ = δttf(tn).

For the time-discretization of the weak stabilized formulation (2.23)-(2.25), the stabiliza-
tions sr,PSPG and s̃u,Lor are neglected. Furthermore, we consider equidistant time steps
of size ∆t such that tn := t0 + n∆t. Then for each n ∈ [2, .., N ] the following sequence of
problems is solved:

In the incremental pressure-correction scheme [GMS06], first an auxiliary velocity vector
is introduced that solves the following problem with explicit treatment of the kinematic
pressure:

Find ũnht ∈ Vh such that(
3ũnht − 4un−1

ht + un−2
ht

2∆t ,vh

)
+ (2ωn × ũnht,vh) + ν(∇ũnht,∇vh) + cu(ũnht; ũnht,vh)

+
∑

M∈Mh

(
τnu,SU,M (κuM ((ũnM · ∇)ũnht), κuM ((ũnM · ∇)vh))M

+τnu,Cor (κuM (ωn × ũnht), κuM (ωn × vh))M + τnu,gd (∇ · ũnht,∇ · vh)M
)

= (fnu ,vh)− (∇pn−1
ht ,vh) + (

(
∇× b∗,nht

)
× b∗,nht ,vh)− β(gnθ∗,nht ,vh)

(4.1)

for all vh ∈ Vh.

Afterwards, we solve for the kinematic pressure while projecting the auxiliary velocity into
the space of weakly solenoidal solutions:

Find (unht, φnht) ∈ Vh ×Qh such that for all yh ∈ ∇Qh ⊕ V div
h and qh ∈ Qh(3unht − 3ũnht

2∆t +∇φnht,yh
)

= 0,

(∇ · unht, qh) = 0.
(4.2)
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Then set the new kinematic pressure according to

(pnht, qh) = (φnht + pn−1
ht − χν∇ · ũ

n
ht, qh) ∀qh ∈ Qh

where χ ∈ {0, 1}.
For the magnetic part, again the standard incremental scheme is applied: We first solve
for the magnetic field and treat the magnetic pseudo-pressure explicitly.
Find b̃nht ∈ Ch satisfying(

3b̃nht − 4bn−1
ht + bn−2

ht

2∆t , ch

)
+ λ (∇× bnht,∇× ch)− (∇× (ũnht × bnht) , ch)

+
∑

M∈Mh

(
τnb,Lor,M

(
κbM (∇× (ũnM × b̃

n

ht)), κbM (∇× (ũnM × ch))
)
M

+τnb,Ind,M
(
κbM ((∇× bnht)× bnM ), κbM ((∇× ch)× bnM )

)
M

+τnb,gd (∇ · bnht,∇ · ch)M
)

= (fnb , ch)−
(
∇rn−1

ht , ch
)

(4.3)

for all ch ∈ Ch.

The projection onto the divergence-free constraint is achieved by solving the problem
Find (bnht, rnht) ∈ Ch × Sh such that(

3bnht − 3b̃nht
2∆t +∇(rnht − rn−1

ht ), zh

)
= 0,

(∇ · bnht, sh) = 0

holds for all sh ∈ Sh and zh ∈ ∇Sh ⊕Cdiv
h .

Finally, for the temperature a convection-diffusion problem is solved:
Find θnht ∈ Θh such that(

3θnht − 4θn−1
ht + θn−2

ht

2∆t , ψh

)
+ α (∇θnht,∇ψh) + cθ(ũnht; θnht, ψh)

+
∑

M∈Mh

τnθ,SU,M

(
κθM ((ũnM · ∇)θnht), κθM ((ũnM · ∇)ψh)

)
M

= (fnθ , ψh)

(4.4)

for all ψh ∈ Θh.
For χ = 0 the approach for the velocity is called standard incremental pressure-correction
and in case of χ = 1 rotational incremental pressure correction. The latter one attempts
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to remove some artificial boundary conditions for the kinematic pressure and Guermond
could prove in [GS04] that this yields improved error estimates in the Stokes case. Here,
we will carry out the analysis for χ = 0 only and consider for simplicity the boundary
conditions

unht|∂Ω = ũnht|∂Ω = 0, n× b|∂Ω = 0, θ|∂Ω = 0. (4.5)

For simplification of the presentation, globally constant grad-div parameter τnb,gd,M ≡
τnb,gd, τ

n
u,gd,M ≡ τnu,gd are assumed.

Definition 4.1.2 (Notation).
We remind of the splittings of the total errors into interpolation and discretization errors

ηnu = u(tn)− juu(tn), enu = juu(tn)− unht, ξnu = u(tn)− unht = ηnu + enu,

ẽnu = juu(tn)− ũnht, ξ̃
n

u = u(tn)− ũnht = ηnu + ẽnu,

ηnb = b(tn)− jbb(tn), enb = jbb(tn)− bnht, ξnb = b(tn)− bnht = ηnb + enb ,

ẽnb = jbb(tn)− b̃nht, ξ̃
n

b = b(tn)− b̃nht = ηnb + ẽnb ,

ηnp = p(tn)− jpp(tn), enp = jpp(tn)− pnht, ξnp = p(tn)− pnht = ηnp + enp ,

ηnr = r(tn)− jrr(tn), enr = jrr(tn)− rnht, ξnr = r(tn)− rnht = ηnr + enr ,

ηnθ = θ(tn)− jθθ(tn), enθ = jθθ(tn)− θnht, ξnθ = θ(tn)− θnht = ηnθ + enθ .

4.2 On the Regularity of the Maxwell Problem

In contrast to the semi-discretized case, the PSPG stabilization for the magnetic pseudo-
pressure is neglected in this approach. This needs justification that is given in this section.
For u = 0 the weak formulation of the induction equation (2.10) reduces in the stationary
case to:
Find b ∈ Hcurl

0 (Ω) such that

λ(∇× b,∇× c)− (r,∇ · c) = (fb, c),

(b,∇s) = 0
(4.6)

holds for all (c, s) ∈ Hcurl
0 (Ω)×W 1,2

0 (Ω).
It can be shown that the corresponding bilinear form is coercive with respect to the natural
norms on Hcurl(Ω) and W 1,2(Ω) as defined in (2.7). Hence, this problem is well-posed. On
the other hand, an uniform coercivity result for the respective discretization using nodal
finite elements (with or without grad-div stabilization) is not known according to [BC12].
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In [Haz02] it is shown that the above so-called curl formulation is equivalent to the fol-
lowing so-called curl-div formulation:

Find b ∈ Hcurl
0 (Ω) ∩Hdiv(Ω) such that

λ(∇× b,∇× c) + (∇r, c) = (fb, c),

(∇ · b, s) = 0
(4.7)

holds for all (c, s) ∈ Hcurl
0 (Ω) ∩Hdiv(Ω)× L2

0(Ω).

In particular, also this problem is well-posed. The discretization in time for the induction
equation (4.3) corresponds to this latter formulation.

We now consider solutions b for the Maxwell problem satisfying the stricter regularity
assumption b ∈ Hcurl

0 (Ω) ∩H1(Ω) and define the unit normal and the tangential parts of
b by:

Definition 4.2.1.
For an unit normal vector n the normal part of a vector u is given by

un = u · n

and the tangential part by

ut = u− unn.

With this preparations, it can be shown that for a solenoidal b the Hcurl(Ω) semi-norm
and the H1(Ω) semi-norm are equivalent:

Lemma 4.2.2.
For a polyhedral domain Ω with boundary Γ and u,v ∈ H1(Ω), the identity

(∇× u,∇× v) + (∇ · u,∇ · v)− (∇u,∇v) = (∇ · ut, vn)|Γ − (∇un,vt)Γ

is fulfilled. In particular,

‖∇ × u‖20 + ‖∇ · u‖20 = ‖∇u‖20

if we prescribe homogeneous normal (u · n = 0) or homogeneous tangential (u × n = 0)
boundary conditions on Γ.

Proof. [Cos91]
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In particular, a discretization using inf-sup stable conforming elements in combination
with τnb,gd ≤ λ is coercive with respect to the curl-div formulation. Due to the fact that for
deriving convergence results we always need the solution to be sufficiently smooth, this
result justifies omitting the PSPG stabilization for the magnetic pseudo-pressure.

Remark 4.2.3. If the reference solution has just regularity according to b ∈ Hcurl(Ω) \
[H1(Ω)]d, the discrete solution cannot converge in the above described framework: A so-
lution bh to the discretized Maxwell equation satisfies the stability result

λ‖∇bh‖20 = λ‖∇ × bh‖20 + λ‖∇ · bh‖20
≤ λ‖∇ × bh‖20 + λ‖∇ · bh‖20 + sb,Ind(bh; bh, bh) = (fb, bh)

≤ ‖fb‖−1‖∇bh‖0.

⇒ λ‖∇bh‖0 ≤ ‖fb‖−1

and is hence uniformly bounded with respect to the H1(Ω) semi-norm. Convergence to b
would however imply that λ‖∇bh‖20 is unbounded in the limit. This case is not artificial:
Provided Ω is not convex, Costabel proved in [Cos91] that Hcurl

0 (Ω)∩ [H1(Ω)]d is a closed
proper subspace of Hcurl

0 (Ω) ∩Hdiv(Ω).
That is the reason why we still consider PSPG stabilization and a parameter design as in
(3.30) in case of solutions with reduced regularity in the numerical examples.

4.3 Stability Estimates

After the justification of reduced set of stabilization parameters, we now proceed to sta-
bility results. The discrete error norms that we are interested in are given by:

Definition 4.3.1.
Consider sequences u = (u1, . . . ,uN ) ∈ AN of vector-valued and p = (p1, . . . , pN ) ∈ BN

of scalar-valued quantities, where A and B are normed spaces and 1 ≤ n ≤ N . Then
discrete error norms are defined by

‖u‖2l2(t0,T ;A) := ∆t
N∑
n=1
‖un‖2A, ‖p‖2l2(t0,T ;B) := ∆t

N∑
n=1
‖pn‖2B,

‖u‖l∞(t0,T ;A) := max
1≤n≤N

‖un‖A, ‖p‖l∞(t0,T ;B) := max
1≤n≤N

‖pn‖B.

Furthermore, we define similar to the semi-discrete case for the errors with respect to
stabilization and the natural semi-norm:

|||vn|||2LPSu := ν‖∇vn‖20 + su,gd(vn,vn) + su,SU (ũnht;vn,vn),
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‖vn‖2l2(t0,T ;LPSu) := ∆t
N∑
n=1
‖vn‖2LPSu ,

|||cn|||2LPSb := λ‖∇ × cn‖20 + sb,gd(vn,vn) + sb,Lor(ũnht; cn, cn) + sb,Ind(b̃
n

ht; cn, cn),

‖cn‖2l2(t0,T ;LPSb) := ∆t
N∑
n=1
‖cn‖2LPSb ,

|||ψn|||2LPSθ := α‖∇ψn‖20 + sθ,SU (ũnht;ψn, ψn),

‖ψn‖2l2(t0,T ;LPSθ) := ∆t
N∑
n=1
‖ψn‖2LPSu

for all (v, c, θ) ∈ V N ×CN ×ΘN .

For quantities r that are continuous in time we identify r by its evaluation at the discrete
points in time (r(t1), . . . , r(tN ))T .

Now, a stability result can be stated in case the magnetic coupling is treated implicitly in
the momentum equation:

Lemma 4.3.2 (Stability).
Assume an implicit treatment of the magnetic coupling in the momentum equation, i.e.
(∇×b̃n,∗ht )×b̃n,∗ht := (∇×b̃nht)×b̃

n

ht, and fu ∈ l2(t0, T ; [L2(Ω)]d),fb ∈ l2(t0, T ; [L2(Ω)]d), fθ ∈
l2(t0, T ;L2(Ω)), g ∈ l∞(t0, T ; [L∞(Ω)]d). Then it holds

‖ũht‖2l∞(t0,T ;L2(Ω)) + ‖ũht‖2l2(t0,T ;LPS) + ‖b̃ht‖2l∞(t0,T ;L2(Ω))

+ ‖b̃ht‖2l2(t0,T ;LPS) + ‖θht‖2l∞(t0,T ;L2(Ω)) + ‖θht‖2l2(t0,T ;LPS)

+ (∆t)2‖∇pht‖2l∞(t0,T ;L2(Ω)) + (∆t)2‖∇rht‖2l∞(t0,T ;L2(Ω))

≤ eCG(T−t0)
(
‖ũ1

ht‖20 + ‖2u1
ht − u0

ht‖20 + 4(∆t)2

3 ‖∇p1
ht‖20 + ‖b̃1

ht‖20 (4.8)

+ ‖2b1
ht − b0

ht‖20 + 4(∆t)2

3 ‖∇r1
ht‖20 + ‖θ1

ht‖20 + ‖2θ1
ht − θ0

ht‖20

+
m∑
n=2

(
4∆t‖fnu ‖20 + 4∆t‖fnb ‖20 + ∆t

4β2‖gn‖2∞
‖fnθ ‖20

))
where the Gronwall constant CG is given by

CG ∼ (1−K)−1, K := ∆t
2 + 4∆tβ2‖gn‖2l∞(t0,T ;L∞(Ω))

!
< 1.

Proof. Symmetric testing in the momentum equation (4.1) and (4.2) yields

(3ũnht − 4un−1
ht + un−2

ht , ũnht)
∆t + ν‖∇ũnht‖20 + su,gd(ũnht, ũnht) + su,SU (ũnht; ũnht, ũnht)
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= (fnu , ũnht) + (pn−1
ht ,∇ · ũnht)− ((∇× b̃∗,nht )× b̃∗,nht , ũnht)− β(gnθ∗,nht , ũ

n
ht)

(3unht − 3ũnht,∇pn−1
ht )

2∆t = 3
2∆t(∇ · ũ

n
ht, p

n−1
ht ) = (∇(pn−1

ht − p
n
ht),∇pn−1

ht ).

For the first term, we have the splitting

2(3ũnht − 4un−1
ht + un−2

ht , ũnht)

= 3‖ũnht‖20 − 3‖ũnht − unht‖20 − 2‖unht‖20 + 2(3unht − 4un−1
ht + un−2

ht , ũnht − unht)

+ ‖2unht − un−1
ht ‖

2
0 + ‖δttunht‖20 − ‖ũn−1

ht ‖
2
0 − ‖2un−1

ht − u
n−2
ht ‖

2
0

where the term 2(3unht − 4un−1
ht + un−2

ht , ũnht) vanishes due to the fact that unht is the
orthogonal projection of ũnht in the space of discretely solenoidal functions.
For the second equation, we notice

‖∇δtpnht‖20 = 9
4(∆t)2 ‖u

n
ht − ũnht‖20

(∇(pn−1
ht − p

n
ht),∇pn−1

ht ) = 1
2(‖∇pn−1

ht ‖
2
0 + ‖∇δtpnht‖20 − ‖∇pnht‖20)

= 1
2(‖∇pn−1

ht ‖
2
0 − ‖∇pnht‖20) + 9

8(∆t)2 ‖u
n
ht − ũnht‖20.

In combination, this gives by multiplying the first equation with 4∆t

‖ũnht‖20 + ‖2unht − un−1
ht ‖

2
0 + ‖δttunht‖20 + 4(∆t)2

3 ‖∇pnht‖20 + 4∆tν‖∇ũnht‖20

+ 4∆tsu,gd(ũnht, ũnht) + 4∆tsu,SU (ũnht; ũnht, ũnht) + 4∆tsu,Cor(ωn; ũnht, ũnht)

≤ 3‖ũnht‖20 − 2‖unht‖20 + ‖2unht − un−1
ht ‖

2
0 + ‖δttunht‖20 + 4(∆t)2

3 ‖∇pnht‖20 + 4∆tν‖∇ũnht‖20

+ 4∆tsu,gd(ũnht, ũnht) + 4∆tsu,SU (ũnht; ũnht, ũnht) + 4∆tsu,Cor(ωn; ũnht, ũnht)

= ‖un−1
ht ‖

2
0 + ‖2un−1

ht − u
n−2
ht ‖

2
0 + 4(∆t)2

3 ‖∇pn−1
ht ‖

2
0 (4.9)

+ 4∆t(fnu , ũnht)− 4∆t((∇× b̃∗,nht )× b̃∗,nht , ũnht)− 4∆tβ(gnθ∗,nht , ũ
n
ht).

For the first estimate, we additionally used ‖unht‖20 = ‖πV div
h
ũnht‖20 ≤ ‖ũnht‖20.

An analogous estimate for the magnetic field yields

‖b̃nht‖20 + ‖2bnht − bn−1
ht ‖

2
0 + ‖δttbnht‖20 + 4(∆t)2

3 ‖∇rnht‖20 + 4∆tλ‖∇b̃nht‖20

+ 4∆tsb,gd(b̃
n

ht, b̃
n

ht) + 4∆tsb,Lor(ũnht; b̃
n

ht, b̃
n

ht) + 4∆tsb,Ind(b̃
n

ht; b̃
n

ht, b̃
n

ht)

≤ ‖bn−1
ht ‖

2
0 + ‖2bn−1

ht − b
n−2
ht ‖

2
0 + 4(∆t)2

3 ‖∇rn−1
ht ‖

2
0

+ 4∆t(fnb , b̃
n

ht) + 4∆t(∇× (ũnht × b̃
n

ht), b̃
n

ht).

(4.10)
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Finally, we also test the advection-diffusion equation for the temperature symmetrically
and obtain

(3θnht − 4θn−1
ht + θn−2

ht , θnht)
2∆t + α‖∇θnht‖20 + sθ,SU (ũnht; θnht, θnht) = (fnθ , θnht).

The first term can in an analogous manner to the discrete time derivative of the velocity
be rewritten as

2(3θnht − 4θn−1
ht + θn−2

ht , θnht)

= ‖θnht‖20 + ‖2θnht − θn−1
ht ‖

2
0 + ‖δttθnht‖20 − ‖θn−1

ht ‖
2
0 − ‖2θn−1

ht − θ
n−2
ht ‖

2
0.

Therefore, for the discrete temperature we obtain

‖θnht‖20 + ‖2θnht − θn−1
ht ‖

2
0 + ‖δttθnht‖20 + 4∆tα‖∇θnht‖20 + 4∆tsθ,SU (ũnht; θnht, θnht)

= 4∆t(fnθ , θnht)− ‖θn−1
ht ‖

2
0 + ‖2θn−1

ht + θn−2
ht ‖

2
0.

(4.11)

A combination of the estimates (4.9)-(4.11) gives

‖ũnht‖20 + ‖2unht − un−1
ht ‖

2
0 + ‖δttunht‖20 + 4(∆t)2

3 ‖∇pnht‖20 + 4∆tν‖∇ũnht‖20

+ ‖b̃nht‖20 + ‖2bnht − bn−1
ht ‖

2
0 + ‖δttbnht‖20 + 4(∆t)2

3 ‖∇rnht‖20 + 4∆tλ‖∇b̃nht‖20

+ ‖θnht‖20 + ‖2θnht − θn−1
ht ‖

2
0 + ‖δttθnht‖20 + 4∆tα‖∇θnht‖20 + 4∆tsθ,SU (ũnht; θnht, θnht)

+ 4∆tsu,gd(ũnht, ũnht) + 4∆tsu,SU (ũnht; ũnht, ũnht) + 4∆tsu,Cor(ωn; ũnht, ũnht)

+ 4∆tsb,gd(b̃
n

ht, b̃
n

ht) + 4∆tsb,Lor(ũnht; b̃
n

ht, b̃
n

ht) + 4∆tsb,Ind(b̃
n

ht; b̃
n

ht, b̃
n

ht)

≤ ‖un−1
ht ‖

2
0 + ‖2un−1

ht − u
n−2
ht ‖

2
0 + 4(∆t)2

3 ‖∇pn−1
ht ‖

2
0 + ‖bn−1

ht ‖
2
0 + ‖2bn−1

ht − b
n−2
ht ‖

2
0

+ 4(∆t)2

3 ‖∇rn−1
ht ‖

2
0 − ‖θn−1

ht ‖
2
0 + ‖2θn−1

ht + θn−2
ht ‖

2
0 (4.12)

+ 4∆t(fnu , ũnht)− 4∆t((∇× b̃∗,nht )× b̃∗,nht , ũnht)− 4∆tβ(gnθ∗,nht , ũ
n
ht)

+ 4∆t(fnb , b̃
n

ht) + 4∆t(∇× (ũnht × b̃
n

ht), b̃
n

ht) + 4∆t(fnθ , θnht).

Now, we estimate the last terms on the right-hand side according to

4∆t(fnu , ũnht) ≤
∆t
4 ‖ũ

n
ht‖20 + 4∆t‖fnu ‖20,

4∆t(fnb , b̃
n

ht) ≤
∆t
2 ‖b̃

n

ht‖20 + 4∆t‖fnb ‖20,

4∆t(fnθ , θnht) ≤ 4∆tβ2‖gn‖2∞‖θnht‖20 + ∆t
4β2‖gn‖2∞

‖fnθ ‖20,

4∆tβ(gnθ∗,nht , ũ
n
ht) ≤ 4∆tβ2‖gn‖2∞‖θ

∗,n
ht ‖

2
0 + ∆t

4 ‖ũ
n
ht‖20
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and note

(∇× (ũnht × b̃
n

ht), b̃
n

ht)− ((∇× b̃∗,nht )× b̃∗,nht , ũnht)

= ((∇× b̃nht)× b̃
n

ht − (∇× b̃∗,nht )× b̃∗,nht , ũnht) = 0

due to the implicit treatment of the magnetic coupling.

Using these observations, (4.12) states after summing up for all 2 ≤ m ≤ N

‖ũmht‖20 + ‖2umht − um−1
ht ‖

2
0 + 4(∆t)2

3 ‖∇pmht‖20 + ‖b̃mht‖20 + ‖2bmht − bm−1
ht ‖

2
0

+ 4(∆t)2

3 ‖∇rmht‖20 + ‖θmht‖20 + ‖2θmht − θm−1
ht ‖

2
0

+
m∑
n=2

(
‖δttunht‖20 + 4∆tν‖∇ũnht‖20 + ‖δttbnht‖20 + 4∆tλ‖∇b̃nht‖20 + ‖δttθnht‖20

+ 4∆tα‖∇θnht‖20 + 4∆tsθ,SU (ũnht; θnht, θnht) + 4∆tsu,gd(ũnht, ũnht)

+ 4∆tsu,SU (ũnht; ũnht, ũnht) + 4∆tsu,Cor(ωn; ũnht, ũnht) + 4∆tsb,gd(b̃
n

ht, b̃
n

ht)

+ 4∆tsb,Lor(ũnht; b̃
n

ht, b̃
n

ht) + 4∆tsb,Ind(b̃
n

ht; b̃
n

ht, b̃
n

ht)
)

≤ ‖ũ1
ht‖20 + ‖2u1

ht − u0
ht‖20 + 4(∆t)2

3 ‖∇p1
ht‖20 + ‖b̃1

ht‖20 + ‖2b1
ht − b0

ht‖20

+ 4(∆t)2

3 ‖∇r1
ht‖20 + ‖θ1

ht‖20 + ‖2θ1
ht − θ0

ht‖20

+
m∑
n=2

(
4∆t(fnu , ũnht)− 4∆tβ(gnθ∗,nht , ũ

n
ht) + 4∆t(fnb , b̃

n

ht) + 4∆t(fnθ , θnht)
)

≤ ‖ũ1
ht‖20 + ‖2u1

ht − u0
ht‖20 + 4(∆t)2

3 ‖∇p1
ht‖20 + ‖b̃1

ht‖20 + ‖2b1
ht − b0

ht‖20

+ 4(∆t)2

3 ‖∇r1
ht‖20 + ‖θ1

ht‖20 + ‖2θ1
ht − θ0

ht‖20

+
m∑
n=2

(∆t
2 ‖ũ

n
ht‖20 + 4∆t‖fnu ‖20 + ∆t

2 ‖b̃
n

ht‖20 + 4∆t‖fnb ‖20 + 4∆tβ2‖gn‖2∞‖θnht‖20

+ ∆t
4β2‖gn‖2∞

‖fnθ ‖20 + 4∆tβ2‖gn‖2∞‖θ
∗,n
ht ‖

2
0

)
.

With application of a discrete Gronwall lemma for

∆t
2 ‖ũ

n
ht‖20 + ∆t

2 ‖b̃
n

ht‖20 + 4∆tβ2‖gn‖2∞‖θnht‖20 + 4∆tβ2‖gn‖2∞‖θ
∗,n
ht ‖

2
0,

we arrive at the final estimate

‖ũmht‖20 + ‖2umht − um−1
ht ‖

2
0 + 4(∆t)2

3 ‖∇pmht‖20 + ‖b̃mht‖20 + ‖2bmht − bm−1
ht ‖

2
0

+ 4(∆t)2

3 ‖∇rmht‖20 + ‖θmht‖20 + ‖2θmht − θm−1
ht ‖

2
0
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+
m∑
n=2

(
‖δttunht‖20 + 4∆tν‖∇ũnht‖20 + ‖δttbnht‖20 + 4∆tλ‖∇b̃nht‖20 + ‖δttθnht‖20

+ 4∆tα‖∇θnht‖20 + 4∆tsθ,SU (ũnht; θnht, θnht) + 4∆tsu,gd(ũnht, ũnht)

+ 4∆tsu,SU (ũnht; ũnht, ũnht) + 4∆tsu,Cor(ωn; ũnht, ũnht) + 4∆tsb,gd(b̃
n

ht, b̃
n

ht)

+ 4∆tsb,Lor(ũnht; b̃
n

ht, b̃
n

ht) + 4∆tsb,Ind(b̃
n

ht; b̃
n

ht, b̃
n

ht)
)

(4.13)

≤ eCG(T−t0)
(
‖ũ1

ht‖20 + ‖2u1
ht − u0

ht‖20 + 4(∆t)2

3 ‖∇p1
ht‖20 + ‖b̃1

ht‖20

+ ‖2b1
ht − b0

ht‖20 + 4(∆t)2

3 ‖∇r1
ht‖20 + ‖θ1

ht‖20 + ‖2θ1
ht − θ0

ht‖20

+
m∑
n=2

(
4∆t‖fnu ‖20 + 4∆t‖fnb ‖20 + ∆t

4β2‖gn‖2∞
‖fnθ ‖20

))
where the Gronwall constant CG is given by

CG ∼ (1−K)−1 K := ∆t
2 + 4∆t, β2‖gn‖2l∞(t0,T ;L∞(Ω))

!
< 1.

This gives the claim.

Remark 4.3.3. In case of an electrically insulating fluid in an inertial frame of reference,
this stability estimate reduces to a variant of the result in [Dal15].

4.4 Estimates of the Discretization Errors

In this section, first error estimates for each quantity separately are derived and in the
end combined for an estimate on the total discretization error. In conjunction with the
assumptions on the interpolation errors, this leads to convergence results for all considered
quantities.

In the following approach, extensive use of previous results for individual equations or
terms is made to shorten the presentation adequately. The estimates of the coupling terms
are stressed here.

4.4.1 The Momentum Equation

For the momentum equation, the choice of an adequate interpolant is crucial. As in
[ADL15b], we consider interpolants (juu(tn), jpp(tn)) := (wn

ht, p̂
n
ht) that preserve the dis-

crete divergence as solution of the grad-div stabilized Stokes problem
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Find wn
ht ∈ Vh and p̂nht ∈ Qh such that

ν(∇wn
ht,∇vh) + su,gd(wn

ht,vh)− (p̂nht,∇ · vh)

= ν(∇u(tn),∇vh) + su,gd(u(tn),vh)− (p(tn),∇ · vh),

(∇ ·wn
ht, qh) = (∇ · u(tn), qh) = 0

(4.14)

holds for all vh ∈ Vh and qh ∈ Qh.
An extension of the result according to [JJLR13, Theorem 1] gives for the interpolation
error the bound

ν‖∇ηnu‖20 + τnu,gd‖∇ · ηnu‖20 + ‖enp‖20

≤ C
(

inf
wh∈V divh

(ν + τnu,gd)‖∇(u(tn)−wh)‖20 + 1
τnu,gd

inf
qh∈Qh

‖p(tn)− qh‖20

)
.

Using Assumption 2.5.3 for the interpolation and the local inverse inequality (Assumption
2.5.1) results in

ν‖ηnu‖21 + τnu,gd‖∇ · ηnu‖20 + ‖ηnp ‖20 + h2‖∇ηnp ‖20
≤ C(ν + τnu,gd)h2ku‖u(tn)‖2Hku+1 + C(τnu,gd)−1h2kp+2‖p(tn)‖2

Hkp+1

(4.15)

and application of the Aubin-Nitsche trick for ku ≥ 1 finally yields

‖ηnu‖20 ≤ Ch2(ν‖ηnu‖21 + τnu,gd‖∇ · ηnu‖20)

≤ C((ν + τnu,gd)h2ku+2‖u(tn)‖2Hku+1 + (τnu,gd)−1h2kp+4‖p(tn)‖2
Hkp+1).

(4.16)

Discretization Error

With these preparations, the results in [ADL15b] state for the Navier-Stokes case:

Lemma 4.4.1.
For all 1 ≤ m ≤ N the discretization error for the uncoupled problem can be estimated
according to

‖ẽmu ‖20 + ‖2emu − em−1
u ‖20 + 4

3(∆t)2‖∇emp ‖20

+
m∑
n=2

2∆tν‖∇ẽnu‖20 + 4∆tτnu,gd‖∇ · ẽnu‖20 + ‖δttenu‖20

+3∆t
∑

M∈Mh

τnu,SU,M‖κuM ((ũnM · ∇)ẽnu)‖20,M


≤ ‖ẽ1

u‖20 + ‖2e1
u − e0

u‖20 + 4
3(∆t)2‖∇e1

p‖20
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+
m∑
n=2

{
K̃n
u‖ẽnu‖20 + 4(∆t)3

3 ‖∇enp‖20 + 4(∆t)2

3

(
1 + 1

2∆t

)
‖∇(p̂n−1

ht − p̂
n
ht)‖20

+ C(∆t)2‖Dtη
n
u‖20 + C(∆t)2‖Dtu(tn)− ∂tu(tn)‖20

+ Ch−2z∆t‖ηnu‖20 + 3C∆th2−2z|||ηnu|||2LPSu

+C∆t
ν

max
M∈Mh

{τnu,SU,M |ũnM |2}(ν‖ηnu‖21 + ν‖κuM (∇u(tn))‖20)
}

where z ∈ {0, 1} and with

K̃n
u :=

(
1
4 + C∆t

[
|u(tn)|W 1,∞(Ω) + h2z|u(tn)|2W 1,∞(Ω) + h2z

τnu,gd
|u(tn)|2W 1,∞(Ω)

+h2z−2

τnu,gd
‖u(tn)‖2∞ + h2z−2‖ũnht‖2∞

])
!
< 1.

The temperature coupling in the momentum equation can be estimated as

(θ(tn)− θ∗,nht , ẽ
n
u) = (θ(tn)− θ(tn)∗, ẽnu) + (θ(tn)∗ − θ∗,nht , ẽ

n
u)

≤ C‖δttθ(tn)‖20 + ‖ẽnu‖20 + C‖e∗,nθ ‖
2
0.

This gives essentially no restriction on the time step size.

We treat the coupling term due to the induction equation according to

((∇× b(tn))× b(tn)− (∇× b̃∗,nht )× b̃∗,nht , ẽnu)

= ((∇× b(tn))× b(tn)− (∇× b(tn)∗)× b(tn)∗, ẽnu)︸ ︷︷ ︸
I

+ ((∇× b(tn)∗)× b(tn)∗ − (∇× b̃∗,nht )× b̃∗,nht , ẽnu)︸ ︷︷ ︸
II

and bound the two terms using Young’s inequality:

I = ((∇× δttb(tn))× b(tn), ẽnu) + ((∇× b(tn)∗)× δttb(tn), ẽnu)

≤ ‖∇× δttb(tn)‖0‖b(tn)‖∞‖ẽnu‖0 + ‖∇ × b(tn)∗‖∞‖δttb(tn)‖0‖ẽnu‖0
≤ ‖∇× δttb(tn)‖20‖b(tn)‖2∞ + ‖∇ × b(tn)∗‖2∞‖δttb(tn)‖20 + C‖ẽnu‖20

II = ((∇× (b(tn)∗ − b̃∗,nht ))× b̃∗,nht , ẽnu) + ((∇× b(tn)∗)× (b(tn)∗ − b̃∗,nht ), ẽnu)

= ((∇× ẽ∗,nb )× b̃∗,nht , ẽnu) + ((∇× b(tn)∗)× (ẽ∗,nb ), ẽnu)

+ ((∇× η∗,nb )× b̃∗,nht , ẽnu) + ((∇× b(tn)∗)× (η∗,nb ), ẽnu)
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≤ ‖∇× ẽ∗,nb ‖0‖b̃
∗,n
ht ‖∞‖ẽnu‖0 + ‖∇ × b(tn)∗‖∞‖ẽ∗,nb ‖0‖ẽ

n
u‖0

+ ‖∇ × η∗,nb ‖0‖b̃
∗,n
ht ‖∞‖ẽnu‖0 + ‖∇ × b(tn)∗‖∞‖η∗,nb ‖0‖‖ẽ

n
u‖0

≤ C

h
‖ẽ∗,nb ‖

2
0‖b̃
∗,n
ht ‖2∞ + C

h
‖ẽnu‖20 + ‖∇ × b(tn)∗‖2∞‖ẽ

∗,n
b ‖

2
0 + C‖ẽnu‖20

+ λ‖∇ × η∗,nb ‖
2
0‖b̃
∗,n
ht ‖2∞ + C

λ
‖ẽnu‖20 + ‖∇ × b(tn)∗‖2∞‖η

∗,n
b ‖

2
0 + C‖ẽnu‖20

In the last estimate, the local inverse inequality (Assumption 2.5.1) is used. This gives
a time step size restriction according to ∆t . min{h, λ}. If we used bnht instead of the
approximation b∗,nht , term I would vanish and the extrapolations in II would be replaced
by the values at time tn. Hence, we would not have to use the inverse inequality and could
remove the restriction ∆t ≤ h.

Incorporating the above results for the coupling terms and the Coriolis force and Coriolis
stabilization from [AL15], we achieve:

Lemma 4.4.2 (Discretization Error for the Momentum Equation).
For all 1 ≤ m ≤ N the discretization error for the coupled problem can be bounded as

‖ẽmu ‖20 + ‖2emu − em−1
u ‖20 + 4

3(∆t)2‖∇emp ‖20

+
m∑
n=2

(
2∆tν‖∇ẽnu‖20 + 4∆tτnu,gd‖∇ · ẽnu‖20 + ‖δttenu‖20

+3∆t
∑

M∈Mh

(
τnu,SU,M‖κuM ((ũnM · ∇)ẽnu)‖20,M

)
+ τnu,Cor‖κuM (ωn × ẽnu)‖20,M


≤ ‖ẽ1

u‖20 + ‖2e1
u − e0

u‖20 + 4
3(∆t)2‖∇e1

p‖20

+
m∑
n=2

{
Kn
u‖ẽnu‖20 + 4(∆t)3

3 ‖∇enp‖20 + 4(∆t)2

3

(
1 + 1

2∆t

)
‖∇(p̂n−1

ht − p̂
n
ht)‖20

+ C(∆t)2‖Dtη
n
u‖20 + C(∆t)2‖Dtu(tn)− ∂tu(tn)‖20

+ Ch−2z∆t‖ηnu‖20 + 3C∆th2−2z|||ηnu|||2LPSu

+ C
∆t
ν

max
M∈Mh

{τnu,SU,M |ũnM |2}(ν‖ηnu‖21 + ν‖κuM (∇u(tn))‖20)

+ C∆tτnu,Cor|ωn|2(‖ηnu‖2 + ‖κuM (u(tn))‖20)

+ C∆t‖δttθ(tn)‖20 + C∆t‖e∗,nθ ‖
2
0

+ ∆t‖∇ × δttb(tn)‖20‖b(tn)‖2∞ + ∆t‖∇ × b(tn)∗‖2∞‖δttb(tn)‖20

+ C
∆t
h
‖ẽ∗,nb ‖

2
0‖b̃
∗,n
ht ‖2∞ + ∆t‖∇ × b(tn)∗‖2∞‖ẽ

∗,n
b ‖

2
0

+∆tλ‖∇ × η∗,nb ‖
2
0‖b̃
∗,n
ht ‖2∞ + ∆t‖∇ × b(tn)∗‖2∞‖η

∗,n
b ‖

2
0

}
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where z ∈ {0, 1} and with

Kn
u :=

(
1
4 + C∆t

[
1 + 1

h
+ 1
λ

+ |u(tn)|W 1,∞(Ω) + h2z|u(tn)|2W 1,∞(Ω) + h2z

τnu,gd
|u(tn)|2W 1,∞(Ω)

+h2z−2

τnu,gd
‖u(tn)‖2∞ + h2z−2‖ũnht‖2∞ + |ωn|2

])
!
< 1.

4.4.2 The Fourier Equation

For the temperature, we choose the interpolation jθθ(tn) := θ̂nht as solution of the Poisson
problem

α(∇θ̂nht,∇ψh) = α(∇θ(tn),∇ψh) ∀ψh ∈ Θh.

Using standard results (and the Aubin-Nitsche trick), this gives us the estimate

1
h2 ‖η

n
θ ‖20 + α‖ηnθ ‖21 ≤ Cα inf

ψh∈Θh
‖θ(tn)− ψh‖21.

In combination with Assumption 2.5.5, the interpolation error can be bounded by

1
h2 ‖η

n
θ ‖20 + α‖ηnθ ‖21 ≤ Cαh2kθ‖θ(tn)‖Hkθ+1(Ω).

Discretization Error

For the convective terms, we can modify the estimate from [DA15] analogously to the
treatment in [ADL15b] and achieve:

Lemma 4.4.3.
Let ε > 0 and (u, θ) ∈ V div × Θ, (ũnht, θh) ∈ V div

h × Θh be solutions of (2.9), (2.11)
and (4.1), (4.4) satisfying u(tn) ∈ [W 1,∞(Ω)]d, θ(tn) ∈ W 1,∞(Ω) and ũnht ∈ [L∞(Ω)]d.
If Assumptions 2.5.1, 2.5.3 and 2.5.5 hold, the difference of the convective terms in the
Fourier equation can be estimated as

cθ(u(tn); θ(tn), enθ )− cθ(ũnht; θht, enθ )

≤ 1
2 |θ(tn)|W 1,∞(Ω)‖ẽnu‖20 + C

ε
h−2z‖ηθ(tn)‖20

+ ‖enθ ‖20

(
1
2 |θ(tn)|W 1,∞(Ω) + εh2z−2‖ũnht‖2∞ + εh2z|θ(tn)|2W 1,∞(Ω)

+ C

ε

h2z

τnu,gd
|θ(tn)|2W 1,∞(Ω) + C

ε

h2z−2

τnu,gd
‖θ(tn)‖2∞

)
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+ C

ε
h−2z‖ηnu‖20 + 3ε|||ηnu|||2LPSu + 3ε|||ẽnu|||2LPSu

with C > 0 independent of the problem parameters, h, the solutions and z ∈ {0, 1}.

With this we can state the discretization error result for this quantity:

Lemma 4.4.4 (Discretization Error for the Fourier Equation).
For all 1 ≤ m ≤ N the discretization error stemming from the temperature equation can
be bounded by

‖emθ ‖20 + ‖2emθ − en−1
θ ‖20 +

m∑
n=2

(
‖δttenθ ‖20 + 4∆tα‖∇enθ ‖20 + sθ(ũnht, enθ , ũnht, enθ )

)
. ‖e1

θ‖20 + ‖2e1
θ − e0

θ‖20

+
m∑
n=2

{
Kn
θ ‖enθ ‖20 + (∆t)2‖Dtη

n
θ ‖20 + C(∆t)2‖Dtθ(tn)− ∂tθ(tn)‖20

+ C∆t|θ(tn)|W 1,∞(Ω)‖ẽnu‖20 + C∆th−2z‖ηθ(tn)‖20
+ C∆th−2z‖ηnu‖20 + 3ε∆th2−2z|||ηnu|||2LPSu + 3ε∆th2−2z|||ẽnu|||2LPSu
+ ∆t max

M∈Mh

{τnθ,SU,M |ũnM |2}(‖κθM (∇θ(tn))‖20 + ‖∇ηnθ ‖20)
}

where Kn
θ is defined according to

Kn
θ :=

(
1
4 + ∆t

(
1
2 |θ(tn)|W 1,∞(Ω) + εh2z−2‖ũnht‖2∞ + εh2z|θ(tn)|2W 1,∞(Ω)

+C

ε

h2z

τnu,gd
|θ(tn)|2W 1,∞(Ω) + C

ε

h2z−2

τnu,gd
‖θ(tn)‖2∞

))
!
< 1.

Proof. Similar to the previous approaches, the error equation for the temperature reads

‖enθ ‖20 + ‖2enθ − en−1
θ ‖20 + ‖δttenθ ‖20 + 4∆tα‖∇enθ ‖20 + 4∆tsθ(ũnht, enθ , ũnht, enθ )

. ‖en−1
θ ‖20 + ‖2en−1

θ − en−2
θ ‖20 + (∆t)2‖Dtη

n
θ ‖20 + C(∆t)2‖Dtθ(tn)− ∂tθ(tn)‖20

+ 4∆tcθ(u(tn); θ(tn), enθ )− 4∆tcθ(ũnht; θht, enθ )

+ ∆tsθ(ũnht, enθ , ũnht, enθ ) + ∆tsθ(ũnht, θnht, ũnht, enθ )

. ‖en−1
θ ‖20 + ‖2en−1

θ − en−2
θ ‖20 + (∆t)2‖Dtη

n
θ ‖20 + C(∆t)2‖Dtθ(tn)− ∂tθ(tn)‖20

+ ∆t
2 |θ(tn)|W 1,∞(Ω)‖ẽnu‖20 + C

ε
∆th−2z‖ηθ(tn)‖20

+ ∆t‖enθ ‖20

(
1
2 |θ(tn)|W 1,∞(Ω) + εh2z−2‖ũnht‖2∞ + εh2z|θ(tn)|2W 1,∞(Ω)
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+ C

ε

h2z

τnu,gd
|θ(tn)|2W 1,∞(Ω) + C

ε

h2z−2

τnu,gd
‖θ(tn)‖2∞

)

+ C

ε
∆th−2z‖ηnu‖20 + 3ε∆t|||ηnu|||2LPSu + 3ε∆th2−2z|||ẽnu|||2LPSu

+ ∆tsθ(ũnht, jθθ(tn), ũnht, enθ ).

Note that the interpolation error term α‖∇ηnθ ‖20 does not appear due to the special choice
of the interpolant.
Due to

sθ(ũnht, jθθ(tn), ũnht, enθ ) = sθ(ũnht, θ(tn), ũnht, enθ )− sθ(ũnht, ηnθ , ũnht, enθ )

. max
M∈Mh

{τnθ,SU,M}|ũnM |2(‖κθM (∇θ(tn))‖20 + ‖∇ηnθ ‖20) + 1
4sθ(ũ

n
ht, e

n
θ , ũ

n
ht, e

n
θ )

we arrive at

‖emθ ‖20 + ‖2emθ − en−1
θ ‖20 +

m∑
n=2

(
‖δttenθ ‖20 + 4∆tα‖∇enθ ‖20 + 4∆tsθ(ũnht, enθ , ũnht, enθ )

)
. ‖e1

θ‖20 + ‖2e1
θ − e0

θ‖20

+
m∑
n=2

{
Kn
θ ‖enθ ‖20 + (∆t)2‖Dtη

n
θ ‖20 + C(∆t)2‖Dtθ(tn)− ∂tθ(tn)‖20

+ C∆t|θ(tn)|W 1,∞(Ω)‖ẽnu‖20 + C∆th−2z‖ηθ(tn)‖20
+ C∆th−2z‖ηnu‖20 + 3ε∆th2−2z|||ηnu|||2LPSu + 3ε∆th2−2z|||ẽnu|||2LPSu
+ ∆t max

M∈Mh

{τnθ,SU,M |ũnM |2}(‖κθM (∇θ(tn))‖20 + ‖∇ηnθ ‖20)
}

where Kn
θ is defined according to

Kn
θ := 1

4 + ∆t
(

1
2 |θ(tn)|W 1,∞(Ω) + εh2z−2‖ũnht‖2∞ + εh2z|θ(tn)|2W 1,∞(Ω)

+ C

ε

h2z

τnu,gd
|θ(tn)|2W 1,∞(Ω) + C

ε

h2z−2

τnu,gd
‖θ(tn)‖2∞

)
!
> 1.

4.4.3 The Induction Equation

For the magnetic field, we assume again a divergence-preserving interpolant jb that satisfies
the Assumption 2.5.4 and sufficient regularity b ∈ H1(Ω) for the magnetic field. For the
magnetic pseudo-pressure jr ≡ 0 is used.
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Remark 4.4.5. In principle, the interpolant could also be chosen as solution to a Maxwell
problem similar to the approach for the momentum equation. However, it turns out that
the term λ‖∇ × η∗,nb ‖20‖b

∗,n
ht ‖2∞ in the estimate of the magnetic coupling term in the mo-

mentum equation prevents obtaining improved results for the discretization error with
respect to spatial discretization. Therefore, we stick to the above simpler choice.

Discretization Error

We first estimate the coupling term by

(∇× (u(tn)× b(tn))−∇× (ũnht × b̃
n

ht), ẽnb )

= (u(tn)× b(tn)− ũnht × b̃
n

ht,∇× ẽnb )

= ((u(tn)− ũnht)× b(tn),∇× ẽnb ) + (ũnht × (b(tn)− b̃nht),∇× ẽnb )

≤ C

λ
(‖enu‖20 + ‖ηnu‖20)‖b(tn)‖2∞ + λ

4 ‖∇ × ẽ
n
b ‖20 + C

λ
‖ũnht‖2∞(‖ηnb ‖20 + ‖ẽnb ‖20).

(4.17)

As we see later, this again gives a time step size restriction as ∆t ≤ λ.

For the LPS induction stabilization we achieve

sb,Ind(b̃
n

ht; jbb(tn), ẽnb ) = sb,Ind(b̃
n

ht; b(tn), ẽnb )− sb,Ind(b̃
n

ht;ηnb , ẽnb )

≤ 1
4sb,Ind(b̃

n

ht; ẽnb , ẽnb ) + max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}(‖κbM (∇× b(tn))‖20 + ‖∇ × ηnb ‖20).
(4.18)

With respect to the Lorentz stabilization, we first note

∇× (a× b) = a(∇ · b)− (a · ∇)b− b(∇ · a) + (b · ∇)a.

and for constant a

∇× (a× b) = a(∇ · b)− (a · ∇)b.

Hence, we get

sb,Lor(ũnht; jbb(tn), ẽnb ) = sb,Lor(ũnht; b(tn), ẽnb )− sb,Lor(ũnht;ηnb , ẽnb )

≤ 1
4sb,Lor(ũ

n
ht; ẽnb , ẽnb ) + max

M∈Mh

{τnb,Lor,M |ũnM |2}(‖κbM (∇b(tn))‖20 + ‖∇ηnb ‖20).
(4.19)

Now, we are in position to bound the discretization error:
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Lemma 4.4.6 (Discretization Error for the Induction Equation).
For all 1 ≤ m ≤ N the discretization error due to the induction equation can be bounded
by

‖ẽmb ‖20 + ‖2emb − em−1
b ‖20 + 4

3(∆t)2‖∇emr ‖20

+
m∑
n=2

(
2∆tλ‖∇ × ẽnb ‖20 + 4∆tτnb,gd‖∇ · ẽnb ‖20 + ‖δttenb ‖20

+ 3∆t
∑

M∈Mh

(
τnb,Ind,M‖κbM ((∇× ẽnb )× b̃nM )‖20,M

+τnb,Lor,M‖κbM (∇× (ũnM × ẽnb ))‖20,M
))

≤ ‖ẽ1
b‖20 + ‖2e1

b − e0
b‖20 + 4

3(∆t)2‖∇e1
r‖20

+
m∑
n=2

{
Kn
b ‖ẽnb ‖20 + C∆tλ‖∇ × ηnb ‖20 + C∆tτnb,gd‖∇ · ηnb ‖20 + 4(∆t)3

3 ‖∇enr ‖20

+ C(∆t)2‖Dtη
n
b ‖20 + C(∆t)2‖Dtb(tn)− ∂tb(tn)‖20

+ C
∆t
λ
‖ηnu‖20‖b(tn)‖2∞ + C

∆t
λ
‖ũnht‖2∞‖ηnb ‖20

+ ∆t max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}(‖κbM (∇× b(tn))‖20 + ‖∇ × ηnb ‖20)

+∆t max
M∈Mh

{τnb,Lor,M |ũnM |2}(‖κbM (∇b(tn))‖20 + ‖∇ηnb ‖20)
}

where Kn
b is defined by

Kn
b :=

(
1
4 + ∆t

[
C

λ
‖b(tn)‖2∞ + C

λ
‖ũnht‖2∞

])
!
< 1.

Proof. The error equation reads(
3ẽnb − 4en−1

b + en−2
b

2∆t , ch

)
+ λ(∇× ẽnb ,∇× ch) + τnb,gd(∇ · ẽnb ,∇ · ch)

+ sb,Ind(b̃
n

ht; ẽnb , ch) + sb,Lor(ũnht; ẽnb , ch)

= −(Dtη
n
b , ch)︸ ︷︷ ︸
I

+ (Dtb(tn), ch)− (∂tb(tn), ch)︸ ︷︷ ︸
II

+ cb(ũnht, b̃
n

ht, ch)− cb(u(tn), b(tn), ch)︸ ︷︷ ︸
III

+ sb,Ind(b̃
n

ht; ẽnb , ch) + sb,Ind(b̃
n

ht; b̃
n

ht, ch)︸ ︷︷ ︸
IV

+ r(tn)− rn−1
ht ,∇ · ch︸ ︷︷ ︸
V

+ sb,Lor(ũnht; ẽnb , ch) + sb,Lor(ũnht; b̃
n

ht, ch)︸ ︷︷ ︸
V I

+− λ(∇× ηnb ,∇× ch)︸ ︷︷ ︸
V II

− τnb,gd(∇ · ηnb ,∇ · ch)︸ ︷︷ ︸
V III
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due to the fact that the pair (b(tn), r(tn)) fulfills the (continuous) induction equation.
Testing this equation with ch = ẽnb gives:

I = − (Dtη
n
b , ẽ

n
b ) ≤ C‖ẽnb ‖0‖Dtη

n
b ‖0 ≤

1
32∆t‖ẽ

n
b ‖20 + C∆t‖Dtη

n
b ‖20,

II = (Dtb(tn)− ∂tb(tn), ẽnb ) ≤ C∆t‖Dtb(tn)− ∂tb(tn)‖20 + 1
32∆t‖ẽ

n
b ‖20.

(4.20)

Noticing that the error equation for the projection step reads

−(3enb − 3ẽnb
2∆t ,∇sh) = (∇(rn−1

ht − r
n
ht),∇sh),

−(3∇ · ẽnb
2∆t , sh) = (∇(rn−1

ht − r
n
ht),∇sh),

we may write V by choosing sh = r(tn)− rn−1
ht = −rn−1

ht as

−V = (rn−1
ht ,∇ · ẽnb ) = −2∆t

3 (∇(rn−1
ht − r

n
ht),∇rn−1

ht )

= ∆t
3 (‖rnht‖20 − ‖∇rn−1

ht ‖
2
0 − ‖∇δtrnht‖20)

= ∆t
3 (‖∇enr ‖20 − ‖∇enr ‖20)− 3

4∆t‖ẽ
n
b − enb ‖20.

For III, IV and V I the above derived bounds (4.17), (4.19) and (4.18) are used:

III ≤ C

λ
(‖enu‖20 + ‖ηnu‖20)‖b(tn)‖2∞ + λ‖∇ × ẽnb ‖20 + C

λ
‖ũnht‖2∞(‖ηnb ‖20 + ‖ẽnb ‖20),

IV ≤ 1
4sb,Ind(b̃

n

ht; ẽnb , ẽnb ) + max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}(‖κbM (∇× b(tn))‖20 + ‖∇ × ηnb ‖20),

V I ≤ 1
4sb,Lor(ũ

n
ht; ẽnb , ẽnb ) + max

M∈Mh

{τnb,Lor,M |ũnM |2}(‖κbM (∇b(tn))‖20 + ‖∇ηnb ‖20).

Finally, we have for the remaining two terms

−V II = λ(∇× ηnb ,∇× ẽb) ≤ Cλ‖∇ × ηnb ‖20 + 1
4λ‖∇ × ẽb‖

2
0,

−V III = τnb,gd(∇ · ηnb ,∇ · ẽb) ≤ Cτnb,gd‖∇ · ηnb ‖20 + 1
4τ

n
b,gd‖∇ · ẽb‖20.

For the discrete time derivative, we use the splitting

2(3ẽnb − 4en−1
b + en−2

b , ẽnb )

= 3‖ẽnb ‖20 − 3‖ẽnb − enb ‖20 − 2‖enb ‖20 + 2(3enb − 4en−1
b + en−2

b , ẽnb − enb )︸ ︷︷ ︸
=0

+ ‖2enb − en−1
b ‖20 + ‖δttenb ‖20 − ‖ẽn−1

b ‖20 − ‖2en−1
b − en−2

b ‖20
≥ ‖ẽnb ‖20 − 3‖ẽnb − enb ‖20 + ‖2enb − en−1

b ‖20 + ‖δttenb ‖20 − ‖ẽn−1
b ‖20 − ‖2en−1

b − en−2
b ‖20
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where the term 2(3enb −4en−1
b +en−2

b , ẽnb ) vanishes due to the projection equation and the
fact that enb is discretely divergence-free. In the last estimate ‖enb ‖20 = ‖πCdiv

h
ẽnb ‖20 ≤ ‖ẽnb ‖20

is used.
Now, we can summarize the above estimates to obtain

‖ẽmb ‖20 + ‖2emb − em−1
b ‖20 + 4

3(∆t)2‖∇emr ‖20

+
m∑
n=2

(
2∆tλ‖∇ × ẽnb ‖20 + 4∆tτnb,gd‖∇ · ẽnb ‖20 + ‖δttenb ‖20

+ 3∆t
∑

M∈Mh

(
τnb,Ind,M‖κbM ((∇× ẽnb )× b̃nM )‖20,M

+τnb,Lor,M‖κbM (∇× (ũnM × ẽnb ))‖20,M
))

≤ ‖ẽ1
b‖20 + ‖2e1

b − e0
b‖20 + 4

3(∆t)2‖∇e1
r‖20

+
m∑
n=2

{
Kn
b ‖ẽnb ‖20 + C∆tλ‖∇ × ηnb ‖20 + C∆tτnb,gd‖∇ · ηnb ‖20 + C(∆t)2‖Dtη

n
b ‖20

+ C(∆t)2‖Dtb(tn)− ∂tb(tn)‖20

+ C
∆t
λ
‖ηnu‖20‖b(tn)‖2∞ + C

∆t
λ
‖ũnht‖2∞‖ηnb ‖20

+ ∆t max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}(‖κbM (∇× b(tn))‖20 + ‖∇ × ηnb ‖20)

+∆t max
M∈Mh

{τnb,Lor,M |ũnM |2}(‖κbM (∇b(tn))‖20 + ‖∇ηnb ‖20)
}

where Kn
b is defined by

Kn
b :=

(
1
4 + ∆t

[
C

λ
‖b(tn)‖2∞ + C

λ
‖ũnht‖2∞

])
!
< 1.

Remark 4.4.7. In summary, we see that the discretization error equations are strongly cou-
pled. From the momentum equation (without coupling), convergence in time is restricted
to first order due to the estimate for the kinematic pressure gradient. This means that
we can not expect more than that for the coupled equations although all the other error
equations provide estimates of second order in time.
In space, the estimates of the Lorentz coupling in the momentum equation prevents achiev-
ing superconvergence for the discretization error. In consequence, quasi-optimal error es-
timates with respect to spatial discretization can just be expected for the H1 and LPS
errors, but not for the L2 errors.
However, for an electrically non-conducting fluid, i.e. the Oberbeck-Boussinesq case, the
error estimates give quasi-optimal and semi-robust results without mesh size restriction.
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4.4.4 Summary

After deriving all the individual discretization error equations, they are now combined
to get a bound depending only on the time step size, the interpolation errors and the
continuous solutions.

Lemma 4.4.8.
The total discretization error can be bounded according to

Eht(ẽu, ẽb, ep, er, eθ) ≤ RHS

where Eht(ẽu, ẽb, ep, er, eθ) and RHS are defined below.

Proof. We first collect all the terms on the left-hand side of the equations:

Eht(ẽu, ẽb, ep, er, eθ) :=‖ẽmu ‖20 + ‖2emu − em−1
u ‖20 + 4

3(∆t)2‖∇emp ‖20 + ‖emθ ‖20

+ ‖2emθ − en−1
θ ‖20 + ‖ẽmb ‖20 + ‖2emb − em−1

b ‖20 + 4
3(∆t)2‖∇emr ‖20

+
m∑
n=2

{
2∆tν‖∇ẽnu‖20 + 4∆tτnu,gd‖∇ · ẽnu‖20 + ‖δttenu‖20 + ‖δttenθ ‖20

+ 4∆tα‖∇enθ ‖20 + 2∆tλ‖∇ × ẽnb ‖20
+ 4∆tτnb,gd‖∇ · ẽnb ‖20 + ‖δttenb ‖20
+ 3∆t

∑
M∈Mh

(
τnu,SU,M‖κuM ((ũnM · ∇)ẽnu)‖20,M

+ τnu,Cor‖κuM (ωn × ẽnu)‖20,M
+ τnθ,SU,M‖κuM ((ũnM · ∇)enθ )‖20,M
+ τnb,Ind,M‖κbM ((∇× ẽnb )× b̃nM )‖20,M
+τnb,Lor,M‖κbM (∇× (ũnM × ẽnb ))‖20,M

)}
.

The combined right-hand side reads:

R̃HS =‖ẽ1
u‖20 + ‖2e1

u − e0
u‖20 + 4

3(∆t)2‖∇e1
p‖20 + ‖e1

θ‖20 + ‖2e1
θ − e0

θ‖20

+ ‖ẽ1
b‖20 + ‖2e1

b − e0
b‖20 + 4

3(∆t)2‖∇e1
r‖20

+
m∑
n=2

{
Kn
u‖ẽnu‖20 +Kn

b ‖ẽnb ‖20 +Kn
θ ‖enθ ‖20

+ 4(∆t)3

3 ‖∇enp‖20 + C∆t|θ(tn)|W 1,∞(Ω)‖ẽnu‖20 + 4(∆t)3

3 ‖∇enr ‖20
::::::::::::::::::::::::::::::::::::::::::::::::::::::::
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+ C
∆t
h
‖ẽ∗,nb ‖

2
0‖b̃
∗,n
ht ‖2∞ + C∆t‖e∗,nθ ‖

2
0 + ∆t‖∇ × b(tn)∗‖2∞‖ẽ

∗,n
b ‖

2
0

+ 3ε∆th2−2z|||ẽnu|||2LPSu

4(∆t)2

3
(
1 + 1

2∆t
)
‖∇(p̂n−1

ht − p̂
n
ht)‖20 + C(∆t)2‖Dtη

n
u‖20

+ C(∆t)2‖Dtu(tn)− ∂tu(tn)‖20 + Ch−2z∆t‖ηnu‖20
+ 3C∆th2−2z|||ηnu|||2LPSu

+ C
∆t
ν

max
M∈Mh

{τnu,SU,M |ũnM |2}(ν‖ηnu‖21 + ν‖κuM (∇u(tn))‖20)

+ C∆tτnu,Cor|ωn|2(‖ηnu‖2 + ‖κuM (u(tn))‖20)

+ C∆t‖δttθ(tn)‖20
+ ∆t‖∇ × δttb(tn)‖20‖b(tn)‖2∞ + ∆t‖∇ × b(tn)∗‖2∞‖δttb(tn)‖20
+ ∆tλ‖∇ × η∗,nb ‖

2
0‖b̃
∗,n
ht ‖2∞ + ∆t‖∇ × b(tn)∗‖2∞‖η

∗,n
b ‖

2
0

+ (∆t)2‖Dtη
n
θ ‖20 + C(∆t)2‖Dtθ(tn)− ∂tθ(tn)‖20

+ C∆th−2z‖ηθ(tn)‖20
+ C∆th−2z‖ηnu‖20 + 3ε∆th2−2z|||ηnu|||2LPSu
+ ∆t max

M∈Mh

{τnθ,SU,M |ũnM |2}(‖κθM (∇θ(tn))‖20 + ‖∇ηnθ ‖20)

+ C∆tλ‖∇ × ηnb ‖20 + C∆tτnb,gd‖∇ · ηnb ‖20 + C(∆t)2‖Dtη
n
b ‖20

+ C(∆t)2‖Dtb(tn)− ∂tb(tn)‖20

+ C
∆t
λ
‖ηnu‖20‖b(tn)‖2∞ + C

∆t
λ
‖ũnht‖2∞‖ηnb ‖20

+ ∆t max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}(‖κbM (∇× b(tn))‖20 + ‖∇ × ηnb ‖20)

+ ∆t max
M∈Mh

{τnb,Lor,M |ũnM |2}(‖κbM (∇b(tn))‖20 + ‖∇ηnb ‖20)
}
.

Provided ∆t is sufficiently small, the underlined block can be hidden in the left-hand side.
For the first block (marked by

:
), a discrete Gronwall lemma is used. This gives

Eht(ẽu, ẽb, ep, er, eθ)

. RHS := CG
{
‖ẽ1

u‖20 + ‖2e1
u − e0

u‖20 + 4
3(∆t)2‖∇e1

p‖20 + ‖e1
θ‖20 + ‖2e1

θ − e0
θ‖20

+ ‖ẽ1
b‖20 + ‖2e1

b − e0
b‖20 + 4

3(∆t)2‖∇e1
r‖20

+
m∑
n=2

{4(∆t)2

3
(
1 + 1

2∆t
)
‖∇(p̂n−1

ht − p̂
n
ht)‖20 + C(∆t)2‖Dtη

n
u‖20

+ C(∆t)2‖Dtu(tn)− ∂tu(tn)‖20 + Ch−2z∆t‖ηnu‖20



70 4 Error Estimates for the Fully Discretized Equations

+ 3C∆th2−2z|||ηnu|||2LPSu

+ C
∆t
ν

max
M∈Mh

{τnu,SU,M |ũnM |2}(ν‖ηnu‖21 + ν‖κuM (∇u(tn))‖20)

+ C∆tτnu,Cor|ωn|2(‖ηnu‖2 + ‖κuM (u(tn))‖20)

+ C∆t‖δttθ(tn)‖20
+ ∆t‖∇ × δttb(tn)‖20‖b(tn)‖2∞ + ∆t‖∇ × b(tn)∗‖2∞‖δttb(tn)‖20
+ ∆tλ‖∇ × η∗,nb ‖

2
0‖b̃
∗,n
ht ‖2∞ + ∆t‖∇ × b(tn)∗‖2∞‖η

∗,n
b ‖

2
0

+ (∆t)2‖Dtη
n
θ ‖20 + C(∆t)2‖Dtθ(tn)− ∂tθ(tn)‖20

+ C∆th−2z‖ηθ(tn)‖20
+ C∆th−2z‖ηnu‖20 + 3ε∆th2−2z|||ηnu|||2LPSu
+ ∆t max

M∈Mh

{τnθ,SU,M |ũnM |2}(‖κθM (∇θ(tn))‖20 + ‖∇ηnθ ‖20)

+ C∆tλ‖∇ × ηnb ‖20 + C∆tτnb,gd‖∇ · ηnb ‖20 + C(∆t)2‖Dtη
n
b ‖20

+ C(∆t)2‖Dtb(tn)− ∂tb(tn)‖20

+ C
∆t
λ
‖ηnu‖20‖b(tn)‖2∞ + C

∆t
λ
‖ũnht‖2∞‖ηnb ‖20

+ ∆t max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}(‖κbM (∇× b(tn))‖20 + ‖∇ × ηnb ‖20)

+ ∆t max
M∈Mh

{τnb,Lor,M |ũnM |2}(‖κbM (∇b(tn))‖20 + ‖∇ηnb ‖20)
}}

where the Gronwall term CG is given according to

CG ∼ exp
(

T

1−K

)
,

K ∼ max
2≤n≤m

{Kn
u +Kn

b +Kn
θ + ∆t|θ(tn)|W 1,∞(Ω)}

!
< 1.

4.5 Convergence Results

With this combined estimate at hand we can proceed to a convergence result by using
Assumptions 2.5.3, 2.5.4, 2.5.5 for the interpolation errors in the right-hand side.

Theorem 4.5.1.
Assume that the continuous solutions satisfy the regularity assumptions

u ∈W 1,∞(t0, T ;Hku+1(Ω)) ∩W 2,∞(t0, T ;L2(Ω)),

p ∈W 1,∞(t0, T ;Hkp+1(Ω)),

b ∈W 2,∞(t0, T ;H1(Ω)) ∩W 1,∞(t0, T ;Hkb+1(Ω)) ∩ L∞(t0, T ;W 1,∞(Ω)),
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θ ∈W 2,∞(t0, T ;L2(Ω)) ∩W 1,∞(t0, T ;Hkθ+1(Ω)),

that the discrete solutions fulfill the additional bound ũht, b̃ht ∈ L∞(t0, T ;L∞(Ω)) and that
the initial errors are sufficiently small.

1. The total error with respect to the LPS-norms can be bounded by

‖ξ̃u‖2l∞(t0,T ;L2(Ω)) + ‖ξ̃b‖2l∞(t0,T ;L2(Ω)) + ‖ξ̃θ‖2l∞(t0,T ;L2(Ω))

+ ‖ξ̃u‖2l∞(t0,T ;LPSu) + ‖ξ̃b‖2l∞(t0,T ;LPSb) + ‖ξ̃θ‖2l∞(t0,T ;LPSθ)

. ∆t2 + h2ku + h2kp+2 + h2kθ + h2kb

provided

max
M∈Mh

{τnu,SU,M |ũnM |2} . νh2ku−2su , τnu,gd ∼ 1,

τnu,Cor|ωn|2 . h2ku−2−2su , Reb,M .
1√
λ
,

max
M∈Mh

{τnθ,SU,M |ũnM |2} . h2kθ−2sθ , τb,gd . 1,

max
M∈Mh

{τnb,Ind,M |b̃
n

M |2} . h2kb−2sb , Reu,M .

√
λ

ν
,

max
M∈Mh

{τnb,Lor,M |ũnM |2} . h2kb−2sb

(4.21)

and ∆t . min{h, λ} where

Reb,M := h‖b(tn)‖∞
λ

, Reu,M := h‖ũnht‖∞
ν

.

are the local magnetic and fluid Reynolds number.

2. Neglecting the magnetic field, we can get an improved bound for the L2-errors

‖ξ̃u‖2l∞(t0,T ;L2(Ω)) + ‖ξ̃θ‖2l∞(t0,T ;L2(Ω)) . (∆t)2 + h2ku+2 + h2kp+4 + h2kθ+2

provided

τnu,gd ∼ 1, max
M∈Mh

{τnu,SU,M |ũnM |2} . νh2+2ku−2su ,

τnu,Cor|ωn|2 . h2ku−2su , max
M∈Mh

{τnθ,SU,M |ũnM |2} . h2+2kθ−2sθ
(4.22)

and ∆t . h2.
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Proof. For the total error with respect to the first result, we consider the splitting

‖ξ̃u‖2l∞(t0,T ;L2(Ω)) + ‖ξ̃b‖2l∞(t0,T ;L2(Ω)) + ‖ξ̃θ‖2l∞(t0,T ;L2(Ω))

+ ‖ξ̃u‖2l∞(t0,T ;LPSu) + ‖ξ̃b‖2l∞(t0,T ;LPSb) + ‖ξ̃θ‖2l∞(t0,T ;LPSθ)

. RHS + ‖ηu‖2l∞(t0,T ;L2(Ω)) + ‖ηb‖2l∞(t0,T ;L2(Ω)) + ‖ηθ‖2l∞(t0,T ;L2(Ω))

+ ‖ηu‖2l∞(t0,T ;LPSu) + ‖ηb‖2l∞(t0,T ;LPSb) + ‖ηθ‖2l∞(t0,T ;LPSθ)

and the assumptions on the interpolations immediately give the expected rate of conver-
gence for the interpolation errors apart from the nonlinear stabilizations. For those we
estimate

τnu,SU,M‖κuM ((ũnM · ∇)ηnu)‖20,M ≤ τnu,SU,M |ũnM |2‖∇ηnu‖20,M ,

τnu,Cor‖κuM (ωn × ηnu)‖20,M ≤ τnu,Cor|ωn|2‖ηnu‖20,M ,

τnθ,SU,M‖κuM ((ũnM · ∇)ηnθ )‖20,M ≤ τnθ,SU,M |ũnM |2‖∇ηnθ ‖20,M ,

τnb,Ind,M‖κbM ((∇× ηnb )× b̃nM )‖20,M ≤ τnb,Ind,M |b̃
n

M |2‖∇ × ηnb ‖20,M ,

τnb,Lor,M‖κbM (∇× (ũnM × ηnb ))‖20,M ≤ τnb,Lor,M |ũnM |‖∇ηnb ‖20,M

and notice that these terms already appear in RHS.

For the second result, we observe

‖ξ̃u‖2l∞(t0,T ;L2(Ω)) + ‖ξ̃θ‖2l∞(t0,T ;L2(Ω)) . RHS + ‖ηu‖2l∞(t0,T ;L2(Ω)) + ‖ηθ‖2l∞(t0,T ;L2(Ω))

and again the interpolation results give the expected rate of convergence.

All that is left is an estimate of RHS.

We first bound the terms that give us the temporal order of convergence:

4(∆t)2

3
(
1 + 1

2∆t
)
‖∇δtp̂nht‖20 ≤ C∆t3(‖u‖2W 1,∞(t0,T ;Hku+1(Ω)) + ‖p‖2

W 1,∞(t0,T ;Hkp+1(Ω))),

(∆t)2‖Dtu(tn)− ∂tu(tn)‖20 ≤ C(∆t)4‖u‖2W 2,∞(t0,T ;L2(Ω)),

(∆t)2‖Dtb(tn)− ∂tb(tn)‖20 ≤ C(∆t)4‖b‖2W 2,∞(t0,T ;L2(Ω)),

(∆t)2‖Dtθ(tn)− ∂tθ(tn)‖20 ≤ C(∆t)4‖θ‖2W 2,∞(t0,T ;L2(Ω)),

∆t‖∇ × δttb(tn)‖20‖b(tn)‖2∞, ≤ C(∆t)3‖b‖2W 2,∞(t0,T ;H1(Ω))‖b(tn)‖2∞,

∆t‖∇ × b(tn)∗‖2∞‖δttb(tn)‖20 ≤ C(∆t)3‖b‖2W 2,∞(t0,T ;L2(Ω))‖∇ × b(tn)∗‖2∞,

∆t‖δttθ(tn)‖20 ≤ C(∆t)3‖θ‖2W 2,∞(t0,T ;L2(Ω)).
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Next, we consider the approximation with respect to the velocity and the kinematic pres-
sure:

(∆t)2‖Dtη
n
u‖20

≤ C(∆t)2((ν + τnu,gd)h2ku+2‖u‖2W 1,∞(t0,T ;Hku+1(Ω)) + h2kp+4

τnu,gd
‖p‖2

W 1,∞(t0,T ;Hkp+1(Ω))),

h−2z∆t‖ηnu‖20 + ∆th2−2z|||ηnu|||2LPSu

≤ C∆t((ν + τnu,gd)h2ku+2−2z‖u‖2L∞(t0,T ;Hku+1(Ω)) + h2kp+4−2z

τnu,gd
‖p(tn)‖2

L∞(t0,T ;Hkp+1(Ω))),

(ν‖ηnu‖21 + ν‖κuM (∇u(tn))‖20)

≤ C((ν + τnu,gd)h2ku‖u‖2L∞(t0,T ;Hku+1(Ω)) + h2kp+2

τnu,gd
‖p(tn)‖2L∞(t0,T ;Hku+1(Ω))

+ νh2su‖u‖2L∞(t0,T ;Hsu+1(Ω))),

∆tτnu,Cor|ωn|2(‖ηnu‖2 + ‖κuM (u(tn))‖20)

≤ C∆tτnu,Cor|ωn|2((ν + τnu,gd)h2ku+2‖u‖2L∞(t0,T ;Hku+1(Ω))

+ h2kp+4

τnu,gd
‖p(tn)‖2L∞(t0,T ;Hku+1(Ω)) + νh2su+2‖u‖2L∞(t0,T ;Hsu+1(Ω))),

∆t
λ
‖ηnu‖20‖b(tn)‖2∞

≤ C∆t
λ
‖b(tn)‖2∞((ν + τnu,gd)h2ku+2−2z‖u‖2L∞(t0,T ;Hku+1(Ω))

+ h2kp+4−2z

τnu,gd
‖p(tn)‖2

L∞(t0,T ;Hkp+1(Ω))).

For the magnetic field, we notice

(∆t)2‖Dtη
n
b ‖20 ≤ C(∆t)2h2kb+2‖b‖2

W 1,∞(t0,T ;Hkb+1(Ω)),

λ‖∇ × ηnb ‖20 + τnb,gd‖∇ · ηnb ‖20 ≤ C(λ+ τb,gd)h2kb‖b‖2
L∞(t0,T ;Hkb+1(Ω)),

∆tλ‖∇ × η∗,nb ‖
2
0‖b̃
∗,n
ht ‖2∞ ≤ C∆t‖b̃∗,nht ‖2∞λh2kb‖b‖2

L∞(t0,T ;Hkb+1(Ω)),

∆t‖∇ × b(tn)∗‖2∞‖η
∗,n
b ‖

2
0 ≤ C∆t‖∇ × b(tn)∗‖2∞h2kb+2‖b‖2

L∞(t0,T ;Hkb+1(Ω)),

∆t
λ
‖ũnht‖2∞‖ηnb ‖20 ≤ C

∆t
λ
‖ũnht‖2∞h2kb+2‖b‖2

L∞(t0,T ;Hkb+1(Ω)),

‖κbM (∇× b(tn))‖20 + ‖∇ × ηnb ‖20 ≤ C(h2kb‖b‖2
L∞(t0,T ;Hkb+1(Ω)) + h2sb‖b‖2L∞(t0,T ;Hsb+1(Ω))),
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‖κbM (∇b(tn))‖20 + ‖∇ηnb ‖20 ≤ C(h2kb‖b‖2
L∞(t0,T ;Hkb+1(Ω)) + h2sb‖b‖2L∞(t0,T ;Hsb+1(Ω))).

Finally, we consider the approximation results for the temperature

(∆t)2‖Dtη
n
θ ‖20 ≤ C(∆t)2αh2kθ+2‖θ‖2

W 1,∞(t0,T ;Hkθ+1(Ω)),

∆th−2z‖ηθ(tn)‖20 ≤ C∆tαh2kθ+2−2z‖θ‖2
W 1,∞(t0,T ;Hkθ+1(Ω)),

(‖κθM (∇θ(tn))‖20 + ‖∇ηnθ ‖20) ≤ C(h2kθ‖θ‖2
L∞(t0,T ;Hkθ+1(Ω)) + h2sθ‖θ‖2L∞(t0,T ;Hsθ+1(Ω))).

Collecting all these estimates and ignoring the initial errors, the bound for the discretiza-
tion errors can be summarized as

∆tEht(ẽu, ẽb, ep, er, eθ)

. max
2≤n≤m

∆t3(‖u‖2W 1,∞(t0,T ;Hku+1(Ω)) + ‖p‖2W 1,∞(t0,T ;Hku+1(Ω)) + ‖u‖2W 2,∞(t0,T ;L2(Ω))

+ ‖b‖2W 2,∞(t0,T ;L2(Ω)) + ‖θ‖2W 2,∞(t0,T ;L2(Ω)) + ‖b‖2W 2,∞(t0,T ;H1(Ω))‖b(tn)‖2∞
+ ‖b‖2W 2,∞(t0,T ;L2(Ω))‖∇ × b(tn)∗‖2∞ + ‖θ‖2W 2,∞(t0,T ;L2(Ω)))

+ (∆t)2((ν + τnu,gd)h2ku+2‖u‖2W 1,∞(t0,T ;Hku+1(Ω)) + h2kp+4

τnu,gd
‖p‖2

W 1,∞(t0,T ;Hkp+1(Ω)))

+ ∆t((ν + τnu,gd)h2ku+2−2z‖u‖2L∞(t0,T ;Hku+1(Ω))

+ h2kp+4−2z

τnu,gd
‖p(tn)‖2

L∞(t0,T ;Hkp+1(Ω)))

+ ∆t
ν

max
M∈Mh

{τnu,SU,M |ũnM |2}((ν + τnu,gd)h2ku‖u‖2L∞(t0,T ;Hku+1(Ω))

+ h2kp+2

τnu,gd
‖p(tn)‖2L∞(t0,T ;Hku+1(Ω))

+ νh2su‖u‖2L∞(t0,T ;Hsu+1(Ω)))

+ ∆tτnu,Cor|ωn|2((ν + τnu,gd)h2ku+2‖u‖2L∞(t0,T ;Hku+1(Ω))

+ h2kp+4

τnu,gd
‖p(tn)‖2L∞(t0,T ;Hku+1(Ω))

+ νh2su+2‖u‖2L∞(t0,T ;Hsu+1(Ω)))

+ ∆t
λ
‖b(tn)‖2∞((ν + τnu,gd)h2ku+2−2z‖u‖2L∞(t0,T ;Hku+1(Ω))

+ h2kp+4−2z

τnu,gd
‖p(tn)‖2

L∞(t0,T ;Hkp+1(Ω)))

+ (∆t)2αh2kθ+2‖θ‖2
W 1,∞(t0,T ;Hkθ+1(Ω)) + ∆tαh2kθ+2−2z‖θ‖2

W 1,∞(t0,T ;Hkθ+1(Ω))

+ ∆t max
M∈Mh

{τnθ,SU,M |ũnM |2}(h2kθ‖θ‖2
W 1,∞(t0,T ;Hkθ+1(Ω)) + h2sθ‖θ‖2W 1,∞(t0,T ;Hsθ+1(Ω)))

+ (∆t)2h2kb+2‖b‖2
W 1,∞(t0,T ;Hkb+1(Ω)) + ∆t‖∇ × b(tn)∗‖2∞h2kb+2‖b‖2

L∞(t0,T ;Hkb+1(Ω))
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+ ∆t‖b̃∗,nht ‖2∞λh2kb‖b‖2
L∞(t0,T ;Hkb+1(Ω)) + ∆t(λ+ τb,gd)h2kb‖b‖2

L∞(t0,T ;Hkb+1(Ω))

+ ∆t
λ
‖ũnht‖2∞h2kb+2‖b‖2

L∞(t0,T ;Hkb+1(Ω))

+ ∆t max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}(h2kb‖b‖2
L∞(t0,T ;Hkb+1(Ω)) + h2sb‖b‖2L∞(t0,T ;Hsb+1(Ω)))

+ ∆t max
M∈Mh

{τnb,Lor,M |ũnM |2}(h2kb‖b‖2
L∞(t0,T ;Hkb+1(Ω)) + h2sb‖b‖2L∞(t0,T ;Hsb+1(Ω))).

For the estimates with respect to the LPS-errors, we take z = 1 in the above estimate.
Bounding the coefficients in front of the powers of h and ∆t then gives the parameter
bounds (4.21). For the second estimate we proceed similarly and use z = 0. Since we are
ignoring the errors stemming from the induction equation and the related couplings, we
achieve the claimed convergence results. The parameter bounds (4.22) are then again a
consequence of constant coefficients in front of powers of h and ∆t.
The restrictions on the time step size are due to the requirement K < 1 in the Gronwall
term. Note that for the second estimate the terms 1

λ and 1
h can be neglected since they

come from the induction equations or the Lorentz force term.

Remark 4.5.2. By choosing different interpolation operators, the restriction with respect
to ν for the SU-LPS parameter for the velocity in (4.21) can be lifted. On the other hand,
this does not allow to get quasi-optimal L2 error estimates and hence the restriction in
(4.22) remains.

Remark 4.5.3. The above convergence results for the LPS errors are quasi-optimal and
semi-robust with respect to temporal and spatial discretization. If we neglect the magnetic
field, there are no mesh size restrictions.
For the L2 estimates the estimates are at least semi-robust and quasi-optimal with respect
to spatial discretization. We expect that the L2 errors convergence of second order in time
in fact but a proof is out of the scope of this thesis. In [ADL15b], we could achieve this
for the Navier-Stokes problem by considering an incremental error equation.
If we consider the induction equation alone, the above estimates give second-order conver-
gence with respect to time discretization for both the L2 and the LPS error.

Remark 4.5.4. For a tensor product polynomial f(x) =
∑

|α|∞≤k
cαx

α of degree k on a cell

M = [0, h]d the estimate

‖f(x)‖2∞,M
‖f(x)‖20,M

≤
(2k + 1

h

)d
can be shown. Hence, we obtain

h2z−2‖ũnht‖2∞ = max
M

h2z−2‖ũnht‖2∞,M ≤ h2z−2
(2k + 1

h

)d
max
M
‖ũnht‖20,M . h2z−2−2d‖ũnht‖20
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and can avoid the requirement ũnht ∈ L∞(t0, T ;L∞(Ω)). With respect to the Gronwall
constant this leads to the restriction ∆t ≤ h2d+2−2z.

After obtaining convergence results for velocity, temperature and the magnetic field, we can
now proceed to estimates for the kinematic pressure and the magnetic pseudo-pressure in
the L2-norm. These rely here heavily on the inf-sup stability of the chosen ansatz spaces for
velocity and kinematic pressure and the magnetic field and the pseudo kinematic pressure.

Theorem 4.5.5.
The total error for the kinematic pressure and the magnetic pseudo-pressure can be bounded
by

‖ξn−1
p ‖2l2(t0,T ;L2(Ω)) ≤ C

‖ξ̃nu‖2l∞(t0,T ;L2(Ω))
(∆t)2 + C‖ξ̃nu‖2l2(t0,T ;LPSu) + C‖ξnθ ‖2l2(t0,T ;L2(Ω))

+ C‖∇ × ξnb ‖2l2(t0,T ;L2(Ω)) + C‖ξnb ‖2l∞(t0,T ;L2(Ω)) + C(∆t)4,

‖ξn−1
r ‖2l2(t0,T ;L2(Ω)) ≤ C

‖ξ̃nb ‖2l∞(t0,T ;L2(Ω))
(∆t)2 + C‖ξ̃nb ‖2l2(t0,T ;LPSb)

+ C‖ξnu‖2l∞(t0,T ;L2(Ω)) + C(∆t)4

if the assumptions in Theorem 4.5.1 for the LPS errors are fulfilled.

Proof. The inf-sup stability for the discrete velocity/kinematic pressure pair allows us to
find wh ∈ Vh such that

‖∇wh‖0 ≤ ‖ξnp ‖0/βh, −(∇ ·wh, ξ
n
p ) = ‖ξnp ‖20. (4.23)

We test the advection-diffusion error equation with wh:(
3ξ̃nu − 4ξn−1

u + ξn−2
u

2∆t ,wh

)
+ ν(∇ξ̃nu,∇wh) + τnu,gd(∇ · ξ̃

n

u,∇ ·wh)

= −cu(u(tn),u(tn),wh) + cu(ũnht; ũnht,wh) + su,SU (ũnht; ũnht,wh)

+ su,Cor(ωn; ũnht,wh) + (Dtu(tn)− ∂tu(tn),wh)− (∇(p(tn)− pn−1
ht ),wh)

− (βgnξnθ ,wn
h)− ((∇× b(tn))× b(tn),wh) + ((∇× b̃n,∗ht )× b̃n,∗ht ,wh).

(4.24)

Noticing ‖f‖−1 ≤ ‖f‖0, we obtain

‖∇wh‖0‖ξn−1
p ‖0

≤ 1
βh
‖ξn−1
p ‖20 = −(∇ξn−1

p ,wh)

≤
∥∥∥∥∥3ξ̃nu − 4ξn−1

u + ξn−2
u

2∆t

∥∥∥∥∥
−1
‖∇wh‖0 + ν‖∇ξ̃nu‖0‖∇wh‖0 + τnu,gd‖∇ · ξ̃

n

u‖0‖∇ ·wh‖0
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+ cu(u(tn),u(tn),wh)− cu(ũnht, ũnht,wh) + su,SU (ũnht; ũnht,wh)

+ su,Cor(ωn; ũnht,wh) + ‖Dtu(tn)− ∂tu(tn)‖−1‖∇wh‖0
+ ‖p(tn)− p(tn−1)‖0‖∇ ·wh‖0 + ‖βgnξnθ ‖−1‖∇wn

h‖0
− ((∇× b(tn))× (b(tn),wh)) + ((∇× b̃nht)× (b̃n,∗ht ,wh)).

We calculate for the convective terms

|cu(u(tn),u(tn),wh)− cu(ũnht, ũnht,wh)|

= cu(ξ̃nu,u(tn),wh)− cu(ũnht, ξ̃
n

u,wh)

= cu(ξ̃nu,u(tn),wh)− cu(u(tn), ξ̃nu,wh)− cu(ξ̃nu, ξ̃
n

u,wh)

≤ C‖ξ̃nu‖0‖u(tn)‖2‖wh‖1 + C‖ξ̃nu‖21‖wh‖1

and for the stabilization terms

su,SU (ũnht; ũnht,wh) = su,SU (ũnht;u(tn)− ξ̃nu,wh)

≤ C
∑

M∈Mh

τnu,SU,M |ũnM |2‖κuM (∇u(tn))‖0,M‖‖wh‖1,M

+ C
∑

M∈Mh

τnu,SU,M‖κuM ((ũnM · ∇)ξ̃nu)‖0,M |ũnM |‖wh‖1,M

≤ C
(

max
M∈Mh

{τnu,SU,M |ũnM |2‖κuM (∇u(tn))‖0,M}

+
∑

M∈Mh

τnu,SU,M |ũnM |‖κuM ((ũnM · ∇)ξ̃nu)‖0,M

 ‖∇wh‖0

su,Cor(ωn; ũnht,wh) = su,Cor(ωn;u(tn)− ξ̃nu,wh)

≤ C
∑

M∈Mh

τnu,Cor,M |ωn|2‖κuM (u(tn))‖0,M‖‖wh‖1,M

+ C
∑

M∈Mh

τnu,Cor,M‖κuM (ωn × ξ̃nu)‖0,M |ωn|‖wh‖1,M

≤ C
(

max
M∈Mh

{τnu,Cor,M |ωn|2‖κuM (u(tn))‖0,M}

+
∑

M∈Mh

τnu,Cor,M |ωn|‖κuM (ωn × ξ̃nu)‖0,M

 ‖∇wh‖0,M .

Finally, the magnetic coupling can be bounded by

((∇× b(tn))× b(tn)− (∇× b̃∗,nht )× b̃∗,nht ,wh)

= ((∇× b(tn))× b(tn)− (∇× b(tn)∗)× b(tn)∗,wh)︸ ︷︷ ︸
I
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+ ((∇× b(tn)∗)× b(tn)∗ − (∇× b̃∗,nht )× b̃∗,nht ,wh)︸ ︷︷ ︸
II

,

|I| = |((∇× δttb(tn))× b(tn),wh) + ((∇× b(tn)∗)× δttb(tn),wh)|

≤ ‖∇ × δttb(tn)‖0‖b(tn)‖∞‖wh‖1 + ‖∇ × b(tn)∗‖∞‖δttb(tn)‖0‖wh‖1,

|II| = |((∇× (b(tn)∗ − b̃∗,nht ))× b̃∗,nht ,wh) + ((∇× b(tn)∗)× (b(tn)∗ − b̃∗,nht ),wh)|

≤ ‖∇ × ξ∗,nb ‖0‖b̃
∗,n
ht ‖∞‖wh‖1 + ‖∇ × b(tn)∗‖∞‖ξ∗,nb ‖0‖wh‖1.

We combine these results and obtain due to the approximation property of the fluctuation
operators and the previous results for velocity, magnetic field and temperature:

∆t
N∑
n=1
‖ξn−1
p ‖20

≤ C
{

1
(∆t)2 ‖ξ̃u‖

2
l∞(t0,T ;L2(Ω)) + ν2‖∇ξ̃u‖2l2(t0,T ;L2(Ω))

+ (τnu,gd)2‖∇ · ξ̃u‖2l2(t0,T ;L2(Ω)) + ‖ξ̃nu‖2l∞(t0,T ;L2(Ω))‖u‖
2
l2(t0,T ;H2)

+ ‖ξ̃nu‖2l∞(t0,T ;H1(Ω))‖ξ̃
n

u‖2l2(t0,T ;H1(Ω))

+ max
1≤n≤N

max
M∈Mh

{τnu,SU,M |ũnM |2}2h2su‖u‖2l2(t0,T ;Hku+1(Ω))

+ max
1≤n≤N

max
M∈Mh

{τnu,SU,M}∆t
N∑
n=1

∑
M∈Mh

τnu,SU,M |ũnM |2‖κuM ((ũnM · ∇)ξ̃nu)‖20,M

+ max
1≤n≤N

max
M∈Mh

{τnu,Cor,M |ωn|2}2h2su+2‖u‖2l2(t0,T ;Hku+1(Ω))

+ max
1≤n≤N

max
M∈Mh

{τnu,Cor,M}∆t
N∑
n=1

∑
M∈Mh

τnu,Cor,M |ωn|2‖κuM (ωn × ξ̃nu)‖20,M

+ max
1≤n≤N

{‖βgn‖2}‖ξnθ ‖2l2(t0,T ;L2(Ω)) + ‖b̃nht‖2l∞(t0,T ;L∞)‖∇ × ξ
n
b ‖2l2(t0,T ;L2(Ω))

+ ‖∇ × b(tn)‖2l∞(t0,T ;L∞)‖ξ
n
b ‖2l∞(t0,T ;L2(Ω)) + C(∆t)4

}

≤ C
( 1

(∆t)2 + ‖u‖2l2(t0,T ;H2)

)
‖ξ̃nu‖2l∞(t0,T ;L2(Ω))

+ C

(
ν + τnu,gd + max

1≤n≤N
max
M∈Mh

{τnu,SU,M |ũnM |2}

+ max
1≤n≤N

max
M∈Mh

{τnu,Cor,M |ωnM |2}+
‖ξ̃nu‖2l2(t0,T ;LPSu)

ν2∆t

 ‖ξ̃nu‖2l2(t0,T ;LPSu)

+ C max
1≤n≤N

{‖βgn‖2}‖ξnθ ‖2l2(t0,T ;L2(Ω))
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+ C‖b̃nht‖2l∞(t0,T ;L∞)‖∇ × ξ
n
b ‖2l2(t0,T ;L2(Ω))

+ C‖∇ × b(tn)‖2l∞(t0,T ;L∞)‖ξ
n
b ‖2l∞(t0,T ;L2(Ω))

+ C max
1≤n≤N

max
M∈Mh

{τnu,SU,M |ũnM |2}2h2ku‖u‖2l2(t0,T ;Hku+1(Ω))

+ C max
1≤n≤N

max
M∈Mh

{τnu,Cor,M |ωnM |2}2h2ku+2‖u‖2l2(t0,T ;Hku+1(Ω))

+ C(∆t)4.

Provided all the assumptions on the regularity and the parameter choice are satisfied, this
can be shortened as

‖ξn−1
p ‖2l2(t0,T ;L2(Ω)) ≤ C

‖ξ̃nu‖2l∞(t0,T ;L2(Ω))
(∆t)2 + C‖ξ̃nu‖2l2(t0,T ;LPSu) + C‖ξnθ ‖2l2(t0,T ;L2(Ω))

+ C‖∇ × ξnb ‖2l2(t0,T ;L2(Ω)) + C‖ξnb ‖2l∞(t0,T ;L2(Ω)) + C(∆t)4.

For the magnetic pseudo-pressure, we proceed similarly: Due to the inf-sup stability of the
discrete ansatz pair, there exists dh ∈ Ch such that

‖∇dh‖0 ≤ ‖ξnr ‖0/βh, −(∇ · dh, ξnr ) = ‖ξnr ‖20. (4.25)

and we test the induction error equation with dh:(
3ξ̃nb − 4ξn−1

b + ξn−2
b

2∆t ,dh

)
+ λ(∇× ξ̃nb ,∇× dh) + τnb,gd(∇ · ξ̃

n

b ,∇ · dh)

= +sb,Lor(ũnht; b̃
n

ht,dh) + su,Ind(b̃
n

ht; b̃
n

ht,dh) + (Dtu(tn)− ∂tu(tn),dh)

− (∇× (u(tn)× b(tn)),dh) + (∇× (ũnht × b̃
n

ht),dh).

(4.26)

Therefore, the term coupling magnetic pseudo-pressure and magnetic field in the above
equation can be bounded according to

‖∇dh‖0‖ξn−1
r ‖0 ≤

1
βh
‖ξn−1
r ‖20 = −(∇ξn−1

r ,dh)

≤
∥∥∥∥∥3ξ̃nb − 4ξn−1

b + ξn−2
b

2∆t

∥∥∥∥∥
−1
‖∇dh‖0 + λ‖∇ × ξ̃nb ‖0‖∇ × dh‖0 + τnb,gd‖∇ · ξ̃

n

b ‖0‖∇ · dh‖0

+ sb,Lor(b̃
n

ht; b̃
n

ht,wh) + su,Ind(b̃
n

ht; b̃
n

ht,dh) + ‖Dtb(tn)− ∂tb(tn)‖−1‖∇dh‖0
− (∇(u(tn)× b(tn)),dh) + (∇(ũnht × b̃

n

ht),dh).

First, we estimate the stabilization terms:

sb,Lor(ũnht; b̃
n

ht,dh) = sb,Lor(ũnht; b(tn)− ξ̃nb ,dh)
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≤ C
∑

M∈Mh

τnb,Lor,M |ũnM |2‖κbM (∇b(tn))‖0,M‖‖dh‖1,M

+ C
∑

M∈Mh

τnb,Lor,M‖κuM (∇× (ũnM × ξ̃
n

b ))‖0,M |ũnM |‖dh‖1,M

≤ C
(

max
M∈Mh

{τnb,Lor,M |ũnM |2‖κbM (∇b(tn))‖0,M}

+
∑

M∈Mh

τnb,Lor,M |ũnM |‖κuM (∇× (ũnM × ξ̃
n

b ))‖0,M

 ‖∇dh‖0,
sb,Ind(b̃

n

ht; b̃
n

ht,dh) = sb,Ind(b̃
n

ht; b(tn)− ξ̃nb ,dh)

≤ C
∑

M∈Mh

τnb,Ind,M |b̃
n

M |2‖κbM (∇b(tn))‖0,M‖‖dh‖1,M

+ C
∑

M∈Mh

τnb,Ind,M‖κbM (b̃nht × ξ̃
n

b )‖0,M |b̃
n

M |‖dh‖1,M

≤ C
(

max
M∈Mh

{τnb,Ind,M |b̃
n

M |2‖κbM (∇b(tn))‖0,M}

+
∑

M∈Mh

τnb,Ind,M |b̃
n

M |‖κbM (b̃nht × ξ̃
n

b )‖0,M

 ‖∇dh‖0,M .
For the coupling term we obtain

(∇× (u(tn)× b(tn))−∇× (ũnht × b̃
n

ht),dnh)

= (u(tn)× b(tn)− ũnht × b̃
n

ht,∇× dnh)

= ((u(tn)− ũnht)× b(tn),∇× dnh) + (ũnht × (b(tn)− b̃nht),∇× dnh)

≤ ‖ξ̃nu‖0‖b(tn)‖∞‖∇dnh‖0 + ‖ũnht‖∞‖ξnb ‖0‖∇dnh‖0.

In combination, this gives with the approximation property of the fluctuation operators
and the previous results for the velocity and the magnetic field:

∆t
N∑
n=1
‖ξn−1
r ‖20

≤ C
{‖ξ̃b‖2l∞(t0,T ;L2(Ω))

(∆t)2 + λ2‖∇ × ξ̃b‖2l2(t0,T ;L2(Ω)) + (τnb,gd)2‖∇ · ξ̃b‖2l2(t0,T ;L2(Ω))

+ max
1≤n≤N

max
M∈Mh

{τnu,Lor,M |ũnM |2}2h2sb‖b‖2
l2(t0,T ;Hkb+1(Ω))

+ max
1≤n≤N

max
M∈Mh

{τnu,Lor,M}∆t
N∑
n=1

∑
M∈Mh

τnu,Lor,M |ũnM |2‖κuM (∇× (ũnM × ξ̃
n

b ))‖20,M

+ max
1≤n≤N

max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}2h2sb‖b‖2
l2(t0,T ;Hkb+1(Ω))
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+ max
1≤n≤N

max
M∈Mh

{τnb,Ind,M}∆t
N∑
n=1

∑
M∈Mh

τnb,Ind,M |b̃
n

M |2‖κbM ((∇× b̃nM )× ξ̃nb )‖20,M

+ ‖b(tn)‖2l∞(t0,T ;L∞)‖ξ̃
n

u‖2l∞(t0,T ;L2(Ω))

+ ‖ũnht‖2l∞(t0,T ;L∞)‖ξ
n
b ‖2l∞(t0,T ;L2(Ω)) + C(∆t)4

}

≤ C
( 1

(∆t)2 + ‖ũnht‖2l∞(t0,T ;L∞)

)
‖ξ̃nb ‖2l∞(t0,T ;L2(Ω))

+ C

(
λ+ τnu,gd + max

1≤n≤N
max
M∈Mh

{τnb,Lor,M |ũnM |2}

+ max
1≤n≤N

max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}
)
‖ξ̃nb ‖2l2(t0,T ;LPSu)

+ ‖b(tn)‖2l∞(t0,T ;L∞)‖ξ̃
n

u‖2l∞(t0,T ;L2(Ω))

+ C max
1≤n≤N

max
M∈Mh

{τnb,Lor,M |ũnM |2}2h2sb‖b‖2
l2(t0,T ;Hkb+1(Ω))

+ C max
1≤n≤N

max
M∈Mh

{τnb,Ind,M |b̃
n

M |2}2h2sb‖b‖2
l2(t0,T ;Hkb+1(Ω))

+ C(∆t)4.

Provided all our assumptions on the regularity and the parameter choice are satisfied, this
can be shortened as

‖ξn−1
r ‖2l2(t0,T ;L2(Ω)) ≤ C

‖ξ̃nb ‖2l∞(t0,T ;L2(Ω))
(∆t)2 + C‖ξ̃nb ‖2l2(t0,T ;LPSb)

+ C‖ξnu‖2l∞(t0,T ;L2(Ω)) + C(∆t)4.

Remark 4.5.6. The above estimates for kinematic pressure and magnetic pseudo-pressure
are only slightly related to the chosen time discretization and stabilization. We see that
(quasi-) optimal convergence results can only be achieved if the order of convergence for
the L2 errors is by one higher then for the LPS errors. Due to the fact that we have not
proven more than first order convergence for the time discretization, the above results just
show that the error remains bounded in time.

Furthermore, the terms C
‖ξ̃
n

u‖2l∞(t0,T ;L2(Ω))
(∆t)2 and C

‖ξ̃
n

b ‖2l∞(t0,T ;L2(Ω))
(∆t)2 give a dependence on the

mesh width h and the time step size ∆t. For second order temporal convergence with
respect to the L2(Ω) error (as we proved in [ADL15b] for the Navier-Stokes equations),
we would want to choose max{hku+1, hkp+2, hkb+1, hkr+2} . (∆t)2.





5 Numerical Results

The analysis for the semi-discretizations and for the full-discretization gives parameter
bounds that are quite wide. Using numerical examples, we want in this chapter to discuss
what suitable choices of parameters within these bounds are and whether all of the con-
sidered stabilizations are really needed. In particular, we aim for a parameter design that
is suited for a wide range of problems. Furthermore, we consider the performance of the
implementation with respect to scalability and the sharpness of the convergence results.
The presented examples are an extension of the publications this thesis is based on.

If not stated differently, the author’s implementation based on the C++-FEM library
deal.II [BHK07; BHH+15] is used. The development of a robust and scalable numerical
solver within this framework has been an essential part of this PhD thesis for conducting
the numerical experiments.

Due to the restriction of deal.II to linear, quadrilateral and hexahedral cells, in the fol-
lowing examples mainly those types of meshes appear.
In contrast to the analysis presented in the previous chapters, we investigate anisotropic
meshes, too. Basic results for that case can be found in [Ape99]. In combination with the
results presented below, this suggests that an extension of the analysis should be possible.

For the local projection stabilization always an one-level approach Mh = Th is used. If
not stated differently, we choose the coarse space to be DM = Q−(ku−1).

The structure in this section is as follows:

First, in Section 5.1 the Navier-Stokes equations alone are considered. After validating
the theoretical results for homogeneous Dirichlet boundary conditions and “directional-
do-nothing conditions”, the influence of the grad-div and the LPS-SU stabilization is
considered for more realistic types of flow.

In Section 5.2 we investigate the additional effects of the Fourier equations for the temper-
ature. For a problem with known reference solution the rates of convergence, the choice of
enriched ansatz spaces and the influence of SU stabilization for the temperature is investi-
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gated. For Rayleigh-Bénard convection we try to find a setting that reproduces benchmark
quantities for a wide spectrum of cases.
Afterwards, in Section 5.3, results for electrically conducting non-isothermal flows are
considered. In particular, we are interested in how the regularity of the magnetic fields
affects the choice of stabilization parameters and the achievable results.
Finally, in Section 5.4 the fully coupled setting is examined with respect to parallel scala-
bility of the implementation.

5.1 Isothermal Insulating Flow

We first neglect all couplings and consider an isothermal, insulating fluid. In particular, the
equations that describe our problem are the Navier-Stokes equations. The results presented
here originate from [ADL15a; DAL15; LAD15] for an inertial frame of reference and from
[AL15] for rotating frames of reference. In the first academic examples, the influence of
grad-div stabilization is investigated. Due to the analytical results we expect that this
term is crucial. Afterwards the behavior of the numerical model for more realistic types of
flow, such as boundary layer behavior or turbulence, is considered. We expect that grad-
div stabilization is not sufficient to suppress the arising spurious oscillations and that
additional SU stabilization is necessary to resemble correct physical behavior.

5.1.1 The No-Flow Problem

We first consider the case in which the forcing term fu is a gradient field in the domain Ω =
(0, 1)3. With fu = (3x2

1+1, 3x2
2, 3x2

3)T and homogeneous Dirichlet boundary conditions the
reference solution is given by (u, p)(x) = (0, x3

1 +x1 +x3
2 +x3

3− 1). For the discrete ansatz
spaces we choose Taylor-Hood elements Vh/Qh = [Q2]3/Q1 and consider a randomly
distorted Cartesian mesh. In this setup Theorem 3.1.6 tells us that the discretization error
for the velocity can be bounded by

min
{
d

ν
,

1
τu,gd,M

}
‖ηp‖20,M .

In particular, the velocity error strongly depends on the viscosity ν if no grad-div stabi-
lization is applied.
Exactly this behavior can be observed in Figure 5.1: The error with respect to the H1(Ω)-
norm scales like ν−1 without and like ν−1/2 with a constant positive grad-div stabilization
parameter τu,gd,M ≡ γ. Interestingly, an influence on the kinematic pressure can not be
observed. On the undistorted mesh, we further notice superconvergence. We conclude
that Theorem 3.1.6 is sharp with respect to the dependence of the discretization error on
τu,gd,M . For this test case we observe no significant impact of su,SU . As the consideration
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Figure 5.1: No-Flow test for Q2/Q1 and ν ∈ {1, 10−3, 10−6} with and without grad-div
stabilization: (i) H1-velocity error, (ii) L2-divergence error, (iii) L2-
kinematic pressure error, (iv) Cut through mesh
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of non-isothermal or electrically conducting flow large external gradient forces are of great
importance, we will in the following always consider τu,gd,M ∼ 1 as suggested in (3.8).

Remark 5.1.1. The above results do not depend on the fact that the reference solution
is part of the ansatz space. Similar results for the two- and three-dimensional Couzy test
problem [Cou95] can be observed in [DAL15] and for an extension to rotating frames of
reference in [AL15]. The error strongly depends on the grad-div stabilization and local
projection stabilization shows no considerable effect. In particular, it turned out that
for these cases a grad-div stabilization parameter in the order of unity is best. Using
bubble enriched ansatz spaces in general improves the results. Choosing inhomogeneous
boundary conditions instead of homogeneous or periodic ones did not influence the errors
significantly.

Remark 5.1.2. In [Lin14] Linke et al. modify inf-sup stable finite element pairs for incom-
pressible flows in such a way that a pointwise divergence-free discrete velocity field can
be obtained. The essential idea is to replace the test function vh in (fu,vh) by Πhvh with
a projector Πh : V + Vh → Xh to an appropriate finite element subspace of Hdiv(Ω).
Potentially, this allows to omit the grad-div stabilization.

5.1.2 Outflow Boundary Conditions

After the investigation of the influence of the grad-div stabilization for homogeneous
boundary conditions, we next want to verify the analytical results for the “directional-
do-nothing condition”.
We consider the domain Ω := (0, 2π) × (−π, π). and prescribe this outflow boundary
condition at S1 := {(2π, y) : −π ≤ y ≤ π} with the parameter β = 1. For the remaining
part of the boundary S0 := ∂Ω\S1 we use Dirichlet boundary conditions. Let χ : R→ [0, 1]
be defined as χ(y) = 1 if y < 0, and χ(y) = 0 for y ≥ 0. The exact solution is in analytical
form given by

u(x, y) := (sin(y) cos(t)2, 0)T

p(x, y) = −1
2χ(y) sin(y)2 cos(t)4.

The corresponding right-hand side then reads

f(x, y) = (−2 sin(t) cos(t) sin(y) + cos(t)2 sin(y)ν,−χ(y) cos(y) sin(y) cos(t)4)T .

Here, we want to neglect the error due to time discretization. Therefore, we choose ∆t =
10−4 and evaluate the error at T = 10−2. We investigate the convergence behavior for the
classical Taylor-Hood pair Q2/Q1.
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Figure 5.2: Outflow Boundary Conditions: Errors for Taylor-Hood (Q2/Q1) elements
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In Figure 5.2 we plotted the errors with respect to ‖p − ph‖, ‖u − uh‖, |u − uh|1, and
‖div (u − uh)‖ in dependence of an uniform mesh size h for various viscosities ν and
considered the effect of grad-div stabilization. The kinematic pressure error ‖p− ph‖ does
essentially not depend on any of the parameters and we observe second order convergence.
For the velocity energy error ‖u − uh‖ and the H1(Ω) error the results deviate from the
optimal rate of convergence (h3 resp. h2) if no grad-div stabilization is used. However, the
biggest impact of the stabilization can be seen for the divergence error ‖div (u − uh)‖.
For sufficiently small viscosity the error stays nearly constant if no grad-div stabilization
is used. Optimal rates of convergence can be recovered if grad-div stabilization is used.
With respect to the LPS stabilization we did not observe any significant influence for the
considered norms. In particular, the error does not blow up, even if there is inflow at the
boundary S1.

5.1.3 Time Discretization

In this example we consider rates of convergence with respect to time discretization. In
particular, we compare the rotational incremental form of the kinematic pressure segrega-
tion algorithm with the standard incremental one that we analyzed in Chapter 4.

The reference solution here is given as

u(x, y, t) := (sin(1− x) sin(y + t), cos(1− x) cos(y + t))T

p(x, y, t) := − cos(1− x) sin(y + t)

and the forcing term fu is calculated accordingly such that (u, p) is the solution to the
time-dependent Navier-Stokes problem in the domain Ω = (−1, 1)2 and for t ∈ [0, 1].
In [ADL15b] we considered three different Reynolds numbers Re ∈ {10−2, 100, 102}. It
turned out that, in contrast to the grad-div stabilization, the LPS-SU stabilization does
not show any significant influence on the error in the considered parameter regime.
For Re = 10−2 the effect of the rotational correction is clearly dominant compared to
grad-div stabilization. This behavior is in good agreement with our analysis as the critical
term in the velocity discretization error is

min
{
d

ν
,

1
τu,gd,M

}
‖ηp‖20,M .

in our semi-discrete analysis. For ν ≥ 1 a grad-div stabilization as τu,gd,M ≡ 1 has essen-
tially no influence on this term.
In the chosen parameter regime, the velocity error is dominated by the spatial discretiza-
tion. Hence, we observe quasi-optimal rates of convergence in space while the LPS error



5 Numerical Results 89

only slightly depends on the time step size ∆t.
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Figure 5.3: Time Discretization: Re = 102, errors for the velocity w.r.t L2(u)
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Figure 5.4: Time-Discretization: Re = 102, errors for the velocity w.r.t H1(u)

Results for the case Re = 102 can be observed in Figures 5.3, 5.4, 5.5 and 5.6. In contrast
to the previously discussed case, grad-div stabilization is dominant compared to the rota-
tional correction. This is not too surprising as the correction scales with ν.
For the first three errors we get a clear picture with respect to spatial discretization. Grad-
div stabilization diminishes the error by a fixed factor. This is exactly the behavior we
have observed for the No-Flow test case.
With respect to the time discretization, grad-div stabilization improves the velocity errors.
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Figure 5.5: Time-Discretization: Re = 102, errors for the velocity w.r.t L2(∇ · u)
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Figure 5.6: Time-Discretization: Re = 102, errors for the kinematic pressure w.r.t L2(p)
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In particular, we observe that the L2(u) error is convergent of second order and that the
LPS error converges faster than linearly. Note that in view of the analysis carried out for
these types of schemes the results are superconvergent.
Compared to the velocity, for the kinematic pressure error the behavior with respect to
stabilization is the other way around: The error is best when no stabilization is used. This
last case stresses that one really has to know which error one wants to control when choos-
ing stabilization parameters. There is apparently no rule that is best for both velocity and
kinematic pressure.
Experiments with higher Reynolds number show the same qualitative behavior of the er-
rors.

In summary, one might say that the rotational correction never harms and even improves
the results considerably if the viscosity ν is not too small. Grad-div stabilization however
seems to be beneficial whenever the main interest is in the velocity solution. For the
kinematic pressure the above example suggests that disabling the stabilization is the best
option.

5.1.4 Flow Over a Horizontal Plate

For a slightly more realistic problem, we consider the flow over an infinitely thin, flat
plate parallel to an outer constant velocity field of magnitude u∞ = 1 for ν = 10−3. In a
coordinate system in which the plate lies on the x-axis starting at the origin, the attached
laminar boundary layer profile in the outer flow direction u = u∞f

′(η) developing along the
plate can be well described by the Blasius profile as exact solution of Prandtl’s boundary
layer equations given by

2f ′′′(η) + f(η)f ′′(η) = 0,

f(0) = f ′(0) = 0, f ′(∞) = 1,

where η = y
√
u∞/(νx) is a dimensionless variable.

Using a discretization with Taylor-Hood elements (Q2/Q1) on a structured rectangular
mesh, we observe spurious modes of magnitude up to 10% of the velocity in front of the
plate, see Figure 5.7 (left). On the other hand the boundary layer profile is in pretty good
agreement with the reference data [How38], see Figure 5.7 (right).
These unphysical oscillations are exactly the kind of phenomenon for which we considered
local projection stabilization. Using an empty coarse space orDM = Q0 in conjunction with
a constant LPS parameter τu,SU,M = 1 approximation of the Blasius profile is perturbed.
In addition to the thickening of the boundary layer, the oscillations are merely smeared
than damped out (cf. Figure 5.8). Note that this choice is neither in agreement with the
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Figure 5.7: Flow over a horizontal plate for ν = 10−3, γ = 1, τu,SU,M = 0, h = 2−5
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parameter bounds (3.8) in the semi-discrete analysis nor with the bounds (4.21) in the
fully discretized case. If the parameter is chosen in the magnitude O(h2) (for DM = ∅)
respectively O(h) (for DM = Q0), the boundary profile is nearly unaffected. For the finest
possible coarse space DM = Q1 we do not observe an influence of the stabilization with
respect to the Blasius profile. As long as the parameter does not depend on h the spurious
modes are damped out as effectively as with the previous choices for the coarse space even
when τu,SU,M = umin,M .
In this example, the flow away from the plate is given by (1, 0). In particular, this means
that using any power of umax,M or umin,M changes the behavior in the boundary layer
only. There the reference solution is of the form

f ′(η) = ηf ′′(0)− (f ′′)2

2
η4

4! +O(η5)

and hence the streamline derivative is approximately linear away from the stagnation
point. In particular, the velocity is well approximated in the coarse space DM . Therefore
it is not too surprising that the profile is just slightly influenced by the SU-LPS parameter,
see Figure 5.9 (right).
If we use global refinement, a mesh size h = 2−5 is necessary to approximate the boundary
layer properly. This motivates the choice of a TVD-based refinement that controls

tolK :=
d∑
i=1

(
max
x∈K
‖ui(x)‖ −min

x∈K
‖ui(x)‖

)
.

In this case we want to ensure tolK ≈ 0.1 on all elements K ∈ Th. Indeed, this criterion is
sufficient to improve the approximation of the Blasius profile (Figure 5.9). Furthermore,
this results in a rather coarse mesh away from the plate that removes the spurious modes
without any further stabilization than grad-div. Increasing the Reynolds number to 104,
105 and 106 shows that this criterion is stable with respect to the critical parameter and
leads to convincing approximations of the reference Blasius profile with errors less than
1%, see Figure 5.9 (left) and 5.10.
In summary, we observe that local projection stabilization improves the numerical solution
in all cases if the parameter is chosen within the bounds 3.8 derived in the semi-discrete
analysis. However, choosing a suitable mesh that is sufficiently coarse in front of the
obstacle has a similar effect. Mesh diffusion smoothens the unphysical solutions as well.

Remark 5.1.3. Further numerical results consider separation flow over a tilted plate and
flow over a vertical plate (in [ADL15a]). In agreement with the observations above, LPS-
SU was necessary to remove unphysical oscillations and capture important features of the
flow such as the drag coefficient. In both cases a parameter choice as τu,SU,M = 1/‖uh‖2∞
proved to be useful to remove spurious modes and obtain correct physical behavior.
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Figure 5.9: Blasius flow for ν = 10−3 on an adaptively refined mesh (left) and with global
mesh size 2−5 for DM = Q1 and τu,SU,M = 1 (right)
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Figure 5.10: Blasius flow: Comparison of boundary layer approximation for different ν
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5.1.5 Taylor-Green Vortex

In order to properly resolve turbulent flow considering the correct behavior on a large
variety of scales is necessary. If not all these scales are properly resolved in a numerical
simulation the distribution of energy with respect to different Fourier modes can not
be resembled correctly. Hence, in all approaches apart from direct numerical simulations
(DNS) diffusion on the smallest scales has to be modeled. There are many ideas for such
large eddy simulations that only aim to resolve larger scales to to reduce computational
costs. For an overview see [Sag06] or [Joh12].

In [MST07] it is argued that LPS terms can interpreted as artificial diffusion term for
subscales. Hence, we are interested how the stabilization model performs as implicit subgrid
model for a rather simple case of turbulence.

The setup of the flow is similar to the one in [CBCP15]: We consider a periodic box
Ω = (0, a)3 with some a > 0 that we vary as needed. With b > 0, the initial values are

u0 = b ·


cos

(
2π
a x
)

sin
(

2π
a y
)

sin
(

2π
a z
)

− sin
(

2π
a x
)

cos
(

2π
a y
)

sin
(

2π
a z
)

0

 ,
p0 = b · 1

16

(
cos

(4π
a
x

)
+ cos

(4π
a
y

))(
cos

(4π
a
z

)
+ 2

)

and we choose a = 2π, b = 1 for ν = 10−4 and a = 8/
√

3, b = 1/10 for ν = 10−5. The
time interval is chosen according to t ∈ [0, 10/b] and we use Taylor-Hood elements for the
discretization. For the coarse space Q1 elements are used. According to [BMO+83] the
flow is nearly isotropic for Re ≥ 103.

Figure 5.11: Taylor-Green Vortex: Isosurfaces for |ω| = 1 at t = 0 (left), |ω| = 2.5 at t = 4
(middle), |ω| = 4 at t = 9 (right) with h = π/8, {a = 2π, b = 1} and grad-div
stabilization γM = 1.
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In order to evaluate the numerical results, we are interested in the energy spectrum at
time T = 10/b given as

E(k, t) = 1
2

∑
k− 1

2≤|k|≤k+ 1
2

û(k, t) · û(k, t)

with the Fourier transform û(k, t) =
∫
Ω u(x, t) exp(−ikx)dx. For locally isotropic turbu-

lence we expect in the inertial subrange the behavior (Kolmogorov’s −5/3-law)

E(k, t) ∼ ε2/3k−5/3,

where ε is the turbulent dissipation rate, see [Pop00] for the derivation and more details.

In Figure 5.11 we observe the time development of the flow: The large vortices in the initial
solution decay into smaller eddies with increasing vorticity |ω|. This is in good qualitative
agreement with results in [CBCP15].

In a first attempt, we consider grad-div stabilization alone (cf. Figure 5.12(a)). The result
clearly shows that the grad-div stabilization τu,gd,M ≡ 1 does not produce enough dissipa-
tion as the smallest resolved scales carry too much energy. Additional LPS-SU stabilization
cures this situation considerably but produces too much dissipation (Figure 5.12(b)).
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Figure 5.12: Taylor-Green Vortex: Energy spectra at t = 9 for different mesh widths;
a = 2π, b = 1.

Figure 5.13(a) shows that the obtained results are comparable to those of the Smagorinsky
model that is also known to be too dissipative. Dimensional analysis suggests to choose
the parameter according to τu,SU,M = Ch/‖uh‖∞,M . Interestingly, the choice τu,SU,M =
h/(2‖uh‖∞,M ) performs as well as simply τu,SU,M = 1 (cf. Figure 5.13(b)).
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In summary, we observe that grad-div stabilization is not sufficient in this example. How-
ever, additional LPS SU stabilization performs considerably well as implicit subgrid model
in this test case.
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Figure 5.13: Taylor-Green Vortex: Energy spectra for different stabilization models

5.1.6 Rotating Poiseuille Flow

Next we are interested in the influence of the Coriolis stabilization in a fast rotating frame
of reference. We consider a channel given by the domain Ω = (−2, 2) × (−1, 1) which
rotates around its midpoint and the inflow is given by a quadratic profile

u(x, y) =

(1− y2, 0)T , x = −2

(0, 0)T , |y| = 1
,

p(x = 2, y) = 0,

u0 = 0, p0 = 0, f = 0.

Note again that the centrifugal force is absorbed in the pressure we consider here. In
particular, p = p̃− 1

2 |ω × r|
2 if p̃ is the pressure in an inertial frame of reference. For the

critical parameters we choose ω = (0, 0, 100)T and ν = 10−3. The basic flow we expect
is one where all outflow happens in a small area on the bottom left side. In particular,
the streamlines are strongly curved at the outflow boundary and resolving the boundary
layers there by stabilization or grid refinement is important to prevent oscillations from
occurring.
For this example we use the stabilization parameters γ = 1, τu,SU,M = 1/|uM |2 and
α = 1/h. Using only grad-div stabilization leads to high oscillations that spread from
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the outflow into the interior of the domain (Figure 5.14). This behavior improves when
the mesh is refined adaptively (Figure 5.15), but nevertheless oscillations occur. Hence,
grad-div stabilization is not sufficient in this example.

(a) Streamlines (b) Profile at the outflow boundary x = 2

Figure 5.14: Rotating Poiseuille Flow: τu,gd,M ≡ 1

(a) Streamlines (b) Profile at the outflow boundary x = 2

Figure 5.15: Rotating Poiseuille Flow: τu,gd,M ≡ 1, adaptive mesh

Using LPS-Coriolis stabilization additionally improves the solution a lot. All the oscillation
in the interior of the domain are damped away and only at the outflow boundary smaller
oscillations occur (Figure 5.16). If we use the LPS-SUPG stabilization instead the situation
is similar but there are oscillations that spread into the interior (Figure 5.17).
Finally, we combine all the considered stabilizations and use adaptive mesh refinement.
This finally leads to a solution that has all the features (Figure 5.18) and we see that all
these parts are necessary.

Remark 5.1.4. In [AL15] we additionally investigated the Proudman-Stewartson problem
in which the fluid motion between two rotating spheres is considered. In accordance with
the observations for the rotating Poiseuille flow, we observe that a combination of grad-
div and Coriolis stabilization on an adaptively refined mesh is sufficient to capture the
physical behavior correctly and achieve convincing results for a wide spectrum of problem
parameters.
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(a) Streamlines (b) Profile at the outflow boundary x = 2

Figure 5.16: Rotating Poiseuille Flow: τu,gd,M ≡ 1, τu,Cor,M ≡ 1/h

(a) Streamlines (b) Profile at the outflow boundary x = 2

Figure 5.17: Rotating Poiseuille Flow: τu,gd,M ≡ 1, τu,SU,M ≡ 1

(a) Streamlines (b) Profile at the outflow boundary x = 2

Figure 5.18: Rotating Poiseuille Flow: τu,gd,M ≡ 1, τu,SU,M ≡ 1, τu,Cor,M ≡ 1/h,
adaptive mesh



100 5 Numerical Results

5.2 Non-Isothermal Insulating Flow

For non-isothermal flow two test cases are investigated. We first confirm the rates of con-
vergence with respect to the temperature and consider the influence of the SU stabilization
for the parameter in a case in which we prescribe a reference solution. The second exam-
ple is Rayleigh-Bénard convection in a heated cylinder. We consider both the cases of a
rotating and a non-rotating hull.

5.2.1 Traveling Wave

In this example we want to confirm the rates of convergence with respect to the tempera-
ture. Therefore we consider a time-dependent, two-dimensional solution of the Oberbeck-
Boussinesq equations for different parameters ν, α, β > 0 in a box Ω = (0, 1)2 with
t ∈ [0, 6 · 10−3]:

u(x, y, t) = (100, 0)T , p(x, y, t) = 0,

θ(x, y, t) = (1 + 3200αt)−1/2 exp
(
−
(1

2 + 100tx
)2 ( 1

800 + 4αt
)−1

)

with g ≡ (0,−1)T and (time dependent) inhomogeneous Dirichlet boundary conditions for
u and θ. The right-hand sides fu, fθ are calculated such that (u, p, θ) solves the equations.
Initially, the temperature peak is located at x = 1

2 and moves in the x-direction until it
finally hits the wall at x = 1, t = 0.005 and is transported out of the domain.

For the discretization, we consider a randomly distorted mesh and use Q2/Q1/(Q2/Q1)
or Q2/Q1/(Q+

2 /Q1) elements for velocity, kinematic pressure and fine and coarse temper-
ature. Since only the temperature ansatz spaces are varied here, we write Q(+)

2 /Q1 for
convenience.

Figure 5.19 shows that the expected order of convergence for the stabilization error
|||ξu|||LPSu + |||ξθ|||LPSθ ∼ h2 is obtained even without stabilization. For unenriched ele-
ments, an additional LPS stabilization for θ shows no significant influence. On the other
hand, forQ+

2 /Q1 elements the error clearly improves by using LPS stabilization for small α.

The temperature profile at y = 0.5 can be observed in Figure 5.20. The impression from
the error results are confirmed here: For small α spurious modes appear in the solution. In
case of a Q2/Q1 ansatz function for fine and coarse temperature space LPS stabilization
is not able to damp these oscillations. On the other hand for Q+

2 /Q1 ansatz spaces there
is an obvious improvement.
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Figure 5.19: Traveling wave: LPS-errors for different finite elements and choices of α and
β, ν = 1

(a) (b)

Figure 5.20: Traveling wave: Plot over temperature at y = 0.5 (x ∈ [0, 0.9]) at time
t = 0.005 with h = 1/16 in case of (a) Q2/Q1 elements for τθ,SU,M = 0
(dotted line) and for τθ,SU,M = ‖uh‖−2

∞,M (solid line), (b) Q+
2 /Q1 elements

for τθ,SU,M = 0 (dotted line) and for τθ,SU,M = ‖uh‖−2
∞,M (solid line),

(ν, α, β) = (1, 10−3, 1). The dotted and solid lines lie on top of each other
in (a)

.
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5.2.2 Rayleigh-Bénard Convection

We consider Rayleigh-Bénard convection in a three-dimensional cylindrical domain

Ω :=
{

(x, y, z) ∈
(
− 1

2 ,
1
2
)3 ∣∣∣√x2 + y2 ≤ 1

2 , |z| ≤
1
2

}
with aspect ratio Γ = 1 for different Prandtl numbers Pr ∈ {0.786, 6.4}, Rayleigh numbers
105 ≤ Ra ≤ 109 and Rossby numbers Ro ∈ {0.09, 0.36, 1.08,∞}. These critical parameters
are defined by

Pr = ν

α
Ra = |g|β∆θrefL

3
ref

να
Ro =

√
|g|β∆TL
2|ω|L .

In this test case the gravitational acceleration g ≡ (0, 0,−1)T as well as the angular
velocity ω are (anti-)parallel to the z-axis. The temperature is fixed by Dirichlet boundary
conditions at the (warm) bottom and (cold) top plate; the vertical wall is adiabatic with
Neumann boundary conditions ∂θ

∂n = 0. Homogeneous Dirichlet boundary data for the
velocity are prescribed.

As a benchmark quantity, the Nusselt number Nu is used. For fixed z we consider the disc
Bz defined by

Bz := {(x, y, z) ∈ (−1
2 ,

1
2)3 |

√
x2 + y2 ≤ 1

2}.

Then the Nusselt number Nu is calculated from the vertical heat flux qz = uzθ−α∂θ∂z from
the warm wall to the cold one by averaging over Bz and in time:

Nu(z) = Γ
(
α|B|(T − t0) |θbottom − θtop|

)−1 ∫ T

t0

∫
B
qz(x, y, z, t) dx dy dt

with a suitable interval [t0, T ]. For the variation of the Nusselt number in z-direction we
obtain

∂Nu

∂z
=
∫ 2π

0

∫ R

0
−(PrRa)1/2r∂tθ dr dϕ

due to the thermally insulating walls and the homogeneous Dirichlet conditions for the
divergence-free velocity. This means that for a stationary temperature field there is no
variation in z-direction. This also holds for the time averaged Nusselt number in any case
in the limit

∂

∂z

(
1

T − t0

∫ T

t0
Nudt

)
=
∫ 2π

0

∫ R

0
−(PrRa)1/2r

θ(t0)− θ(T )
T − t0

dr dϕ.
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In the instationary convection-diffusion equation for the temperature there is no inlet
boundary and hence a maximum principle shows that θ is bounded by θ(t0). In particular,
we get ∣∣∣∣∣ ∂∂z

(
1

T − t0

∫ T

t0
Nudt

)∣∣∣∣∣ ≤
∣∣∣∣∣
∫ 2π

0

∫ R

0
−(PrRa)1/2r

θ(t0)− θ(T )
T − t0

dr dϕ

∣∣∣∣∣
≤ 2πR2‖θ(t0)‖∞

T − t0
T→∞−→ 0

In order to assess the quality of our simulations, we compute the Nusselt number for
different z ∈ {−0.5,−0.25, 0, 0.25, 0.5}, where the heat transfer is integrated over a disk at
fixed z. Then we compare these quantities with the Nusselt number Nuavg calculated as
the heat transfer averaged over the whole cylinder Ω and in time. The maximal deviation
σ within the domain is evaluated according to

σ := max{|Nuavg −Nu(z)|, z ∈ {−0.5,−0.25, 0, 0.25, 0.5}}.

Non-Rotating Cylinder, Pr = .78

We first summarize results that we obtained for Pr = 0.78 in [DA15] by comparing with
DNS simulations in [WSW12]. The used meshes are problem-adapted and obtained from
an isotropic mesh by the transformation Txyz : Ω→ Ω defined by

Txyz : (x, y, z)T 7→
(
x

r
· tanh(4r)

2 tanh(2) ,
y

r
· tanh(4r)

2 tanh(2) ,
tanh(4z)
2 tanh(2)

)T
(5.1)

with r :=
√
x2 + y2. With these grids the resulting isosurfaces for the temperature are

depicted in Figure 5.21 and it is clearly visible how the increasing Rayleigh number Ra
leads to increased mixing of the temperature and an enhanced transport from heat away
from the wall. In all cases we observe for the large scale behavior one large convection cell
(upflow of warm fluid and descent of cold fluid) while for larger Ra smaller structures and
thin boundary layers occur. This is in good qualitative agreement with simulations run by
[WSW12].
In Table 5.1 we compare the resulting Nusselt numbers for an optimal grad-div parameter
and no grad-div stabilization at all. While the average Nusselt number is in both cases
in good agreement with the reference value with up to Ra = 107, the deviation between
Nusselt numbers at different z-positions quickly increases without grad-div stabilization.
Despite this, for all Ra ∈ {105, 106, 107, 108}, the reference values Nuref obtained by DNS
can be approximated surprisingly well with the help of grad-div stabilization on a mesh
with only N = 10 · 83 cells. We note that the optimal grad-div parameter only slightly
depends on the Rayleigh number and with this choice the Nusselt number varies little



104 5 Numerical Results

(a) (b) (c)

Figure 5.21: Temperature isosurfaces at T = 1000 for Pr = 0.786, (a) Ra = 105, (b)
Ra = 107, (c) Ra = 109, N = 10 · 163, γM = 0.1

Ra 105 106 107 108 109

Nuavg σ Nuavg σ Nuavg σ Nuavg σ Nuavg σ

nGD 3.84 0.04 8.65 0.34 16.41 1.83 37.70 29.5 118.8 137.6
GD 3.84 0.03 8.65 0.02 16.88 0.11 31.29 0.70 55.52 1.35

Nuref 3.83 8.6 16.9 31.9 63.1

Table 5.1: Rayleigh-Bénard Convection: Averaged Nusselt numbers and maximal devia-
tions σ for different Ra and different grad-div parameters τu,gd,M , averaged
over time t ∈ [150, 1000], N = 10 · 83, Q2/Q1/Q1 elements are used. nGD indi-
cates that no stabilization is used (in particular, τu,gd,M = 0), GD means that
an optimal grad-div parameter is used: τu,gd,M = 0.1 for 105 ≤ Ra ≤ 108 and
τu,gd,M = 0.01 for Ra = 109. Nuref denotes DNS results from [WSW12]
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with respect to different z. It turned out that this parameter design is independent of the
considered refinement.
With respect to the LPS stabilization it turned out that for anisotropically refined meshes
τθ,SU,M produced the best results. In case of isotropic grids, that are not adapted to the
problem, LPS SU stabilization for the temperature becomes necessary. Bubble enrichment
enhances the accuracy on all grids.
Figure 5.22 gives an overview of the obtained results (using the respective optimal stabi-
lization parameters and an anisotropic grid). We compare the reduced Nusselt numbers
Nu/Ra0.3 for different finite element spaces, indicated by th and bb as above, with DNS
data from the literature. The Grossmann-Lohse theory from [GL00] suggests that there
is a scaling law of the Nusselt number depending on Ra (at fixed Pr) that holds over
wide parameter ranges. The reduced Nusselt number calculated in our experiments is
nearly constant. However, one does not observe a global behavior of the Nusselt number
as Nu ∝ Ra0.3. But as in [WSW12], a smooth transition between different Ra-regimes
Ra ≤ 106, 106 ≤ Ra ≤ 108 and Ra ≥ 108 can be expected. Note that the presented results
on the finest grid (N = 10 · 323) differ by only 0.1%.

Ra
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/R
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0.115
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0.135

0.14

N = 10 · 83 th

N = 10 · 83 bb

N = 10 · 163 th

N = 10 · 163 bb

N = 10 · 323 th

DNS[WSW12]

DNS[BES10]

Figure 5.22: Rayleigh-Bénard Convection: Nu/Ra0.3 (Γ = 1, Pr = 0.786) for an
anisotropic grid with N ∈ {10 · 83, 10 · 163} cells, compared with DNS data
from [WSW12] (Γ = 1, Pr = 0.786) and [BES10] (Γ = 1, Pr = 0.7).
The grid is transformed via Txyz for N ∈ {10 · 83, 10 · 163} and via Tz
for N = 10 · 323. The label th indicates that (Q2/Q1)/Q1/(Q2/Q1) ele-
ments are used and (Q+

2 /Q1)/Q1/(Q+
2 /Q1) are denoted by bb. For 105 ≤

Ra ≤ 108, (τu,gd,M , τuM , τ θM ) = (0.1, 0, 0) is chosen; (τu,gd,M , τuM , τ θM ) =
(0.01, 1

2h/‖uh‖∞,M , 0) in case of Ra = 109

Table 5.2 validates that a grid transformed via Txyz (together with grad-div stabilization)
resolves the boundary layer: For a grid with N = 10 · 163 cells, the dependence between
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〈δθ〉 〈δθ〉 ∝ Ram

Ra = 105 Ra = 107 Ra = 109 m mref

top 0.1295 0.0311 0.0084 -0.2970 -0.285
bottom 0.1295 0.0293 0.0085 -0.2957 -0.285

Table 5.2: Rayleigh-Bénard Convection: Thermal boundary layer thicknesses at the top
and bottom plates 〈δθ〉top/bottom, averaged over r =

√
x2 + y2 ∈ [0, 1

2 ], and slopes
mtop/bottom resulting from the fitting 〈δθ〉 ∝ Ram. The grid with N = 10 · 163

cells is transformed via Txyz; Q2/Q1/Q2 elements are used. τu,gd,M = 0.1 for
Ra ∈ {105, 107} and τu,gd,M = 0.01 for Ra = 109. mref denotes the slope
proposed by [WSW12]

Ra and the resulting thermal boundary layer thickness 〈δθ〉 is in good agreement with the
law 〈δθ〉 ∝ Ra−0.285 suggested by [WSW12]. Here, the thermal boundary layer thickness
δθ is calculated via the so-called slope criterion as in [WSW12]. δθ is the distance from
the boundary at which the linear approximation of temperature profile at the boundary
crosses the line θ = 0. 〈δθ〉 denotes the average over r =

√
x2 + y2 ∈ [0, 1

2 ].

All in all, our simulations illustrate that we obtain surprisingly well approximated bench-
mark quantities even on relatively coarse meshes (compared with DNS from the reference
data). For example, for the grid with N = 10 ·163 cells, we have a total number of approx-
imately 1, 400, 000 degrees of freedom (DoFs) in case of (Q2 /Q1)/Q1/(Q2 /Q1) elements.
Enriched (Q+

2 /Q1)/Q1/(Q+
2 /Q1) elements result in 1, 900, 000 DoFs for N = 10 · 163 cells.

Refinement increases the number of DoFs roughly by a factor of 8. In comparison, the
DNS in [WSW12] requires approximately 1, 500, 000, 000 DoFs.

Rotating Cylinder, Pr = 6.4

Finally, the question arises whether these observations transfer to the case in which the
cylinder is rotating. Therefore we consider the setup in [KBG15] where the Prandtl num-
ber is chosen as Pr = 6.4 For the anisotropically refined mesh with N = 10 · 83 cells and
τu,gd,M = 0.01 we visualize for Rayleigh numbers Ra ∈ {106, 107, 108, 109} the flow struc-
tures and isosurfaces of the temperature in Figures 5.23, 5.24, 5.25, 5.26. In accordance
with the reference we observe that for Ro =∞ the convection is dominated by large scale
circulation. For strong steady rotation, i.e., Ro = 0.09, the flow structure is very different
as now Taylor columns dominate the temperature and the velocity field. Hence, we see
that this problem is quite similar to our considerations in [AL15] for the Taylor-Proudman
problem. All in all we achieve comparable results to those in [KBG15].
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Ra Ro Nuavg σ τu,gd,M mesh Nuref

106 0.09 5.2851 0.1014 0.1 iso 5.5± 0.2
106 ∞ 8.2327 0.8263 0 aniso 9.0± 0.1

107 0.09 15.7992 0.2971 0.1 aniso 16.1± 0.5
107 0.36 18.9784 0.1057 0.1 aniso 18.8± 0.4
107 1.08 17.3130 0.0620 0.1 aniso 17.4± 0.3
107 ∞ 16.4804 0.1806 0.1 aniso 16.5± 0.2

108 0.09 38.8861 0.6861 0.1 aniso 38.2± 0.8
108 ∞ 32.0387 0.5651 0.1 aniso 33.2± 0.4

109 0.09 64.8679 6.5222 0.1 aniso 73.8± 1.0
109 0.36 78.2142 5.9778 0.01 aniso 72.2± 0.9
109 1.08 71.8906 2.9568 0.01 aniso 67.0± 1.6
109 ∞ 66.2219 2.6035 0.01 aniso 66.5± 1.8

Table 5.3: Rotating Rayleigh-Bénard Convection: Averaged Nusselt numbers and maximal
deviations σ for optimized grad-div parameter τu,gd,M with Pr = 6.4 and vary-
ing Rayleigh and Rossby numbers. Nuref denotes DNS results from [KBG15]

For the results with respect to the Nusselt number we only state here the best results
for N = 10 · 83 cells where we always tried τu,gd,M ∈ {0, 0.01, 0.1, 1} on an isotropic and
anisotropic mesh.
Table 5.3 shows that also in this case the reference Nusselt number can be approximated
surprisingly well on the rather coarse mesh. The parameter design with respect to the
grad-div τu,gd,M is confirmed. Up to Ra = 108 a parameter τu,gd,M = 0.1 is best, only for
Ra = 109 we gain from the smaller parameter τu,gd,M = 0.01. Although the flow structure
differs quite a lot, it turned out that the anisotropically transformed grid is still superior
to the isotropic ones.

All in all, we conclude that for both the rotating and non-rotating case DNS results can be
well approximated when a suitably transformed mesh and grad-div stabilization is used.
In particular, local projection is only beneficial on the isotropic meshes.

5.3 Isothermal Electrically Conducting Flow

For the magnetic field we considered convergence results in [WAL15]. Here, we extend two
examples that show typical features of the Maxwell equations. The first one describes a
solution of reduced regularity and in the second one sharp inner boundary layers appear.
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(a) Isosurfaces uZ = ±0.007, Ro ∈ {0.09,∞} (b) Isosurfaces θ = ±0.15, Ro ∈ {0.09,∞}

Figure 5.23: Rotating Rayleigh-Bénard Convection: Ra = 106

(a) Isosurfaces uZ = ±0.007, Ro ∈ {0.09,∞} (b) Isosurfaces θ = ±0.15, Ro ∈ {0.09,∞}

Figure 5.24: Rotating Rayleigh-Bénard Convection: Ra = 107

(a) Isosurfaces uZ = ±0.007, Ro ∈ {0.09,∞} (b) Isosurfaces θ = ±0.15, Ro ∈ {0.09,∞}

Figure 5.25: Rotating Rayleigh-Bénard Convection: Ra = 108
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(a) Isosurfaces uZ = ±0.007, Ro ∈ {0.09,∞} (b) Isosurfaces θ = ±0.15, Ro ∈ {0.09,∞}

Figure 5.26: Rotating Rayleigh-Bénard Convection: Ra = 109

Both cases are challenging, although quite different as we will see in terms of a proper
parameter design.

5.3.1 Singular Solution

The first example is one for which b ∈ Hcurl(Ω)\ [H1(Ω)]2 holds. In particular, we consider
in the L-shaped domain Ω = (−1, 1)2 \ {[0, 1]× [−1, 0]} the reference solution (in polar
coordinates (d, ϕ))

b (d, ϕ) := d
2
3 sin

(2ϕ
3

)
∈ [H2/3(Ω)]2 r (d, ϕ) := 0.

u (d, ϕ) := 0 p (d, ϕ) := 0.

Due to ∇·b = 0 and ∇×b = 0 the right-hand side for velocity and magnetic field vanishes,
i.e., fu = fb = 0. On the boundary, we choose homogeneous Dirichlet boundary conditions
for u and r and prescribe the tangential component of the magnetic field n× b = n× bD
where bD is the exact solution on ∂Ω.
In [WAL15] we solved the above presented problem for fixed u = 0 by a stationary solver
written in FreeFEM++[Hec12] and considered equal-order ansatz spaces P1/P1 as well
as the Taylor-Hood pair P2/P1. The used meshes can be seen in Figure 5.27.
For the parameter design τb,gd,M = λh2, τr,PSPG,M = 1/λ, we received the following results
with the rate of convergence in brackets.
In accordance with [BC12] the cross-box element works fine and achieves the expected
rates of convergence. Furthermore, the Taylor-Hood approximation in P2/P1 reaches the
asymptotically optimal rates of convergence as well in contrast to the equal order approx-
imation in P1/P1 on the other given meshes.

Now, the question arises whether these results also hold in the framework we consider in
this thesis and in the case of an instationary solver. Note that this kind of problem is not
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Figure 5.27: Different meshes for the calculations: (left) Cross-box, (right) P1 standard
mesh

covered by the analysis for the fully discretized scheme considered in Chapter 4. We choose
for both the pairs (u, p) and (b, r) the inf-sup stable Taylor-Hood ansatz spaces [Q2]2/Q1.
The resulting errors can be observed in Figure 5.28 for a Cartesian quadrilateral mesh.
In accordance with Section 4.2, we observe for the choice τb,gd,M = 1, τr,PSPG = 0 no
convergence with respect to the total error magnetic field error that is locally given as
sum of the L2(M)- Hcurl(M)- and the Hdiv(M)-error scaled with √τb,gd,M . Only for the
Hdiv(Ω)-error are the results much better than for all the other parameter choices.
Decreasing the grad-div parameter and choosing τPSPSG ≤ 1 improves the results in such
a way that the total error is at least not increasing with mesh refinement. For a parameter
choice according to τb,gd,M = h2/L0, τr,PSPG = L0 with L0 ≥ 104 we finally achieve
results comparable to those with the stationary solver above. Just the rate of convergence
for the divergence is reduced since here only observe a scaling like h−2/3. This choice is in
agreement with the bounds (3.30) derived for the semi-discrete case.
If we now try to distort the mesh slightly, the results first improve for all considered errors,
but then suddenly grow immensely. This clearly shows the sensitivity of this example with
respect to a special choice of meshes.
In Figure 5.29 the numerical solution is depicted. Although we have seen that the parame-
ter design for the left picture shows the best convergence behavior, unphysical oscillations
only disappear when the grad-div parameter is increased.

5.3.2 Magnetic Field Expulsion

In this example we examine the influence of a rotating electrically conducting fluid rotating
in an infinitely long cylinder on an uniform magnetic field. Therefore, we consider on the
domain Ω = (−1, 1)2 with R = 1

2 the prescribed velocity field

u =

(−y, x)T x ≤ R

(0, 0)T x > R
.
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Figure 5.28: Error for the singular solution with Taylor-Hood [Q2]2/Q1 elements

(a) τb,gd,M ≡ h2 · 10−4, τr,PSPG,M ≡ 104 (b) τb,gd,M ≡ h2, τr,PSPG,M ≡ 1

Figure 5.29: Magnitude of the singular solution



112 5 Numerical Results

Cross-box, Equal-order
h 2−4 2−5 2−6 2−7

‖b− bh‖0 1.71E − 1 1.09E − 1 (0.65) 6.91E − 2 (0.66) 4.36E − 2 (0.66)
‖∇ × (b− bh) ‖0 1.93E − 2 7.66E − 3 (1.33) 3.04E − 3 (1.33) 1.23E − 3 (1.31)
‖r − rh‖0 7.94E − 3 3.46E − 3 (1.20) 1.45E − 3 (1.25) 5.96E − 4 (1.28)
‖∇ (r − rh) ‖0 3.91E − 2 2.49E − 2 (0.65) 1.57E − 2 (0.66) 9.92E − 3 (0.66)
‖∇ · (b− bh) ‖0 3.65 4.57 (−0.32) 5.75 (−0.33) 7.23 (−0.33)

Cross-box, Taylor-Hood
h 2−4 2−5 2−6 2−7

‖b− bh‖0 1.60E − 1 1.02E − 1 (0.65) 6.45E − 2 (0.66) 4.07E − 2 (0.66)
‖∇ × (b− bh) ‖0 1.55E − 2 6.13E − 3 (1.34) 2.42E − 3 (1.34) 9.61E − 4 (1.33)
‖r − rh‖0 6.25E − 3 2.74E − 3 (1.19) 1.15E − 3 (1.25) 4.71E − 4 (1.29)
‖∇ (r − rh) ‖0 3.04E − 2 1.94E − 2 (0.65) 1.23E − 2 (0.66) 7.74E − 3 (0.67)
‖∇ · (b− bh) ‖0 3.52 4.41 (−0.33) 5.54 (−0.33) 6.98 (−0.33)

P1 standard mesh, Equal-order
h 2−4 2−5 2−6 2−7

‖b− bh‖0 3.62E − 1 2.86E − 1 (0.34) 2.23E − 1 (0.36) 1.74E − 1 (0.36)
‖∇ × (b− bh) ‖0 1.19E − 1 7.98E − 2 (0.58) 5.68E − 2 (0.49) 4.19E − 2 (0.44)
‖r − rh‖0 2.33E − 2 1.46E − 2 (0.67) 8.83E − 3 (0.73) 5.30E − 3 (0.74)
‖∇ (r − rh) ‖0 7.98E − 2 6.39E − 2 (0.32) 5.07E − 2 (0.33) 4.00E − 2 (0.34)
‖∇ · (b− bh) ‖0 3.06 3.94 (−0.36) 5.24 (−0.41) 7.12 (−0.44)

P1 standard mesh, Taylor-Hood
h 2−4 2−5 2−6 2−7

‖b− bh‖0 2.19E − 1 1.41E − 1 (0.64) 8.98E − 2 (0.65) 5.68E − 2 (0.66)
‖∇ × (b− bh) ‖0 2.87E − 2 1.16E − 2 (1.31) 4.72E − 3 (1.30) 1.92E − 3 (1.30)
‖r − rh‖0 1.00E − 2 4.58E − 3 (1.13) 1.96E − 3 (1.22) 8.13E − 4 (1.27)
‖∇ (r − rh) ‖0 3.81E − 2 2.46E − 2 (0.63) 1.56E − 2 (0.66) 9.89E − 3 (0.66)
‖∇ · (b− bh) ‖0 3.18 3.99 (−0.33) 5.02 (−0.33) 6.32 (−0.33)

Table 5.4: Singular solution: Errors for simplicial meshes

In particular, we neglect the influence of the magnetic field on the velocity field. We assume
that the boundary ∂Ω is electrically conducting and prescribe b · n = (0, 1)T .
For an infinite domain this problem admits an analytical solution [Mof78] that can be
expressed in polar coordinates (d, ϕ) by

b(d, ϕ) := ∇×<[f(d) exp(iϕ)] f(d) :=

d+ C/d, d > R

Dj1(pr), d ≤ R
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where jn(x) are the Bessel functions of first kind and the constants C, D and p are given
by

C = R[2j1(pR)− pRj0(pR)]
pj0(pR) D = 2

pj0(pR) p = (1− i)
√

2λ.

For λ→∞ the initially described magnetic field is undistorted and b(x, y) = (0, 1)T . On
the other hand, for vanishing magnetic diffusivity we obtain

lim
λ→0

b =

0, d < R

−∇× ((d− R2

d ) cos(θ)), d ≥ R
=

0 d < R

( −xy
2(x2+y2)2 , 1 + x2−y2

4(x2+y2)2 )T d ≥ R
.

In particular, we observe that the magnetic field is expelled and a sharp inner boundary
layer appears.

For moderately small λ the numerical solutions are depicted in Figure 5.30 for a constant
grad-div stabilization parameter τb,gd,M ≡ 1 and no PSPG or LPS stabilization. In all
these cases, we achieve on this rather coarse mesh (h =

√
2/16) results that resemble the

correct behavior of the solution. Just for the choice τb,gd ≡ λh2 for λ = 10−3 suggested in
the semi-discrete approach (3.30) spurious oscillations introduced by the inner boundary
layer occur.

If we decrease the magnetic diffusivity further, suddenly lots of unphysical oscillations
occur (Figure 5.31(left)). These can be be removed by using the stabilization sb,Lor with
τb,Lor,M ≡ 1 (Figure 5.31 right).

Comparing with the Blasius test case (Subsection 5.1.4) one might expect that further
refinement should be sufficient to remove oscillations and to capture the correct behavior
of the solution with grad-div stabilization alone. In Figure 5.32 we consider for the case λ =
10−5 the influence of the Lorentz stabilization again for two different meshes (h =

√
2/32

and h =
√

2/128). While the magnetic field grows exponentially in time for the grad-
div stabilized solution on the coarse mesh, the solution on the fine mesh stays bounded
and no oscillations are visible. On the other hand, the magnitude is still too large by a
factor of 10 and the streamlines away from the cylinder seem not to be influenced by
the rotating fluid at all. However, for the Lorentz stabilized solution we obtain physically
reasonable results. The magnitude of the solution is of the order of the analytical solution
for vanishing magnetic diffusivity and infinite domain. Furthermore, the inner boundary
layer is sufficiently resolved such that the expulsion of the magnetic field is clearly visible.
On the coarse mesh a quite strong magnetic field in the inside of the domain is visible.
This is due to the fact that the numerical simulation has been stopped after the magnetic
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(a) λ = 10−1, τb,gd,M ≡ 1 (b) λ = 10−2, τb,gd,M ≡ 1

(c) λ = 10−3, τb,gd,M ≡ 1 (d) λ = 10−3, τb,gd,M ≡ λh2

Figure 5.30: Magnetic field for moderately small magnetic diffusivity λ

(a) τb,gd,M ≡ 1, τb,Lor,M ≡ 0 (b) τb,gd,M ≡ 1, τb,Lor,M ≡ 1

Figure 5.31: Effect of LPS stabilization for the Lorentz coupling λ = 10−4
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field outside of the cylinder became stationary. We expect that this inner magnetic field
decays further in time due to diffusivity.

Figure 5.32: Magnetic field with (left) and without (right) LPS on coarse (top) and fine
(bottom) meshes for λ = 10−5

Finally, we consider in Figure 5.33 for the same λ different stabilizations on an adaptively
refined mesh. The mesh width is in the range hM ∈ [

√
2/32,

√
2/512] and as error indicator

the gradient jumps in normal direction over cell faces are used. We first observe that the
results for the grad-div stabilized and the additionally Lorentz stabilized solutions are
qualitatively comparable to those on the isotropic meshes. Using the induction stabilization
sb,Ind leads to an improperly refined mesh: There is no sharp boundary layer and the
position of the maximum is incorrect. A combination with the Lorentz stabilization clearly
improves the situation, but compared to Lorentz stabilization alone the solution is blurred
since too much diffusivity is introduced.

This example shows first that the parameter design for solutions with reduced regularity
is not appropriate here. In case of small magnetic diffusivity grad-div stabilization is
not sufficient for a proper resolution of the inner boundary layer but additional Lorentz
stabilization is needed. With this combination we are able to remove unphysical oscillation
even for small values of λ on coarse meshes. On the other hand the stabilization sb,Ind

seems not to be appropriate for this problem. Using adaptive mesh refinement we can
greatly diminish the number of degrees of freedom (∼ 6 · 105 on the fine mesh in Figure
5.32 and ∼ 4 · 104 for the meshes in Figure 5.33) while preserving a comparably good
solution.
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(a) sb,Ind and sb,gd (b) sb,Ind, sb,Lor and sb,gd

(c) sb,Lor and sb,gd (d) sb,gd

Figure 5.33: Different stabilizations on an adaptively refined mesh for λ = 10−5

5.4 Non-Isothermal Electrically Conducting Flow

In the last example we consider the fully coupled model. On the domain Ω = (0, 10)×(0, 1)
we investigate the flow that develops in an infinite channel that is heated from below and
cooled from above and possibly stabilized by a magnetic field in y-direction. In particular,
we consider the boundary conditions

u|y∈{0,1} = 0 u|x=0 = u|x=10

n · b|y∈{0,1} = b0 b|x=0 = u|x=10

θ|y∈{0,1} =
(
y − 1

2

)
Ra θ|x=0 = θ|x=10.

Above a critical Rayleigh number Ra flow is induced when the buoyancy effects dominate
the stabilizing viscous forces. At fixed Rayleigh number this flow is damped out when the
magnetic field is sufficiently strong [Cha13]. A typical stable state is depicted in Figure
5.34. In particular, stationary convection cells develop that transport temperature from
the warm bottom to the cold top.
The main interest in this test case is the consideration of the parallel scaling behavior
of the implemented numerical solver. For Ra = 25000 and b0 = 10 we calculate with a
time step size ∆t the first 100 time steps of the numerical solution on successively refined
meshes with N = 1280·4k, k ∈ [0, 6] cells. Figure 5.35 shows that we obtain for all problem
sizes convincing results. In particular, we obtain for k ≥ 3 (nearly) linear weak scaling,
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Figure 5.34: Flow structure for Ra = 25000 and b0 in steady state

i.e., the run time halves when the number of used processes halves. Weak scaling on the
other hand means that the run time stays the same when the size of the problem and the
number of processes are doubled. We observe that this is approximately the case if the
problem is sufficiently large. In Figure 5.36 we have a closer look on the scaling behavior
of the major parts of the solver for a mesh with N = 1280 · 46 = 5, 242, 880 cells. This
means for that we have to solve for 115, 417, 095 unknowns in each time step for ansatz
spaces according to Vh = Q2

2,Ch = Q2
2, Qh = Q1, Sh = Q1. We observe that all assembling

parts of the algorithm scale linearly. Just for solving for the kinematic pressure and the
magnetic pseudo-pressure the scaling breaks quickly down. Since linear solvers typically
need more than 10,000 unknowns to achieve convincing results, this is not too surprising.
In sum these contributions clearly vanish when we consider the total run time.
All in all, we observe good scaling results for up to 1024 processes. This suggests that the
chosen splitting in combination with the stabilizations is also well-suited with respect to
numerical efficiency.
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Figure 5.35: Scaling results
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This thesis is concerned with the numerical solution of the incompressible Navier-Stokes
equations for a non-isothermal, electrically conducting fluid in a rotating frame of reference.
In particular, the goal has been to propose a suitable model and to investigate it both
analytically and numerically. The mathematical description is based on the Oberbeck-
Boussinesq approximation for the influence of temperature and for electrically conducting
fluids resistive magnetohydrodynamics is considered.
With respect to the spatial discretization in Chapter 2 a finite element approach has
been suggested that combines stabilizations of the incompressibility constraints with local
projection stabilizes for various force terms to prevent unphysical numerical solutions and
to model subgrid behavior appropriately.
The discretization in time is first considered in Chapter 4 and consists of a pressure-
correction projection method based on BDF2 that we considered both in the standard
incremental and the rotational incremental variant. Although projection methods have
been considered for a long time (starting with Chorin [Cho69] and Temam [Tem69]), to
the best of our knowledge, this is the first time that the approach has been applied to a
model for non-isothermal and electrically conducting flow.
In the following, we summarize the findings with respect to theoretical (Chapter 3 and
Chapter 4) and numerical investigation (Chapter 5).

6.1 Discussion of the Analytical Results

We first considered analytical results for the semi-discretized model in Chapter 3. The out-
come can be summarized as follows: In most cases we were able to prove stability without
any requirements on the stabilization parameters. Just for the linearized and stationary
MHD model, stability depends on a proper choice of the grad-div parameters for veloc-
ity τu,gd,M and magnetic field τb,gd,M and on suitable parameter bounds for the magnetic
pseudo-pressure τr,PSPG,M . The reason for the different behavior for the electrically con-
ducting case lies in the fact that for the discretized stationary problem the stability for the
semi-norm not immediately extends to stability for the full Hcurl(Ω) norm, cf. Theorem
3.4.4.
With respect to error estimates for the discretization error, always three cases can be
considered.
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In the first approach no particular assumption with respect to fine and coarse ansatz spaces
is needed. We were able to derive semi-robust a priori estimates provided a certain local
mesh restriction depending on critical non-dimensional quantities is satisfied. Essentially,
we require in this case

Reu,M = hM‖uh‖∞,M
ν

≤ 1√
ν

PeM = hM‖uh‖∞,M
α

≤ 1√
α

Reb,M = hM‖bh‖∞,M
λ

≤ min{ 1√
λ
,

√
ν

λ
}.

Compared to the global condition

ReΩ := ‖b‖∞CP
ν

≤ 1√
ν

in [MST07] not depending on the mesh width, these restrictions can be considered mild.
Deriving semi-robust results in this case critically depends on the existence of a divergence-
preserving interpolation operator. The construction in [GS03] is based on the inf-sup sta-
bility that we assume throughout this thesis. With respect to the interpolation errors the
obtained estimates for the discretization errors are quasi-optimal for the LPS errors. In
this approach the mesh width restrictions with respect to velocity and temperature can
be circumvented by a modified estimate of the convective terms at the price of assuming
uh ∈ L∞(t0, T ;L∞(Ω)). This latter assumption might be removed by using bootstrapping
techniques as considered in [GT99; AGN05].
With respect to the stabilization parameters there are upper and lower bounds for the
fluid grad-div parameter suggesting for a feasible parameter design τu,gd,M ≡ τu,gd,0. Fur-
thermore, the magnetic grad-div parameter and the PSPG parameter for the magnetic
pseudo-pressure have in this analysis to be chosen as τb,gd,M ∼ λh2

M , τr,PSPG,M ∼ 1/λ.
With respect to the LPS parameters there is no lower bound meaning that they do not
contribute to the rate of convergence.

In a second approach special choices of fine and coarse spaces satisfying a compatibility
condition are considered. This allows to avoid the mesh width restriction without ad-
ditional assumptions for the discrete solutions. In this case a lower bound for the LPS
parameter according to

τu,SU,M ≥ h2
M , τθ,SU,M ≥ h2

M , τ̃u,Lor,M ≥ h2
M , τb,Ind,M ≥ h2

M

is needed (for results with respect to the Oberbeck-Boussinesq model alone in this setting
refer to [Dal15]). The bounds on the grad-div parameters remain the same.

The third approach then aims to extend the second approach to obtain superconvergent
estimates for the discretization error provided the viscosities are smaller than the mesh
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width. This can be achieved using a much more restrictive choice of fine and coarse ansatz
spaces and a clear design for the LPS parameters. In particular, local projection plays a
major role in obtaining the discretization error estimates.

With respect to the “directional-do-nothing conditions” we observed that apart from an
additional term in the Gronwall constant the error estimates do not change compared
to homogeneous Dirichlet conditions. In particular, we were able to derive stability and
quasi-optimal results for a suitable model of outflow boundary conditions.

For the fully discretized equations, we considered different approaches in [AD15]. In par-
ticular, we considered what restrictions arise when trying to extend spatial discretization
results to the fully discretized case or discretization results for the temporal approxima-
tion to the fully discretized case. While both of these approaches are possible, we observed
severe restrictions and suboptimal convergence results.
Finally, in [ADL15b] we where able to achieve quasi-optimal and semi-robust error esti-
mates for the fully discretized Navier-Stokes equations. In comparison to the results in
Chapter 3 even quasi-optimal results with respect to the L2(Ω) were obtained. Chapter 4
aimed to transfer these estimates to the fully coupled set of equations. The analysis in this
section combines ideas from the semi-discretization with ideas from [Gue99]. In particular,
a proper estimate of the convective terms plays an important role in order to avoid time
step size restriction like ∆t ≤ ν3 that would appear in a naive approach. In conjunction
with problem suited interpolation operators, we were able to derive semi-robust estimates
that are quasi-optimal with respect to the LPS errors with respect to temporal and spatial
approximation. The coupling between velocity and magnetic field prevents the derivation
of quasi-optimal results for the L2(Ω) errors with respect to spatial discretization. How-
ever, for the Oberbeck-Boussinesq alone quasi-optimality in space can be achieved and
we assume that the results from [AD15] with respect to temporal discretization can be
extended to that model.
The necessary assumptions with respect to stabilization parameters and temporal and
spatial resolution are similar to those in the first approach for the semi-discretization.
Although for the fully discretized a slightly different stabilization model for the mag-
netic field has been chosen, grad-div stabilization still proves to be essential for obtaining
semi-robust results. In particular, we are able to neglect PSPG stabilization for the pseudo-
pressure and choose the grad-div parameter τb,gd,M in the order of unity. For obtaining
convergence results, LPS stabilizations can again be neglected. On the other hand, the
analysis allows for a wide range for stabilization parameters that allow to control behavior
of the numerical solution beyond convergence considerations.
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With respect to mesh size restriction and LPS error estimates the coupling between mag-
netic field and velocity still requires a sufficiently fine mesh according to

Reb,M .
1√
λ
, Reu,M .

√
λ

ν
.

and time step size restriction according to ∆t . min{h, λ}. Compared to a time step
size restriction like ∆t ≤ ν3 this is still mild and comparable to results one would obtain
without an improved error estimate for the convective terms. Although the L2(Ω) error
estimates require an even stricter bound for the LPS parameters, this need is never ob-
served in the numerical results.

6.2 Discussion of the Numerical Results

In Chapter 5 we validated the analytical results and considered a suitable parameter de-
sign for different types of flow. We started with academic test cases that do not show any
complex behavior but merely served for numerical validation for isothermal and isolating
fluids. In accordance with the analytical results we observed that in these cases the total
error essentially depends on the grad-div parameter. In particular, a constant grad-div pa-
rameter is crucial for semi-robust error estimates even in case the velocity vanishes. With
respect to LPS stabilization we did not observe any significant influence. The obtained
rates of convergence were in agreement with the analytical expectations. However, in none
of these cases we observed any influence of a mesh width restriction.

In Section 5.1.4 with the Blasius profile the first example that exhibits instabilities due to
arising boundary layers. We observed that grad-div stabilization is not sufficient to remove
the spurious oscillations in front of the obstacle. With global refinement a rather fine mesh
is needed to remove these spurious modes. However, with the help of the LPS-SU model
these unphysical modes can be removed on rather coarse meshes. Another possibility is
to use a problem-adapted mesh that is only refined near the obstacle. In this case mesh
diffusivity is sufficient to remove the spurious modes, but additional SU stabilization does
not harm either.

For investigating the behavior of LPS-SU stabilization as subgrid model for turbulent flow
we considered in Section 5.1.5 the Taylor-Green vortex. In accordance with the expec-
tations we observed that grad-div stabilization alone is not able to produce sufficiently
dissipation to model the scaling of the energy spectrum correctly. Choosing the LPS-SU
parameter as τu,SU,M = hM/uh improved this behavior much and we observed results
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similar to those of a Smagorinsky model. Therefore, we conduct that at least for simple
types of turbulent flow the LPS-SU stabilization may serve as implicit LES model. Due
to the fact that the LPS-SU acts in flow direction it might well be that for flow with a
clear direction such as a turbulent channel results could be even better. This is subject to
future research.

For non-isothermal flow, we started again with a prescribed reference solution that models
a temperature peak moving through the domain and hitting a wall where u · n > 0
and Dirichlet boundary conditions are prescribed. Similar to the analytical test cases for
isothermal fluids we obtained for all choices of α and β the theoretical rates of convergence.
However, in case of small α spurious oscillations occur that spread across the whole domain.
Surprisingly, for Q2/Q1 elements a LPS-SU stabilization for the temperature does not show
any significant influence. If the velocity ansatz space is enriched by bubble functions, the
stabilization suddenly shows effect and diminishes the oscillations considerably.

A much more complex example is the Rayleigh-Bénard convection that we considered
in Section 5.2.2. In all considered cases grad-div stabilization on anisotropically refined
meshes is sufficient to reproduce DNS results from the literature. LPS SU stabilization for
velocity or temperature improved the results only in case of isotropically refined meshes
that were not problem-adapted. For the rotating case nearly no influence of the Coriolis
stabilization could be observed.

For electrically conducting fluids two examples have been considered in Section 4.2. For
the case of a solution with reduced regularity we observe that, in agreement with the
considerations in 4.2, the parameter design derived in Chapter 4 for smooth solutions
does not lead to convergence, but PSPG plays a major role. On the other hand, with the
parameter design that is also suited for solutions of reduced regularity from Section 5.3
convergence results are obtained although still unphysical oscillations in the solution can
be observed. In the second example the expulsion of the magnetic field by an electrically
conducting fluid has been considered. In comparison to the singular solution it turned out
that in this case grad-div stabilization for the magnetic field is crucial to obtain physi-
cally sensible solutions. As long as the magnetic diffusivity is sufficiently big, no additional
LPS stabilization is needed. This changes as λ = 10−4 is approached. Suddenly unphys-
ical oscillations appear due to the developing sharp inner boundary layer. Adding LPS
stabilization for the Lorentz coupling with a parameter in the order of magnitude cures
this behavior considerably and convincing results for down to λ = 10−5 are obtained. In
contrast to the Blasius flow example it turns out that adaptive mesh refinement in this
case is not sufficient, but additional LPS stabilization is still needed. Nevertheless, refining
not globally is extremely beneficial for this example as numerical errors are confined to a
rather small part of the domain.
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In the last numerical problem we considered exemplarily the performance of the numer-
ical solver that has been developed by the author for conducting the various numerical
experiments in this thesis and the related publications. We observe good parallel scaling
results for at least 1024 processes.

6.3 Conclusions

In this thesis we considered fully discretized model for non-isothermal, electrically con-
ducting in compressible flow in a rotating frame of reference. For the spatial discretization
we used a finite element methods and stabilizations for the incompressibility constraints,
convective terms and force terms in the Navier-Stokes, Fourier and induction equation
to circumvent numerical instabilities. For the discretization in time a projection pressure-
correction approach based on BDF2 was considered that allows to solve for each quantity
(velocity, kinematic pressure, magnetic field, magnetic pseudo-pressure and temperature)
separately instead of solving for all quantities at the same time. With respect to efficiency
such an approach appears useful especially due to the fact that good numerical solving
strategies for each of the resulting smaller problems are known. In particular, we could
validate good scaling results for the author’s implementation.
With respect to analytical investigations results the semi-discrete and fully-discretized
analysis draw a consistent picture: Using inf-sup stable ansatz spaces for the velocity and
the kinematic pressure just grad-div stabilization is necessary to obtain quasi-optimal and
semi-robust estimates for the discretization error. Unless certain compatibility conditions
are considered, local projection stabilizations do not improve the rate of convergence of the
considered scheme. For the magnetic field and the magnetic pseudo-pressure on the other
hand no inf-sup stability is assumed in the semi-discrete analysis and hence an additional
PSPG stabilization is necessary. Considering inf-sup stable pairs as in the fully discretized
case, this stabilization can be neglected for sufficiently smooth solutions. Due to the fact
that the continuous magnetic pseudo-pressure vanishes in this case, grad-div stabilization
for the magnetic field can also be neglected with respect to quasi-optimal error estimates.
This behavior is confirmed in the numerical examples: For academic examples neither
the local projection stabilizations nor the PSPG stabilization or the magnetic grad-div
stabilization are crucial. Just grad-div stabilization for the velocity has to be used in order
to obtain quasi-robust results. On the other hand, for more complex flow with inner shear
or boundary layers or turbulent flow applying local projection stabilizations is crucial to
remove numerical instabilities. In summary, local projection stabilization (almost) never
harms but is beneficial in many cases. In order to obtain best results a problem-adapted
mesh in combination with grad-div and local projection stabilization in the order of unity
one is recommended.
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In case of solution for the magnetic field with reduced regularity, PSPG stabilization turns
out to be crucial while all the other stabilization are not. In particular, convergence can
only be achieved if the grad-div stabilization parameter for the magnetic field is sufficiently
small. This can be verified analytically and numerically.

6.4 Outlook

Although the used error indicator based on the gradient jumps across element faces pro-
duced in all cases suitable indications for refinement, an a posterior estimator for the
suggested model could be interesting. Some indication on how to do this for splitting al-
gorithms are given in [SLL12].
In [GMS05] Guermond et al. investigated outflow boundary conditions with respect to
convergence behavior in time for splitting algorithms. It would be interesting to extend
the analysis for the presented model as well, in particular with respect to the DDN condi-
tion. Furthermore, a higher order time discretization as recently suggested in [GM15] or
adaptive time step sizes could be considered.
With respect to numerical results, we observed fairly broad results. However, the ap-
plication to even more complex problems would be interesting to test the limits of this
approach.
Problem-adapted meshes often require anisotropic meshes and it should be possible to
extend the analysis to this case based on the consideration of Thomas Apel in [Ape99].
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