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Abstract

In this thesis, we consider the semilinear Tricomi-type equations.
In particular, we work on the global Cauchy problem for the semilinear
Tricomi-type equation

∂2
t u − tm

∆u = |u|p (0.1)

in R+ × Rn with suitable initial data (u(0, ·), ∂tu(0, ·)) = (u0, u1), where
n ≥ 3 and m ∈ N. The main objective of this thesis is to determine the
critical exponent pc = pc(m, n), such that if p > pc, the global existence
of small initial data solution is guaranteed, while, for 1 < p ≤ pc and
(non-zero) non-negative initial data, the local solution blows up in finite
time.

So far, in the joint work with Ingo Witt and Huicheng Yin, we have
found out the precise value of the critical exponent pc. As it turns out, the
Tricomi-type operators behave much like the wave operator. Therefore,
non-weighted or weighted Strichartz estimates can establish what ultimately
leads to global existence. For the blowup part, one uses a suitable formula
for a modified Bessel function together with the test function method to get
the result.
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1 Introduction

The objective of this thesis is to establish global existence and blowup results for the Cauchy
problem for the semilinear generalized Tricomi equation. More specifically, for the Cauchy
problem




∂2
t u − tm

∆u = |u|p,

u(0, x) = u0(x), ∂tu(0, x) = u1(x),
(1.1)

where t ≥ 0, x ∈ Rn, n ≥ 2, and m ∈ N, we prove that there exists a critical exponent
pc = pc(m, n) such that, for 1 < p ≤ pc, local solutions will in general blow up in finite
time, whereas, for p > pc, global existence of small data solutions hold.

1.1 Tricomi’s equation and idea

In 1923, Tricomi [34] initiated work on boundary value problems for partial differential
equations of mixed type and related equations of changing type. The Tricomi operator is

T = ∂2
t − t∂2

x, (1.2)

in R2. It is elliptic for t < 0 and hyperbolic for t > 0. Tricomi considered boundary
problems in a mixed-type domain. He transformed the problem into an integral equation
and found an explicit formula for the solution.

Frankl [6] drew attention to the fact that the Tricomi problem is closely related to the
study of gas flow with nearly sonic speed. More precisely, the Tricomi equation describes
the transition from subsonic flow (elliptic region, t < 0) to supersonic flow (hyperbolic
region, t > 0), for instance, in a de Laval nozzle, which is one of the most interesting
problems in fluid dynamics.



1 Introduction

1.2 The generalized Tricomi equation

The generalized Tricomi operator is

T̄ = ∂2
t − tm

∆x, (1.3)

where t ∈ R, x ∈ Rn, m ∈ N. The well-posedness of the Cauchy problem for (1.3) in the
hyperbolic domain t > 0 has been exhaustively investigated. Moreover, the existence of
different fundamental solutions for the Cauchy problem has been established. Barros-Neto
and Gelfand [1–3] for the Tricomi equation with n = 1 and Yagdjian [35] for the generalized
Tricomi equation with n ≥ 1 constructed fundamental solutions of the corresponding
operators.

Recently, linear and semilinear generalized Tricomi equations have been in the focus of
interest of many authors (see, e.g. Lupo and Payne [17–20]). Ruan, Witt, and Yin [25–27]
established the local existence and the local singularity structure of low regularity solutions
of the semilinear equation ∂2

t u − tm4u = f (t, x, u) in the degenerate hyperbolic regions
and the mixed elliptic-hyperbolic regions, respectively, where f is a C1 function and has
compact support with respect to x.

1.3 The semilinear problem

We are concerned with the global Cauchy problem




∂2
t u − tm

∆u = Fp(u),

u(0, x) = εu0(x), ∂tu(0, x) = εu1(x),
(1.4)

for suitable data (u0, u1) ∈ C∞c (Rn). Here, the nonlinear term Fp(u) is a C1 function of u.
For a given power p > 1, Fp(u) satisfies

|∂
j
u Fp(u) | ≤ |u|p− j, j = 0, 1. (1.5)

Our main goal is to determine the critical exponent pc = pc(m, n) such that, for 1 < p ≤ pc,
local solutions will in general blow up in finite time, whereas, for p > pc, global existence
of small data solutions hold.

There are only a few known results concerning this problem. Yadgjian [36] established
Lp − Lq estimates for the solutions v of linear equation ∂2

t v − tm4v = F (t, x) and obtained
a series of interesting results about the global existence of solutions of problem (1.1) when

2



1.4 Blowup

the exponent p is restricted to belong to the range




p ≤ 1 +
2m

(m + 2)n + 2
,(

(m + 2)n − 2
)
p2 −

(
(m + 2)n + 4

)
p − 2 ≥ 0.

(1.6)

In the same paper, Yagdjian applied a method of Sideris [30] and showed blowup of local
solutions when p belongs to the interval

1 < p <
(k + 1)n + 1
(k + 1)n − 1

(1.7)

provided the condition ∫
Rn

u1(x)dx > 0

holds. There was a gap between the global existence interval and the blowup interval,
moreover, the critical exponent pc(m, n) was not determined there.

The Cauchy problem for (1.4) with low regularity initial data was considered by Ruan,
Witt, and Yin [28].

1.4 Blowup

Our first result concerns the blowup of local solutions when 1 < p < pc. To this end, we
define, as in [39], for the local solution u the function G(t) =

∫
Rn

u(t, x) dx and use the
multiplier method to show the blowup of G(t) in finite time. If the initial data has compact
support, then finite speed of propagation yields blowup of u. More specifically, as in [11,
27], investigating the modified Bessel function and choosing a good test function, we derive
a Riccati-type ordinary differential inequality for G(t) by a delicate analysis of (1.1). From
this and an ODE lemma, the following blowup result can be established assuming positivity
of u0 and u1.

Let pc denote the positive root of

(m + 2)n − 2
2

p2 −
(m + 2)(n − 2) + 6

2
p − (m + 2) = 0. (1.8)

Then we have

Theorem 1.1 (Blowup in finite time). Let 1 < p < pc. Suppose (u0, u1) ∈ H1(Rn) ×

H1− 2
m+2 (Rn) are nonnegative and positive somewhere, and supp(u0, u1) ⊆

{
x��|x | ≤

R
}
for some R > 0. If problem (1.1) has a solution u ∈ C

(
[0,T], H1(Rn)

)
∩

C1 ([0,T], H1− 2
m+2 (Rn)

)
, then T < ∞.

3



1 Introduction

1.5 Global existence

Having established Theorem 1.1, a new question arises: Is the positive root pc(m, n) of
(1.8) the critical exponent? To answer this, we shall find the range of p where local solutions
can be extended for all times. As in the case of wave equation, here the proof is very long
and complicated. For technical reason and the reader’s convenience, we shall divide proof
into two parts, for p ≥ p0 and pc ≤ p ≤ p0, respectively. The demarcation point is given by

p0 = p0(m, n) =
(m + 2)n + 6
(m + 2)n − 2

. (1.9)

Note that equation (1.1) is conformally invariant for p = p0.

For p ≥ p0, unweighted Strichartz estimates for linear homogeneous equation and
inhomogeneous equation yield the global existence theorem:

Theorem 1.2 (Global existence for p ≥ p0). Let p0 ≤ p ≤ (m+2)(n−2)+6
(m+2)(n−2)−2 or else p >

(m+2)(n−2)+6
(m+2)(n−2)−2 , p is an integer, and Fp(u) is replaced with ±up. Then, there exists a constant
ε0 > 0 such that, for

‖u0‖Ḣs + ‖u1‖
Ḣs− 2

m+2
≤ ε0,

problem (1.1) admits a global weak solution u ∈ Lr (Rn+1
+ ). Here s = n

2 −
4

(m+2)(p−1) and

r =
(

(m+2)n+2
)

(p−1)
4 .

Remark 1.3. In [28], it is proved that u ∈ C
(
[0,∞), Ḣ s (Rn)

)
.

In case pc ≤ p ≤ p0, the method that leads to the proof of Theorem 1.2 does not
work any more. Indeed, we need a refined decay estimates when p is near pc. To get
this, we follow an idea of Geogiev, Lindblad, and Sogge [7] and define the Lp norm with
characteristic weight

(
4

(m+2)2 tm+2 − |x |2
)γ

for the generalized Tricomi operator ∂2
t − tm∆.

By applying an explicit formula for the solution v of the problem ∂2
t v − tm∆v = F (t, x),

(v(0, x), ∂tv(0, x)) = ( f (x), g(x)), we arrived at a class of Fourier integral operators
associated with the operator ∂2

t − tm∆. From here, a series of crucial weighted inequalities
of v is established by a rather delicate and involved analysis. Notice, however, that we still
need to handle some remaining cases to finally get the global existence result. This will be
subject of a forthcoming paper.

1.6 Structure of the thesis

This thesis is organised as follows.

4



1.6 Structure of the thesis

Chapter 2 reviews the theory of semilinear wave equations, this work is closely related
to this case. We also recall Strauss’ conjecture. We then review the history of resolving
this conjecture, describe those ideas and useful techniques which motivated our approach.

Chapter 3 contains a proof of the blowup result for 1 < p < pc. We follow an idea of
Glassey [9] and Sideris [30], prove blowup by using a lemma on ODEs and by applying
some refined techniques for the modified Bessel function as in [11, 27].

Chapter 4 is devoted to the proof of global existence result for p ≥ p0. Motivated by
Lindblad and Sogge [15], where Strichartz estimates were obtained for the linear wave
operator, we are required to establish Strichartz estimates for the generalized Tricomi
operator ∂2

t − tm∆. In this process, a series of inequalities is derived by applying an explicit
formula for solutions of the linear generalized Tricomi equations and by utilizing some
basic properties of related Fourier integral operators. Based on the resulting inequalities
and the contraction mapping principle, we eventually prove global existence for p ≥ p0.

Chapter 5 concentrates on the case pc < p < p0. In this chapter, we will prove a precise
pointwise estimate for the solution of linear homogeneous Tricomi type equation, and then
use it to get the weighted Strichartz estimate for the homogeneous equation.

In Chapter 6, we study the weighted Strichartz estimate for linear inhomogeneous
equation. This is the most difficult part in the whole thesis. We start with reducing the
problem to a estimate inside the characteristic cone. Using interpolation, we then only
need to establish this estimate for the two endpoints p = p0 and p = 1.

In Chapter 7, we deal with the case p = p0. To this end, we follow an idea of Geogiev,
Lindblad, and Sogge [7] and split the solution into pieces supported in different parts. Most
cases will be handled in this chapter.

Chapter 8 studies the case p = 1. The idea of the proof is basically the same as in
Chapter 5, but with easier computation. These two endpoints estimates together with
complex interpolation yield the weighted Strichartz estimates for all indexes p.

The thesis concludes with an appendix, which contains some technical stuff and lemmas
from other papers. Some useful notes and comments can also be found there.
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2 Semilinear wave equations

In this chapter, we review the theory of the semilinear wave equation




∂2
t u − ∆u = |u|p,

u(0, x) = εu0(x), ∂tu(0, x) = εu1(x).
(2.1)

After stating the problem and listing several important results about this problem, we
introduce some basic ideas for the wave equation, then some technical stuff are given for
both blowup and global existence. Finally, we show how these knowledge motivates our
approach to the problem under study.

2.1 Historical review

Here we provide some historical background. John [13] in 1979 showed that for n = 3
global solutions of (2.1) always exist provided p > 1 +

√
2 and ε > 0 is small. He also

showed that this exponent is critical in the sense that no such result can hold for p < 1+
√

2.
It was shown later by Schaeffer [29] that there in general is also blowup for arbitrarily small
data in the case n = 3 and p = 1 +

√
2.

The number 1 +
√

2 first appeared in Strauss’ work on scattering of small-amplitude
semilinear Schrödinger equations. Since semilinear wave equations and semilinear
Schrödinger equations behave similarly in several ways, he made the insightful conjecture
[32] that, for n ≥ 2, global solutions of (2.1) should always exist if ε is small and p is
greater than a critical power pc which is the positive root of the quadratic equation

(n − 1)p2 − (n + 1)p − 2 = 0. (2.2)

This conjecture was shortly after verified for n = 2 by Glassey [8, 9]. John’s blow up
results were then extended by T. Sideris [30]. He showed that, for all n ≥ 4, there is
in general blowup for arbitrarily small data if p < pc. In the other direction, Zhou [38]
showed that when n = 4, there is always global existence for small data solutions if p > pc.



2 Semilinear wave equations

The result has been extended to dimensions n ≤ 8 by Lindblad and Sogge [16]. Here it was
also shown that, under the assumption of spherical symmetry, for arbitrary n ≥ 3 global
solutions of (2.1) exist if p > pc and ε is small. Later, for n ≥ 4, Georgiev, Lindblad, and
Sogge [7] removed the restriction of symmetry. For the critical case p = pc, Schaeffer [29]
proved blowup for n = 3. Finally, Yordanov and Zhang [39] finished the proof by showing
blowup for all n ≥ 4.

2.2 Blowup

Suppose we have a local solution u of (2.1) satisfying
(
u, ∂tu

)
∈ C

(
[0,T ), H1(Rn)

)
×

C
(
[0,T ), L2(Rn)

)
. We want to show blowup in finite time. The idea is to introduce the

function G(t) =
∫
Rn

u(t, x) dx. Since the speed of propagation is finite, once we have
proven blowup of G(t), then blowup of u immediately follows for initial data of compact
support.

To this end, we need the following lemma which implicitly appeared in [9].

Lemma 2.1. Suppose that G ∈ C2 ([a, b)
)
is real valued and, for a ≤ t < b,

G(t) ≥ C0(R + t)α, (2.3)

G′′(t) ≥ C1(R + t)−qG(t)p, (2.4)

where C0, C1, and R are positive constants. Suppose further that p > 1, α ≥ 1, and(
p − 1

)
α ≥ q − 2.

Then b is finite.

With this lemma at hand, the main task is reduced to derive (2.3) and (2.4). To this goal,
Sideris [30] for n ≥ 4 rewrote problem (2.1) as an integral equation and used the Riemann
function to establish certain estimates. This computation was long and complicated. His
proof was simplified by Rammaha [24] and Zhou [38]. Yordanov and Zhang [39] applied
an idea from parabolic equations to derive (2.3) and (2.4) for the critical case, which turned
out to be a special multiplier method, and they got the result by quite a short proof.

In this thesis, we use the idea of Yordanov and Zhang. More specifically, they found a
special solution ψ(t, x) of the linear homogeneous equation

∂2
t u − ∆u = 0. (2.5)

Here ψ(t, x) = λ(t)φ(x) = e−tφ(x), and φ(x) is a generalized eigenfunction of Laplacian
on Rn. Then they used ψ(t, x) as a multiplier and derived a lower bound for G1(t) =

8



2.3 Global existence

∫
Rn

u(t, x)ψ(t, x) dx. This bound played a decisive role in the derivation of (2.3) and (2.4).
In our case, since the coefficients of the Tricomi-type equation does not depend on x, we
can also find a special solution of (2.5) of the form λ(t)φ(x). However, now λ(t) is a
function related to the modified Bessel equation. We have to use an implicit formula for
λ(t) to establish (2.3) and (2.4).

2.3 Global existence

It has been known for a while that non-trivial space-time estimates for the wave equation
lead to improved existence theorems for semilinear wave equations. The pioneering work
was Strichartz’ [33], who proved a space-time estimate in the case p = p0 = (n+3)/(n−1).
The essential idea Strichartz estimates is that one gains regularity because the solution of
the linear Cauchy problem spreads out in all directions almost as rapidly as in the radial
case if the initial data is smooth enough.

2.3.1 The case p ≥ p0

In 1995, for the linear equation




∂2
t u − ∆u = F,

u(0, x) = ε f (x), ∂tu(0, x) = εg(x)
(2.6)

Lindblad and Sogge [15] established the estimate

‖ u ‖Ls
t Lq

x (ST ) + ‖ u ‖Ḣγ (DT )≤ C
(
‖ F ‖Lr

t Lp
x (ST ) + ‖ f ‖Ḣγ (Rn) + ‖ g ‖Ḣγ−1(Rn)

)
(2.7)

provided the gap condition
n
(1

p
−

1
q

)
+

1
r
−

1
s
= 2 (2.8)

and
1
p
−

1
q
=

2
n + 1

, s =
4q

(n − 1)(q − 2)
, γ =

n + 1
2

(1
2
−

1
q

)
,

for



���
1
2
− γ

��� <
1

n − 1
, n ≥ 3,

���
1
2
− γ

��� <
1
4
, n = 2

(2.9)

hold. Here ST = (0,T ) × Rn and DT =
{
(T, x) | x ∈ Rn}.

9



2 Semilinear wave equations

Furthermore, if n ≥ 2, 2(n+ 1)/(n− 1) ≤ q < ∞, and γ = n/2− (n+ 1)/q ≥ 1/2, then

‖ u ‖Lq (ST ) +
|Dx |

γ−1/2uL2(n+1)/(n−1) (ST )
+ ‖ u ‖Ḣγ (DT )

≤Cq
( |Dx |

γ−1/2FL2(n+1)/(n+3) (ST )
+ ‖ f ‖Ḣγ (Rn) + ‖ g ‖Ḣγ−1(Rn)

) (2.10)

The proof uses the theory of Fourier integral operators as the main technical tool. More
specifically, in [15] the fundamental solution of (2.6) was used, and the related operator

(WαF)(t, x) =
"
R1+n

eixξ+i(t−s) |ξ | F̂ (s, ξ)
dξ
|ξ |α

ds, α < n,

was studied. This was followed by a use of the Hardy-Littlewood theorem for fractional
integrals, the Riesz interpolation theorem and pointwise estimates of the dyadic parts of
the kernels

Kα
j (t, x) =

∫
Rn)

eixξ+it |ξ | β(|ξ |/2 j )
dξ
|ξ |α

for certain β ∈ C∞c (R+). With all these analysis, Lindblad and Sogge managed to get (2.7)
and (2.10). Then an iteration proof of this yield:

Theorem 2.2. Let p ≥ (n + 3)/(n − 1), and p ≥ (n + 3)/(n − 1). Set

γ = γ(p) =
n
2
−

2
k − 1

. (2.11)

Then, if there exists an ε = ε(n, p) such that if,

‖ f ‖Ḣγ (Rn) + ‖ g ‖Ḣγ−1(Rn)< ε,

then there is a unique global solution to (2.6) satisfying

(u, ∂tu) ∈ Cb
(
R; Ḣγ (Rn) × Ḣγ−1(Rn)

)
and u ∈ L(p−1)(n+1)/2(R1+n). (2.12)

In this thesis, we use a similar idea, but the computations are much more involved for
the fundamental solution of the Tricomi-type operator is more complicated. Especially, we
have to carry out a very precise analysis when t is small which is the case when degeneracy
happens.

2.3.2 The case pc < p ≤ p0

Lindblad and Sogge [16] proved that, under the assumption of spherical symmetry, for
arbitrary n ≤ 8 global solutions of (2.1) exists if p > pc and ε is small enough. For the
general case, John in 1979 proved global existence. The essential part of his argument
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2.3 Global existence

was to establish certain pointwise bounds for the solutions of (2.6) with zero data. More
specifically, he proved an inequality which is equivalent to the following:

t(t − |x |)p−2uL∞(R1+n
+ )
≤ Cp

tp(t − |x |)p(p−2)uL∞(R1+n
+ )

(2.13)

if F (t, x) = 0, t − |x | ≤ 1 and 1 +
√

2 < p ≤ 3. This fact motivated Georgiev, Lindblad,
and Sogge to consider the Strichartz’ estimates with characteristic weight t2 − |x |2 also
in higher dimension. They split up u and F into pieces supported at scales of t and
t − |x |, respectively. After a long and technical proof, which involved harmonic analysis,
microlocal analysis, and hyperbolic geometry, they established the following estimate:

Theorem 2.3. Let n ≥ 3 and assume that pc < p ≤ (n + 3)/(n − 1). Then, if ε > 0 is
sufficiently small, (1.1) has a unique global solution u such that(

1 + ��t − |x |��
)γ

u ∈ Lp+1(R1+n
+ ) (2.14)

for any γ satisfying
1

p(p + 1)
< γ <

(n − 1)p − (n + 1)
2(p + 1)

. (2.15)

Based on this, they proved the global existence of weak solutions when pc < p ≤

(n + 3)/(n − 1).
We use a similar idea, but for the Tricomi-type operator here, the pointwise estimate is

more difficult and we need to obtain.
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3 Blowup when p < pc

In this section, we shall prove blowup in finite time for certain local solutions u of (1.1).
For a fixed R > 0, suppose initial data (u0, u1) ∈ C∞c

(
BR(0)

)
, where BR(0) = {x��|x | ≤ R}

is a ball in Rn. By the local existence theory (see [25–27, 36, 37]), we have, for some
T > 0, a unique solution u satisfying (u, ut ) ∈ C

(
[0,T ), H1(Rn)×H1− 2

m+2 (Rn)
)
. Moreover,

for t ∈ [0,T ), supp(u, ut )(t, ·) ⊆ {x��|x | ≤ φ(t) + R}, where φ(t) = 2/(m + 2)t
m+2

2 . As we
stated in Section 1.1, we introduce the function G(t) =

∫
Rn

u(t, x) dx. Then the blowup of
u(t, ·) in L1(Rn) and hence in L∞(Rn) follows from the blowup of G(t), both blowing up
at the same time. By some delicate analysis, we obtain a Riccati-type differential inequality
for G(t) so that blowup of G(t) can be deduced from Lemma 1.1. Thus our main task is
reduced to derive (2.3) and (2.4).

3.1 Derivation of (2.3)

Since, for any fixed t > 0, the support of u(t, ·) with respect to the variable x is contained
in the ball BR+φ(t) (0), we have by an integration by parts that

G′′(t) =
∫
Rn
|u(t, x) |pdx ≥

���
∫
Rn

u(t, x)dx���
p(∫

|x |≤R+φ(t) dx
) p−1 ≥ C(R + t)−

m+2
2 n(p−1) |G(t) |p. (3.1)

This shows that G(t) fulfills inequality (2.3) with q = (m + 2)n
(
p − 1

)
/2, once inequality

(2.4) has been verified demonstrating that G is positive.

3.2 Derivation of (2.4)

To establish (2.4), we introduce the following two functions: the first one is

ϕ(x) =
∫
Sn−1

ex·ωdω, (3.2)



3 Blowup when p < pc

which was already used in [39], where ϕ(x) is also shown to satisfy

ϕ(x) ∼ Cn |x |−
n−1

2 e|x | as |x | → ∞. (3.3)

The second function is the so-called modified Bessel function of order ν,

Kν (t) =
∫ ∞

0
e−t cosh z cosh(νz) dz, ν ∈ R,

which is a solution of the equation(
t2 d2

dt2 + t
d
dt
− (t2 + ν2)

)
Kν (t) = 0, t > 0.

From page 24 of [5], we have

Kν (t) =
√
π

2t
e−t

(
1 +O(t−1)

)
as t → ∞, (3.4)

provided that Re ν > −1/2. Set

λ(t) = Cm t
1
2 K 1

m+2

(
2

m + 2
t
m+2

2

)
, t > 0, (3.5)

where the constant Cm > 0 is chosen so that λ(t) satisfies




λ′′(t) − tmλ(t) = 0, t ≥ 0

λ(0) = 1, λ(∞) = 0.
(3.6)

It follows a list of properties of λ(t) (see [11, Lemma 2.1]):

Lemma 3.1. (i) λ(t) and −λ′(t) are both stirctly decreasing. Moreover,

lim
t→∞

λ(t) = lim
t→∞

λ′(t) = 0.

(ii) There exists a constant C > 1 such that
1
C
≤
|λ′(t) |

λ(t) t
m
2

for t > 0 and
|λ′(t) |

λ(t) t
m
2
≤ C for t ≥ 1. (3.7)

We now introduce the test function ψ with

ψ(t, x) = λ(t)ϕ(x), (3.8)

where the definition of ϕ has been given in (3.2). Let

G1(t) =
∫
Rn

u(t, x)ψ(t, x) dx. (3.9)

Then
G′′(t) =

∫
Rn
|u(t, x) |p dx ≥

|G1(t) |p(∫
|x |≤M+φ(t) ψ(t, x)

p
p−1 dx

) p−1 . (3.10)

For the function G1(t), we have:

14



3.2 Derivation of (2.4)

Lemma 3.2. Under the assumptions of Theorem 1.1, there exists a t0 > 0 such that

G1(t) ≥ C t−
m
2 , t ≥ t0. (3.11)

Proof. In view of u ∈ C
(
[0,T ), H1(Rn)

)
, one has that G1(t) is a continuous function of t.

Because u0 ≥ 0 and u0 . 0, we have

G1(0) =
∫
Rn

u0(x)ϕ(x) dx ≥ c0,

where c0 is a positive constant. Hence, there exists a constant t1 > 0 such that, for
0 ≤ t ≤ t1,

G1(t) ≥
c0
2
.

Similarly, by Lemma 3.2 (i) and u1 ≥ 0 and u1 . 0, we can also choose a constant t2 > 0
such that, for 0 ≤ t ≤ t2, ∫

Rn
∂tu(t, x)ψ(t, x) dx ≥

c0
2
> 0.

Moreover, by the smoothness of λ(t) and λ(0) = 1, we find a t3 > 0 such that

tm/2
3 λ(t3) ≥ c1,

where c1 > 0 is some positive constant. Together with (i) and (ii) of Lemma 3.1, this yields,
for 0 ≤ t ≤ t3,

−λ′(t) ≥ −λ′(t3) = |λ′(t3) | ≥ Ctm/2
3 λ(t3) ≥ Cc1.

Then, by the assumption that u0 ≥ 0 but u0 . 0, we have that, for 0 ≤ t ≤ t3,∫
Rn

(
−∂tψ(t, x)u(t, x)

)
dx ≥

c2
2
> 0,

where c2 is a positive constant. Note that

∆x

(∫
Sn−1

ex·ω dω
)
=

∫
Sn−1

n∑
i=1

ω2
i ex·ω dω =

∫
Sn−1

ex·ω dω.

Let t4 = min{t1, t2, t3} > 0. Then it follows from a direct computation that, for t > t4,∫ t

t4

∫
Rn
|u|pψ dxds =

∫ t

t4

∫
Rn

(
∂2

s u − sm
∆u

)
ψ dxds

=

∫
Rn

(
ψ∂su − u∂sψ

)
dx

����s=t
−

∫
Rn

(
ψ∂su − u∂s

)
dx

����s=t4
,

which leads to∫
Rn

(
ψ∂su − u∂sψ

)
dx

����s=t
≥

∫
Rn

(
ψ∂su − u∂sψ

)
dx

����s=t4
≥ c ≡

c0
2
+

c2
2
.

15



3 Blowup when p < pc

This further yields

G′1(t) − 2λ′(t)
∫
Rn

uϕ dx =
d
dt

(∫
Rn

uψ dx
)
− 2

∫
Rn

u∂tψdx

=

∫
Rn

(
ψ∂su − u∂sψ

)
dx

����s=t
≥ c.

(3.12)

Now assume that there is a constant t5 > t4 such G1(t5) = 0, but G1(t) > 0 for t4 ≤ t < t5.
Then, for t4 ≤ t ≤ t5,

λ(t)
∫
Rn

u(t, x)ϕ(x) dx =
∫
Rn

u(t, x)ψ(t, x) dx = G1(t) ≥ 0.

Together with Lemma 3.1 (i), this yields that, for t4 ≤ t ≤ t5,∫
Rn

u(t, x)ϕ(x) dx ≥ 0.

Furthermore, by Lemma 3.1 (ii), we have

−λ′(t) = |λ′(t) | ≤ Cλ(t)t
m
2 .

Together with (3.12), this yields

G′1(t) + Ct
m
2 G1(t) ≥ G′1(t) − 2λ′(t)

∫
Rn

uϕ dx ≥ c. (3.13)

Without loss of generality, we can assume that c = 1 in (2.12). Then, by solving (3.13), we
get that, for t4 ≤ t ≤ t5,

eCφ(t)G1(t) ≥ eCφ(t4)G1(t4) +
t−

m
2

C

(
eCφ(t) − eCφ(t4)

)
. (3.14)

Therefore, G1(t5) > 0 holds which is a contradiction to G1(t5) = 0.
Thus, we have that, for all t ≥ t4,

G1(t) > 0.

Using Lemma 3.1 (ii) again and repeating the argument from above, one easily obtains the
existence of a uniform positive constant C̃ such that, for t ≥ t4,

G1(t) ≥ C̃ t−
m
2 .

This proves Lemma 3.2. �

The lower bound Lemma 3.2 is the most important part in the proof of blowup. In the
case of the wave equation, Yordanov and Zhang proved a similar result, see Lemma 2.2 of
[39]. The proof in [39] is simpler and direct. One should also notice that, for the wave
equation, the lower bound in Lemma 2.2 of [39] holds for t ≥ t0 > 0, where t0 can be any
positive number. On the contrary, for the Tricomi operator we can only prove the lower
bound for t > t4, where t4 is a certain positive number and we can not make it arbitrarily
small. This is due to the degeneracy of Tricomi operator when t → 0.
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3.3 Proof of Theorem 1.1

3.3 Proof of Theorem 1.1

Relying on Lemma 3.2, we are now able to prove Theorem 1.1.

Proof of Theorem 1.1. By (3.4) and (3.5), we have that

λ(t) ∼ t−
m
4 e−φ(t) as t → ∞.

Next we estimate the denominator
(∫
|x |≤M+φ(t) ψ(t, x)

p
p−1 dx

) p−1
in (3.10). Note that

(∫
|x |≤M+φ(t)

ψ(t, x)
p

p−1 dx
) p−1

= λ(t)p
(∫
|x |≤M+φ(t)

ϕ(x)
p

p−1 dx
) p−1

and
|ϕ(x) | ≤ Cn (1 + |x |)−

n−1
2 e|x | .

Then∫
|x |≤M+φ(t)

ϕ(x)
p

p−1 dx

≤ C
∫ M+φ(t)

2

0
(1 + r)n−1− n−1

2 ·
p

p−1 e
p

p−1 r dr + C
∫ M+φ(t)

M+φ(t)
2

(1 + r)n−1− n−1
2 ·

p
p−1 e

p
p−1 r dr

≤ Ce
p

p−1 ·
M+φ(t)

2 +
(
M + φ(t)

)n−1− n−1
2 ·

p
p−1 e

p
p−1 (M+φ(t))

≤ C
(
M + φ(t)

)n−1− n−1
2 ·

p
p−1 e

p
p−1 (M+φ(t))

and(∫
|x |≤M+φ(t)

ψ(t, x)
p

p−1 dx
) p−1

≤ Ct−
m
4 pe−pφ(t) (

M + φ(t)
) (n−1)(p−1)− n−1

2 p ep(M+φ(t))

≤ Ct−
m
4 p (

M + φ(t)
) (n−1)(p−1)− n−1

2 p .

(3.15)
Therefore, it follows from (3.10) and (3.15) that, for t ≥ t0,

G′′(t) ≥ ct−
m
4 p (

M + φ(t)
) n−1

2 p−(n−1)(p−1)
≥ Ct

p
2
(
M + φ(t)

)n−1− n
2 p . (3.16)

Integrating (3.16) twice gives

G(t) ≥ C (M + t)
p
2 +2+m+2

2 (n−1− n
2 p) + C1 (t − t0) + C2.

Note that if
p
2
+ 2 +

m + 2
2

(
n − 1 −

n
2

p
)
> 1 (3.17)
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3 Blowup when p < pc

holds, then one has, for t ≥ t0,

G(t) ≥ C (M + t)
p
2 +2+m+2

2 (n−1− n
2 p) . (3.18)

This means that condition (2.3) holds with α = p
2 + 2 + m+2

2
(
n − 1 − np

2
)
.

To conclude the proof of Theorem 1.1, we now apply Lemma 1.1. For n ≥ 3, one easily
checks that all p < pc satisfy (3.17). For n = 2, (3.17) is equivalent to (m + 1)p < m + 4.
On the other hand, if we take

α =
p
2
+ 2 +

m + 2
2

(
n − 1 −

n
2

p
)
, q =

m + 2
2

n
(
p − 1

)
,

then the condition (p − 1)α > q − 2 in Lemma 1.1 becomes

(p − 1)
(

p
2
+ 2 +

m + 2
2

(
n − 1 −

n
2

p
))
>

m + 2
2

n
(
p − 1

)
− 2,

which is equivalent to(
(m + 2)

n
2
− 1

)
p2 +

(
(m + 2)

(
1 −

n
2

)
− 3

)
p − (m + 2) < 0.

By a direct verification, we have that pc satisfies (1.8) and that pc < p0 holds. Furthermore,
when n = 2, by a direct computation we have that

pc(m, 2) =
3 +
√

4m2 + 12m + 7
2(m + 1)

and (m + 1)pc(m, 2) < m + 4. We complete the proof of Theorem 1.1 by appealing to
Lemma 2.1 with a = t0 and b = t. �

In a forthcoming work, we will also consider the case p = pc, where we will need a
stronger ODE result than Lemma 2.1.
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4 Global existence for p ≥ p0

In this chapter, we prove the global existence result when p ≥ p0. The main tool
is unweighted Strichartz estimates for both the linear homogeneous equation and the
inhomogeneous equation. These estimates not only play an important role in the proof
when p ≥ p0, but they also are basic for deriving the weighted Strichartz estimates when
1 < p ≤ p0.

In order to establish global existence, we need to establish unweighted Strichartz
estimates for the operator ∂2

t − tm4. To this end, we study the linear Cauchy problem




∂2
t u − tm4u = F (t, x), (t, x) ∈ R1+n

+ ,

u(0, ·) = f (x), ∂tu(0, ·) = g(x).
(4.1)

Note that the solution u of (4.1) can be written as

u(t, x) = v(t, x) + w(t, x),

where v solves the homogeneous problem




∂2
t v − tm4v = 0, (t, x) ∈ R1+n

+ ,

v(0, ·) = f (x), ∂tv(0, ·) = g(x)
(4.2)

and w solves the inhomogeneous problem with zero initial data




∂2
t w − tm4w = F (t, x), (t, x) ∈ R1+n

+ ,

w(0, ·) = 0, ∂tw(0, ·) = 0.
(4.3)

Let Ḣ s (Rn) denote the homogeneous Sobolev space with norm

‖ f ‖Ḣs (Rn) =
|Dx |

s f L2(Rn) ,

where |Dx | =
√
−∆.

If g ≡ 0 in (4.2), we intend to establish the Strichartz-type inequality

‖v‖Lq
t Lr

x
≤ C ‖ f ‖Ḣs

x
,



4 Global existence for p ≥ p0

where q ≥ 1 and r ≥ 1 are suitable constants related to s. By a scaling argument, one
obtains that these indices should satisfy

1
q
+

m + 2
2
·

n
r
=

m + 2
2

(n
2
− s

)
. (4.4)

For n ≥ 2, n ∈ N, setting r = q and s = 1/(m + 2) in (4.4), we find that

q = q0 ≡
2((m + 2)n + 2)

(m + 2)n − 2
> 2. (4.5)

By a scaling argument, we see that problem (1.1) is ill-posed for u0 ∈ Ḣ s (Rn) with
s < n/2− 4/

(
(m + 2)(p− 1)

)
. Thus we choose s = n/2− 4/

(
(m + 2)(p− 1)

)
. In this case,

p ≥ p0 implies s ≥ 1/(m + 2).

4.1 Estimate for linear homogeneous equation

We now prove:

Theorem 4.1. Let n ≥ 2 and v solve problem (4.2). Further let 1/(m + 2) ≤ s < n/2.
Then

‖v‖Lq (R1+n
+ ) ≤ C

(
‖ f ‖Ḣs (Rn) + ‖g‖Ḣs− 2

m+2 (Rn)

)
, (4.6)

where q = 2((m+2)n+2)
(m+2)(n−2s) ≥ q0. The constant C > 0 depends on m, n, and s.

Proof. It follows from [36] that the solution v of (4.2) can be written as

v(t, x) = V1(t, Dx) f (x) + V2(t, Dx)g(x),

where the operators Vj (t, Dx) ( j = 1, 2) have symbols Vj (t, ξ) given by

V1(t, ξ) = V1(t, |ξ |) =
Γ
( m

m+2
)

Γ
( m

2(m+2)
) e

z
2 H+

(
m

2(m + 2)
,

m
m + 2

; z
)

+
Γ
( m

m+2
)

Γ
( m

2(m+2)
) e−

z
2 H−

(
m

2(m + 2)
,

m
m + 2

; z
)

(4.7)

and

V2(t, ξ) = V2(t, |ξ |) = t
Γ
(m+4

m+2
)

Γ
( m+4

2(m+2)
) e

z
2 H+

(
m + 4

2(m + 2)
,

m + 4
m + 2

; z
)

+ t
Γ
(m+4

m+2
)

Γ
( m+4

2(m+2)
) e−

z
2 H−

(
m + 4

2(m + 2)
,

m + 4
m + 2

; z
)
, (4.8)
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4.1 Estimate for linear homogeneous equation

where z = 2iφ(t) |ξ |. For α, ν ∈ R, ω ∈ C, we have

H+(α, ν;ω) =
e−iπ(ν−α)

eiπ(ν−α) − e−iπ(ν−α)

1
Γ(ν − α)

ωα−ν

∫ (0+)

∞

e−θθν−α−1
(
1 −

θ

ω

)α−1
dθ,

H−(α, ν;ω) =
1

eiπα − e−iπα

1
Γ(α)

ω−α
∫ (0+)

∞

e−θθα−1
(
1 +

θ

ω

) ν−α−1
dθ.

By Section 3 of [36], one has that, for φ(t) |ξ | ≥ 1,

��∂
β
ξ H+

(
α, γ; 2iφ(t) |ξ |

) �� ≤ C
(
φ(t) |ξ |

)α−γ (
1 + |ξ |2

)− |β |2 , (4.9)

��∂
β
ξ H−

(
α, γ; 2iφ(t) |ξ |

) �� ≤ C
(
φ(t) |ξ |

)−α (
1 + |ξ |2

)− |β |2 . (4.10)

We only estimate V1, since estimating V2 is similar. Indeed, up to a factor of t φ(t)−
m+4

2(m+2) =

Cmφ(t)−
m

2(m+2) , the powers of t appearing in V1 or V2 are the same. Choose χ ∈ C∞(R+)

such that

χ(s) =



1, s ≥ 2,

0, s ≤ 1.
(4.11)

Then

V1(t, |ξ |) f̂ (ξ) = χ(φ(t) |ξ |)V1(t, |ξ |) f̂ (ξ) + (1 − χ(φ(t) |ξ |))V1(t, |ξ |) f̂ (ξ)

≡ v̂1(t, ξ) + v̂2(t, ξ).
(4.12)

Using (4.7), (4.9), and (4.40), we derive that

v1(t, x) = Cm

( ∫
Rn

ei
(

x·ξ+φ(t) |ξ |
)
a11(t, ξ) f̂ (ξ)dξ

+

∫
Rn

ei
(

x·ξ−φ(t) |ξ |
)
a12(t, ξ) f̂ (ξ)dξ

)
, (4.13)

where Cm > 0 is a constant only depending on m, and, for l = 1, 2,

��∂
β
ξ a1l (t, ξ)�� ≤ Cl β |ξ |

−| β | (φ(t) |ξ |
)− m

2(m+2) .

On the other hand, it follows from [4] that

V1(t, |ξ |) = e−
z
2 Φ

(
m

2(m + 2)
,

m
m + 2

; z
)
, (4.14)

where Φ is the confluent hypergeometric function which is analytic with respect to the
variable z = 2iφ(t) |ξ |. Then

���∂ξ
(
(1 − χ(φ(t) |ξ |))V1(t, |ξ |)

) ��� ≤ C
(
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−1.

21



4 Global existence for p ≥ p0

Similarly, one has

���∂
β
ξ

(
(1 − χ(φ(t) |ξ |))V1(t, |ξ |)

) ��� ≤ C
(
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−| β | .

Thus, we arrive at

v2(t, x) = Cm

(∫
Rn

ei(x·ξ+φ(t) |ξ |)a21(t, ξ) f̂ (ξ) dξ +
∫
Rn

ei(x·ξ−φ(t) |ξ |)a22(t, ξ) f̂ (ξ) dξ
)
,

(4.15)
where, for l = 1, 2,

��∂
β
ξ a2l (t, ξ)�� ≤ Cl β

(
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−| β | .

Substituting (4.13) and (4.15) into (4.12) yields

V1(t, Dx) f (x) = Cm
( ∫
Rn

ei
(

x·ξ+φ(t) |ξ |
)
a1(t, ξ) f̂ (ξ) dξ

+

∫
Rn

ei
(

x·ξ−φ(t) |ξ |
)
a2(t, ξ) f̂ (ξ) dξ

)
,

where the al (l = 1, 2) satisfy

��∂
β
ξ al (t, ξ)�� ≤ Cl β

(
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−| β | . (4.16)

We only treat the integral
∫
Rn

ei(x·ξ+φ(t) |ξ |)a1(t, ξ) f̂ (ξ) dξ, since the treatment of the
integral

∫
Rn

ei(x·ξ−φ(t) |ξ |)a2(t, ξ) f̂ (ξ) dξ is similar. Denote

(A f )(t, x) =
∫
Rn

ei(x·ξ+φ(t) |ξ |)a1(t, ξ) f̂ (ξ) dξ. (4.17)

We will show that
‖(A f )(t, x)‖Lq (Rn+1

+ ) ≤ C ‖ f ‖Ḣs (Rn) . (4.18)

Note that if we set
ã(t, ξ) =

a1(t, ξ)
|ξ |s

, ĥ(ξ) = |ξ |s f̂ (ξ),

then (4.18) is equivalent to



∫
Rn

ei(x·ξ+φ(t) |ξ |) ã(t, ξ) ĥ(ξ) dξ
Lq (Rn+1

+ )
≤ C ‖h‖L2(Rn) . (4.19)

We denote the integral operator in the left-hand side of (4.19) still by A. In order to prove
(4.19) it suffices to establish its dual version

‖A∗G‖L2(Rn) ≤ C ‖G‖Lq′ (R1+n
+ ), (4.20)
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4.1 Estimate for linear homogeneous equation

where
(A∗G)(y) =

∫
Rn

∫
Rn+1
+

ei(y−x)·ξ−φ(t) |ξ |) ã(t, ξ) G(t, x) dtdxdξ

is the adjoint operator of A, 1
q′ +

1
q = 1, and 1 ≤ q′ ≤ q′0 =

2((m+2)n+2)
(m+2)n+6 (note that 1

q′0
+ 1

q0
= 1).

In view of∫
Rn
|(A∗G)(y) |2 dy =

∫
R1+n
+

(AA∗G)(t, x)G(t, x) dtdx ≤ ‖AA∗G‖Lq (R1+n
+ ) ‖G‖Lp (R1+n

+ ),

(4.21)
one derives that (4.20) holds if

‖AA∗G‖Lq (R1+n
+ ) ≤ C ‖G‖Lq′ (R1+n

+ ), 1 ≤ q′ ≤ q′0. (4.22)

One can write

(AA∗G)(t, x) =
∫
R1+n
+

∫
Rn

ei((φ(t)−φ(τ)) |ξ |+(x−y)·ξ) ã(t, ξ) ã(τ, ξ)G(τ, y) dξdτdy. (4.23)

To proceed further we need the following lemma from [15]:

Lemma 4.2. Let β ∈ C∞0 ((1/2, 2)) and
∞∑

j=−∞

β
(
2− jτ

)
≡ 1 for τ > 0. Define the

Littlewood-Paley operators as

G j (t, x) = (2π)−n
∫
Rn

eix·ξ β
(
2− j |ξ |

)
Ĝ(t, ξ) dξ, j ∈ Z.

Then

‖G‖Ls
t Lq

x
≤ C *.

,

∞∑
j=−∞

‖G j ‖
2
Ls
t Lq

x

+/
-

1/2

, 2 ≤ q < ∞, 2 ≤ s ≤ ∞,

and

*.
,

∞∑
j=−∞

‖G j ‖
2
Lr
t Lp

x

+/
-

1/2

≤ C‖G‖Lr
t Lp

x
, 1 < p ≤ 2, 1 ≤ r ≤ 2.

If we choose a function β ∈ C∞0 ((1/2, 2)) as in Lemma 4.2 and set aλ (t, τ, ξ) =

β(|ξ |/λ)ã(t, ξ) ã(τ, ξ) for λ > 0, then we obtain a dyadic decomposition of the operator
AA∗ by

(AA∗)λG =
∫
Rn+1
+

∫
Rn

ei((φ(t)−φ(τ)) |ξ |+(x−y)·ξ)aλ (t, τ, ξ)G(τ, y) dξdτdy. (4.24)

In order to prove (4.22), we only need to prove

‖(AA∗)λG‖Lq (Rn+1
+ ) ≤ C ‖G‖Lq′ (Rn+1

+ ), 1 ≤ q′ ≤ q′0, (4.25)
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4 Global existence for p ≥ p0

where the constant C > 0 is independent of λ > 0. Indeed, if (4.25) holds, then it follows
from Lemma 4.2 and q ≤ q′0 =

2((m+2)n+2)
(m+2)n+6 < 2 that

‖AA∗G‖2Lq ≤ C
∑
j∈Z

‖(AA∗)2jG‖2Lq ≤ C
∑
j∈Z

∑
k : | j−k |≤C0

‖(AA∗)2jGk ‖
2
Lq

≤ C
∑
j∈Z

∑
k : | j−k |≤C0

‖Gk ‖
2
Lp ≤ C ‖G‖2

Lp (Rn+1
+ )

,

where Ĝk (τ, ξ) = β(2−k |ξ |) Ĝ(τ, ξ).
Next we prove (4.25). We will use interpolation between the two cases q = ∞ and

q = q0.
For q = ∞, a direct analysis shows that

|aλ (t, τ, ξ) | ≤ |ξ |−2s

and

‖(AA∗)λG‖L∞(R1+n
+ ) ≤

∫
R1+n
+

�����

∫
Rn

ei[(φ(t)−φ(τ)) |ξ |+(x−y)·ξ]aλ (t, τ, ξ)dξ
�����
|G(τ, y) | dydτ

≤

∫
R1+n
+

�����

∫
Rn
β

(
|ξ |

λ

)
|ξ |−2sdξ

�����
|G(τ, y) | dydτ

≤ Cλn−2s‖G‖L1(Rn+1
+ ) .

(4.26)
Next we prove the endpoint case q = q0 in (4.25). Namely, we shall show that

‖(AA∗)λG‖Lq (R1+n
+ ) ≤ Cλ

2
m+2−2s ‖G‖Lp0 (R1+n

+ ) . (4.27)

Note that, for any t, τ ∈ R+ and t̄ = max{t, τ}, one has that

���∂
β
ξ

(
t̄

m
(m+2)n+2 aλ (t, τ, ξ)

) ��� ≤ C |ξ |−2s− 2m
(m+2)((m+2)n+2)−| β | . (4.28)

Indeed, without loss of generality, one can assume that t ≥ τ. Then it follows from (4.16)
and a direct computation that

���∂
β
ξ

(
t̄

m
(m+2)n+2 aλ (t, τ, ξ)

) ��� ≤ Ct
m

(m+2)n+2
(
1 + φ(t) |ξ |

)− m
2(m+2)

(
1 + φ(τ) |ξ |

)− m
2(m+2) |ξ |−| β |−2s

≤ Cφ(t)
2m

(m+2)((m+2)n+2)
(
φ(t) |ξ |

)− 2m
(m+2)((m+2)n+2) |ξ |−| β |−2s

≤ C |ξ |−2s− 2m
(m+2)((m+2)n+2)−| β | .

Set
b(t, τ, ξ) = λ2s+ 2m

(m+2)((m+2)n+2) t̄
m

(m+2)n+2 aλ (t, τ, ξ).

Then
��∂

β
ξ b(t, τ, ξ)�� ≤ |ξ |−| β |
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4.1 Estimate for linear homogeneous equation

and we can write

(AA∗)λG =
∫
Rn+1
+

∫
Rn

ei((φ(t)−φ(τ)) |ξ |+(x−y)·ξ) t̄ −
m

(m+2)n+2 λ−2s− 2m
(m+2)((m+2)n+2)

× b(t, τ, ξ)G(τ, y) dξdydτ.

Introduce the operator

Tt,τ f (x) =
∫ ∫

ei((φ(t)−φ(τ)) |ξ |+(x−y)·ξ) t̄ −
m

(m+2)n+2 b(t, τ, ξ) f (y) dξdy.

Then, by max{t, τ} ≥ |t − τ |, we have that

‖Tt,τ f ‖L2(Rn) ≤ C |t − τ |−
m

(m+2)n+2 ‖ f ‖L2(Rn) . (4.29)

On the other hand, it follows from the method of stationary phase that

‖Tt,τ f ‖L∞(Rn) ≤ Cλ
n+1

2 t̄ −
m

(m+2)n+2 |φ(t) − φ(τ) |−
n−1

2 ‖ f ‖L1(Rn)

≤ Cλ
n+1

2 |t − τ |−
m

(m+2)n+2 |t − τ |−
n−1

2 ·
m+2

2 ‖ f ‖L1(Rn) .
(4.30)

Together with (4.29), this yields

‖Tt,τ f ‖Lq0 (Rn) ≤ Cλ
2(n+1)

(m+2)n+2 |t − τ |−
(m+2)n−2
(m+2)n+2 ‖ f ‖

Lq′0 (Rn)
. (4.31)

Because of 1 − ( 1
q′0
− 1

q0
) = (m+2)n−2

(m+2)n+2 , it follows from the Hardy-Littlewood-Sobolev
inequality that

‖(AA∗)λG‖Lq0 (R1+n
+ ) =



∫ ∞

0
Tt,τGdτ

Lq0 (R1+n
+ )

≤ Cλ−2s− 2m
(m+2)((m+2)n+2) λ

2(n+1)
(m+2)n+2



∫
R
|t − τ |−

(m+2)n−2
(m+2)n+2 ‖G(τ, ·)‖

Lq′0 (Rn)
dτ

Lq′0 (R)

≤ Cλ−2s+ 2
m+2 ‖G‖

Lq′0 (R1+n
+ )

.

(4.32)

By interpolation between (4.26) and (4.32), we have that, for 1 ≤ p ≤ p0,

‖(AA∗)λG‖Lq (Rn+1
+ ) ≤ Cλ−2s+2

(
n
2−

(m+2)n+2
(m+2)q

)
‖G‖Lp (Rn+1

+ ) .

In particular, choosing s = n
2 −

(m+2)n+2
(m+2)q yields estimate (4.18) for v1(t, x). The same

estimate for v2(t, x) is analogously obtained.

The proof of Theorem 4.1 is complete. �
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4 Global existence for p ≥ p0

4.2 Estimate for the linear inhomogeneous equation

Next we treat the inhomogeneous problem (4.3). Based on Theorem 4.1 and Lemma 4.2,
we establish the following estimate:

Theorem 4.3. Let n ≥ 2 and w solve (4.3). Then

‖w‖Lq (R1+n
+ ) ≤ C |Dx |

γ− 1
m+2 FLq′0 (R1+n

+ )
, (4.33)

where γ = n
2 −

(m+2)n+2
q(m+2) , q0 ≤ q < ∞, and the constant C > 0 depends on m, n and q.

Proof. It follows from problem (4.3) that

w(t, x) =
∫ t

0
(V2(t, Dx)V1(τ, Dx) − V1(t, Dx)V2(τ, Dx)) F (τ, x) dτ.

To estimate w(t, x), it suffices to treat the term
∫ t

0 V2(t, Dx)V1(τ, Dx)F (τ, x) dτ, since the
treatment on the term

∫ t
0 V1(t, Dx)V2(τ, Dx)F (τ, x) dτ is completely analogous. Choose a

cut-off function χ as in (4.11). Set

w1(t, x) =
∫ t

0
χ(φ(t)Dx) χ(φ(τ)Dx)V2(t, Dx)V1(τ, Dx)F (τ, x) dτ,

w2(t, x) =
∫ t

0
χ(φ(t)Dx)

(
1 − χ(φ(τ)Dx)

)
V2(t, Dx)V1(τ, Dx)F (τ, x) dτ,

w3(t, x) =
∫ t

0

(
1 − χ(φ(t)Dx)

)
χ(φ(τ)Dx)V2(t, Dx)V1(τ, Dx)F (τ, x) dτ,

w4(t, x) =
∫ t

0

(
1 − χ(φ(t)Dx)

) (
1 − χ(φ(τ)Dx)

)
V2(t, Dx)V1(τ, Dx)F (τ, x) dτ.

Together with (4.7)-(4.40), as in the proof of Theorem 4.1, we can write
∑4

j=1 w j as

4∑
j=1

w j = (AF)(t, x) ≡
∫ t

0

∫
Rn

ei(x·ξ+(φ(t)−φ(τ)) |ξ |)a(t, τ, ξ)F̂ (τ, ξ) dξdτ, (4.34)

where a(t, τ, ξ) satisfies

��∂
β
ξ a(t, ξ)�� ≤ C

(
1 + φ(t) |ξ |

)− m
2(m+2)

(
1 + φ(τ) |ξ |

)− m
2(m+2) |ξ |−

2
m+2−| β | . (4.35)

To treat (AF)(t, x) conveniently, we introduce the more general operator

(AαF)(t, x) =
∫ t

0

∫
Rn

ei(x·ξ+(φ(t)−φ(τ)) |ξ |)a(t, τ, ξ)F̂ (τ, ξ)
dξ
|ξ |α

dτ, (4.36)

where 0 ≤ α < n/2 is a parameter.
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4.2 Estimate for the linear inhomogeneous equation

As in the proof of Theorem 4.1, we shall use the Littlewood-Paley argument with a
bump function β as in Lemma 4.2. Define the operator

Aαj F (t, x) =
∫ t

0

∫
Rn

ei(x·ξ+(φ(t)−φ(τ)) |ξ |) β
(
|ξ |

2 j

)
a(t, τ, ξ)F̂ (τ, ξ)

dξ
|ξ |α

dτ. (4.37)

Note that, for γ = n
2 −

(m+2)n+2
q(m+2) , q0 ≤ q < ∞, our aim is to establish the inequality

‖w‖Lq (R1+n
+ ) ≤ C|Dx |

γ− 1
m+2 FLq′0 (R1+n

+ )

which is equivalent to proving that
|Dx |

−γ+ 1
m+2w

Lq (R1+n
+ )
≤ C ‖F‖

Lq′0 (R1+n
+ )

.

In terms of the operator Aα in (4.36) with α = γ − 1
m+2 , it suffices to establish

‖AαF‖Lq (R1+n
+ ) ≤ C ‖F‖

Lq′0 (R1+n
+ )

(4.38)

in order to complete the proof of (4.33).
Note that p0 < 2 < q < ∞. It follows from Lemma 4.2 that, in order to derive (4.38)

we only need to prove
‖Aαj F‖Lq (R1+n

+ ) ≤ C ‖F‖
Lq′0 (R1+n

+ )
. (4.39)

By interpolation, it suffices to prove that (4.39) holds for the special cases q = q0 and
q = ∞. Denote the corresponding indices α by α0 and α1. A direct computation yields
α0 =

n
2 −

(m+2)n+2
q0(m+2) −

1
m+2 = 0 and α1 =

n
2 −

1
m+2 . We now treat Aα0

j = A0
j . Let

T0
j G(t, τ, x) =

∫
Rn

ei(x·ξ+(φ(t)−φ(τ)) |ξ |) β
(
|ξ |

2 j

)
a(t, τ, ξ)Ĝ(τ, ξ) dξ. (4.40)

We can repeat the derivation of (4.31) to get

‖T0
j G(t, τ, ·)‖Lq0 (Rn) ≤ C |t − τ |−

(m+2)n−2
(m+2)n+2 ‖G(τ, ·)‖

Lq′0 (Rn)
. (4.41)

Note that A0
j G(t, x) =

∫ t

0
T0

j G(t, τ, x)dτ. Then, by (4.41) and the Hardy-Littlewood-
Sobolev inequality, we get



∫
R
‖T0

j G(t, τ, x)‖Lq0
x

dτ
L

q0
t

≤ C ‖G‖
Lq′0 (Rn)

.

With

K (t, τ) =



|t − τ |−
(m+2)n−2
(m+2)n+2 , τ ≥ 0,

0, τ < 0,

it follows from the following lemma with q = q0 that (4.39) has been obtained. (See
Theorem 1.2 of [22] for proof.)
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4 Global existence for p ≥ p0

Lemma 4.4. Let 1 ≤ p < q ≤ ∞. Let T : Lp(R) → Lq(R) be a bounded linear operator
which is defined by

T f (x) =
∫
R

K (x, y) f (y) dy,

for a locally integrable K . Define

T̃ f (x) =
∫ x

−∞

K (x, y) f (y) dy.

Then
‖T̃ f ‖Lq ≤ Cp,q ‖T ‖Lp→Lq ‖ f ‖Lp .

Next we prove (4.39) for q = ∞. In this case, the kernel of Aα1
j can be written as

Kα1
j (t, x; τ, y) =

∫
Rn
β

(
|ξ |

2 j

)
ei((x−y)·ξ+(φ(t)−φ(τ)) |ξ |)a(t, τ, ξ)

dξ
|ξ |α1

.

We now assert
sup
t,x

∫
Rn+1
+

|Kα1
j (t, x; τ, y) |q0 dτdy < ∞. (4.42)

Obviously, if (4.42) is true, then a direct application of Hölder’s inequality yields (4.39)
for q = ∞.

Next we turn to the proof of (4.42). By [31, Lemma 7.2.4], we have

���K
α1
j (t, x; τ, y)���

≤ CN,n,α1λ
n+1

2 −ᾱ1
(
|φ(t) − φ(τ) | + λ−1

)− n−1
2 (

1 + λ��|x − y | − |φ(t) − φ(τ) |��
)−N , (4.43)

where λ = 2 j , N = 0, 1, 2, . . ., and

ᾱ1 =
2

m + 2
+ α1 =

2
m + 2

+
n
2
−

1
m + 2

=
n
2
+

1
m + 2

.

It suffices to prove (4.42) in case x = 0. In fact, a direct computation yields∫
Rn+1
|Kα1

j (t, 0; τ, y) |q0dτdy

≤

∫ ∞

−∞

∫
Rn
λ ( n+1

2 −ᾱ1)·q0
(
|φ(t) − φ(τ) | + λ−1

)− n−1
2 ·q0 (

1 + λ��|y | − |φ(t) − φ(τ) |��
)−N dsdy

≤ C
∫ ∞

−∞

λ
m

2(m+2) ·q0
(
|φ(t) − φ(τ) | + λ−1

)− n−1
2 ·q0

λ−1
(
|φ(t) − φ(τ) | + λ−1

)n−1
dτ

≤ C
∫ ∞

−∞

λ
m(m+2)n+2m

(m+2)((m+2)n−2)−1
(
|t − τ | + λ−

2
m+2

)− 2(n−1)(m+2)
(m+2)n−2

dτ

≤ C.

Thus, by interpolation, (4.39) and then further (4.33) follow. �
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4.3 Proof of Theorem 1.2

Relying on Theorem 4.1 and Theorem 4.3, we have:

Lemma 4.5. Let w solve (4.3). Then

‖w‖Lq (R1+n
+ ) +

|Dx |
γ− 1

m+2w
Lq0 (R1+n

+ )
≤ C

|Dx |
γ− 1

m+2 F
Lq′0 (R1+n

+ )
, (4.44)

where γ = n
2 −

(m+2)n+2
q(m+2) , q0 ≤ q < ∞, and the constant C only depends on m, n, and q.

Proof. Note that (
∂2

t − tm
∆
)
|Dx |

γ− 1
m+2w = |Dx |

γ− 1
m+2 F .

Then applying Theorem 4.3 with q = q0 yields

|Dx |
γ− 1

m+2w
Lq0 (R1+n

+ )
≤ C

|Dx |
γ− 1

m+2 F
Lq′0 (R1+n

+ )
.

Together with Theorem 4.1 this gives (4.44). �

4.3 Proof of Theorem 1.2

Based on the results of Section 4.1 and 4.2, here we shall prove Theorem 1.2. To establish
the existence of a global solution of (1.4), we shall use the iteration scheme




∂2
t uk − tm

∆uk = |uk−1 |
p,

uk (0, ·) = u0(x), ∂tuk (0, ·) = u1(x),
(4.45)

where u−1 ≡ 0.

Proof of Theorem 1.2. We divide the proof into two parts.

4.3.1 The case when n ≥ 3, p is small or n = 2.

We will show that there is a solution u ∈ Lr (R1+n
+ ) of (1.4) with r =

(
m+2

2 n + 1
) p−1

2 such
that uk → u and |uk |

p → |u|p in D′(R1+n
+ ) as k → ∞.

We have that 1
m+2 ≤ γ =

n
2 −

(m+2)n+2
r (m+2) ≤ 1 + 1

m+2 (using r ≥ q0). Set

Mk = ‖uk ‖Lr (R1+n
+ ) +

|Dx |
γ− 1

m+2 uk
Lq0 (R1+n

+ )
. (4.46)

Suppose that we have already shown that, for l = 1, 2, . . . , k,

Ml ≤ 2M0 ≤ Cε0. (4.47)
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4 Global existence for p ≥ p0

Then we prove that (4.47) also holds for l = k + 1. Applying Lemma 4.5 to the equation(
∂2

t − tm
∆
)

(uk+1 − u0) = F (uk ),

where F (uk ) = |uk |
p, we arrive at

Mk+1 ≤ C |Dx |
γ− 1

m+2 (F (uk ))Lq′0 (R1+n
+ )
+ M0

≤ C ‖F′(uk )‖
L

(m+2)n+2
4 (R1+n

+ )
|Dx |

γ− 1
m+2 ukLq0 (R1+n

+ ) + M0

≤ C‖F′(uk )‖
L

(m+2)n+2
4 (R1+n

+ )
Mk + M0.

(4.48)

We mention that in this computation the following Leibniz rule for fractional derivatives
has been used (see [21, 23] for details):

|Dx |
γ− 1

m+2 F (u)(s, ·)Lp1 (Rn) ≤ ‖F
′(u)(s, ·)‖Lp2 (Rn) ‖|Dx |

γ− 1
m+2 u(s, ·)‖Lp3 (Rn), (4.49)

where 1
p1
= 1

p2
+ 1

p3
with pi ≥ 1 (1 ≤ i ≤ 3) and 0 ≤ γ − 1

m+2 ≤ 1. Moreover, it follows
from Hölder’s inequality that

‖F′(uk )‖
L

(m+2)n+2
4 (R1+n

+ )
≤ C ‖uk ‖

p−1
Lr (R1+n

+ )
≤ CMp−1

k ≤ C(2M0)p−1. (4.50)

Thus, if M0 ≤ Cε0 and ε0 is so small that

C(2M0)p−1 ≤ C̃ε p−1
0 ≤

1
2
,

then we have
Mk+1 ≤

1
2

Mk + M0 ≤ 2M0.

Next we estimate M0. By Theorem 4.1, we have that

M0 ≤ C
(
‖ f ‖Ḣs (Rn) + ‖g‖Ḣs− 2

m+2 (Rn)

)
≤ Cε0, (4.51)

where s = n
2 −

(m+2)n+2
(m+2)r and q0 ≤ r < ∞. Therefore, we have obtained the uniform

boundedness of the sequences {Mk }.
Next we show that the sequence {uk } is convergent under the norm ‖ · ‖Lq0 (R1+n

+ ). Set
Nk = ‖uk − uk−1‖Lq0 (R1+n

+ ). Then

Nk+1 = ‖uk+1 − uk ‖Lq0 (R1+n
+ ) ≤ ‖F (uk ) − F (uk−1)‖

Lq′0 (R1+n
+ )

≤
(
‖uk ‖Lr (R1+n

+ ) + ‖uk−1‖Lr (R1+n
+ )

) p−1
‖uk − uk−1‖Lq0 (R1+n

+ )

≤ (Mk + Mk−1)p−1‖uk − uk−1‖Lq0 (R1+n
+ ) ≤ Cε p−1

0 ‖uk − uk−1‖Lq0 (R1+n
+ )

≤
1
2
‖uk − uk−1‖Lq0 (R1+n

+ ) =
1
2

Nk

(4.52)
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Therefore, uk → u in Lq0 (R1+n
+ ) and hence in D′(R1+n

+ ). This yields that there exists
a subsequence, which is still denoted by {uk }, such that uk → u a.e. In view of
‖uk ‖Lr (R1+n

+ ) ≤ 2M0, it follows from Fatou’s lemma that

‖u‖Lr (R1+n
+ ) ≤ lim inf

k→∞
‖uk ‖Lr (R1+n

+ ) ≤ 2M0 ≤ Cε0 < ∞.

In order to show that u is a solution of (1.4), It remains to prove that F (uk ) → F (u) in
D′(R1+n

+ ). In fact, for any fixed compact set K ⊆ R1+n
+ , one has

‖F (uk ) − F (u)‖L1(K ) ≤ CK ‖F (uk ) − F (u)‖
Lq′0 (K )

≤ CK (‖uk ‖Lr (R1+n
+ ) + ‖u‖Lr (K ))p−1‖uk − u‖Lq0 (K )

≤ C̃K ε
p−1
0 ‖uk − u‖Lq0 (K ) → 0 as k → ∞.

(4.53)

Thus |uk |
p → |u|p in L1

loc(R1+n
+ ) and hence in D′(R1+n

+ ).
The proof of Subsection 4.3.1 is complete.

4.3.2 The case when n ≥ 3, p is large

We will show that there is a solution u ∈ Lr (R1+n
+ ) of (1.4) with r =

(
m+2

2 n + 1
) p−1

2 such
that uk → u and up

k → up in D′(R1+n
+ ) as k → ∞.

We have that γ = n
2 −

(m+2)n+2
(m+2)r > 1 + 1

m+2 . Let

Mk = sup
q0≤q≤r

|Dx |
(m+2)n+2
q(m+2) −

2
m+2 ·

2
p−1 uk

Lq (R1+n
+ )

. (4.54)

Applying Lemma 4.5 to the equation(
∂2

t − tm
∆
)

(uk+1 − u0) = |uk |
p

yields
Mk+1 ≤ M0 + Cp

|Dx |
n
2−

1
m+2−

2
m+2 ·

2
p−1 |uk |

pLq′0 (R1+n
+ )

. (4.55)

To treat the second summand on the right-hand side of (4.55), we need the following variant
of (4.49) (see [14] for details):

|Dx |
σ ( f g)Lp ≤ C |Dx |

σ f Lr1 ‖g‖Lr2 + C‖ f ‖Ls1 |Dx |
σgLs2 , (4.56)

where 0 ≤ σ ≤ 1, 1 < r j, s j < ∞, and 1
p =

1
r1
+ 1

r2
= 1

s1
+ 1

s2
.

By (4.56) together with the fact that, for a given multi-index α and 1 < p < ∞,

Dα
x f Lp ≤ Cp,α

|Dx |
|α | f Lp

,
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4 Global existence for p ≥ p0

we arrive at

|Dx |
n
2−

1
m+2−

2
m+2

2
p−1

(
|uk |

p)Lp0 (R1+n
+ )
≤ C

p∏
j=1

|Dx |
α jukLqj (R1+n

+ ) ,

where 0 ≤ α j ≤
n
2 −

1
m+2 −

2
m+2

2
p−1 and

p∑
j=1

α j =
n
2
−

1
m + 2

−
2

m + 2
2

p − 1
. (4.57)

Let q0 ≤ qj < ∞ satisfy
p∑

j=1

1
qj
=

1
q′0
, (4.58)

where qj is determined by

(m + 2)n + 2
qj (m + 2)

−
2

m + 2
2

p − 1
= α j .

From this, we have
q0 ≤ qj ≤

(m + 2)n + 2
4

(
p − 1

)
and

p∑
j=1

1
qj
=

m + 2
(m + 2)n + 2

p∑
j=1

(
α j +

2
m + 2

·
2

p − 1

)
=

m + 2
(m + 2)n + 2

(
n
2
−

1
m + 2

−
2

m + 2
2

p − 1
+

2p
m + 2

2
p − 1

)
=

1
q′0
.

(4.59)

Thus one has from (4.55) that

Mk+1 ≤ M0 + CpMp
k .

Suppose that Mk ≤ 2M0 ≤ Cε0 holds. Then

Mk+1 ≤ M0 + Cp(2M0)p−1Mk ≤ M0 + C̃pε
p−1
0 Mk .

If ε0 > 0 is so small that C̃pε
p−1
0 ≤ 1/2, then

Mk+1 ≤ M0 +
1
2

Mk ≤ M0 +
1
2
· 2M0 = 2M0.

Thus, we have obtained the uniform boundedness of the Mk provided that M0 ≤ Cε0.
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4.3 Proof of Theorem 1.2

Furthermore, we then have that, if Nk is defined as in (4.8),

Nk+1 = ‖uk+1 − uk ‖Lq0 (R1+n
+ )

≤ |uk |
p − |uk−1 |

pLp0 (R1+n
+ )

≤
(
‖uk ‖Lr (Rn+1

+ ) + ‖uk−1‖Lr (R1+n
+ )

) p−1
‖uk − uk−1‖Lq0 (R1+n

+ )

≤

(
sup

q0≤q≤r

|Dx |
(m+2)n+2
q(m+2) −

2
m+2 ·

2
p−1 uk

Lq (R1+n
+ )

+ sup
q0≤q≤r

|Dx |
(m+2)n+2
q(m+2) −

2
m+2 ·

2
p−1 uk−1

Lq (Rn+1
+ )

) p−1
‖uk − uk−1‖Lq0 (R1+n

+ )

≤ (Mk + Mk−1)p−1 ‖uk − uk−1‖Lq0 (R1+n
+ )

≤ Cε p−1
0 ‖uk − uk−1‖Lq0 (R1+n

+ )

≤
1
2
‖uk − uk−1‖Lq0 (R1+n

+ ) =
1
2

Nk .

Thus, uk → u in Lq0 (R1+n
+ ) as k → ∞. From here we can finish the proof of Subsection 4.3.2

as in Subsection 4.3.1.

Subsection 4.3.1 and Subsection 4.3.2 jointly constitute the proof of Theorem 1.2. �
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5 Weighted Strichartz estimate for the
homogeneous equation when p < p0

The method in Chapter 4 does not work if p < p0. This is due to the range of the index
in the Strichartz estimate. Indeed, if we want to apply standard iteration as before, we
shall need to use the Hölder inequality. If p < p0, however, usage of the Hölder inequality
introduces a term Tα for some positive α. When T is small, this factor does not cause
trouble and we get local existence. However, when T is large, this factor is hard to control.
To overcome this difficulty, we get an Lp − Lq estimate on R1+n

+ . To this end, we first
establish a pointwise estimate for solutions of linear homogeneous equation. From this
pointwise estimate we shall see that the solution behaviors like

(
1 + φ(t)��φ(t) − |x |��

)α for
some α < 0. This fact motivate us to consider the Strichartz estimates with characteristic
weight φ(t)2 − |x |2.

5.1 The pointwise estimate

We start by proving the following pointwise estimate:

Lemma 5.1. Let v solve (4.2). Then

|v(t, x) | ≤Cm,n,δ
(
1 + φ(t)

)− n−1
2 −

m
2(m+2)

(
1 + | |x | − φ(t) |

)− n
2−

1
m+2+δ

× (‖ f ‖
W

n
2 +

1
m+2+δ,1(Rn)

+ ‖ g ‖
W

n
2 −

1
m+2+δ,1(Rn)

).
(5.1)

for δ > 0.

Proof. As in Chapter 4, we may assume that g = 0. By our analysis there, we can write

v(t, x) = V1(t, Dx) f (x) = Cm

(∫
Rn

ei[x·ξ+φ(t) |ξ |]a1(t, ξ) f̂ (ξ) dξ

+

∫
Rn

ei[x·ξ−φ(t) |ξ |]a2(t, ξ) f̂ (ξ) dξ
)
,



5 Weighted Strichartz estimate for the homogeneous equation when p < p0

where al (l = 1, 2) satisfies

|∂
β
ξ al (t, ξ)�� ≤ Cl β

(
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−| β | .

To estimate V1(t, Dx) f (x), it suffices to deal with the form
∫
Rn

ei[x·ξ+φ(t) |ξ |]a1(t, ξ) f̂ (ξ) dξ,
since the term

∫
Rn

ei[x·ξ−φ(t) |ξ |]a2(t, ξ) f̂ (ξ)dξ can be treated analogously. Set

(A f )(t, x) =
∫
Rn

ei[x·ξ+φ(t) |ξ |]a1(t, ξ) f̂ (ξ) dξ.

Let β(τ) ∈ C∞0 (1/2, 2) such that

∞∑
j=−∞

β(2− jτ) = 1 for τ ∈ R+.

To estimate (A f )(t, x), we now study the dyadic operators

A j f (t, x) =
∫
Rn

ei[x·ξ+φ(t) |ξ |] β(2− j |ξ |)a1(t, ξ) f̂ (ξ) dξ

=

∫
Rn

ei[x·ξ+φ(t) |ξ |]a j (t, ξ) f̂ (ξ) dξ,

where j ∈ Z. Note that the kernel of operator A j is

K j (t, x; y) =
∫
Rn

ei[(x−y)·ξ+φ(t) |ξ |]a j (t, ξ) dξ,

where |y | ≤ M − 1 because of supp f ⊆ {x : |x | ≤ M − 1}. By (3.29) of [15], we have that
for any N ∈ R+,

|K j (t, x; y) | ≤ Cm,n,Nλ
n+1

2
j

(
1 + φ(t)λ j

)− m
2(m+2)(

φ(t) + λ−1
j

)− n−1
2

(
1 + λ j ��|x − y | − φ(t)��

)−N
, (5.2)

where λ j = 2 j . Since the solution v of (4.2) is smooth and has compact support with
respect to the variable x for any fixed time, one easily obtains that (5.1) holds in any domain
[0,T] × Rn. Therefore, in order to prove (5.1), it suffices to consider the case φ(t) ≥ C0M ,
where C0 is a fixed large constant. From now on, we assume that |y | ≤ M − 1 and (t, x) is
in the support of the solution v of (4.2). Next we distinguish two cases.

5.1.1 The case ��|x − y| − φ(t)�� ≥ C0M

In this case, there exist two positive constants C1 and C2 such that

C1��|x − y | − φ(t)�� ≥ ��|x | − φ(t)�� ≥ C2��|x − y | − φ(t)�� ≥ C0M .
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5.1 The pointwise estimate

For j ≥ 0, we take N = n
2 +

1
m+2 + δ in (5.2) to obtain

|K j (t, x; y) | ≤ Cm,n,δλ
n+1

2 −
m

2(m+2)
j φ(t)−

n−1
2 −

m
2(m+2) λ

− n
2−

1
m+2−δ

j
��|x | − φ(t)��−

n
2−

1
m+2−δ

≤ Cm,n,δλ
−δ
j

(
1 + φ(t)

)− n−1
2 −

m
2(m+2)

(
1 + ��|x | − φ(t)��

)− n
2−

1
m+2−δ .

For j < 0, taking N = n/2 + 1/(m + 2) − δ in (5.2) we arrive at

|K j (t, x; y) | ≤ Cm,n,δλ
n+1

2 −
m

2(m+2)
j φ(t)−

n−1
2 −

m
2(m+2) λ

− n
2−

1
m+2+δ

j
��|x | − φ(t)��−

n
2−

1
m+2+δ

≤ Cm,n,δλ
δ
j
(
1 + φ(t)

)− n−1
2 −

m
2(m+2)

(
1 + ��|x | − φ(t)��

)− n
2−

1
m+2+δ .

It follows from f (x) ∈ C∞0 (Rn) and direct computation that

|A j f | ≤



Cm,n,δλ
δ
j
(
1 + φ(t)

)− n−1
2 −

m
2(m+2)

(
1 + ��|x | − φ(t)��

)− n
2−

1
m+2+δ , j < 0,

Cm,n,δλ
−δ
j

(
1 + φ(t)

)− n−1
2 −

m
2(m+2)

(
1 + ��|x | − φ(t)��

)− n
2−

1
m+2−δ , j ≥ 0.

(5.3)

Summing up the right sides of (5.3), we get that for large φ(t) ≥ C0M and ��|x |−φ(t)�� ≥ C0M ,

|v(t, x) | ≤ Cm,n,δ
(
1 + φ(t)

)− n−1
2 −

m
2(m+2)

(
1 + ��|x | − φ(t)��

)− n
2−

1
m+2+δ . (5.4)

5.1.2 The case ��|x − y| − φ(t)�� ≤ C0M

By a similar method as in Subsection 5.1.1, we obtain that, for t > 1,

v(t, ·)L∞(Rn) ≤ Cm,n,δφ(t)−
n−1

2 −
m

2(m+2)  f W
n
2 +

1
m+2+δ,1(Rn)

, (5.5)

where 0 < δ < n/2 + 1/(m + 2) − γ − 1/q is a positive constant.
Indeed, note that

|A j f (t, x) | =
����

∫
Rn

ei[x·ξ+φ(t) |ξ |] a j (t, ξ)
|ξ |α

G|Dx |
α f (ξ) dξ

����,

where α = n/2 + 1/(m + 2) + δ. Then, by the stationary phase method, we have that, for
j ≥ 0,

|A j f | ≤ Cm,n,δλ
−α
j λ

n+1
2

j

(
1 + φ(t)λ j

)− m
2(m+2)

(
φ(t) + λ−1

j

)− n−1
2
‖ f ‖

W
n
2 +

1
m+2+δ,1(Rn)

≤ Cm,n,δλ
−δ
j

(
1 + φ(t)

)− n−1
2 −

m
2(m+2) ‖ f ‖

W
n
2 +

1
m+2+δ,1(Rn)

.
(5.6)

Similarly, for j < 0, we have

|A j f | ≤ Cm,n,δλ
δ
j
(
1 + φ(t)

)− n−1
2 −

m
2(m+2) ‖ f ‖

W
n
2 +

1
m+2−δ,1(Rn)

. (5.7)

Summing up all terms in (5.6) and (5.7) yields

‖ v ‖L∞(Rn)≤ Cm,n,δφ(t)−
n−1

2 −
m

2(m+2) ‖ f ‖
W

n
2 +

1
m+2+δ,1(Rn)

,

which shows that (5.5) holds.
Therefore, (5.1) follows from (5.4) and (5.5). �
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5 Weighted Strichartz estimate for the homogeneous equation when p < p0

5.2 Weighted Strichartz estimate

Now we can prove the main theorem in this chapter:

Theorem 5.2. For the solution v of (4.2),


((
φ(t) + M

)2
− |x |2

)γ
v

Lq (Rn+1
+ )

≤ C
(
‖ f ‖

W
n
2 +

1
m+2+δ,1(Rn)

+ ‖ g ‖
W

n
2 −

1
m+2+δ,1(Rn)

)
, (5.8)

where φ(t) = 2
m+2 t

m+2
2 , q > 2((m+2)n−m)

(m+2)n−2 , 0 < γ < (m+2)n−2
2(m+2) −

(m+2)n−m
(m+2)q , and any 0 < δ <

n/2 + 1/(m + 2) − γ − 1/q, and C is a positive constant depending on m, n, q, γ and δ.

Proof. From now on we denote M f ,g =‖ f ‖
W

n
2 +

1
m+2+δ,1(Rn)

+ ‖ g ‖
W

n
2 −

1
m+2+δ,1(Rn)

. We
shall compute the integral in (5.8) by using (5.1) and polar coordinates:


((
φ(t) + M

)2
− |x |2

)γ
v


q

Lq (R1+n
+ )

≤ Cm,n,δM f ,g

∫
R1+n
+

(((
φ(t) + M

)2
− |x |2

)γ (
1 + φ(t)

)− n−1
2 −

m
2(m+2)

×
(
1 + ��|x | − φ(t)��

)− n
2−

1
m+2+δ

)q
dxdt

≤ Cm,n,δM f ,g

∫ ∞

0

∫ ∞

0

((
φ(t) + M + r

)γ (φ(t) + M − r
)γ (1 + φ(t)

)− n−1
2 −

m
2(m+2)

×
(
1 + |r − φ(t) |

)− n
2−

1
m+2+δ

)q
rn−1drdt

≤ Cm,n,δM f ,g

∫ ∞

0

∫ ∞

0

((
1 + φ(t)

)− n−1
2 −

m
2(m+2)+γ

×
(
1 + |r − φ(t) |

)γ− n
2−

1
m+2+δ

)q
rn−1drdt.

(5.9)

Notice that by our assumption γ − (n − 1)/2 − m/
(
2(m + 2)

)
< (m/(m + 2) − n)/q holds.

Thus, we can choose two constants σ > 0 and δ > 0 such that

γ −
n − 1

2
−

m
2(m + 2)

<
( m

m + 2
− n

) 1
q
− σ

and (
γ −

n
2
−

1
m + 2

+ δ
)
q < −1.

It follows that, for some positive constant σ̄ > 0, the integral in the last line of (5.9) can be
controlled by
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5.2 Weighted Strichartz estimate

∫ ∞

0

∫ ∞

0

(
1 + φ(t)

) m
m+2−n−σ̄ (

1 + ��r − φ(t)��
)−1−σ̄ rn−1drdt

≤ C
∫ ∞

0

(
1 + φ(t)

) m
m+2−n−σ̄ (1 + φ(t))n−1dt

≤ C,

which derives

((
φ(t) + M

)2
− |x |2

)γ
v

Lq (Rn+1
+ )
≤ Cm,n,δM f ,g,

and (5.8) is proved. �
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6 Weighted Strichartz estimate for the
inhomogeneous equation.

Since we have already established the weighted Strichartz estimate for the homogeneous
equation, what remains to do is to prove the weighted Strichartz estimate for the inhomoge-
neous equation. From now on, we set q = p + 1 for the exponent in (1.1). For technical
reasons, we shall first give the result in the characteristic cone {(t, x)��|x | ≤ φ(t)}.

Theorem 6.1. For problem (4.3), assume that F (t, x) ≡ 0 when |x | > φ(t) − 1. Let
pc < p < q0 − 1. Then there exist a γ satisfying 0 < γ < (m+2)n−2

2(m+2) −
(m+2)n−m

(m+2)q and pγ > 1
q

such that


(
φ2(t) − |x |2

)γ
w

Lq (R1+n
+ )
≤ C 

(
φ2(t) − |x |2

) pγ
FL

q
q−1 (R1+n

+ )
, (6.1)

where C > 0 is a constant depending on m, n, q, and γ.

More specifically, since p > pc, where pc solves (1.8), by a direct computation

1
p(p + 1)

<
(m + 2)n − 2

2(m + 2)
−

(m + 2)n − m
(m + 2)(p + 1)

.

From now on we set

γ0 =
(m + 2)n − 2

2(m + 2)
−

(m + 2)n − m
(m + 2)(p + 1)

.

Thus, there exist a ν > 0, such that

γ0 − ν < γ0 (6.2)

and
γ0 + ν >

1
p
. (6.3)

Hence, for any fixed m, n and p, one can choose a ν > 0 such that

p(γ0 − ν) = γ0 + ν



6 Weighted Strichartz estimate for the inhomogeneous equation.

and (6.2), (6.3) hold. In fact, one needs to take

ν =
p − 1
p + 1

γ0.

Then Theorem 6.1 is a corollary of the following theorem

Theorem 6.2. For problem (4.3), we assume F (t, x) ≡ 0 when |x | > φ(t) − 1. Let
1 < p < q0 − 1. Then there exist a ν > 0 such that


(
φ2(t) − |x |2

)γ0−ν
w

Lq (R1+n
+ )
≤ C


(
φ2(t) − |x |2

)γ0+ν F
L

q
q−1 (R1+n

+ )
, (6.4)

and C > 0 is a constant depending on m, n, q, and γ.

Before we give the proof of Theorem 6.2, we show that how Theorem 6.1 yields the
following result

Theorem 6.3. For problem (4.1), assume that F (t, x) ≡ 0 when |x | > φ(t) + M − 1 and
F (t, x) ∈ C∞([0,T0] × Rn) for some fixed number T0, 0 < T0 < 1. Let pc < p < q0 − 1.
Then there exist some γ satisfying 0 < γ < (m+2)n−2

2(m+2) −
(m+2)n−m

(m+2)q , pγ > 1
q such that


((
φ(t) + M

)2
− |x |2

)γ
w

Lq ([T0/2,∞)×Rn)

≤ C 
((
φ(t) + M

)2
− |x |2

) pγ
FL

q
q−1 ([T0/2,∞)×Rn)

, (6.5)

where C > 0 is a constant depending on m, n, q, and γ.

Proof. To prove (6.5), first we consider the case F (t, x) ≡ 0 when |x | > φ(t) − φ(T0/4).
Note that the region {(t, x) : t ≥ T0/2, |x | ≤ φ(t)+M −1} can be covered by a finite number
of cones {Q j }

N0
j=1, where each cone Q j ( j ≥ 2) is a shift in the x variable with respect to

the curved cone
Q1 = {(t, x) : t ≥ T0/2, |x | ≤ φ(t) − φ (T0/4)} .

Set

F1 = χQ1 F,

F2 = χQ2 (1 − χQ1 )F,

. . .

FN0 = χQN0

(
1 − χQ1 − χQ2 (1 − χQ1 ) − · · · − χQN0−1 (1 − χQ1 )) · · · (1 − χQN0−2 )

)
F,

where χQ j stands for the characteristic function of Q j , and
∑N0

j=1 Fj = F. Let w j solve




∂2
t w j − tm4w j = Fj (t, x),

w j (0, x) = 0, ∂tw j (0, x) = 0.
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6 Weighted Strichartz estimate for the inhomogeneous equation.

Then suppw j ⊆ Q j . Since the Tricomi equation is invariant under the translation with
respect to the variable x, it follows from Theorem 6.1 that


(
φ2(t) − |x − ν j |

2
)γ1

w j
Lq (Q j )

≤ C 
(
φ2(t) − |x − ν j |

2
)γ2 Fj

L
q

q−1 (Q j )
, (6.6)

where ν j ∈ R
n corresponds to the coordinate shift of the space variable x from Q1 to Q j .

Next we derive (6.5) by using (6.6) and the condition t ≥ T0/4. First, we demonstrate
that there exists a constant δ > 0 such that, for (t, x) ∈ Q j

φ2(t) − |x − ν j |
2 ≥ δ

(
(φ(t) + M)2 − |x |2

)
. (6.7)

To establish these inequalities, it suffices to prove (6.7) in two extreme cases: ν j = 0 and
|ν j | = M − 1 + φ(3T0/8) (we need |ν j | > M − 1 to cover the whole region {(t, x) : t ≥

T0/2, |x | ≤ φ(t) + M − 1}).
For ν j = 0, (6.7) is equivalent to

φ2(t) ≥ (1 − δ) |x |2 + δ
(
φ(t) + M

)2 . (6.8)

By |x | ≤ φ(t) − φ(T0/4) for (t, x) ∈ Q1, in order to show (6.8) it suffices to prove

φ2(t) ≥ (1 − δ)
(
φ(t) − φ (T0/4)

)2
+ δ

(
φ(t) + M

)2 .

This is equivalent to

{2(1 − δ)φ (T0/4) − 2δM } φ(t) ≥ (1 − δ)φ2 (T0/4) + δM2. (6.9)

It is easily achieved by t ≥ T0/4 and the smallness of δ.
For ν j = M − 1 + φ(3T0/8), the computation is a little more involved. First, note that for
fixed t, the region {(t, x) : t ≥ T0/2, |x | ≤ φ(t) + M − 1} is symmetric with respect to x

variable. Thus we can assume ν j = (ν, 0, . . . , 0), where ν = |ν j | = M − 1 + φ(3T0/8). In
this case, setting x = (x1, x′), (6.9) is equivalent to

φ2(t) ≥ |x − ν j |
2 + δ

(
(φ(t) + M)2 − |x |2

)
= (1 − δ)x2

1 − 2νx1 + ν
2 + (1 − δ) |x′|2 + δ

(
φ(t) + M

)2

= G(t, x).

(6.10)

For fixed t, G(t,x) is a hyperbolic paraboloid, and it assumes its minimum at the point
x = (ν/(1 − δ), 0). Thus for the same fixed t, the maximum of the G(t, x) in {x��|x − ν j | ≤

φ(t) − φ(T0/4)} must is assumed on the boundary |x − ν j | = φ(t) − φ(T0/4). Then our task
is reduced to prove

φ2(t) ≥
(
φ(t) − φ(T0/4)

)2
+ δ

((
φ(t) + M

)2
− |x |2

)
(6.11)
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6 Weighted Strichartz estimate for the inhomogeneous equation.

We shall consider the case that |x |2 assume its minimum on the boundary. In addition, on
the boundary |x − ν j | = φ(t) − φ(T0/4), we have

|x |2 =
(
φ(t) − φ (T0/4)

)2
+ 2νx1 − ν

2. (6.12)

Then we shall take
x1 = ν − φ(t) + φ (T0/4) , x′ = 0. (6.13)

Substituting (6.13) and (6.12) into (6.11), we are left to prove

φ2(t) ≥
(
φ(t) − φ (T0/4)

)2
+ δ{

(
φ(t) + M

)2

−
(
φ(t) − φ (T0/4)

)2
+ 2ν

(
φ(t) − φ (T0/4)

)
− ν2}

= φ2(t) + {2δ
(
φ(T0/4) + M + ν

)
− 2φ(T0/4)}φ(t)

+ (1 − δ)φ2 (T0/4) + δM2 − δν
(
ν + 2φ (T0/4)

)
.

(6.14)

For fixed T0 and M , if δ is small enough, then

2δ
(
φ (T0/4) + M + ν

)
≤

1
2
φ (T0/4) (6.15)

and
(1 − δ)φ2 (T0/4) + δM2 ≤

3
2
φ2 (T0/4) (6.16)

Substituting (6.15) and (6.16) into (6.14), our remaining task is to prove

−
3
2
φ (T0/4) φ(t) +

3
2
φ2 (T0/4) ≤ 0,

but since t ≥ T0/4, this holds.

Thus, for (t, x) ∈
⋃N0

j=1 Q j , there exists a positive constant c > 0 such that, for
1 ≤ j ≤ N0,

c
(
(φ(t) + M)2 − |x |2

)
≤ φ2(t) − |x − ν j |

2. (6.17)

On the other hand, by |x | ≤ φ(t) + M − 1, one has

2{(φ(t) + M)2 − |x |2} − {φ2(t) − |x − ν j |
2}

≥ ( |x | + 1)2 − |x |2 +
(
φ(t) + M

)2
− |x |2 − φ2(t) + |x − ν j |

2

= 2Mφ(t) + M2 + |ν j |
2 + 1 + 2(1 − |ν j |) |x |.

(6.18)

In addition, if 1 − |ν j | < 0, then by |ν j | ≤ M − 1 + φ(3T0/8) and the smallness of T0, the
last line in (5.4) is bounded from below by
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6 Weighted Strichartz estimate for the inhomogeneous equation.

2Mφ(t) + M2 + |ν j |
2 + 1 + 2 {2 − M − φ (3T0/8)} {φ(t) + M − 1}

= 4φ(t) − M2 + 6M − 3 + |ν j |
2 − 2φ (3T0/8) φ(t) − 2(M − 1)φ (3T0/8)

≥ 2φ(t) − M2 + 1,
(6.19)

while in the case 1 − |ν j | ≥ 0, (6.18) yields

2
{
(φ(t) + M)2 − |x |2

}
−

{
φ2(t) − |x − ν j |

2} ≥ M2 + 1 > 0. (6.20)

Combining (6.19) and (6.20) yields that for 2φ(t) ≥ M2 − 1,

φ2(t) − |x − ν j |
2 ≤ C

(
(φ(t) + M)2 − |x |2

)
. (6.21)

If 2φ(t) < M2 − 1, then

φ2(t) − |x − ν j |
2 ≤ φ2(t) ≤ CM ≤ CM

(
(φ(t) + M)2 − |x |2

)
. (6.22)

Thus, it follows from (6.12)-(6.13) that, for j = 1, . . . , N0,

φ2(t) − |x − ν j |
2 ≤ C

(
(φ(t) + M)2 − |x |2

)
. (6.23)

Therefore,


((
φ(t) + M

)2
− |x |2

)γ
w

Lq ([T0/2,∞)×Rn)

≤ C
N0∑
j=1


((
φ(t) + M

)2
− |x |2

)γ
w j

Lq (Q j )

≤ C
N0∑
j=1


(
φ2(t) − |x − ν j |

2
)γ

w j
Lq (Q j )

≤ C
N0∑
j=1


(
φ2(t) − |x − ν j |

2
) pγ

Fj
L

q
q−1 (Q j )

≤ C
N0∑
j=1


((
φ(t) + M

)2
− |x |2

) pγ
Fj

L
q

q−1 (Q j )

≤ CN0

((
φ(t) + M

)2
− |x |2

) pγ
FL

q
q−1 ([T0/2,∞)×Rn)

,

which derives (6.5). �

Now let us turn to the proof of Theorem 6.2. This proof relies on the validity of two
endpoint estimates to be shown the remaining two chapters.
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6 Weighted Strichartz estimate for the inhomogeneous equation.

Proof of Theorem 6.2. To establish (6.1), motivated by [7], we prove in Chapter 7 and
Chapter 8 that (6.4) holds for two special cases, namely, (6.4) holds for the two endpoints
q = q0 =

2((m+2)n+2)
(m+2)n−2 (corresponding to (m+2)n−2

2(m+2) −
(m+2)n−m

(m+2)q =
1
q ) and q = 2 (corresponding

q = q
q−1 ):


(
φ2(t) − |x |2

)1/q0−ν
w

Lq0 (R1+n
+ )
≤ C


(
φ2(t) − |x |2

)1/q0+ν F
L

q0
q0−1 (R1+n

+ )
, (6.24)

and


(
φ2(t) − |x |2

) m−2
2(m+2)−ν w

L2(R1+n
+ )
≤ C


(
φ2(t) − |x |2

)1/2+ν
F

L2(R1+n
+ )

. (6.25)

By (6.24)-(6.25) and interpolation, one gets (6.4). �
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7 Lq estimate for q = q0

In this chapter, we will give a proof of (6.24). Since (6.24) is a weighted estimate, we shall
split up w into pieces supported in regions which scale with the time variable to prove the
dyadic estimates first. In fact, one can write inequality (6.24) as


(
φ(t)2 − |x |2

)1/q0−ν
w

Lq0 (R1+n
+ )
≤ C


(
φ(t)2 − |x |2

)1/q0+ν F
L

q0
q0−1 (R1+n

+ )
, (7.1)

where ν > 0 and q0 =
2((m+2)n+2)

(m+2)n−2 . To prove (7.1), it suffices to prove the following
inequality, for T ≥ T̄ while T̄ is a fixed large constant,


(
φ(t)2 − |x |2

)1/q0−νw
Lq0 ([T/2,T]×Rn)

≤ Cφ(T )−ν | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0+νFL
q0

q0−1 (R1+n
+ )

.
(7.2)

In fact, Lemma 3.4 of [10] implies, for t ∈ [0, T̄/2],

‖ w ‖Lq0 ([0,T̄/2]×Rn)≤ C ‖ F ‖
L

q0
q0−1 (R1+n

+ )
.

In this case, the weight φ(t)2 − |x |2 is bounded from below and above. Thus we have


(
φ(t)2 − |x |2

)1/q0−νw
Lq0 ([0,T̄/2]×Rn)

≤ C 
(
φ(t)2 − |x |2

)1/q0+νFL
q0

q0−1 (R1+n
+ )

.
(7.3)

Summing (7.2) over all the T ≥ T̄ together with (7.3) yields (7.1). Note that, by Lemma 5.1,
the solution of homogeneous equation (4.2) has a faster decay if (t, x) is far from the
characteristic cone {(t, x) : t > 0, |x | = φ(t)}. Motivated by this observation and [7], we
shall first establish (7.2) in the set {(t, x) : t > 0, |x | ≤ φ(t)/2}. To this end, we now prove
one basic inequality. All other cases are derived utilizing this result.

Proposition 7.1. Assume F (t, x) ≡ 0 if n ≥ 3 and φ(t)2 − |x |2 < 1. Then the solution w

of (4.3) satisfies



7 Lq estimate for q = q0


(
φ(t)2 − |x |2

)1/q0w
Lq0 ({(t,x) : T/2≤t≤T,|x |≤ φ(t)

2 }

≤ C | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 FL
q0

q0−1 (R1+n
+ )

, (7.4)

where C = C(m, n) > 0 is a constant.

Remark 7.2. Note that supp F ⊆ {(t, x) | φ(t) − |x | ≥ 1} implies supp F ⊆ {(t, x) |

φ(t)2 − |x |2 ≥ 1}. Thus, Proposition 7.1 is more general than what we need in the proof of
Theorem 6.1.

7.1 Proof of Proposition 7.1

Proof. Set wT (t, x) = w(Tt,T
m+2

2 x) and FT (t, x) = T2F (Tt,T
m+2

2 x). Then

(∂2
t − tm4x)wT = FT,

and, (7.4) is equivalent to

‖ wT ‖Lq0 ({(t,x) : 1/2≤t≤1,|x |≤φ(t)/2}≤ C | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 FT
L

q0
q0−1 (Rn+1

+ )
. (7.5)

Note that the advantage of inequality (7.5) is that only right hand side of (7.5) contains a
weight.

To prove (7.5), the following two cases will be considered: supp F (·, y) ⊆ {s >

0: φ(s) < (1/8)φ(1/2)}, and supp F (·, y) ⊆ {s > 0: φ(s) ≥ (1/8)φ(1/2)} For the first
case, we shall derive (7.5) by establishing a pointwise estimate of wT . For the second case,
(7.5) will be shown by applying some techniques in microlocal analysis and analyzing the
solution wT precisely.

7.1.1 The case supp F (·, y) ⊆ {s > 0 : φ(s) < φ(1/2)/8}.

Note that

wT (t, x) =
∫ t

0

(
V2(t, Dx)V1(s, Dx) − V1(t, Dx)V2(s, Dx)

)
FT (s, x) ds. (7.6)

By an analogous analysis as in Lemma 3.4 of [10], we have

wT (t, x) =
∫ t

0

∫
Rn

ei[x·ξ+(φ(t)−φ(s)) |ξ |]a(t, s, ξ)F̂T (s, ξ) dξds, (7.7)

where the amplitude function a satisfies for β ∈ Nn
0,

��∂
β
ξ a(t, s, ξ)�� ≤ C

(
1 + φ(t) |ξ |

)− m
2(m+2)

(
1 + φ(s) |ξ |

)− m
2(m+2) |ξ |−

2
m+2−| β | . (7.8)
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7.1 Proof of Proposition 7.1

As in the proof of Theorem 4.1, to estimate wT (t, x) in (7.7), we first deal with the dyadic
operators

w
j
T (t, x) =

∫ t

0

∫
Rn

ei[x·ξ+(φ(t)−φ(s)) |ξ |] β(
|ξ |

λ j
)a(t, s, ξ)F̂ (s, ξ) dξds

=

∫ t

0

∫
Rn

K j (t, x; s, y)FT (s, y) dyds,
(7.9)

where the cut-off function β is given in Lemma 3.2, and λ j = 2 j for j ∈ Z. It follows from
Lemma 7.2.4 of [31] (see also (3.41) of [10]) that, for any N ∈ R+,

|K j (t, x; s, y) | ≤ Cm,n,Nλ
n+1

2 −
2

m+2
j

(
|φ(t) − φ(s) | + λ−1

j
)− n−1

2
(
1 + φ(t)λ j

)− m
2(m+2)

×
(
1 + λ j ��|φ(t) − φ(s) | − |x − y |��

)−N
. (7.10)

For j ≥ 0, by the compact support of FT and wT in the time variable, we have (3/8)φ(t) ≤

φ(t) − φ(s) ≤ φ(t) and ��|φ(t) − φ(s) | − |x − y |�� ≥ (1/4)��φ(t) − |x |��. Hence, we can choose
N = n/2 − 1/(m + 2) + δ with δ > 0 being a small constant such that

|K j (t, x; s, y) | ≤ Cm,n,δλ
n+1

2 −
2

m+2
j φ(t)−

n−1
2

(
φ(t)λ j

)− m
2(m+2)

(
λ j ��φ(t) − |x |��

)− n
2+

1
m+2−δ

≤ Cm,n,δλ
−δ
j φ(t)−

n−1
2 −

m
2(m+2) ��φ(t) − |x |��−

n
2+

1
m+2−δ .

(7.11)

Denote D1 = {(s, y) | 0 < s ≤ 1/8φ(1/2), φ(s)2 − |y |2 ≥ 1/(T m+2)}. By Hölder’s
inequality,

|w
j
T | ≤

K j (t, x; s, y)
(
φ2(s) − |y |2

)−1/q0Lq0 (D1)

×

(
φ2(s) − |y |2

)1/q0 FT (s, y)L
q0

q0−1 (D1)
. (7.12)

Note that in ‖ wT ‖Lq0 ({(t,x) : 1/2≤t≤1, |x |≤φ(t)/2}), the domain of integration with respect to
(t, x) is bounded. Then (7.5) can be established if we can bound ‖ K j (t, x; s, y)(φ2(s) −

|y |2)−1/q0 ‖Lq0 (D1). Nowwe focus on the treatment of ‖ K j (t, x; s, y)(φ2(s)−|y |2)−1/q0 ‖Lq0 (D1).
By the assumption of 1/2 ≤ t ≤ 1 and |x | ≤ φ(t)/2, one has

φ(t)−
n−1

2 −
m

2(m+2) ��φ(t) − |x |��−
n
2+

1
m+2−δ ≤ C.

In addition, a direct computation yields
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7 Lq estimate for q = q0


(
φ2(s) − |y |2

)1/q0
q0

Lq0 (D1)

=

∫ φ−1(φ(1/2)/8)

φ−1(1)/T

∫
φ(s)2−|y |2≥ 1

Tm+2

1
φ(s)2 − |y |2

dyds

≤ C
∫ φ−1(φ(1/2)/8)

φ−1(1)/T

∫ √
φ(s)2− 1

Tm+2

0

rn−1

φ(s)2 − r2 drds

≤ C
∫ φ−1(φ(1/2)/8)

φ−1(1)/T
φ(s)n−2( | ln φ(s) | + | ln φ(T ) |) ds

≤ C | ln T |.

(7.13)

Together with (7.11), we then have that, for j ≥ 0,

‖ w
j
T ‖L

q0 ({(t,x) : 1/2≤t≤1, |x |≤φ(t)/2})

≤ Cλ−δj | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 FT
L

q0
q0−1 (R1+n

+ )
.

(7.14)

Similarly, for j < 0, one has

‖ w
j
T ‖L

q0 ({(t,x) : 1/2≤t≤1, |x |≤φ(t)/2})

≤ Cλδj | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 FT
L

q0
q0−1 (R1+n

+ )
.

(7.15)

It follows from Lemma 3.2 that

‖ WT ‖Lq0 ({(t,x) : 1/2≤t≤1, |x |≤φ(t)/2})

≤ C
( ∞∑

j=−∞

‖ w
j
T ‖

2
Lq ({(t,x): 1

2≤t≤1,|x |≤ φ(t)
2 })

) 1
2

≤ C | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 FT
L

q0
q0−1 (R1+n

+ )
,

(7.16)

where C > 0 depends on m and n. Hence, (7.5) holds for supp F (·, y) ⊆ {s > 0 : φ(s) <

φ(1/2)/8}.

7.1.2 The case supp F (·, y) ⊆ {s > 0 : φ(s) ≥ 1
8φ(1

2 )}.

Due to the scaling argument in (4.4), we assume that

supp FT ⊆
{
(s, y) : φ(s)2 − |y |2 ≥ 1/T m+2, s ≥ φ−1(φ(1/2)/8)

}
. (7.17)

Note that for (s, y) being away from the characteristic cone, the estimate of wT in (7.5) is
just a corollary of Lemma 3.4 in [10]. Indeed, from (3.33) of [10] we have

‖ w ‖Lq0 ([0,1/2]×Rn)≤ C ‖ F ‖
L

q0
q0−1 (R1+n

+ )
.
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7.1 Proof of Proposition 7.1

Since s ≤ t ≤ 1/2 if φ(s) − |y | > (1/4)φ(1/2), the weights on both sides are bounded
from below and above and we get


(
φ(t)2 − |x |2

)1/q0−νw
Lq0 ([0, 1

2 ]×Rn)
≤ C (φ(t)2 − |x |2)1/q0+νFL

q0
q0−1 (R1+n

+ )
.

Thus, we can further assume that

supp FT ⊆
{
(s, y) : φ(s)2 − |y |2 ≥

1
T m+2 , s ≥ φ−1(φ(1/2)/8),

φ(s) − |y | ≤ φ(1/2)/4
}
. (7.18)

In this case, we make the important observation that φ(t) − φ(s) has a positive lower bound
(see Lemma A.1 for a proof). This fact will also be used later in the L∞ estimate (7.25).
As in the case φ(s) ≥ φ(1/2)/8, we have

wT (t, x) =
∫ t

0

∫
Rn

ei[x·ξ+(φ(t)−φ(s)) |ξ |]a(t, s, ξ)F̂ (s, ξ) dξds, (7.19)

where the amplitude function a satisfies for β ∈ Nn
0,

��∂
β
ξ a(t, s, ξ)�� ≤ C

(
1 + φ(t) |ξ |

)− m
2(m+2)

(
1 + φ(s) |ξ |

)− m
2(m+2) |ξ |−

2
m+2−| β | . (7.20)

Recalling s ≥ φ−1(φ(1/2)/8), for some positive δ ∈ (0, m
2(m+2) ], we can rewrite wT (t, x) as

wT (t, x) =
∫ t

0

∫
Rn

ei[x·ξ+(φ(t)−φ(s)) |ξ |] (1 + φ(t) |ξ |
)− m

2(m+2) F̂ (s, ξ)
dξ

|ξ |
2

m+2+δ
ds. (7.21)

As in [7], we shall use the complex interpolation method to estimate (7.21). Set

(W zFT )(t, x) =
(
z −

(m + 2)n + 2
2(m + 2)

− δ
)
ez2

∫ t

0

∫
Rn

ei[x·ξ+
(
φ(t)−φ(s)

)
|ξ |]

×
(
1 + φ(t) |ξ |

)− m
2(m+2) F̂ (s, ξ)

dξ
|ξ |z

ds,
(7.22)

where z ∈ C. Then by Stein’s complex interpolation theorem, in order to prove (7.22) it
suffices to show that

‖W zFT ‖L∞({(t,x) : 1/2≤t≤1, |x |≤φ(t)/2}) ≤ C‖FT ‖L1(R1+n
+ ) (7.23)

with Rez = (m+2)n+2
2(m+2) + δ and

‖W zFT ‖L2({(t,x):1/2≤t≤1,|x |≤φ(t)/2}) ≤ C | ln T |1/2
(
φ(t)2 − |x |2

)1/2FT
L2(R1+n

+ )
(7.24)
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with Rez = 0, here we have replaced the number
((

(m + 2)n + 2
)
δ
)
/4 with δ in (7.23).

We next show (7.23). Set z =
(
(m+2)n+2

)
/
(
2(m+2)

)
+ δ+ iq. Note that φ(t)−φ(s)

is bounded from below. Then (7.23) is valid by the stationary phase method. In this case,
for the cut-off function β in Lemma 3.2 and λ j = 2 j for j ≥ 0, we get

����qe−q2
∫
|ξ |≥1

ei[x·ξ+
(
φ(t)−φ(s)

)
|ξ |] β(

ξ

λ j
)
(
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−

(m+2)n+2
2(m+2) −δ−iq dξ

����

≤ Cnλ
n+1

2
j

(
φ(t) − φ(s)

)− n−1
2

(
λ jφ(t)

)− m
2(m+2) λ

−
(m+2)n+2

2(m+2) −δ

j

≤ Cn
(
φ(t) − φ(s)

)− n−1
2 φ(t)−

m
2(m+2) λ−δj

≤ Cλ−δj ,

(7.25)

where C > 0 is a constant depending only on m and n. On the other hand, for |ξ | < 1, one
has that

����qe−q2
∫
|ξ |≤1

ei[x·ξ+(φ(t)−φ(s)) |ξ |] (1 + φ(t) |ξ |
)− m

2(m+2) |ξ |−
(m+2)n+2

2(m+2) −δ−iq dξ
����

≤ C
∫ 1

0
r−

(m+2)n+2
2(m+2) −δrn−1 dr ≤ C (7.26)

due to n − 1 −
(
(m + 2)n + 2

)
/
(
2(m + 2)

)
− δ = n/2 − 1 − 1/(m + 2) − δ > −1 for n ≥ 3

and n/2 − 1/(m + 2) > m/
(
2(m + 2)

)
≥ δ > 0. Thus, combining (7.25) and (7.26) yields

(7.23).
Next we show (7.24). Set φ(s) = τ + |y |. Then we have that, for Rez = 0

(W zFT )(t, x) = Cm

(
z −

(m + 2)n + 2
2(m + 2)

− δ
)
ez2

∫ 1
4φ( 1

2 )

1
Tm+2

∫
Rn

∫
Rn

ei[(x−y)·ξ+
(
φ(t)−τ−|y |

)
|ξ |]

×FT
(
φ−1(τ + |y |), y

)
s−

m
2

dξ
|ξ |z

dydτ.

(7.27)

By Hölder’s inequality, we arrive at

��(W zFT )(t, x)�� ≤ C | ln T |1/2
{ ∫ φ(1/2)/4

1/Tm+2

����τ
1
2

(
z −

(m + 2)n + 2
2(m + 2)

− δ
)
ez2

×

∫
Rn

∫
Rn

ei[(x−y)·ξ+
(
φ(t)−τ−|y |

)
|ξ |]FT

(
φ−1(τ + |y |), y

)
s−m/2 dξ

|ξ |z
dy

����
2
dτ

} 1
2
. (7.28)

Note that φ−1 ((1/8)φ(1/2)
)
≤ s ≤ 1. In order to derive (7.28), it suffices to show that the

estimate,


(
W̃ z f

) (
φ(t) − τ, ·

)L2({x:|x |≤ φ(t)
2 })
≤ C ‖ f ‖L2(Rn) (7.29)
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with Rez = 0 and supp f ⊆ {y : |y | < φ(t)−τ} holds, for τ ≤ (1/8)φ(1/2) and 1/2 ≤ t ≤ 1
where

(W̃ z f )(φ(t) − τ, x) =
(
z −

(m + 2)n + 2
2(m + 2)

− δ
)
ez2

×

∫
Rn

∫
Rn

ei[(x−y)·ξ+
(
φ(t)−τ−|y |

)
|ξ |] f (y)

dξ
|ξ |z

dy.
(7.30)

By Lemma A.1, φ(t) − φ(s) has a positive lower bound. Consequently, we have |y | =
φ(s)−τ < φ(t)−τ. Therefore, once (7.29) is shown, we get (7.26) by setting f = τ

1
2 s−

m
2 FT

(see the proof Lemma A.2).
Next we turn to the proof of (7.29) using the classical L2 theorem for Fourier integral

operators (see, for example, Theorem 25.3.8 in [12]). For this purpose, we have to
demonstrate that the phase function ϕ = (x − y) · ξ +

(
φ(t) − τ − |y |

)
|ξ | of the Fourier

integral operator in (7.30) is non-degenerate. Namely, for the point (x, y, ξ, τ) (ξ , 0)

satisfying ∇ξϕ(x, y, ξ, τ) = 0, one has

∇y,ξϕ(x, y, ξ, τ) , 0

and

det *
,

ϕxy ϕxξ

ϕyξ ϕξξ

+
-

(x, y, ξ, τ) , 0.

Indeed, in order to prove this, it suffices to verify det ϕyξ , 0 and −ξ − (y/|y |) |ξ | , 0
for ∇ξϕ = 0, since ∇yϕ = −ξ − (y/|y |) |ξ |, ϕxy = 0, and ϕxξ = In hold. Note that
φ(t) − τ − |y | = φ(t) − φ(s) is bounded from below by Lemma A.1. Then ∇ξϕ =
x− y+ (φ(t)− τ− |y |)(ξ/|ξ |) = 0 is equivalent to ξ/|ξ | = −(x− y)/

(
φ(t)− τ− |y |

)
(due to

|y | < φ(t)−τ, we can divide by φ(t)−τ−|y |). In addition,∇yϕ = 0 implies ξ/|ξ | = −y/|y |.
Combining these two facts yields |x | = φ(t) − τ. However, this is a contradiction since by
our assumption, τ = φ(t)− |x | ≥ φ(t)/2 ≥ (1/2)φ(1/2) and τ = φ(s)− |y | ≤ (1/2)φ(1/2).
It means ∇yϕ , 0. On the other hand, det ϕyξ =

��� − In − (y/|y |)(ξ/|ξ |)T ��� = 0 holds if and
only if ξ/|ξ | = −y/|y | (but ξ/|ξ | = −y/|y | is impossible due to ∇yϕ , 0 for ∇ξϕ = 0).
Therefore, the phase function ϕ is non-degenerate, and it follows from the classical L2

bounded theorem of Fourier integral operator that (7.29) holds. Hence, (7.28) and further
(7.5) are proven. Then Proposition 7.1 is proven. �

7.2 Estimate for small times

Based on Proposition 7.1, we now start to prove inequality (7.2). We divide the proof into
two parts according to the relative scale of the time variable after scaling. More specifically,

53



7 Lq estimate for q = q0

we suppose
F (t, x) ≡ 0 if |x | > φ(t) − 1.

Note that supp F ⊆ {(t, x) : |x | ≤ φ(t) − 1} implies supp F ⊆ {(t, x) : |x |2 ≤ φ2(t) − 1}.
Set F = F0 + F1, where

F0 =




F, φ(t) ≤
φ(1)φ(T )
10φ(2)

,

0, φ(t) >
φ(T )φ(1)
10φ(2)

.

(7.31)

Correspondingly, set w = w0 + w1, where




(∂2
t − tm

∆)w j = F j,

w j (0, x) = 0, ∂tw
j (0, x) = 0, j = 0, 1.

(7.32)

In this section, we deal with w1, that is, we deal with the relative small time. In this case,
motivated by the method for treating semilinear wave equations in [7], we shall divide the
region {(t, x) : |φ(t)2 − |x |2 ≤ 1} into some pieces (these pieces can be reduced to the case
of {(t, x) : |x | ≤ φ(t)/2} in (4.3) by a conformal transformation), and apply Proposition 7.1
to derive (7.2). Indeed, we claim that


(
φ(t)2 − |x |2

)1/q0−νw1Lq0 ({(t,x):T/2≤t≤T }

≤ Cφ(T )−ν | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0+νF1L
q0

q0−1 (R1+n
+ )

.
(7.33)

Obviously, (7.33) follows from the following localized bounds for k ∈ Z,

(
φ(t)2 − |x |2

)1/q0−νw1Lq0 ({(t,x) : T/2≤t≤T, 2k−1≤φ(t)−|x |≤2k }

≤ C | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 F1L
q0

q0−1 (R1+n
+ )

.
(7.34)

Indeed,


(
φ(t)2 − |x |2

)1/q0−νw1Lq0 ({(t,x) : T/2≤t≤T })

≤ C
∑

2k≤φ(t)

(φ(t)2 − |x |2)1/q0−νw1Lq0 ({(t,x) : T/2≤t≤T, 2k−1≤φ(t)−|x |≤2k })

≤ C
∑

2k≤φ(t)

φ(T )−ν2−kν
(
φ(t)2 − |x |2

) 1
q0 w1Lq0 ({(t,x) : T/2≤t≤T, 2k−1≤φ(t)−|x |≤2k })

≤ C
∑

2k≤φ(t)

φ(T )−ν2−kν | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 F1L
q0

q0−1 (R1+n
+ )

≤ Cφ(T )−ν | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 F1L
q0

q0−1 (R1+n
+ )

≤ Cφ(T )−ν | ln T |
1
q0


(
φ(t)2 − |x |2

)1/q0+νF1L
q0

q0−1 (R1+n
+ )

(by φ(t)2 − |x |2 ≥ 1)
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Here we point out that in order that inequality (7.34)makes sense, one needs 2k−1 ≤ φ(t).
Set Tk = T/2 2k

m+2 and

w1
k = w1(2

2k
m+2 t, 2k x), F1

k (t, x) = 2
4k
m+2 F1(2

2k
m+2 t, 2k x).

To prove (7.34), it suffices to show that


(
φ(t)2 − |x |2

)1/q0w1
k

Lq0 ({(t,x) : Tk
2 ≤t≤Tk, 1

2≤φ(t)−|x |≤1}

≤ C(ln T )1/q0
(
φ(t)2 − |x |2

)1/q0 F1L
q0

q0−1 (R1+n
+ )

.
(7.35)

Now the remaining task is to prove (7.35). At first, we divide the support of wk and Fk

into suitable pieces. If Tk is smaller than some fixed constant, then we choose a κ ∈ (0, 1)

such that |x | ≤ κφ(t) holds for Tk/2 ≤ t ≤ Tk and 1/2 ≤ φ(t) − |x | ≤ 1. Then we can use
the same method in Proposition 7.1 to prove the estimate like (7.4). On the other hand,
by Lemma A.3 we know that if Tk is large, then ���x/|x | − y/|y |

��� ≤ C/
√
φ(Tk ). Thus if we

assume that ���y/|y | − ν
��� ≤ C/

√
φ(Tk ) holds for some constant vector ν ∈ Rn in the support

of Fk , then x/|x | must be close to ν in the support of wk . Next we need to prove the estimate


(
φ(t)2 − |x |2

)1/q0w1
k

Lq0 (Dν,k )

≤ C | ln T |1/q0
(
φ(t)2 − |x |2

)1/q0 F1
k

L
q0

q0−1 (��y/|y |−ν��≤C/
√
φ(Tk ),φ(s)≥φ(Tk )/10)

,

(7.36)

where Dν,k = {(t, x) : Tk/2 ≤ t ≤ Tk, 1/2 ≤ φ(t)− |x | ≤ 1, ���x/|x | − ν
��� ≤ C/

√
φ(Tk )}. Once

(7.36) is done, then we can use Lemma A.4 to sum all the estimates with respect to different
constant vectors ν to derive (7.35).

To do this, we want to find a transformation which sends Dν,k into the center of the
characteristic cone and keeps (4.3) invariant Then we use Propostion 7.1 to establish
(7.36). However, unlike the case of the wave equation, the Tricomi operator is not the
Laplace-Beltrami operator of any metric. Thus it is difficult to find such a transformation.
We will fix this gap in a forthcoming paper.

7.3 Estimate for large times

Next we estimate w0 in (7.32). As in (7.33), it suffices to show that


(
φ(t)2 − |x |2

)1/q0−νw0Lq0 ({(t,x) : T/2≤t≤T })

≤ Cφ(T )−ν/4
(
φ2(t) − |x |2

)1/q0+νF0L
q0

q0−1 (R1+n
+ )

. (7.37)

55



7 Lq estimate for q = q0

For this purpose, we shall make some reductions. First we suppose supp F0 ⊆ [T0, 2T0]×Rn

for some fixed constant T0 > 0 satisfying φ(2T0) ≥ 1. Then (7.37) follows from


(
φ(t)2 − |x |2

)1/q0−νw0Lq0 ({(t,x) : T/2≤t≤T })

≤ Cφ(T0)−ν/4φ(T )−ν/4
(
φ2(t) − |x |2

)1/q0+νF0L
q0

q0−1 (R1+n
+ )

(7.38)

by summing up all over these T0. Furthermore, if F0 ≡ 0 when φ(t) − |x | is not in
[δ0φ(T0), 2δ0φ(T0)] for some fixed constant δ0 with 0 < δ0 ≤ 2 and δ0φ(T0) ≥ 1, then in
order to prove (7.38) we only need to show


(
φ(t)2 − |x |2

)1/q0−νw0Lq0 ({(t,x) : T/2≤t≤T })

≤ Cφ(T0)−
ν
2 φ(T )−ν/4

(
φ2(t) − |x |2

)1/q0+νF0L
q0

q0−1 (R1+n
+ )

. (7.39)

Finally, if we make a dyadic decomposition with respect to the variable φ(t) − |x | in the
support of w0. Then in order to prove (7.39) it suffices to show that, for δ ≥ δ0,


(
φ(t)2 − |x |2

)1/q0−νw0Lq0 ({(t,x) : T/2≤t≤T,δφ(T0)≤φ(t)−|x |≤2δφ(T0)})

≤ Cφ(T0)−ν/2φ(T )−ν/2
(
φ2(t) − |x |2

)1/q0+νF0L
q0

q0−1 (R1+n
+ )

≤ C(φ(T0)φ(T ))−ν/2
(
φ2(t) − |x |2

)1/q0+νF0L
q0

q0−1 (R1+n
+ )

.
(7.40)

With these reductions, to prove (7.40), our task is to establish

(φ(T0)φ(T )δ)1/q0−ν‖w0‖Lq0 ({(t,x) : T/2≤t≤T,δφ(T0)≤φ(t)−|x |≤2δφ(T0)})

≤ C(φ(T0)φ(T ))−ν/2(φ2(T0)δ0)1/q0+ν‖F0‖
L

q0
q0−1 (R1+n

+ )
.

By rearranging some terms, the above inequality follows from( φ(T )
φ(T0)

)1/q0−ν/2
δ1/q0+ν/2φ(T0)−3νδ−3/2νδ−ν0 ‖w

0‖Lq0 ({(t,x) : T/2≤t≤T,δφ(T0)≤φ(t)−|x |≤2δφ(T0)})

≤ Cδ1/q0
0 ‖F0‖

L
q0

q0−1 (R1+n
+ )

.

Note that

φ(T0)−3νδ−3/2νδ−ν0 ≤ φ(T0)−3νδ−5/2ν
0 = (φ(T0)δ0)−3νδν/20 ≤ δν/20 ≤ 2ν/2.

Therefore, (7.40) follows from( φ(T )
φ(T0)

)1/q0−ν/2
δ1/q0+ν/2‖w0‖Lq0 ({(t,x) : T/2≤t≤T, δφ(T0)≤φ(t)−|x |≤2δφ(T0)})

≤ Cδ1/q0
0 ‖F0‖

L
q0

q0−1 (R1+n
+ )

. (7.41)

We next intend to prove (7.41). Set G(t, x) = T2
0 F0(T0t,T (m+2)/2

0 x) and v(t, x) =
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w0(T0t,T (m+2)/2
0 x). Then v satisfies




∂2
t v − tm4v = G(t, x),

v(0, x) = 0, ∂tv(0, x) = 0,

where supp G ⊆ {(t, x) : 1 ≤ t ≤ 2, δ0 ≤ φ(t) − |x | ≤ 2δ0}. Then, if we let T denote
T/(T0), then (7.41) is a corollary of

φ(T )1/q0−ν/2δ1/q0+ν/2‖v‖Lq0 ({(t,x) : T/2≤t≤T, δ≤φ(t)−|x |≤2δ}) ≤ Cδ1/q0
0 ‖G‖

L
q0

q0−1 (R1+n
+ )

, (7.42)

where φ(T ) ≥ 10φ(2) by (7.31).
The proof of (7.42) can be divided into the following three parts according to the

different values of δ/δ0:
(i) δ0 ≤ δ ≤ 40φ(2)/

(
φ(1)

)
δ0,

(ii) δ ≥ 10φ(2),
(iii) 40φ(2)/

(
φ(1)

)
δ0 ≤ δ ≤ 10φ(2), δ0 < φ(1)/4.

Here we stress the fact that for the wave equation and case (i)-(ii), it is not difficult to
prove an analogous inequality (7.42) (see (3.2) and Section 3 of [7]). However, for the
Tricomi equation, due to the complexity of its fundamental solution, it needs more delicate
and involved techniques from the knowledge of microlocal analysis to get the pointwise
estimate. For the proof of (7.42) in case (iii), we shall follow an idea of [7].

7.3.1 The proof of (7.42) in case (i).

Note that φ(T ) > φ(T0) ≥ 1 and δφ(T0) ≤ φ(T ). To prove (7.42), it suffices to show

φ(T )1/q0 v‖Lq0 ({(t,x) : T/2≤t≤T, δ≤φ(t)−|x |≤2δ}) ≤ C‖G‖
L

q0
q0−1 (R1+n

+ )
. (7.43)

Using the method of Lemma 3.3 of [10], if we write

v(t, x) =
∫ t

0
H (t, s, x) ds,

then we arrive at

‖H (t, s, ·)‖Lq0 (Rn) ≤ C |t − s |−
2
q0

(1+m
4 )
‖G(s, ·)‖

L
q0

q0−1 (Rn)
. (7.44)

On the other hand, if we repeat the reduction of (3.23)-(3.24) in [10], we then have

H =
∞∑

j=−∞

H j , where

H j = TjG(t, s, x) =
∫
Rn

ei(x·ξ+(φ(t)−φ(s)) |ξ |) β( |ξ |/2 j )a(t, s, ξ)Ĝ(s, ξ) dξ
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and the amplitude function a satisfies

��∂
β
ξ a(t, s, ξ)�� ≤ C

(
1 + φ(t) |ξ |

)− m
2(m+2)

(
1 + φ(s) |ξ |

)− m
2(m+2) |ξ |−

2
m+2−| β | .

If we further set

T̄jG(t, s, x) = λ
2m

(m+2)((m+2)n+2)
j H j (t, s, x), λ j = 2 j,

and repeat the computation of (3.29) and (3.30) in [10], we then have

‖T̄jG(t, s, ·)‖L2(Rn) ≤ λ
− 2

m+2
j C

(
1 + λ jφ(t)

)− m
2(m+2) ·

(m+2)n−2
(m+2)n+2

× |t − s |−
m

(m+2)n+2 ‖G(s, ·)‖L2(Rn) (7.45)

and

‖T̄jG(t, s, ·)‖L∞(Rn) ≤ Cλ
n+1

2 −
2

m+2
j

(
1 + λ jφ(t)

)− m
2(m+2) ·

(m+2)n−2
(m+2)n+2

× |t − s |−
m

(m+2)n+2 |t − s |−
n−1

2 ·
m+2

2 ‖G(s, ·)‖L1(Rn) . (7.46)

Therefore, for j ≥ 0,

‖T̄jG(t, s, ·)‖L2(Rn) ≤ Cλ
− 2

m+2
j

(
1 + φ(t)

)− m
2(m+2) ·

(m+2)n−2
(m+2)n+2 |t − s |−

m
(m+2)n+2 ‖G(s, ·)‖L2(Rn)

≤ Cλ
− 2

m+2
j (t − s)−

m
4 ·

(m+2)n−2
(m+2)n+2 |t − s |−

m
(m+2)n+2 ‖ G(s, ·) ‖L2(Rn)

and

T̄jG(t, s, ·)_L∞(Rn)

≤ Cλ
n+1

2 −
2

m+2
j (t − s)−

m
4 ·

(m+2)n−2
(m+2)n+2 |t − s |−

n−1
2 ·

m+2
2 |t − s |−

m
(m+2)n+2 ‖G(s, ·)‖L1(Rn) .

Using interpolation, we have that, for j ≥ 0,

‖H j (t, s, ·)‖Lq (Rn) ≤ C(t − s)−( m4 +1)· (m+2)n−2
(m+2)n+2 ‖G(s, ·)‖

L
q

q−1 (Rn)
. (7.47)

For j < 0, let

T̃0G(t, s, x) ≡
∑
j<0

H j (t, s, x) =
∫
|ξ |≤1

ei(x·ξ+
(
φ(t)−φ(s)

)
|ξ |)a(t, s, ξ)Ĝ(s, ξ) dξ.

Then it follows from Plancherel’s theorem that

‖T̃0G(t, s, ·)‖L2(Rn) ≤ C
( ∫
|ξ |≤1

����|ξ |
− 2

m+2
(
1 + φ(t) |ξ |

)− m
2(m+2) Ĝ(s, ξ)

����
2

dξ
)1/2

.
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Note that

|Ĝ(s, ξ) | =
����

∫
Rn

e−iy·ξG(s, y) dy
���� =

����

∫
|y |≤φ(2)

e−iy·ξG(s, y) dy
���� ≤ C‖G(s, ·)‖L2(Rn)

and( ∫
|ξ |≤1

����|ξ |
− 2

m+2
(
1 + φ(t) |ξ |

)− m
2(m+2)

����
2
dξ

)1/2

= C
( ∫ 1

0

���r
− 2

m+2
(
1 + φ(t)r

)− m
2(m+2) ���

2
rn−1 dr

)1/2

≤ C
( ∫ 1

0
rn−1−m+4

m+2 φ(t)−
m

m+2 dr
)1/2

≤ Cφ(t)−
m

2(m+2) .

(7.48)

Here we have used the fact that n − 1 − (m + 4)/(m + 2) ≥ −2/(m + 2) > −1 for n ≥ 3
and m ≥ 1. Thus,

‖T̃0G(t, s, ·)‖L2(Rn) ≤ Cφ(t)−
m

2(m+2) ‖ G(s, ·) ‖L2(Rn)≤ C |t − s |−
m
4 ‖G(s, ·)‖L2(Rn) . (7.49)

Similarly, we have

‖T̃0G(t, s, ·)‖L∞(Rn) ≤ C |t − s |−
m
4 −

n−1
2 ·

m+2
2 ‖G(s, ·)‖L1(Rn) . (7.50)

Using interpolation again, we have

‖T̃0G(t, s, ·)‖Lq0 (Rn) ≤ C |t − s |−
2
q0

(1+m
4 )
‖G(s, ·)‖

L
q0

q0−1 (Rn)
. (7.51)

Then, by Littlewood-Paley theory, (7.47), (7.51), and (7.44) are proved. Hence, if one
notes that t . t − s holds on the support of G(s, x), then

‖v‖Lq0 ([T/2,T]×Rn) ≤


∫ t

0
‖u(t, s, ·)‖Lq0 (Rn)dsL

q0
t

≤ C

∫ t

0
|t − s |−

2
q0

(1+m
4 )
‖G(s, ·)‖

L
q0

q0−1
x

dsL
q0
t

≤ C|t |
− 2

q0
(1+m

4 )
∫ 2

1
‖G(s, ·)‖

L
q0

q0−1
x

dsL
q0
t

≤ C
( ∫ T

T
2

t (− 2
q0

(1+m
4 ))q0 dt

) 1
q0 ‖G |

L
q0

q0−1 (Rn+1
+ )

(Hölder’s inequality)

≤ CT−
1
q0

m+2
2 ‖G‖

L
q0

q0−1 (Rn+1
+ )

≤ Cφ(T )−1/q0 ‖G‖
L

q0
q0−1 (Rn+1

+ )
,

(7.52)

which derives (7.43).
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7.3.2 The proof of (7.42) in case (ii).

In this case, we have φ(t) − |x | ≥ δ ≥ 10φ(2). Similar to the analysis from (7.6) to (7.10),
we can write

v =

∞∑
j=−∞

v j =

∞∑
j=−∞

∫ t

0

∫
Rn

K j (t, x; s, y)G(s, y) dyds,

where

K j (t, x; s, y) =
∫
Rn

ei((x−y)·ξ+(φ(t)−φ(s)) |ξ |) β(
|ξ |

2 j )a(t, s, ξ)Ĝ(s, ξ) dξ (7.53)

Moreover, for λ j = 2 j and N ∈ R+,

|K j (t, x; s, y) | ≤Cλ
n+1

2 −
2

m+2
j

(
|φ(t) − φ(s) | + λ−1

j
)− n−1

2
(
1 + φ(t)λ j

)− m
2(m+2)

×
(
1 + λ j ��|φ(t) − φ(s) | − |x − y |��

)−N
.

(7.54)

Denote Ds,y = {(s, y) : 1 ≤ s ≤ 2, φ(s) − 2δ0 ≤ |y | ≤ φ(s) − δ0}. By Hölder’s inequality,
we arrive at

|v j | ≤
K j (t, x; s, y)

(
φ2(t) − |x |2

)1/q0Lq0 (Ds,y )

(
φ2(t) − |x |2

)−1/q0G(s, y)L
q0

q0−1 (Ds,y )
.

By the assumption on the support of G, it is easy to check

φ(t) − φ(s) − |x − y | ≥ C(φ(t) − |x |), φ(t) − φ(s) + |x − y | ∼ φ(t).

Based on this, if we set N = n/2 − 1/(m + 2) in (7.54), we then have

K j (t, x; s, y)
(
φ2(t) − |x |2

)1/q0Lq0 (Ds,y )

≤ C
( ∫ 2

1

∫
φ(s)−2δ0≤|y |≤φ(s)−δ0

{λ
n+1

2 −
2

m+2
j

(
|φ(t) − φ(s) | + λ−1

j
)− n−1

2 (1 + φ(t)λ j )−
m

2(m+2)

×
(
1 + λ j ��|φ(t) − φ(s) | − |x − y |��

) 1
m+2−

n
2
}q0φ(t)(φ(t) − |x |) dyds

)1/q0

≤ Cφ(t)−
n−1

2 +
1
q0
− m

2(m+2)
(
φ(t) − |x |

) 1
m+2−

n
2+

1
q0

( ∫ 2

1

∫
φ(s)−2δ0≤|y |≤φ(s)−δ0

dyds
)1/q0

≤ Cδ
1
q0
0 φ(t)−

n−1
2 +

1
q0
− m

2(m+2)
(
φ(t) − |x |

) 1
m+2−

n
2+

1
q0

(7.55)

and

( ∫ 2

1

∫
φ(s)−2δ0≤|y |≤φ(s)−δ0

{
(φ(t)2 − |x |2)−1/q0G(s, y)

} q0
q0−1 dyds

) q0−1
q0
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≤ C
(
δφ(T0)φ(T )

)−1/q0 ‖G‖
L

q0
q0−1 (R1+n

+ )

≤ C
(
δφ(T )

)− 1
q0 ‖G‖

L
q0

q0−1 (R1+n
+ )

.
(7.56)

In addition,

φ(t)−
n−1

2 +
1
q0
− m

2(m+2)
(
φ(t) − |x |

) 1
m+2−

n
2+

1
q0

Lq0

= Cn

( ∫ T

T
2

φ(t)−
q0
2 (n− 2

m+2 )+1
∫ φ(t)−10φ(2)

0

(
φ(t) − r

)q0( 1
m+2−

n
2 )+1rn−1 drdt

)1/q0

≤ C
( ∫ T

T
2

φ(t)−
2

m+2 dt
)1/q0

≤ C.

(7.57)

Therefore, combining (7.55)-(7.57) yields

‖ v j ‖Lq0 (R1+n
+ ) ≤ Cδ1/q0

0 (δφ(T ))−1/q0 ‖G‖
L

q0
q0−1 (R1+n

+ )

= Cδ
1
q0
0 φ(T )−

1
q0
+ν2 δ

− 1
q0
−ν2

( δ

φ(T )

) ν
2
‖G‖

L
q0

q0−1 (R1+n
+ )

≤ Cδ
1
q0
0 φ(T )−

1
q0
+ν2 δ

− 1
q0
−ν2 ‖G‖

L
q0

q0−1 (R1+n
+ )

,

here we have used the fact that δ . φ(T ) due to 2δφ(T0) ≤ φ(T ) and φ(T0) ≥ 1 before
scaling. Together with Lemma 3.2, this yields the estimate (7.42) in case (ii).

7.3.3 The proof of (7.42) in case (iii).

Following the ideas in Section 3 of [7], we shall divide the Fourier integral operator in
the expression of v into high frequencies part and low frequencies part. Subsequently, we
handle them by different techniques. At first we notice the facts that t ≥ s and 1 ≤ s ≤ 2
(by the scaling argument in (7.42)). Together with (7.6)-(7.8), this yields that in order to
show (7.42), it suffices to estimate, for some µ ∈ (0, m

2(m+2) ], the following operator

v =

∫ t

0

∫
Rn

∫
Rn

ei[(x−y)·ξ±(φ(t)−φ(s)) |ξ |]G(s, y)
(
1 + φ(t) |ξ |

)− m
2(m+2)

dξ
|ξ |

2
m+2+µ

dyds.

Set τ = φ(s) − |y |. Applying Hölder’s inequality as in (7.35), one then has that

|v | ≤ Cδ
1
q0
0

( ∫ 2δ0

δ0

���

∫
Rn

∫
Rn

ei[(x−y)·ξ±(φ(t)−τ−|y |) |ξ |]G
(
φ−1(τ + |y |), y

)
×

(
1 + φ(t) |ξ |

)− m
2(m+2)

dξ
|ξ |

2
m+2+µ

dy���
q0

q0−1 dτ
) q0−1

q0
. (7.58)
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To deal with the integral in (7.58), it is enough to consider the phase function with the
minus sign, since for the case of the plus sign the analysis can be done the same way.
In addition, we have that: δ0 ≤ (1/4)φ(1) and (1/2)φ(1) ≤ |y | ≤ φ(2). Indeed, note
that |y | ≤ φ(s) ≤ φ(2). One then has |y | ≥ φ(s) − 2δ0 ≥ (1/2)φ(1) if δ0 ≤ (1/4)φ(1).
However, if δ0 > (1/4)φ(1), then 10φ(2) < 40φ(2)/

(
φ(1)

)
δ0 ≤ δ ≤ 10φ(2), which yields

a contradiction.
Next we start to estimate ‖v‖Lq

x
. First note that by (7.31),

φ(t) ≥ φ(
T

2T0
) =

φ(T )
φ(2T0)

·
2

m + 2
≥ 10

φ(2)
φ(1)

· φ(1) = 10φ(2).

This together with τ < φ(s) < φ(2) yields φ(t) ≥ φ(t) − τ > (1/2)φ(t). Thus we can
replace φ(t) − τ in (7.58) with φ(t) and consider

(Tg)(t, x) =
∫
Rn

∫
{y∈Rn: 1

2φ(1)≤|y |≤φ(2)}
ei[(x−y)·ξ−(φ(t)−|y |) |ξ |]

× g(y)
(
1 + φ(t) |ξ |

)− m
2(m+2)

dξ
|ξ |

2
m+2+µ

dy, (7.59)

where φ(t) ≥ 10φ(2) − φ(2) ≥ 9φ(2) and δ < 10φ(2). Then, by Lemma A.5, (7.42)
follows from

‖ (Tg)(t, ·) ‖Lq0 ({x:δ≤φ(t)−|x |≤2δ})≤ Cφ(t)
ν
2−

m+4
q0 (m+2) δ

−ν2−
1
q0 ‖ g ‖

L
q0

q0−1 (Rn)
. (7.60)

Next we focus on the proof of (7.60). As in the proof of Proposition 7.1, we shall use
the complex interpolation method to establish (7.60). To do this, set

(Tzg)(t, x) =
(
z −

(m + 2)n + 2
2(m + 2)

)
ez2

∫
Rn

∫
Rn

ei[(x−y)·ξ−(φ(t)−|y |) |ξ |] (1 + φ(t) |ξ |
)− m

2(m+2) g(y)
dξ
|ξ |z

dy. (7.61)

To prove (7.60), we shall replace ν/2 by ν/q0 and prove

‖ (Tg)(t, ·) ‖Lq0 ({x : δ≤φ(t)−|x |≤2δ})≤ Cφ(t)
ν
q0
− m+4

q0 (m+2) δ
− ν

q0
− 1

q0 ‖ g ‖
L

q0
q0−1 (Rn)

. (7.62)

Then for some suitable µ > 0, (7.60) is a consequence of

‖(Tzg)(t, ·)‖L∞(Rn) ≤ Cφ(t)−
n−1

2 −
m

2(m+2)+µ‖g‖L1(Rn) (7.63)

with Rez = (m+2)n+2
2(m+2) + µ, and
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7.3 Large time

‖ (Tzg)(t, ·) ‖L2(Rn)≤ Cφ(t)−
m

2(m+2)
(
φ(t)

ν
2 δ−

ν+1
2
) 1
m+2 ‖ g ‖L2(Rn)

(7.64)

with Rez = 0. In fact, (7.64) interpolates with (7.63) to give

‖(Tg)(t, ·)‖Lq0 ({x:δ≤φ(t)−|x |≤2δ})

≤ Cφ(t)
ν

q0 (m+2)+
4µ

(m+2)n+2−
m+4

q0 (m+2) δ
− ν+1

(m+2)q0 ‖g‖
L

q0
q0−1 (Rn)

. (7.65)

Since δ ≤ 10φ(2), we only need ν/
(
q0(m + 2)

)
+ 4µ/

(
(m + 2)n + 2

)
≤ ν/q0 to derive

(7.62). Thus if 0 < µ ≤ min( m
2(m+2),

((m+2)n+2)(m+1)
4(m+2)q0

ν), then (7.62) is proved.

Compared to (7.24), we have two extra decaying factors φ(t)−(n−1)/2−m/
(
2(m+2)

)
+µ and

φ(t)ν/2−m/
(
2(m+2)

)
on the right sides of (7.63) and (7.64) respectively, which require a

more involved analysis.
We now prove (7.63) by the stationary phase method. To this end, for the cut-off

function β in Lemma 3.2, λ j = 2 j with j ≥ 0 and z =
(
(m + 2)n+ 2

)
/
(
2(m + 2)

)
+ µ+ iθ,

we define and estimate the dyadic operator T j
z g

|T j
z g | =

����θe−θ
2
∫
Rn

∫
Rn

ei[(x−y)·ξ−(φ(t)−|y |) |ξ |] β(
|ξ |

λ j
)
(
1 + φ(t) |ξ |

)− m
2(m+2) g(y)

dξ
|ξ |z

dy
����

≤ Cλ
n+1

2
j

(
φ(t) − φ(2)

)− n−1
2

(
λ jφ(t)

)− m
2(m+2) λ

−
(m+2)n+2

2(m+2) −µ

j ‖g‖L1(Rn)

≤ Cλ−µj φ(t)−
n−1

2 −
m

2(m+2) ‖g‖L1(Rn),

(7.66)

By summing (7.65) with respect to j ≥ 0 yields



∞∑
j=0

T j
z g

L∞(Rn)
≤ Cφ(t)−

n−1
2 −

m
2(m+2) ‖g‖L1(Rn) . (7.67)

On the other hand, for |ξ | ≤ 1, we have that

����θe−θ
2
∫
|ξ |≤1

∫
Rn

ei[(x−y)·ξ−(φ(t)−|y |) |ξ |] (1 + φ(t) |ξ |
)− m

2(m+2) g(y)
dξ
|ξ |z

dy
����

≤ C
∫
|ξ |≤1

(
1 + φ(t) |ξ |

)− n−1
2 −

m
2(m+2) |ξ |−

(m+2)n+2
2(m+2) −µdξ‖g‖L1(Rn)

≤ C
∫ 1

0
(1 + φ(t)r)−

n−1
2 −

m
2(m+2) r−

n
2−

1
m+2−µrn−1dr ‖g‖lL1(Rn) .

(7.68)
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7 Lq estimate for q = q0

Here, we note that n − 1 − n/2 − 1/(m + 2) = n/2 − 1 − 1/(m + 2) − µ > −1 for
0 < µ ≤ m/

(
2(m + 2)

)
, m ≥ 1 and n ≥ 3. Thus, the integral in the last line of (7.67) is

convergent. In order to give a precise estimate, set ρ = (1 + φ(t)r)1/
(
2(m+2)

)
. Then

∫ 1

0

(
1 + φ(t)r

)− n−1
2 −

m
2(m+2) r−

n
2−

1
m+2−µrn−1 dr

=

∫ (1+φ(t))
1

2(m+2)

1
ρ2−(m+2)n

(
ρ2(m+2) − 1

φ(t)

) n
2−1− 1

m+2−µ

d
ρ2(m+2) − 1

φ(t)

≤ Cφ(t)−
n
2+

1
m+2+µ

∫ (1+φ(t))
1

2(m+2)

1

ρ(m+2)n−2(m+3)−2(m+2)µρ2(m+2)−1

ρ(m+2)n−2 dρ

= Cφ(t)−
n
2+

1
m+2+µ

∫ (1+φ(t))
1

2(m+2)

1
ρ−(m+2)µ−1 dρ

≤ Cµφ(t)−
n−1

2 −
m

2(m+2)+µ.

(7.69)

Thus, (7.68) and (7.69) yield (7.63) with a constant C that depends on m, n, and µ.
To get (7.64), the small frequencies and large frequencies will be treated separately in

the Fourier integral operator of (7.51). As in [7], we shall use the Sobolev trace theorem to
handle the small frequencies. More specifically, we first introduce a function ρ ∈ C∞(Rn)

such that

ρ(ξ) =



1, |ξ | ≥ 2,

0, |ξ | ≤ 1.

For α = 1 + ν, we have

(Tzg)(t, x) = (Rzg)(t, x) + (Szg)(t, x),

where

(Rzg)(t, x) =
(
z −

(m + 2)n + 2
2(m + 2)

)
ez2

∫
Rn

∫
1
2φ(1)≤|y |≤φ(2)

ei[(x−y)·ξ−(φ(t)−|y |) |ξ |]

×
(
1 + φ(t) |ξ |

)− m
2(m+2)

(
1 − ρ

(
φ(t)1−αδαξ

))
g(y)

dξ
|ξ |z

dy,

(Szg)(t, x) =
(
z −

(m + 2)n + 2
2(m + 2)

)
ez2

∫
Rn

∫
1
2φ(1)≤|y |≤φ(2)

ei[(x−y)·ξ−(φ(t)−|y |) |ξ |]

×
(
1 + φ(t) |ξ |

)− m
2(m+2) ρ

(
φ(t)1−αδαξ

)
g(y)

dξ
|ξ |z

dy.

We need to prove that

‖(Rzg)(t, ·)‖L2(Rn) ≤ Cφ(t)−
m

2(m+2)
(
φ(t)α−1δ−α

) 1
m+2 ‖g‖L2(Rn) (7.70)

64
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for Rez = 0, and

‖Szg(t, ·)‖L2({x:δ≤φ(t)−|x |≤2δ}) ≤ Cδ−1/2 (φ(t)αδ−α
)− m

2(m+2) ‖g‖L2(Rn),

= Cφ(t)−
m

2(m+2)
(
φ(t)α−1δ−α

) 1
m+2

(
δ

φ(t)

) α−1
2
‖g‖L2(Rn)

≤ Cφ(t)−
m

2(m+2)
(
φ(t)α−1δ−α

) 1
m+2 ‖g‖L2(Rn)

(7.71)

for Rez = 0. In order to prove (7.70), we shall apply Lemma 3.2 of [7] and a duality
argument. For h ∈ L2(Rn), due to (R∗z h, ḡ) = (h, ¯Rzg),

‖Rzg‖L2 = sup
h∈L2

��(h, ¯Rzg)��
‖h‖L2

≤ sup
h∈L2

‖R∗z h‖L2

‖h‖L2
‖g‖L2 .

Since

(Rzg)(t, x) =
(
z −

(m + 2)n + 2
2(m + 2)

)
ez2

∫
Rn

∫
1
2φ(1)≤|y |≤φ(2)

ei[(x−y)·ξ−(φ(t)−|y |) |ξ |]

×
(
1 − ρ

(
φ(t)1−αδαξ

)) (
1 + φ(t) |ξ |

)− m
2(m+2) g(y)

dξ
|ξ |z

dy,

the adjoint operator of Rzg is

(R∗z h)(y) =
(
z̄ −

(m + 2)n + 2
2(m + 2)

)
e z̄2

∫ ∫
ei[(y−x)·ξ+(φ(t)−|y |) |ξ |]

×
(
1 − ρ

(
φ(t)1−αδαξ

)) (
1 + φ(t) |ξ |

)− m
2(m+2) h(x)

dξ
|ξ | z̄

dxdξ

=

(
z̄ −

(m + 2)n + 2
2(m + 2)

)
e z̄2

∫
ei(y·ξ−|y | |ξ |)eiφ(t) |ξ |

× (1 − ρ(φ(t)1−αδαξ))
(
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−z̄ ĥ(ξ) dξ.

Denote

Ĥ (ξ) = eiφ(t) |ξ |
(
1 − ρ

(
φ(t)1−αδαξ

)) (
1 + φ(t) |ξ |

)− m
2(m+2) |ξ |−z̄ ĥ(ξ).

Then it follows from Lemma 3.2 of [7] and a direct computation that

‖R∗zg‖L2(φ(1)/2≤|y |≤φ(2))

≤ C
(
‖Ĥ ‖L2(|ξ |≤1) +

∞∑
k=0

2k/2‖Ĥ ‖L2(2k≤|ξ |≤2k+1)

)
(by Lemma 3.2 of [7])

≤ C
(
‖Ĥ ‖L2(|ξ |≤1) +

∞∑
2k+1≤φ(t)α−1δ−α

2k/2‖Ĥ ‖L2(2k≤|ξ |≤2k+1)

)
.

If k ≥ 0, then

‖Ĥ ‖L2(2k≤|ξ |≤2k+1) ≤ C2−k m
2(m+2) φ(t)−

m
2(m+2) ‖ ĥ‖L2(2k≤|ξ |≤2k+1) . (7.72)
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Now the remaining part is the case |ξ | ≤ 1. We first consider the special case that ĥ(ξ) is a
polynomial. More specifically, we assume that ĥ(ξ) = ξ l

1. Since the region {|ξ | ≤ 1} is
contained in the region D = {|ξ j | ≤ 1, j = 1, ..., n}, D′ = {|ξ j | ≤ 1, j = 2, ..., n}, we only
need to estimate the integral

I =
∫

D

ξ2l
1

(1 + φ(t) |ξ |)
m

m+2
dξ. (7.73)

But this integral is treated in Lemma A.6, thus (7.70) is established.
Now we turn to deal with (7.71). Denote Kz by the kernel of the operator Sz. Then

Kz (t; x, y) =
(
z −

(m + 2)n + 2
2(m + 2)

)
ez2

∫
Rn

ei[(x−y)·ξ−(φ(t)−|y |) |ξ |]

× ρ
(
φ(t)1−αδαξ

) (
1 + φ(t) |ξ |

)− m
2(m+2)

dξ
|ξ |z

with Rez = 0. Note that in this case |ξ | ≥ φ(t)α−1δ−α. Therefore, it follows from Lemma
3.3 of [7] and our assumption δ ≤ 10φ(2) that, for any N ∈ R+,

|Kz | ≤ CN
( δ

φ(t)

)N (
φ(t)αδ−α

)− m
2(m+2) ≤ C̃N

( 1
φ(t)

)N (
φ(t)αδ−α

)− m
2(m+2)

if ���|x − y | − ��φ(t) − |y |��
��� ≥ δ/2.

This yields (7.71)when ���|x−y |−
��φ(t)−|y |��

��� ≥ δ/2. For the case of
���|x−y |−

��φ(t)−|y |��
��� <

δ/2, analogously treated as in Lemma 3.4-Lemma 3.5 and Proposition 3.6 of [7], (7.71)
can also be derived. Here we omit the detail, since the proof is completely similar to that
of [7].

Remark 7.3. Note that (7.71) is actually stronger than (7.64) and (7.70) by our assumptions
of δ ≤ δφ(T0) ≤ φ(T ) and T/2 ≤ t ≤ T .

(7.70) together with (7.71) yield (7.64). Collecting all the results above, (7.42) is
proved.

Based on (7.42), we know that (7.2) is established.
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To prove (6.25), we need the following result, which is a variant of Lemma 3.2 in [7]

Lemma 8.1. One has



∫
ei[x·ξ+t |ξ |] f̂ (ξ) dξ

L2({x : δ≤t−|x |≤2δ})

≤ Cδ1/2
(
‖ f̂ ‖L2(|ξ |≤1) +

∞∑
k=0

2k/2‖ f̂ ‖L2(2k≤|ξ |≤2k+1)

)
.

Proof. Note that



∫
ei[x·ξ+t |ξ |] f̂ (ξ) dξ

L2({x:δ≤t−|x |≤2δ})

= (t − δ)−
n
2



∫
ei[x·ξ+ t

t−δ |ξ |] f̂ (
ξ

t − δ
) dξ

L2({x: t−2δ
t−δ ≤|x |≤1})

.

By applying the Sobolev trace theorem to the function
∫

ei[x·ξ+ t
t−δ |ξ |] f̂ ( ξ

t−δ ) dξ with respect
to the variable x, we find that∫

θ∈Sn−1

���e
i[rθ·ξ+ t

t−δ |ξ |] f̂ (
ξ

t − δ
) dξ���

2
dθ

≤ C
( f̂ (

ξ

t − δ
)
L2( |ξ |≤1)

+

∞∑
j=0

2 j/2 f̂ (
ξ

t − δ
)
L2(2j≤|ξ |≤2j+1)

)2
. (8.1)

Integrating (8.1) with respect to r yields



∫
ei[x·ξ+t |ξ |] f̂ (ξ) dξL2({x:δ≤t−|x |≤2δ})

≤
( t − 2δ

t − δ

) n−1
2

( δ

t − δ

) 1
2 (t − δ)−

n
2
( f̂ (

ξ

t − δ
)L2( |ξ |≤1)

+

∞∑
j=0

2
j
2  f̂ (

ξ

t − δ
)L2(2j≤|ξ |≤2j+1)

)
≤ Cδ

1
2
(
‖ f̂ (ξ) ‖L2(|ξ |≤1) +

∞∑
j=0

2
j
2 ‖ f̂ (ξ) ‖L2(2j≤|ξ |≤2j+1)

)
.
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Wenow start to prove (4.21). Suppose thatw solves (4.3), where F ≡ 0 for φ(t)−|x | < 1.
By Theorem 2.1 of [36], we have

‖w(t, ·)‖L2(Rn) ≤ Ct
∫ t

0
‖F (s, ·)‖L2(Rn) ds,

which yields, for 0 ≤ t ≤ 5,

‖w‖L2([0,5]×Rn) ≤ C‖F‖L2([0,5]×Rn) .

Note, for 0 ≤ t ≤ 5, that φ(t) − |x | is bounded from below and above, thus, for any ν > 0,


(
φ(t)2 − |x |2

) m−2
2(m+2)−νw

L2([0,5]×Rn)
≤ C

(
φ(t)2 − |x |2

) 1
2+νFL2(R1+n

+ )
. (8.2)

Next we suppose φ(T ) ≥ 10 φ(2)/φ(1). We split w as w = w0 + w1, where




(∂2
t − tm

∆)w j = F j,

w j (0, x) = 0, ∂tw
j (0, x) = 0

with

F0 =




F, t ≤
T
10
,

0, t >
T
10
,

and F = F0 + F1. Then in order to prove (6.25), it suffices to show that for j = 0, 1,


(
φ(t)2 − |x |2

) m−2
2(m+2)−νw jL2({(t,x):T/2≤t≤T })

≤ Cφ(T )−ν/4
(
φ(t)2 − |x |2

)1/2+νF jL2(R1+n
+ )

. (8.3)

8.1 Estimate of w1

We first deal with w1. As in Proposition 4.2, we shall establish


(
φ(t)2 − |x |2

) m−2
2(m+2) w1L2({(t,x) : T/2≤t≤T, |x |≤φ(t)/2})

≤ C
(
φ(t)2 − |x |2

)1/2F1L2(R1+n
+ )

.

(8.4)

Set w1
T (t, x) = w1(Tt,T

m+2
2 x) and F1

T (t, x) = T2F1(Tt,T
m+2

2 x). To show (8.4), it suffices
to prove that


(
φ(t)2 − |x |2

) m−2
2(m+2) w1

T
L2({(t,x) : 1/2≤t≤1, |x |≤ φ(t)

2 })
≤ C

(
φ(t)2 − |x |2

) 1
2 F1

T
L2(R1+n

+ )
. (8.5)
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8.2 Estimation of w0

Note that in the domain of integration is {(t, x) : 1/2 ≤ t ≤ 1, |x | ≤ φ(t)/2}, the
behavior of the weight (φ(t)2 − |x |2)

m−2
2(m+2) on the left side of (8.5) behaviors like a positive

constant. Then, in order to derive (8.5), we only need to prove

‖w1
T ‖L2({(t,x) : |x |≤φ(t)/2, 1/2≤t≤1}) ≤ C

(
φ(t)2 − |x |2

)1/2F1
T

L2(Rn+1
+ )

. (8.6)

Recall that in (7.6) we have

wT (t, x) =
∫ t

0

{
V2(t, Dx)V1(s, Dx) − V1(t, Dx)V2(s, Dx)

}
FT (s, x) ds.

From (4.7)-(4.40) we know that the amplitude function a1 of V2(t, Dx)V1(s, Dx) satisfies

��∂
β
ξ a(t, s, ξ)�� ≤ Ct

(
1 + φ(t) |ξ |

)− m+4
2(m+2)

(
1 + φ(s) |ξ |

)− m
2(m+2) |ξ |−| β | . (8.7)

By our assumption, t ≤ 1. Thus the term on the right side of (8.7) can be controlled by
|ξ |−| β |. The argument for V1(t, Dx)V2(s, Dx)) is similar, thus we only need to consider the
operators like∫ t

0

∫
Rn

ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |] |ξ |−z F̂ (s, ξ) dξds withRez = 0.

From this, as in the proof of (7.24), we get (8.6). Furthermore, recall the argument how we
use (6.5) to derive (6.1), we use (8.7) and the same method to establish (8.4).

8.2 Estimation of w0

Next we estimate w0. Note that by an analogous treatment on w0 in (7.38)-(7.42), (8.3)
will follow from

φ(T )
m−2

2(m+2)−
ν
2 δ

m−2
2(m+2)+

ν
2 ‖v‖L2({(t,x) : T/2≤t≤T, δ≤φ(t)−|x |≤2δ}) ≤ Cδ1/2

0 ‖G‖L2(R1+n
+ ), (8.8)

where supp G ⊆ {(t, x) : 1 ≤ t ≤ 2, δ0 ≤ φ(t) − |x | ≤ 2δ0}, φ(T ) ≥ 10φ(2)/φ(1), and
δ ≥ δ0.

8.2.1 The case δ ≥ 10φ(2)

As in Subsection 7.3.2, we shall use the pointwise estimate to handle the case of φ(t)− |x | ≥

δ ≥ 10φ(2). We can write

v =

∞∑
j=−∞

v j =

∞∑
j=−∞

∫
Rn

∫
Rn

K j (t, x; s, y)G(s, y)dyds,
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8 Lq estimate for q = 2

where

K j (t, x; s, y) =
∫
Rn

ei((x−y)·ξ+(φ(t)−φ(s)) |ξ |) β(|ξ |/2 j )a(t, s, ξ)Ĝ(s, ξ) dξ.

By (7.54) and Hölder’s inequality, we arrive at

|v j | ≤
K j (t, x; s, y)

(
φ2(t) − |x |2

)1/2L2
s,y


(
φ2(t) − |x |2

)−1/2G(s, y)L2
s,y

.

Taking N = n/2− 1/(m + 2) in (7.54) and repeating the computations of (7.55) and (7.56),
we have

K j (t, x; s, y)
(
φ2(t) − |x |2

)1/2L2
s,y

≤ Cδ
1
2
0 φ(t)−

n−1
2 +

1
2−

m
2(m+2) (φ(t) − |x |)

1
m+2−

n
2+

1
2

and ( ∫
Rn

∫
Rn

{(
φ(t)2 − |x |2

)−1/2G(s, y)
}2dyds

)1/2
≤ C

(
δφ(T )

)−1/2
‖G‖L2(R1+n

+ ) .

In addition, by −(n − 1)/2 + 1/(m + 2) < −1/2 for n ≥ 3, m ≥ 1, a direct computation
reveals

φ(t)−
n−1

2 +
1
2−

m
2(m+2)

(
φ(t) − |x |

)− n−1
2 +

1
m+2 L2

s,y

≤ Cn
( ∫ T

T
2

φ(t)−(n−1)+ 2
m+2

∫ φ(t)−10φ(2)

0

(
φ(t) − r

) 2
m+2−(n−1)rn−1drdt

) 1
2

≤ C
( ∫ T

T
2

φ(t)
2

m+2 dt
) 1

2

≤ CT .

(8.9)

Thus we obtain

φ(T )
m−2

2(m+2)−
ν
2 δ

m−2
2(m+2)+

ν
2 ‖ v ‖L2({(t,x):T2 ≤t≤T, δ≤φ(t)−|x |≤2δ})

≤ φ(T )
m−2

2(m+2)−
ν
2 δ

1
2+

ν
2 δ1/2

0
(
δφ(T )

)− 1
2 T ‖G‖L2(R1+n

+ )

≤ Cδ1/2
0 ‖G‖L2(R1+n

+ ) .
(8.10)

8.2.2 The case δ0 ≤ δ ≤ 10φ(2)

Next we study (8.8) in case φ(t) − |x | ≤ 10φ(2). At first, we claim that under certain
restriction of ξ, this case can be treated as the proof of (7.63) in Section 7. Indeed, recalling
(4.7)-(4.40) and noting that t ≥ s ≥ 1, we can assume that

v =

∫ t

0

∫
Rn

∫
Rn

ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |]φ(t)−
m

2(m+2) |ξ |−1G(s, y) dydξds.
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8.2 Estimation of w0

As in Subsection 7.3.2, we split v into a low frequency part and high frequency part. To
this end, we choose a function β ∈ C∞0 (Rn) satisfying β = 1 near the origin such that
v = v0 + v1, where

v1 =

∫ t

0

∫
Rn

∫
Rn

ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |]φ(t)−
m

2(m+2)
1 − β(δξ)
|ξ |

G(s, y) dydξds

=

∫ t

0
T1(t, s, x) ds.

Note (1 − β(δξ))/|ξ | = O(δ). Then the expression of v1 is similar to (7.61) with Rez = 0
except the extra term δφ(t)−

m
2(m+2) . Consequently we can apply (7.63) to get

‖T1(t, s, ·)‖L2(Rn) ≤ Cφ(t)
ν
2−

m
2(m+2) δ−

ν
2+

1
2 ‖G(s, ·)‖L2(Rn),

which yields

‖v1‖L2 ≤ Cδ
1
2
0 δ
−ν2+

1
2 φ(T )

ν
2−

m−2
2(m+2) ‖G‖L2(R1+n

+ ) .

Due to δ ≤ 10φ(2), the estimate (8.8) for v1 immediately follows.
We now estimate v0. At first, one notes that

���

∫
|ξ |≤1

ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |]φ(t)−
m

2(m+2)
β(δξ)
|ξ |

dξ���

≤ C
(
1 + ��φ(t) − φ(s)��

)− n−1
2 φ(t)−

m
2(m+2)

≤ C
(
1 + |x − y |

)− n−1
2 φ(t)−

m
2(m+2) .

In the last step we have used the fact φ(t) − φ(s) ≥ |x − y |, see Lemma A.1.
Thus it follows from a direct computation that inequality (8.8) holds if we replace v by

v01 =

∫ t

0

∫
Rn

∫
|ξ |≤1

ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |]φ(t)−
m

2(m+2)
β(δξ)
|ξ |

G(s, y) dydξds.

Indeed, one has

‖v01‖L2({(t,x):T2 ≤t≤T,δ≤φ(t)−|x |≤2δ})

≤


$
|ξ |≤1

ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |]φ(t)−
m

2(m+2)
β(δξ)
|ξ |

dξG(s, y)dyds
L2

t,x

≤ C


" (
1 + ��x − y��

)− n−1
2 φ(t)−

m
2(m+2) G(s, y) dyds

L2
t,x

≤ Cφ(T )−
m

2(m+2) 
(
‖
(
1 + ��x − y��

)− n−1
2 ‖L2

s,y
‖G‖L2

)L2
t,x

≤ Cφ(T )−
m

2(m+2) ‖G‖L2

( ∫ T

T
2

∫
δ≤φ(t)−|x |≤2δ

(
1 + |x − y |

)−(n−1) dxdt
)1/2L2

s,y

.
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8 Lq estimate for q = 2

By |y | ≤ φ(2), (1/2) |x | ≤ |x − y | ≤ 2|x | if |x | ≥ 2φ(2). On the other hand, if |x | < 2φ(2),
then the integral with respect to x in last line is finite and can be controlled by δ. This
yields


( ∫ T

T
2

∫
δ≤φ(t)−|x |≤2δ

(1 + ��x − y��)−(n−1)dxdt
)1/2L2

s,y

≤ C

( ∫ T

T
2

∫ φ(t)−δ

φ(t)−2δ
drdt

)1/2L2
s,y

≤ C(δ0δT )1/2,

which implies that the left side of (8.8) is controlled by

φ(T )
m−2

2(m+2)−
ν
2 δ

m−2
2(m+2)+

ν
2 φ(T )−

m
2(m+2) (δ0δT )

1
2 ‖G‖L2 ≤ Cδ

1
2
0 ‖G‖L2(Rn+1

+ ) . (8.11)

Consequently, our proof will be complete if we can show that

φ(T )
m−2

2(m+2)−
ν
2 δ

m−2
2(m+2)+

ν
2 ‖v02‖L2({(t,x):T2 ≤t≤T,δ≤φ(t)−|x |≤2δ}) ≤ Cδ

1
2
0 ‖G‖L2(Rn+1

+ ), (8.12)

where

v02 =

∫ t

0

∫
Rn

∫
|ξ |≥1

ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |]φ(t)−
m

2(m+2)
β(δξ)
|ξ |

G(s, y) dydξds.

The first step in proving (8.12) is to notice that

‖v02‖L2({(t,x):T2 ≤t≤T,δ≤φ(t)−|x |≤2δ}) ≤


∫
‖T̃G‖L2({x:δ≤φ(t)−|x |≤2δ}) ds

L2({t : T/2≤t≤T })
,

where

T̃G =
∫ ∫

|ξ |≥1
ei[(x−y)·ξ+(φ(t)−φ(s)) |ξ |]φ(t)−

m
2(m+2)

β(δξ)
|ξ |

G(s, y) dydξ.

To estimate ‖T̃G‖L2({x:δ≤φ(t)−|x |≤2δ}). It follows from Lemma 8.1 and a direct computation
that

φ(T )
m−2

2(m+2)−
ν
2 δ

m−2
2(m+2)+

ν
2 ‖v02‖L2({(t,x) : T

2 ≤t≤T, δ≤φ(t)−|x |≤2δ})

≤ Cφ(T )
m−2

2(m+2)−
ν
2 δ

m−2
2(m+2)+

ν
2 δ

1
2 T

1
2 φ(T )−

m
2(m+2)

×

( ∞∑
j=0

2
j
2 

"
ei[−y·ξ−φ(s)) |ξ |] β(δξ)

|ξ |
G(s, y)dydsL2(2j≤|ξ |≤2j+1)

)
≤ Cδ

m
m+2

( ∞∑
j=0



$
2j≤|ξ |≤2j+1

ei[(x−y)·ξ−φ(s)) |ξ |] β(δξ)

|ξ |
1
2

G(s, y)dydξdsL2
x

)
.

(8.13)
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8.2 Estimation of w0

Then applying Hölder’s inequality as in (7.58) yields



$
2j≤|ξ |≤2j+1

ei[(x−y)·ξ−φ(s)) |ξ |] β(δξ)

|ξ |
1
2

G(s, y) dydξds
L2

x

≤ Cδ1/2
0

("
2j≤|ξ |≤2j+1

ei[(x−y)·ξ−( |y |+τ) |ξ |] β(δξ)

|ξ |
1
2

G(φ−1( |y | + τ), y)dydξ���dxdτ
)1/2

.

(8.14)

On the other hand, by applying Lemma 3.2 of [7], we obtain that, for each fixed j ≥ 0,



"
2j≤|ξ |≤2j+1

ei[(x−y)·ξ−(|y |+τ) |ξ |] β(δξ)

|ξ |
1
2

G(φ−1(|y | + τ), y) dydξ
L2

τ,x

≤ C
("

φ(1)≤|y |+τ≤φ(2)

���G
(
φ−1(|y | + τ), y

) ���
2

dydτ
) 1

2

= C
("

φ(1)≤|y |+τ≤φ(2)

���G
(
φ−1( |y | + τ), y

) ���
2

dτdy
) 1

2 (Fubini’s Theorem)

≤ C
( ∫
Rn

∫ 2

1
|G(s, y) |2s

m
2 dsdy

) 1
2

≤ C
( ∫
Rn

∫ 2

1
|G(s, y) |2 dsdy

) 1
2

≤ C‖G‖L2(Rn+1
+ ) (by Fubini’s Theorem).

(8.15)

Furthermore, in the support of β(δξ), one has 2 jδ ≤ |ξ |δ ≤ C, which yields

j ≤ C(1 + | ln δ |). (8.16)

Substituting (8.15) and (8.16) into (8.14) and further (8.13), we have

φ(T )
m−2

2(m+2)−
ν
2 δ

m−2
2(m+2)+

ν
2 ‖v02‖L2({(t,x) : T

2 ≤t≤T, δ≤φ(t)−|x |≤2δ})

≤ Cδ
m

m+2 (1 + | ln δ |)δ
1
2
0 ‖G‖L2(Rn+1

+ )

≤ Cδ
1
2
0 ‖G‖L2(Rn+1

+ ) .

Hence, we have completed the proof of (6.25). �
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A Appendix

Lemma A.1. Under condition (7.18), φ(t) − φ(s) admits a positive lower bound.

Proof. From Theorem 2.4 of [37], we have that

wT (t, x) =Cm

∫ t

0

∫ φ(t)−φ(s)

0
∂r1ψ(FT )s (r1, x)

(
φ(t) + φ(s) + r1

)−γ
×

(
φ(t) + φ(s) − r1

)−γG
(
γ, γ, 1, z

)
dr1ds,

(A.1)

where z = (−r1+φ(t)−φ(s))(−r1−φ(t)+φ(s))
(−r1+φ(t)+φ(s))(−r1−φ(t)−φ(s)) , G

(
γ, γ, 1, z

)
is the hypergeometric function, and

ψg (r1, x) stands for the solution of the linear wave equation




∂2
r1v − ∆v = 0,

v(0, x) = 0, ∂r1v(0, x) = g(x).

Then by finite propagation speed for the linear wave equation and the expression (A.1), we
have that, for any (s, y) ∈ supp FT and (t, x) ∈ suppwT ,

φ(t) − φ(s) ≥ |x − y |. (A.2)

Denote by wT = 〈K (t, x; s, y), FT (s, y)〉. Then, for any fixed (x, y), if (t, x; s, y) ∈ supp K ,
it follows from the support condition of FT that φ(t)− φ(s) takes its maximum |x − y | when
φ(t) − φ(s) = |x − y | and φ(s) − |y | = (1/4)φ(1/2). In fact, since the support of K with
respect to the space variable is symmetric, we can assume x = (|x |, 0, ..., 0). Figure A.1
illustrates the case when s takes its minimum.

In Figure A.1, l1 denotes the surface φ(s) − |y | = 1/(T m+2), l2 denotes the surface
φ(s) − |y | = (1/4)φ(1/2), and l3 is the characteristic cone φ(t̄) − φ(s) = | x̄ − y | for fixed
(t̄, x̄). The domain ABCD is the admissible area for (s, y) when y1 > 0. It is clear that s

assumes its maximum at the point C, where φ(t̄) − φ(s) assumes its minimum.
We now show that φ(t)−φ(s) has a positive lower bound: Fix (t, x) ∈ {(t, x) : 1/2 ≤ t ≤

1, |x | ≤ (1/2)φ(t)}, (otherwise, rotate in the x variable), we assume x = (|x |, 0, . . . , 0) and



A Appendix

x1

t (t̄, x̄)

l1

l2

l3

A

B

C

D

Figure A.1: The boundary of the domain

denote by y = (y1, y
′). By φ(t) − φ(s) = |x − y | and φ(s) − |y | = a with a = (1/4)φ(1/2),

we have
2
(
φ(t) − a

)
φ(s) = φ2(t) − a2 + 2|x |y1 − |x |2.

Since φ(t) − a ≥ φ(1/2) − (1/4)φ(1/2) > 0, φ(s) is a monotone increasing function of y1.
So, we may take y = (|y |, 0) to derive a lower bound of φ(t) − φ(s). In this case, we have

2
(
φ(t) − a

)
φ(s) = φ2(t) − a2 + 2|x |

(
φ(s) − a

)
− |x |2,

which yields, φ(s) =
(
φ(t) + |x | + a

)
/2 and

φ(t) − φ(s) =
φ(t) − |x | − a

2
≥
φ(t) − φ(t)/2 − a

2
≥ φ(1/2)/8 > 0. (A.3)

Thus the proof of Lemma A.1 is complete. �

Lemma A.2. Setting f = τ1/2s−m/2FT in (7.29), we get (7.24).

Proof. It follows from (7.28), f = τ1/2s−m/2FT , and the assumption φ(s) ≥ (1/8)φ(1/2)

that


{ ∫
���τ

1
2
(
z −

(m + 2)n + 2
2(m + 2)

− δ
)
ez2

∫
Rn

∫
Rn

ei[(x−y)·ξ+(φ(t)−τ−|y |) |ξ |]

× FT
(
φ−1(τ + |y |), y

)
s−

m
2

dξ
|ξ |z

dy���
2
dτ

}1/2L2({|x |≤ φ(t)
2 , 1

2≤t≤1})

≤ C
{ ∫

τ
1
2 s−

m
2
(
φ(s)2 − |y |2

)− 1
2
(
φ(s)2 − |y |2

) 1
2 FT

(
φ−1(τ + |y |), y

)
2

L2 dτ
} 1

2

≤ C

(
φ(s)2 − |y |2

) 1
2 FT (s, y)

L2
.

Together with (7.29), this yields (7.24). �
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Lemma A.3. Let w solve (4.3) and denote w as w = 〈K (t, x; s, y), F (s, y)〉. If 0 ≤
φ(t) − |x | ≤ 1, φ(t)/10 ≤ φ(s) ≤ φ(t), and φ(s) − 1 ≤ |y | ≤ φ(s), then

���
x
|x |
−

y

|y |
��� ≤

C√
φ(t)

if (t, x, s, y) ∈ supp K (t, x; s, y),

for some constant C > 0.

Proof. When t is small, the lemma holds naturally. So we can assume that, say, φ(t) ≥ 20.
Since φ(s) ≥ φ(t)/10 ≥ 2 and φ(s) − 1 ≤ |y |, we have 2|y | ≥ φ(s). Recall that in (A.2)
we have

K (t, x; s, y) = 0 if |x − y | > φ(t) − φ(s).

Then using the identity

|x − y |2 = ( |x | − |y |)2 + 2( |x | |y | − x · y) = (|x | − |y |)2 + |x | |y |��x/|x | − y/|y |��2,

we have that |x − y |2 ≤ (φ(t) − φ(s))2 is equivalent to

��x/|x | − y/|y |��2 ≤
(φ(t) − φ(s))2 − (|x | − |y |)2

|x | |y |

=

(
φ(t) − |x | −

(
φ(s) − |y |

) (
φ(t) + |x | −

(
φ(s) + |y |

))
|x | |y |

≤ C
(
φ(t) − |x |

) (
φ(t) + |x |

)
φ(t)φ(s)

.

(A.4)

Now we note that 0 ≤ φ(t) − |x | ≤ 1 and φ(s) ≥ φ(t)/10. Then the result follows
immediately. �

Lemma A.4. Suppose that K (x, y) is a measurable function on Rm × Rn and set

T f (x) =
∫

K (x, y) f (y)dy.

Suppose further that we can write Rm and Rn as disjoint unions Rm =
⋃

j∈Zd A j and
Rn =

⋃
k∈Zd Bk , where if x ∈ A j , then K (x, y) = 0 when y ∈ Bk with | j − k | ≥ C, for

some constant C. Then, if we let Tj k denote the integral operator with kernel K j k , where
K j k (x, y) = K (x, y) if (x, y) ∈ A j × Bk and zero otherwise,

‖T ‖Lp→Lq ≤ Cd · sup
j,k
‖Tj k ‖Lp→Lq,

provided that 1 ≤ p ≤ q ≤ ∞.

Lemma A.5. If (7.60) holds, then (7.42) holds true.
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Proof. If (7.60) holds, then we have

‖v‖Lq0 ({(t,x) : δ≤φ(t)−|x |≤2δ})

≤ Cδ
1
q0
0


( ∫ 2δ0

δ0

‖(TG)
(
φ(t) − τ, ·

)
‖

q0
q0−1

Lq0 ({x:δ≤φ(t)−|x |≤2δ})dτ
) q0−1

q0 L
q0
t

≤ Cδ
1
q0
0



( ∫ ((
φ(t) − τ

) ν− m+4
q0 (m+2) δ

−ν− 1
q0 ‖G(τ, ·)‖

L
q0

q0−1

) q0
q0−1 dτ

) q0−1
q0 L

q0
t

≤ Cδ
1
q0
0

φ(t)ν−
m+4

q0 (m+2) δ
−ν− 1

q0
( ∫

‖G(τ, ·)‖
q0

q0−1

L
q0

q0−1
dτ

) q0−1
q0 L

q0
t

≤ Cδ
1
q0
0 δ
−ν− 1

q0
( ∫ T

T
2

φ(t)q0ν−
m+4
m+2 dt

) 1
q0 ‖G‖

L
q0

q0−1

≤ Cδ
1
q0
0 δ
−ν− 1

q0 φ(T )ν−
1
q0 ‖G‖

L
q0

q0−1
,

which shows that (7.42) holds. �

Lemma A.6. L2 estimation in case |ξ | ≤ 1.

Proof. We first prove the L2 estimate for all the polynomials, then use approximation to
get the general result. Let ξ = (ξ1, ξ

′). For the polynomial function ξα1 we have

I =
∫

D′

∫ 1

−1

ξ2l
1

(1 + φ(t) |ξ |)
m

m+2
dξ1dξ′

=

∫
D′

1
2l + 1

∫ 1

−1

dξ2l+1
1

(1 + φ(t) |ξ |)
m

m+2
dξ′

=
2

2l + 1

∫
D′

1
(1 + φ(t) |ξ |)

m
m+2

dξ′���ξ1=1

+
m

(2l + 1)(m + 2)

∫
D′

∫ 1

−1

ξ2l+1
1

ξ1
|ξ |φ(t)

(1 + φ(t) |ξ |)
m

m+2+1 dξ1dξ′

≤
2

2l + 1

∫
D′

1
(1 + φ(t))

m
m+2

dξ′ +
m

(2l + 1)(m + 2)

∫
D′

∫ 1

−1

ξ2l
1 |ξ |φ(t)

(1 + φ(t) |ξ |)
m

m+2+1 dξ1dξ′

≤ 2
Cn

2l + 1
(1 + φ(t))−

m
m+2 +

m
(2l + 1)(m + 2)

∫
D′

∫ 1

−1

ξ2l
1

(1 + φ(t) |ξ |)
m

m+2
dξ1dξ′,

where Cn =
∫

D′ dξ
′ depends only on n. Thus we have

(1 −
m

m + 2
)I ≤ 2

Cn

2l + 1
(1 + φ(t))−

m
m+2 = 2

∫
D
ξ2l

1 dξ (1 + φ(t))−
m

m+2

=⇒

( ∫
D

ξ2l
1(

1 + φ(t) |ξ |
) m
m+2

dξ
) 1

2
≤ Cm‖ξ

l
1‖L2(D) (1 + φ(t))−

m
2(m+2) .
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Analogously, we can prove similar estimates for all the polynomial functions. Now, for
every fixed t and nonzero h ∈ L2, we can find a continuous function g, such that

‖ ĥ − g‖L2(D) ≤
1
3
‖ ĥ‖L2(D) (1 + φ(t))−

m
2(m+2) .

In addition, since D is compact, by the Stone-Weierstrass theorem, we can find a polynomial
p such that

‖p − g‖L2(D) ≤
1
3
‖ ĥ‖L2(D) (1 + φ(t))−

m
2(m+2) .

Then a approximation argument gives the estimate

‖Ĥ ‖L2(D) ≤ Cφ(t)−
m

2(m+2) ‖ ĥ‖L2(D) . (A.5)

�
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