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Calibration of the ATLAS B-tagger and the search for the
ttH(H — bb) process at /s = 13 TeV with the ATLAS experiment at
the LHC

Abstract

Top quarks and Higgs bosons are the heaviest particles in the Standard Model of particle physics
and are the subject of many analyses performed with the ATLAS experiment at the LHC at
CeERN. The Higgs boson was discovered in 2012 and is expected to play a major role in the
way fundamental particles acquire mass, but also in potential new physics beyond the Standard
Model. However, many of its properties have not been measured yet. One such property is its
interaction with the top quark, represented by the top Yukawa coupling. The best way to measure
this coupling is by observing the associated production of a Higgs boson with a top-antitop quark
pair (ttH) at the Luc. Furthermore, investigating such cases in which the Higgs boson decays
into a bottom-antibottom quark pair (t#H(H — bb)) opens a window to also measuring the
Yukawa coupling to the bottom quark. As the top and antitop quarks are expected to decay via
the charged-current weak interaction into bottom and antibottom quarks as well, this analysis is
dependent on a very efficient and precise method to identify jets originating from bottom quarks.
The calibration of these identification methods employed in the ATLAS experiment is presented.
It is based on 80.5 fb~! of data collected at a centre-of-mass energy of /s = 13 TeV in the years
2015, 2016, and 2017. This calibration produces scale factors which can be used to correct the
predicted identification efficiency to the one measured in data. The relative uncertainties on
these scale factors range from 8-9% for jets with a low transverse momentum (pr) to 1% at a
medium pr and, finally, to 3-4% at high pr.

The search for the ttH (H — bb) process with 36.1 fb~! of ATLAS data collected in 2015 and 2016
is presented thereafter. The cross-section of this production mode is measured by performing a
profile likelihood fit over several analysis regions involving decays of the top-antitop quark pair
that produce either one or two charged leptons in the final state. The most dominant sources
of uncertainty originate from the modelling of physics processes involving a top-antitop quark
pair in association with a bottom-antibottom quark pair which is the main background process
of this search. The ratio of the measured cross-section with respect to the one expected in the
Standard Model, p, is found to be

Larr (p—bpy = 0-84 £ 0.29(stat.) 02 (syst.) = 0.8477 01

This translates into an inclusive cross-section of o, = 426‘_"2?3 fb when neglecting correlations

between related uncertainties. The result corresponds to an observed (expected) significance
of 1.4 (1.6) standard deviations and thus is not sufficient to claim an observation, as it is well
compatible with both hypotheses, namely the absence as well as the presence of the t#H signal.
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Kalibration des ATLAS B-Taggers und die Suche nach dem
ttH(H — bb) Prozess bei v/s = 13 TeV mit dem ATLAS-Experiment
am LHC

Zusammenfassung

Top-Quarks und Higgs-Bosonen sind die schwersten Teilchen im Standardmodell der Teilchen-
physik und stehen im Fokus zahlreicher Analysen, die mit dem ATLAS-Experiment am LHC am
CERN durchgefiihrt werden. Das Higgs-Boson wurde im Jahr 2012 entdeckt; Physiker erwarten,
dass es eine Hauptrolle im Mechanismus zur Erzeugung von Teilchenmassen annimmt, aber auch
in Bezug auf mogliche neue Physik jenseits des Standardmodells. Viele Eigenschaften des Higgs-
Bosons wurden jedoch noch nicht experimentell vermessen. Eine dieser Eigenschaften ist seine
Wechselwirkung mit dem Top-Quark, gegeben durch die Top-Yukawa-Kopplung. Die sinnvollste
Art diese Kopplung zu vermessen ist iiber die Beobachtung der Produktion eines Higgs-Bosons
in Assoziation mit einem Top-Antitop-Quarkpaar (t(H) am LHC. Wenn man insbesondere die
Fiille studiert, in denen das Higgs-Boson weiter zu einem Bottom-Antibottom-Quarkpaar zerfillt
(ttH(H — bb)), bietet sich die Moglichkeit, auch die Bottom-Yukawa-Kopplung zu vermessen.
Die Top- und Antitop-Quarks zerfallen ihrerseits iiber die schwache Wechselwirkung fast aus-
schliefllich in Bottom- und Antibottom-Quarks. Daher ist diese Analyse auf eine hichst effiziente
und préazise Methode angewiesen, um solche Jets zu identifizieren, die von Bottom-Quarks gebil-
det werden.

Vorgestellt wird die Kalibration solcher Identifikationsmethoden, wie sie im ATLAS Experiment
verwendet werden. Diese basiert auf 80.5 fb~! Daten, welche bei einer Schwerpunktsenergie von
/s = 13 TeV in den Jahren 2015, 2016 und 2017 gesammelt wurden. Die Kalibration liefert
Skalenfaktoren, mit welchen man die simulierte Identifikationseffizienz zu derjenigen korrigieren
kann, die in den gesammelten Daten beobachtet wird. Die relative Unsicherheit dieser Skalenfak-
toren beginnt bei etwa 8-9% fiir Jets mit einem niedrigen Transversalimpuls (pr), betrigt rund
1% bei mittlerem pr und steigt schlieBlich auf 3-4% fiir einen hohen pr.

Die Suche nach dem ttH(H — bb)-Prozess mit 36.1 fb~! ATrAs-Daten aus den Jahren 2015
und 2016 wird im Anschluss prasentiert. Der Wirkungsquerschnitt dieses Produktionsprozesses
wird vermessen, indem eine Likelihood-Funktion iiber mehrere Regionen gebildet und angepasst
wird; und zwar solche Regionen, die Zerfille des Top-Antitop-Quarkpaares beinhalten, in denen
entweder ein oder zwei geladene Leptonen erzeugt werden. Die dominanten Quellen der Ge-
samtunsicherheit resultieren aus der Modellierung solcher physikalischen Prozesse, die ein Top-
Antitop-Quarkpaar in Assoziation mit einem Bottom-Antibottom-Quarkpaar beinhalten, welche
den Hauptuntergrund dieser Suche darstellen. Das Verhéltnis des vermessenen Wirkungsquer-
schnittes zum im Standardmodell erwarteten Wert, p, ergibt sich zu:

Lar(p—pp) = 0-84 £ 0.29(stat.) 02 (syst.) = 0.8477 1.

Daraus ergibt sich ein inklusiver Wirkungsquerschnitt von o7 = 426f§%g fb bei Vernachlissigung

von Korrelationen zwischen entsprechenden Unsicherheiten. Dieses Ergebnis entspricht einer be-
obachteten (erwarteten) Signifikanz von 1.4 (1.6) Standardabweichungen und ist somit nicht
signifikant genug, um eine Beobachtung zu verkiinden, denn es ist sowohl mit der Untergrund-
Hypothese als auch mit der Signal-Plus-Untergrund-Hypothese kompatibel.
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CHAPTER 1

Introduction

Thinking back in time, it is astonishing and fascinating how far and quickly humankind’s
knowledge advanced over the course of history. The never ending progress on technology
and, consequentially, our increased possibilities to study our world’s phenomena create
a promising outlook for the future. It is especially motivating for those of us who go
beyond and desire to find the fundamental laws of nature that describe how our cosmos
works and what its constituents are made of. Is there a single trait that connects and
explains everything we see in our Universe? And if yes, can and will we ever find it?

One of the most prominent fields of research that shares this idea is particle physics. It
pictures the matter that we encounter in our everyday lives to be made up of the small-
est, elementary particles such as electrons and quarks. It further describes the forces
that we experience, such as the electromagnetic force, as matter particles exchanging
force particles, in this case photons. The profound mechanisms behind this superficial
statement are well understood by now and summarised as the Standard Model of particle
physics (SM) which is discussed in more detail in the following chapter. What makes
the SM such a powerful and promising theory is that it enables us to precisely predict
and explain most of the data that have been collected in particle physics experiments
over the last century. Probing the SM through all of these experiments and striving to
push the limits on every possible measurement have extended our understanding of the
Universe, in particular in the time interval directly after the big bang, substantially.

The discovery of a Higgs-like particle in 2012 by the ATLAS and CMS collaborations
at CERN [1,2] has been one of the greatest successes in the history of particle physics.
While the existence of a Higgs boson allows us to answer many questions, it raises even
more, and hence motivates a wide range of studies to understand and confirm all of its
predicted properties. However, since there are data and observations that we currently
cannot explain with the SM such as the existence of dark matter, many different ex-
tensions of the SM have been proposed, collectively referred to as physics beyond the
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Standard Model (BSM). The various suggested extensions are intensively being studied
by, among others, the experiments at CERN mentioned above as well as many theorists.
One potential window to new physics is that the Higgs boson plays a key role in the
breaking of the electroweak symmetry and that it prefers to interact with heavy rather
than light particles. Here, its interaction with the heaviest SM elementary particle, the
top quark [3], is of particular interest.

In this thesis, the measurement of the production of a Higgs boson in association with
a top-antitop quark pair is presented. The focus of this analysis is on those cases where
the Higgs boson decays into a bottom-antibottom quark pair, labelled ttH (H — bb).
The data have been collected with the ATLAS experiment at the Large Hadron Collider
(LHC) at CERN with a centre-of-mass energy of v/s = 13 TeV in the years 2015 and 2016,
corresponding to an integrated luminosity of 36.1 fb=! [4].

This dissertation is structured as follows: the SM and details relevant for the presented
analysis are discussed in Chapter 2. Chapter 3 describes the experimental setup includ-
ing the ATLAS detector and the LHC. Chapter 4 presents the theoretical methods to
simulate the collected experimental data in order to compare and evaluate our physics
models. The objects that are reconstructed in the ATLAS detector from the recorded
particle collisions are explained in Chapter 5. The identification strategy of a special
type of particles for LHC analyses, namely bottom quarks, is indispensable and there-
fore described in detail in Chapter 6. Chapter 7 gives then an overview of both the
physical data as well as the simulated datasets necessary to perform the search for the
ttH(H — bb) process. Chapter 8 depicts the selections through which this analysis
optimises its sensitivity to the measurement. The analysis strategy and corresponding
methods of measurement are presented in Chapter 9. Chapter 10 discusses the various
systematic uncertainties and their sources. The expected and observed results are pre-
sented in Chapter 11 in addition to consistency checks and validations of the fit method.
Chapter 12 highlights the limiting factors of this search and presents studies that aim
to reduce them in future analyses. Finally, Chapter 13 concludes the presented material
and provides an outlook for possible studies in the future.



CHAPTER 2

The Standard Model of particle physics

Since the discovery of the electron in 1897 by J. J. Thomson [5] up to the discovery
of the Higgs boson in 2012 by the ATLAS and CMs experiments at CERN [1, 2], the
Standard Model of particle physics (SM) has evolved significantly. It comprises a large
number of different elementary particles that are understood to constitute our Universe.
Furthermore, it describes three of the four forces we observe in nature via matter par-
ticles, the so-called fermions, exchanging force-mediating particles, the so-called gauge
bosons. These particle interactions are depicted by Feynman diagrams and calculated
using the corresponding Feynman rules. A point that connects the interacting particles
within these diagrams is called a vertex. In the following, a brief overview of the SM, the
fundamental particles and their interactions are given. Afterwards, dedicated sections
will succinctly describe the Higgs mechanism and the special properties of the top and
bottom quarks which play a key role in the physics analyses presented in Chapters 6 and
7. The discussions in this chapter are based primarily on the basic theory of particle
physics that can be found in all related standard textbooks such as in Ref. [6-9].

2.1 The fundamental particles

The fundamental, or elementary, particles of the SM can be divided into two categories.
The first category consists of the fermions which comprise quarks as well as leptons and
constitute the visible matter of our known Universe. The second category consists of the
gauge bosons which, except for the Higgs boson, mediate the fundamental forces between
particles. The former share the property of possessing a half-integer spin of 1/2, while
the latter hold an integer spin of 1 or, in the special case of the Higgs boson, a spin
of 0. The spin translates into an important behaviour of the particles in that fermions
obey Fermi-Dirac statistics and bosons behave according to Bose-Einstein statistics. All
elementary particles, along with their physical properties and the gauge bosons they
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interact with, are shown in Figure 2.1.
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Figure 2.1: Overview of the known elementary particles of the Standard Model of particle
physics and their physical properties.

The additional distinction between quarks and leptons within the fermions is attributable
to the fact that quarks interact strongly via the exchange of gluons, while leptons do
not. Furthermore, leptons and quarks exist in three families. The difference between
the individual families is simply the mass of the fermions. In effect, the fermions in
the second family can be thought of as copies of the fermions in the first family, but
with a higher mass, while the fermions in the third family have an even higher mass.
Current experimental data strongly suggests that our SM contains only three fermion
generations [10], but a different scenario cannot be excluded entirely. Additionally, for
each particle there exists an antiparticle which exhibits the same properties, but has all
quantum numbers inverted.

It is useful to further divide the fermions according to their participation in the weak
interaction which is given by their weak isospin Iy, more specifically the third component
of its vector I%V. The charged-current weak interaction, further detailed in the next
section, is mediated by the exchange of W or W~ bosons between (anti)particles with
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a (right-handed) left-handed chirality. (Anti)particles with a (left-handed) right-handed
chirality do not participate in this interaction. Thus, the (right-handed) left-handed
(anti)fermions form weak isospin doublets such that, for example, the electron forms
a weak isospin doublet with the electron neutrino. In this doublet, the left-handed
electron is the down-type partner with I3, = —1/2 and the left-handed electron neutrino
is the up-type partner with I3, = +1/2. The right-handed counterparts form singlets
instead, while right-handed neutrinos do not exist in the SM. Thus, a W~ boson may, for
example, decay into a left-handed electron and, in order to conserve all relevant quantum
numbers and charges, a right-handed electron antineutrino. In the same way, the muon
and tau-lepton form doublets with their corresponding neutrinos as do the up, charm
and top quarks (I3, = +1/2) with the down, strange and bottom quarks (I, = —1/2),
respectively. The arrangement into weak isospin doublets and singlets is depicted in the

following:
(), (e
¢/, \4/,
(%) (5) mmeemsn
(), e

The key element of the charged-current weak interaction is that it is the only way
that fermions of higher mass may decay into other fermions of lower mass, as long
as all relevant quantum numbers, charges, energy, momenta and angular momenta are
conserved. All other gauge bosons and the corresponding interactions they mediate
conserve the so-called flavour of the particle, which means that, for example, a muon
cannot turn into an electron by emitting a photon or a strange quark cannot turn into
a down quark by emitting a Z° boson. Such a change of flavour is only possible via the
emission of a charged W boson and a corresponding particle to ensure that all quantities
mentioned above are conserved, as is illustrated in Figure 2.2.

Down-type quarks have an electric charge of -1/3, while up-type quarks carry an electric
charge of +2/3. In addition to this, they also hold a colour charge and thus obey Quan-
tum Chromodynamics (QCD) which describes the strong interaction via the exchange
of gluons, further detailed in Section 2.4.

On the other hand, the down-type or charged leptons possess an electric charge of —1
and the up-type leptons, i.e. neutrinos, hold no electric charge. This electric charge as
well as the weak isospin of the fermions play a key role in the electroweak interaction
each fermion participates in.

2.2 The fundamental forces

The SM can be described succinctly as a renormalisable, locally gauge invariant quantum
field theory that is based on the SU(3), x SU(2); x U(1)y symmetry group. Symmetries
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Figure 2.2: A Feynman diagram showing a muon decaying into a W~ boson and a muon
neutrino. The W~ further decays into an electron and an electron antineu-
trino. The muon may only decay into an electron via the charged-current
weak interaction mediated by an off-shell W boson and the two neutrinos
are necessary to conserve all quantum numbers, flavours, energy, momentum
and angular momentum at every vertex point during this decay.

are phenomena observed in nature that result from existing degrees of freedom within
the considered system. They lead to conserved quantities that can be measured in ex-
periments and can be described mathematically by the corresponding symmetry groups.
In the case of the SM, the U(1)gm group represents the electromagnetic interaction with
the electric charge acting as the conserved quantity. This symmetry group remains from
the U(1),, symmetry which conserves the hypercharge Y after the spontaneous symme-
try breaking. The concept of the latter will be discussed in Section 2.3.1. The SU(2),
group depicts the weak interaction in which the weak isospin Iy is conserved. Finally,
the strong interaction, which conserves the colour charge C, is defined by the SU(3)~
group. The force of gravity between individual particles at the energy scales available
in current particle physics experiments is negligible compared to the other three forces
and, therefore, can be completely neglected in the context of this thesis. Apart from
this, gravity cannot be described as a renormalisable quantum field theory as the other
three forces.

The aforementioned term “renormalisable” means that the physics we measure can be
described independently of the distance, or correspondingly the energy scale, at which
we observe an interaction between particles. Local gauge invariance is the second crucial
principle which ensures that our laws of physics do not change if we perform a local
gauge transformation according to the symmetry group under study, for example a sim-
ple phase shift in U(1)y.

As indicated in Chapter 1, the SM is a powerful tool that allows to make remarkably
precise predictions about the particle interactions known to us. However, in order to
calculate such predictions, a mathematical description based on a locally gauge invari-
ant quantum field theory is essential. The corresponding Lagrangians based on the
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U(1), SU(2);, and SU(3), symmetry groups can be constructed in a locally gauge in-
variant way by introducing the known gauge bosons with additional terms that describe
their interactions with other particles as we observe them in nature. Additionally, this
construction works similarly for the three symmetry groups. The difference between
them is the structure of the Lagrangian, as the corresponding generators have a higher
dimensionality for SU(2), and SU(3),. compared to U(1). Because of the higher dimen-
sionality, the weak and strong interactions are both non-Abelian theories which leads to
self-interactions of the gauge bosons. In the case of SU(2),, it is reasonable to consider
the two-dimensional Pauli matrices o; as generators of the symmetry group, while for
SU(3) the commonly used generators are the Gell-Mann matrices A,. However, this
procedure only works if the interacting gauge bosons are massless. Since the masses of
the W and Z bosons of the weak interaction have been measured to be about 80 GeV
and 91 GeV [10,11], respectively, another strategy has to be considered. This new strat-
egy is the Higgs mechanism [12-14], which was proposed in 1964 as a solution to give
masses to the three weak bosons and unify the electromagnetic and weak interaction,
while keeping the Lagrangian invariant under local gauge transformations all at the same
time. Since this is a critical aspect to understand the motivation behind the analysis
presented in Chapter 7, the Higgs mechanism is the topic of the following section.

2.3 The Higgs boson

The Higgs mechanism was proposed to introduce mass terms for the gauge bosons of
the weak interaction and elementary fermions to the SM Lagrangian without breaking
its local gauge invariance. This theory was published by three independent groups in
1964 [12-14]. The idea is that there is a set of complex scalar fields throughout our
Universe which our known massive particles interact with. The particles would initially
be massless and thus travel at the speed of light. However, because the vacuum expecta-
tion value (VEV) v of this field, namely the Higgs field, is non-zero, the particles acquire
mass and slow down. The Higgs boson itself is an excitation of this field. Since the Higgs
boson holds neither electric charge nor colour charge [3], it does not interact directly
with photons or gluons and hence, those gauge bosons are massless. Furthermore, as it
is a scalar particle, the Higgs boson has no spin. Its discovery in 2012 by the CMms and
ATLAS experiments at the LHC with a mass of about 125 GeV was a major success of the
SM [1,2]. As a consequence, a new era of particle physics research has emerged, either
probing the predicted properties of the Higgs boson or searching for new extensions of
the SM compatible with available measurements of the Higgs boson.

In the following brief description of the Higgs mechanism, the unification of the elec-
tric and weak interaction as well as its spontaneous symmetry breaking arise naturally.
This shows the elegance of the theory, because both interactions seem to manifest in
fundamentally different ways at first.
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2.3.1 The Higgs mechanism

The main ideas behind the Higgs mechanism are highlighted in the following based on
the minimal Higgs model of the SM. Consider two complex scalar field, placed in a weak

isospin doublet
_ ¢+> _ <¢1 - i¢2>
?= <¢° T V2 \¢s+igs)’ 2

where ¢ is the charged scalar field which fulfils (¢7)* = ¢~. The two charged fields
will yield the longitudinal degrees of freedom of the W and W™~ bosons, respectively.
Correspondingly, the neutral scalar field ¢° will yield the degrees of freedom of the Z°
boson and the photon. This doublet has a Lagrangian

L= (0,0)" (0"0) — V(9). (2:2)

with the Higgs potential

V(g) = 126 6+ A(o'9)%. (2.3)

This potential only has a finite minimum if A > 0, but x? can be either greater or less
than zero. In the case that y? > 0, the minimum of the potential is given by the trivial
solution ¢1 = ¢ = ¢3 = ¢4 = 0. More interestingly, however, is that for u? < 0, there
is an infinite set of degenerate minima given by

1 2 2

Ol =5 (61 + 03 +05+01) = o =

where v is the VEV of the Higgs field. Writing out Equation 2.2 in terms of the real
scalar fields ¢;, one finds

(2.4)

4

4 4 2
L= 230000 0) — 5> 62— 1A (Z ¢%> . (2.5)
i=1 =1

=1

Here, the first sum represents the kinetic energy of the scalar particle associated with
the field, the second term can be interpreted as its mass and the third term describes
its self-interactions.

Equation 2.5 is invariant under global transformations of the U(1) symmetry group, that
is

¢ — ¢ =, (2.6)

because ¢’ f ¢ = ¢'p. However, it is not invariant under local transformations, meaning
a = a(x), let alone local gauge transformations of the SU(2), x U(1), symmetry.

Choosing a particular solution for the minimum, for example the simple case ¢; =
0, ¢po = 0, ¢3 = v, ¢4 = 0, spontaneously breaks the global gauge symmetry. This
yields a massive scalar particle as well as three massless so-called Goldstone bosons in
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the corresponding Lagrangian. These Goldstone bosons will yield the three longitudinal
degrees of freedom for the three massive weak bosons. By expanding the field around
the minimum chosen above with a new field such that ¢3(x) = v+n(z), it can be written
as

1 (i) +iga(z)

¢= V2 <v +n(z) + i¢4($)> '
The photon has to remain massless after the spontaneous symmetry breaking, thus one
can choose the so-called unitary gauge for the neutral field ¢° such that

This gauge choice includes an entirely real scalar field, while n(x) is written suggestively
as the Higgs field h(x).

The resulting Lagrangian is known as the Salam-Weinberg model. It can be written in
a way such that it is invariant under local gauge transformations of the SU(2)r x U(1)y

(2.7)

.
symmetry group, namely by introducing new gauge fields W, and B,, as well as replacing
the derivatives with the following covariant derivatives:

.0 = Y
dy— D, =0, + igw - W, + zglgBu. (2.9)
Here, & are the Pauli matrices which are the three generators of the SU(2); symmetry
group and Y is the weak hypercharge acting as the generator of the U(1), symmetry
group. It is related to the electric charge ) and the third component of the weak isospin
I%v by the Gell-Mann-Nishijima formula:

Y =2(Q — Ly). (2.10)

¢’ and gw are the couplings of the U(1)y and SU(2); gauge symmetries, respectively.
Their ratio can be expressed in terms of the so-called weak mixing angle fy:

g/
~— = tan Ow. (2.11)

gw

The new gauge fields in the now locally gauge invariant Lagrangian do not represent the
physical massive gauge bosons. The latter can be understood as an interference or mixed
states of the former. In particular, the fields of the physical charged-current bosons of
the weak interactions are given by

1
+_ 1) — (2
W= (WD = iw®). (2.12)
Additionally, by using Equation 2.11, the neutral photon and Zy boson fields can be
written in the following way:

A, = cosbwDB, +sin GWWE’),
Z, = —sinOw By, + cos fw WP, (2.13)
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By rewriting the Lagrangian in terms of these mixed fields, one finds the mass of the W=
bosons to be my = %ng, the mass of the Z° boson to be my = 9\27v +g'2 = %Cozvng =

ng‘g’w and the mass of the photon to be m4 = 0. Furthermore, the mass of the new

scalar particle H is found to be m%{ = 2)\v?. Finally, while the VEV of the Higgs field v
is a free parameter of the SM, the mass relations above are consistent with all available
measurements of the SM and determine a value of v = 246 GeV [3].

The terms describing the interaction between the Higgs boson and the weak bosons can
be extracted by writing out the corresponding products of the Higgs field and the phys-
ical gauge boson fields. Furthermore, it can be shown that the coupling strength of the
Higgs boson to the weak bosons is proportional to their respective masses. Similarly,
the Higgs mechanism can be used to introduce mass terms for the SM fermions. The
coupling strength of the Higgs to these fermions, called the Yukawa coupling, is not pre-
dicted by theory, but likewise assumed to be proportional to the corresponding fermion
masses. This will be further discussed in Section 2.7.1.

In the SM, the Higgs has neither electromagnetic nor colour charge and therefore does
not directly couple to photons or gluons [3]. It may, however, decay into two photons
or gluons via a triangular top quark or W boson loop, as shown in Figure 2.3. Another
important decay channel of the Higgs boson is the four-lepton channel where the Higgs
boson decays into one real and one virtual Z° boson which in turn decay into two leptons
of the first and second family (ee or pu). The 77 channel is not considered due to the
additional neutrinos from their subsequent decay. Even though the Higgs boson decay
channels into two photons and four leptons have only small branching ratios [3] which is
depicted in Figure 2.4, they have a very high signal to background ratio. It was in these
two channels that the ATLAS and CMS experiments discovered the Higgs boson during
Run 1 of the LHC in 2012 [1,2].

Figure 2.3: The Feynman diagrams show how the Higgs boson may decay indirectly into
two gluons via a top quark loop (left) or into two photons via either a top
quark loop (centre) or W boson loop (right) [7].

To understand the underlying principles of the SM as a renormalisable, locally gauge
invariant theory, the strong interaction of the SU(3) has to be considered as well. The
core principles of the strong interaction are important to understand the topology of
the sought-after signal events introduced in Chapters 6 and 7 as well as their expected
signature in the detector. These will be discussed briefly in the following section.
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Figure 2.4: The decay branching ratios of the SM Higgs boson as a function of its mass |3,
15].

2.4 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the quantum field theory which is based on the
SU(3) symmetry group to describe the strong interaction. It manifests itself via the
exchange of gluons, i.e. the gauge bosons of the strong interaction, between particles
that hold a so-called colour charge, which are quarks as well as gluons themselves. This
colour charge represents an additional degree of freedom that can assume the three
possible values ‘red’, ‘green’ and ‘blue’. This idea was introduced to explain how spin-
3/2 baryons in a symmetrical state of space, spin and flavour could still have a total
antisymmetric wave function - namely by having different colour charges - and thus obey
Fermi-Dirac statistics as all fermions do. While quarks possess one specific colour, there
are eight different possible gluon states which comes from the structure of the SU(V)
group, which for N = 3 has N? — 1 = 8 degrees of freedom.
This structure and number of degrees of freedom is reflected in the corresponding QCD
Lagrangian below which describes quarks with colour a and b that interact with gluons.
It contains kinetic terms describing the Dirac fermions as well as the gluons in addition
to interaction terms introduced by the covariant derivative and is given by

Lqep = Gu (i7" Dy —m) 4, ab — iFlﬁFj”. (2.14)

Here, the covariant derivative
1. Ay A
D,=0,+ 5295Gu)‘ (2.15)

introduces a new gauge field which is the gluon field Gl‘j where A runs over the eight
colour degrees of freedom. The coupling strength of the strong interaction is given by gg

11
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and A\ represent the Gell-Mann matrices that generate the SU(3) symmetry group. If
the gluon field transforms as

!/
Gﬁ — Gﬁ = Gf} — Opap — gSfABCaBGg, (2.16)
the Lagrangian is invariant under local SU(3), phase transformations of the form

0(0) = ) = exp | igsiia) - 5 g(o) (2.17)

In Equation 2.16, f4BC are the structure constants of the SU(3) group, defined by
the commutation relations [\, A\B] = 2i fABE\C and @(x) is an arbitrary real function
with eight components. Furthermore, Equation 2.14 contains the field strength tensor
F Iﬁ, derived from the gluon field. It is given by

Fi, = [0,Gy — 0,G — gs AP GREGY] (2.18)

Compared to the field strength tensor in QED, there is an additional third term on the
right-hand side of Equation 2.18 which distinguishes QCD from QED. It exhibits the
non-Abelian structure of the SU(3), symmetry group and gives rise to triple and quartic
gluon self-interactions which ultimately yield the properties of asymptotic freedom and
confinement.

These two properties can be explained by the so-called running of the strong coupling
constant ag = gg/4m. First of all, the coupling “constants” of the SM interactions are
not constant, but change with the energy scale ¢ at which the interaction takes place.
However, in contrast to the electromagnetic and weak interactions, the strength of the
strong interaction grows with increasing distance or decreasing energy. This follows
from the fact that QCD is a renormalisable gauge theory based on the non-Abelian
SU(3) symmetry group which involves triple and quartic self-interactions of gluons as
mentioned above. The formula describing how ag evolves with the energy scale ¢ is
given by

B as(p?)
) = e i (2]

Here, N¢o = 3 is the number of colours and Ny is the number of quark flavours which
participate in the interaction at the energy scale p?. Since N ¢y < 6 in the SM, the
term 11N¢ — 2Ny is always positive and thus, ag decreases with increasing ¢? and vice
versa. Equation 2.19 can be used to determine aig at any energy scale starting from the
following value measured at the Z° boson mass at LEP [3,10]:

(2.19)

ag(m%) = 0.1181 + 0.0011. (2.20)

The first approach to calculate any particle physics interaction is to use the Feynman
rules which rely on perturbation theory. Specifically for QCD, this means that the strong

12
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interaction is approximated as a power series in «g. And since ag increases with de-
creasing energy, it attains a value of &~ 1 around an energy of 1 GeV. This causes the
perturbation theory to break down as the interaction probability diverges over all orders.
This is the principle of confinement and it has another significant consequence for high
energy particle physics experiments, namely infra-red divergence. The probability for
coloured particles to radiate off soft (low energetic) or collinear (small angle) gluons
increases over all boundaries and thus, quarks and gluons in collider experiments such
as the LHC are not observed as individual particles, but rather as a bundle of hadronic
bound states inside a cone, which is called a jet. The reconstruction of such jets is
further discussed in Section 3.2.

With increasing travelling distance, the initial coloured particle has generated many
additional quarks and gluons which eventually bind together and form hadrons. This
process, called hadronisation, happens at such energy scales at which perturbation the-
ory breaks down. It is part of the so-called parton shower (PS) evolution, which is
simulated with Monte Carlo (MC) generators. These models are essential in order to
make predictions that can be compared to the data measured in particle physics exper-
iments involving such energy scales. Therefore, the method of modelling the PS and
hadronisation is further described in Chapter 4.

The other property of the strong interaction is the asymptotic freedom and it describes
the behaviour of coloured particles at very high energies, typically above 100 GeV. These
energy scales are commonly observed during the primary interaction of high energy par-
ticle collisions as they occur, for example, at the LHC. Considering Equation 2.20 at the
mass of the Z° boson which is around 91 GeV, the strong coupling strength is ~ 0.1
at energies above 100 GeV. Very energetic quarks, therefore, behave as if they were
free particles instead of being strongly confined into bound states. Thus, perturbation
theory can be used to calculate the primary, hard interaction and allows physicists to
predict them with high precision. The modelling of these hard interactions is the topic
of Section 4.1. However, since ag still has a value of ~ 0.1, the higher order correc-
tion terms of the perturbation theory cannot be neglected which is in contrast to, for
example, electromagnetic interactions with agy(m%) ~ 1/128. These higher order cor-
rections usually involve a large number of processes, especially quantum loops of virtual
gluons, and thus prove to be a difficult challenge for modelling them with MC generators.

In order to explain the analyses presented in Chapters 6 and 7, two important parti-
cles have to be discussed, namely the bottom quark and the top quark. Their special

properties as well as their relevance for these analyses will be described in the following
sections.

2.5 The bottom quark

The bottom quark is the down-type quark of the third generation and thus closely
related to the up-type top quark. Consequently, the bottom quark has a spin of 1/2 like

13
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all fermions, an electric charge of -1/3, a colour charge, and the third component of its
weak isospin is -1/2. It has, compared to most other elementary fermions, a relatively
high mass of m, = 4.1875:03 GeV [3].

The existence of the bottom quark was proposed in 1973 to explain the observed CP
violation in our Universe [16], where CP refers to the charge conjugation and parity
symmetries. Applying the CP-symmetry to a particle state turns it into its corresponding
antiparticle state and reflects the spatial coordinates. Since particles and antiparticles
are commonly produced and annihilated together, one would expect the Universe to
contain an equal amount of each. As this is not observed, the CP-symmetry must
be violated in some form. The charged-current weak interaction allows for quarks of
different generations to mix, a mechanism proposed for the first two quark families
in 1963 [17]. It describes the interaction of up-type and down-type quarks via weak
eigenstates instead of the physical mass eigenstates. However, this mechanism only
leads to CP violation if there are at least three generations of quarks, hence the proposal
of a third set of quarks [16]. The weak eigenstates are related to the mass eigenstates
via the Cabibbo-Kobayashi-Maskawa (CKM) matrix, specifically in the following way:

d vud Vus Vub d
S = Vg Ves Va s . (2.21)
v Via Vis Vi b

Here, V;; indicates the amplitude of the interaction between up-type quark ¢ and down-
type quark j. Additionally, d, s and b represent the spinors of the mass eigenstates
of the three down-type quarks. The CKM matrix is unitary and the absolute value of
each of its elements has been measured in many different experiments [3]. They are
approximately:

Vaal [Vus|  |Vio] 0.9742 +0.0002 0.2243 4 0.0005 0.0039 =+ 0.0004

Vel |Vis| Vo] | & | 0.2180 £0.0040 0.9970 £ 0.0170 0.0042 + 0.0008

Vidl |Vis| Vil 0.0081 + 0.0005 0.0039 4 0.0003 1.0190 = 0.0250
(2.22)

As expected, quarks of the same generation have the highest interaction amplitude which
is given by the diagonal elements. Furthermore, the off-diagonal elements are non-zero
and therefore allow quarks from other generations to interact with each other. Three
important examples for this are the top, bottom and charm quarks. Since these quarks
belong to the second and third generation, they have a higher mass than those belonging
to the first and thus may decay into lighter quarks via the charged-current weak inter-
action. The matrix element |V| is almost 1, which means that the top quark almost
exclusively interacts with bottom quarks i.e. it decays weakly into bottom quarks and
does so after an extremely short lifetime [3]. This is further outlined in Section 2.6.
Since the bottom quark is lighter than the top quark, it can only decay into quarks of
the second or first generation. These decay rates are proportional to |Vg|? and |[Vi|?,
respectively. Since these are off-diagonal elements, their absolute value is extremely
small which translates into a relatively long lifetime of bottom quark containing hadrons
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(b hadrons) of 7, ~ 1.5-107'2 s [3]. The charm quark, on the other hand, may de-
cay into a strange quark, which belongs to the same generation and thus, compared to
b hadrons, hadrons containing a charm quark (¢ hadrons) possess a shorter lifetime of
7. ~ 0.5—1.0-10712 5 [3]. These lifetimes are in the range such that they can be exploited
to identify bottom and charm quarks and distinguish them from lighter quarks in parti-
cle collisions at the LHC. This is a critical aspect of the multi-purpose detectors ATLAS
and CMs for high energy particle physics analyses that is further described in Section 3.2.

The following section introduces the weak isospin partner of the bottom quark, namely
the top quark. The focus of discussion lies on its special properties and its meaning
for physics analyses at high energy hadron colliders such as the LHC which is crucial to
motivate and understand the later chapters.

2.6 The top quark

According to the SM, the top quark is the weak isospin partner of the bottom (b) quark
and belongs to the third generation of quarks. As all up-type quarks, it possesses an
electric charge of +2/3, a colour charge, a spin of 1/2 and the third component of its
weak isospin is +1/2 [3]. Furthermore, as a fermion it has a unique trait which is its
high mass of 173.0 £ 0.4 GeV [3] which makes it the heaviest particle in the SM.

After the discovery of the bottom quark in 1977, the top quark was expected to be
discovered soon after. However, since it has such a high mass, an experimental setup
with high energy was required which the LEP experiment did not offer. But in 1995, at
the TEVATRON, a proton-antiproton collider with an energy of up to 1.96 TeV, the D{)
and CDF experiments were both able to discover the top quark [18,19].

The top quark exhibits special properties that distinguish it from all other quarks of
the SM. Firstly, it is an unstable particle that may decay weakly into other down-type
quarks, but it has a very short average lifetime. According to the CKM matrix elements,
it decays into a b quark and a W boson in over 99.9% of all cases, while decays into
strange or down quarks are difficult to observe in today’s particle physics experiments.
The decay width of the top quark, when neglecting higher order corrections, is predicted
in the SM by [3]

3 M2 2 M2 92 2 2
Ft:GFmt <1_ v2v> <1+2V2V> [1_0‘5<7T_5>], (2.23)
812 m? my 3m 3 2

Here, G'r refers to the Fermi constant, m; is the top quark pole mass, Myy is the W boson
mass and ag is the strong coupling constant. This gives a value of I'y &~ 1.35 GeV which
translates into a very short average lifetime of 7, = 1/I'; &~ 5-1072° s [3]. The hadroni-
sation time scale is roughly two orders of magnitude slower, namely about 10723 s, and
thus, the top quark decays before it can form bound states or hadrons. Consequently,
it is the only quark in the SM that can be measured experimentally as a bare quark,
but only through its decay products. When studying top quarks at hadron colliders, the
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primary production is the production of a top-antitop quark pair, called the tt process,
via the strong interaction [7,9]. The main ¢t production mechanisms are depicted in
Figure 2.5. Then, as the top quarks decay before hadronising, their decay products can
be analysed. Therefore, the t¢ final state is split into three categories as illustrated in
Figure 2.6, depending on the decay modes of the two W bosons into either a charged
lepton and neutrino or a quark-antiquark pair. A Feynman diagram of an example
semileptonic decay (“lepton+jets”) is shown in Figure 2.7. The difference in the iden-
tification of jets, hadrons, charged leptons, and neutrinos at hadron colliders as well
as the production rates of those objects in background processes, which will be further
described in Section 3.2 specifically for the ATLAS experiment at the LHC, are the reason
that the all-hadronic decay channel (“alljets”) has the smallest signal over background
ratio (purity) compared to all channels. Furthermore, the dileptonic decay channel has
an even higher purity compared to the semileptonic channel. However, it also has a
smaller branching ratio, namely 9% compared to 45%. This circumstance must be taken
into account when defining the strategy of the analyses presented in Chapters 6 and 7.

Another important property of the top quark is its high mass itself. Through quantum
loops in the calculation of Feynman diagrams, the top quark and its mass contributes to
various couplings and gauge boson decay widths. In particular, during their propagation,
the Higgs boson, Z° boson and W boson may produce quantum loop diagrams involving
virtual top quarks. The emphasis is on the word virtual, because the bosons are lighter
than the top quark and thus cannot produce or decay into real top quarks. Furthermore,
the Yukawa coupling of the Higgs boson to fermions, which is the topic of the following
section, is expected to be proportional to the fermion mass. With the top quark being
the heaviest particle in the SM, the top Yukawa coupling is expected to be the largest
among all particles. Hence, the top quark mass significantly contributes to the Higgs
boson decay width and it can play a key role in the electroweak symmetry breaking, and
may be a potential window to physics beyond the SM.

The analysis in Chapter 6 will focus on tt events, specifically on the case when the ¢t
pair decays into two b quarks and both W bosons decay into an electron or muon and
corresponding neutrino. This channel has a branching ratio of about 2%, as can be seen
in Figure 2.6, but it also has the highest purity which translates to a higher signal over
background ratio than in the other decay channels.

The following section briefly introduces the production of a Higgs boson in association
with a tt pair. It is a non-trivial final state involving many different types of particles
and in particular b quarks. Thus, in order to study this production mechanism, it is
necessary to exploit all previously discussed special properties of the Higgs boson, the
bottom quark, and the top quark.
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Figure 2.5: The leading order Feynman diagrams for ¢¢ production at a hadron collider.
The production initiated by quarks was the most dominant process at the
TEVATRON, while at the LHC it is the gluon-initiated production [3].

Top Pair Branching Fractions

“alljets"™ 46%
ttjets 15%

Ltjets 15%

. et+jets 15% .
"dileptons™ "lepton+jets"

Figure 2.6: The different decay channels of a top-antitop quark pair and their respective
branching ratios [3].

2.7 Higgs boson production in association with a tt pair

The production of a Higgs boson in association with a tt pair, referred to as ttH in
the remainder of this thesis, is a physics process of great interest to the high energy
particle physics community. It allows the direct measurement of the Yukawa coupling
of the Higgs boson to the top quark, which represents another important property to
verify whether the Higgs-like particle discovered in 2012 is actually the Higgs boson as
it is predicted by the SM [20]. Any deviations from the expected coupling would hint at
new physics phenomena that could challenge and eventually change our understanding
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Figure 2.7: An example production of a semileptonic ¢t decay at the LHC. The top quarks
are produced via the fusion of two gluons and they further decay weakly into
b quarks and charged W bosons. The W~ boson decays into a negatively
charged lepton and corresponding antineutrino, while the W™ boson decays
into a quark-antiquark pair.

of particle physics dramatically.

At the LHc, Higgs bosons are produced via four main production mechanisms, namely
the fusion of two gluons, the fusion of two vector or weak bosons and the associated pro-
duction modes together with either a vector boson or a tt pair. The Feynman diagrams
of these four processes are depicted in Figure 2.8.

These production mechanisms have significantly different cross-sections at the LHC for
different centre-of-mass energies. While the gluon-gluon fusion process has a cross-
section of about 50 pb at /s = 13 TeV, the predicted cross-section of the ttH process
is about 1% of that, namely 507f§8 fb [15]. The predicted production cross-sections are
plotted in Figure 2.9 as a function of the centre-of-mass energy. The low cross-section
of ttH compared to the gluon-gluon fusion process makes it a challenging process to
observe and adds to the complexity of the analysis presented in Chapter 7.

2.7.1 The Yukawa Coupling

The Yukawa coupling of the Higgs boson to the top quark is an important parameter in
the Higgs mechanism and the sector of electroweak symmetry breaking. It is essential as
a test of the SM and a potential window to BSM physics. It can be measured directly in
the ttH process. In general, this coupling strength of the Higgs boson to fermions can
be used to introduce the mass terms for the Dirac fermions to the SM Lagrangian while
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q

e

Figure 2.8: Feynman diagrams of the four main production mechanisms of the Higgs
boson at the LHC. (a) shows the gluon-gluon fusion, (b) the vector boson fu-
sion, (c) the associated production with a vector boson and (d) the associated
production with a top-antitop quark pair.

keeping it invariant under local SU(2); x U(1), gauge transformations. Such a strategy
is necessary because of the different transformation properties of left- and right-handed
chiral states, which was discussed in Section 2.1. Simply adding the Dirac fermion mass
term to the Lagrangian, namely

—myp = —m (@R”LﬁL + @LwR) ) (2.24)

where 17, and ¢ refer to the left-handed and right-handed fermion fields (1) = ¥14?),
respectively, would break the SU(2); x U(1) gauge symmetry. However, adding a term
of the form

y (quR + Ep*L) (2.25)

to the Lagrangian preserves the local gauge invariance. In Equation 2.25, gr is the
Yukawa coupling to a fermion f, L is the left-handed SU(2) doublet of the fermion
fields, R is the corresponding right-handed singlet and ¢ is the SU(2) doublet containing
the two complex scalar fields of the Higgs mechanism. When choosing the unitary gauge
and thus spontaneously breaking the symmetry, Equation 2.25 can be written as

—%v (Pribm + Ppor) — %h (Prtor + VridL) . (2.26)

The Yukawa coupling is not predicted by the Higgs mechanism, but can be expressed by

_V2my o my
gr = v - \/ingW’

where my is the mass of the fermion, v is the vacuum expectation value of the Higgs field,
myy is the mass of the W boson and gy is the strength of the SU(2), gauge coupling.

(2.27)
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Figure 2.9: The inclusive cross-section of the different Higgs boson production mecha-
nisms at proton-proton colliders as a function of the centre-of-mass energy
in the range of \/s = 6 — 15 TeV [15].

When inserting Equation 2.27 into Equation 2.26, one finds
_ mye—
—mgp — —Luh. (2.28)

In Equation 2.28, the first term yields the mass of the fermion through its coupling to
the Higgs field with a non-zero vacuum expectation value and the second term repre-
sents the coupling between the fermion and the Higgs boson. Therefore, Equation 2.27
is a reasonable choice that is consistent with the observed fermion masses in the SM. In
addition to this, Equation 2.27 assumes the Yukawa coupling to increase linearly with
the fermion mass. Combined measurements of the Higgs coupling to different particles
by the ATLAS and CMS experiments are compared to the values expected in the SM in
Figure 2.10. When inserting m; ~ 173 GeV and v = 246 GeV into Equation 2.27, one
finds the top Yukawa coupling to be g; &~ 1. This is one of the reasons the top quark
could play a special role in electroweak symmetry breaking.

Up until today, most of the previous measurements of the Yukawa couplings, such as
those shown in Figure 2.10, were indirect measurements. For example, Figure 2.3 illus-
trates that the Higgs boson can decay into massless particles, i.e. gluons and photons,
through virtual quantum loops involving top quarks and W bosons. By measuring these
decay rates, it is possible to infer constraints on the top Yukawa coupling, but only
when assuming no additional particles outside of the SM. Additionally, the gluon-gluon
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Figure 2.10: The combined measurement of the Higgs coupling to different particles by
ATLAS and CMS as a function of the particle mass [21]. The measurements
use data recorded at /s = 7 TeV and 8 TeV during Run 1 of the LHC physics
programme. The dashed line is the prediction based on the SM Higgs boson
with mpyg = 125 GeV, the red line is the best fit with all data. The green
and yellow uncertainty bands represent the 68% and 95% confidence level
intervals, respectively.

fusion process (a) in Figure 2.8 gives an additional indirect measurement for the top
Yukawa coupling, again assuming no additional BSM particles. The advantage of a di-
rect measurement, such as measuring the tH process, over an indirect measurement is
its independence of such models and assumptions. Thus, any observed deviation from
the SM expectation is a clear indication of new physics and results in stronger constraints
on BSM models.

The ttH analysis presented in Chapter 7 and beyond is specific in the decay mode of the
Higgs boson, however. This choice has several reasons. Firstly, as shown in Figure 2.4,
the highest decay branching ratio of the Higgs boson at my = 125 GeV is into a pair of
bottom quarks [3]. That means there are more t¢tH events in the recorded data where
the Higgs boson decays into a bb pair, labelled t#H(H — bb) in the remainder of this
thesis, than any other decay channel. Secondly, by probing this decay the Yukawa cou-
pling of the Higgs boson to the bottom quark can be measured simultaneously to the
top Yukawa coupling, which represents an additional test of the SM.

At first, it seems reasonable to suggest measuring the bottom Yukawa coupling via an-
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other Higgs production mechanism, for example the gluon-gluon fusion. However, this
process simply involves a pair of b quarks in the final state at a very low cross-section.
The simple production of a bb pair at the LHC via the strong interaction has a cross-
section which is many orders of magnitude larger and thus, the H — bb search requires
a very sophisticated analysis strategy [3,22]. On the other hand, when comparing the
cross-section of ttH(H — bb) to its main background process tf + bb, the difference in
cross-section is significantly smaller, namely only roughly three orders of magnitude [22].
Hence, the ttH(H — bb) measurement also provides a meaningful opportunity to directly
measure the bottom Yukawa coupling at the LHC.

In this chapter, the SM was introduced, the special properties of top and bottom quarks
and the Higgs boson were discussed and the measurement of the t#H (H — bb) process
was motivated. The following chapter describes the experimental setup used to collect
the data for the analyses presented in Chapters 6 and 7.
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CHAPTER 3

Experimental setup

This chapter depicts the experimental setup used to record the data that is analysed
in the search for the ttH(H — bb) process presented in Chapter 7. Since the analysis
involves the production of three of the heaviest SM particles, namely a top-antitop quark
pair as well as a Higgs boson, the energy necessary to produce such events is very high,
namely at least the sum of their rest masses: 2-173 GeV + 125 GeV = 471 GeV. With
current technologies, such energies can only be achieved by a certain type of particle
collider experiments. Lepton colliders, for example the Large Electron-Positron Collider
(LEP) at CERN, could not achieve this energy [23].
Currently, such energies can only be achieved with synchrotron colliders, for which the
collision of hadrons is the most reasonable. Synchrotron colliders accelerate particles
on a circular orbit and thus can increase the kinetic energy of the particles with every
orbit. The downside to this strategy is the loss of energy through radiation caused by the
electrically charged particle on the circular orbit. This radiation is called synchrotron
radiation and the loss of energy AFE is proportional to
E4

AFE x iR (3.1)
where E and m are the energy and mass of the particle, respectively, and R is the radius
of the circular orbit [7]. Since the electron is about 2000 times lighter than the proton,
its energy loss per orbit is ~ 2000* times larger. For any given accelerator with fixed
radius R, the energy loss of electrons or positrons thus quickly reaches a critical point
that prevents such experiments achieving the energy levels mentioned above. Hadron
colliders, on the other hand, are able to produce collisions with a centre-of-mass energy
of several TeV.

The TEVATRON at FERMILAB was the first such hadron collider able to reach these energy
levels by colliding protons with antiprotons at a centre-of-mass energy of /s = 1.96 TeV.
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This energy was sufficient such that the top quark was discovered in 1995 by the D@
and CDF experiments [18,19]. However, the energy as well as the rate at which the
particle collisions were recorded did not suffice to discover the Higgs boson. Despite
reaching a sufficiently large centre-of-mass energy to produce Higgs bosons, the D() and
CDF experiments did not have enough data to obtain a statistically significant result.
Thus, any potential search for the t¢H process was outside the realm of possibilities at
the TEVATRON.

The LHC, on the other hand, was constructed in such a way that it provided both, a
higher energy as well as a higher rate of collisions that could be recorded. This allowed
the ATLAS and CMS experiments to discover the Higgs boson and focus on even more
challenging searches such as the ttH process. The design of the LHC and the ATLAS
experiment is the topic of the following sections.

3.1 The LHC

The Large Hadron Collider [24] (LHC) is a machine that accelerates hadrons on a circular
orbit and eventually collides them at four specific interaction points of this orbit. This
ring structure has a circumference of approximately 27 km and is located in depths
between 50 and 175 m below the ground at CERN, which is at the France-Switzerland
border near Geneva. The depth of the tunnel is necessary to shield the experiments
from cosmic radiation. The four interaction points represent the centres of the detectors
of the four main experiments at the LHC, namely ATLAS, CMS, ALICE and LHCB. An
illustration of the ring structure, its dimensions and the four interaction points is shown
in Figure 3.1. While ATLAS and CMs are multi-purpose detectors, ALICE specialises on
heavy ion collisions and LHCB focuses on bottom quark physics. The LHC, therefore,
mainly accelerates protons via cavities of 30 MV /m gradient, bends them onto circular
trajectories with strong magnetic fields and eventually collides the protons after they
have reached their target energy. The magnetic fields are generated through 1232 dipole
magnets which create the circular trajectory; the proton beams are focused via 392
quadrupole magnets; and small imperfections in the field geometry are corrected by
higher multipole order magnets, totalling over 10000 superconducting magnets. The
centre-of-mass energy of the proton-proton collisions was /s = 7 TeV in 2010 and 2011,
8 TeV in 2012, comprising Run 1, and 13 TeV during 2015-2018, comprising Run 2.
Additionally, in Run 1, the proton-proton collision rate was 50 ns [24], and it was 25 ns
in Run 2.

The acceleration of protons at the LHC is performed in multiple steps by different sys-
tems [24]. Firstly, the protons originate from hydrogen tanks and are accelerated to
50 MeV by the linear particle accelerator LINAC 2. They are then fed into the Proton
Synchrotron Booster, accelerated to 1.4 GeV and subsequently injected into the Proton
Synchrotron. There, the protons are accelerated to 26 GeV and transferred to the Super
Proton Synchrotron where they are accelerated to an energy of 450 GeV. It is only after
these initial steps that the protons are finally injected into the LHC to be accelerated to
their target energy mentioned above [24].
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Figure 3.1: A sketch of the CERN accelerator complex at the France-Switzerland border
near Geneva. Shown are the four interaction points of the LHC which mark
the four main experiments at the LHC, namely ATLAS, CMS, ALICE and
LHCB. Also shown are some of the other experiments at CERN as well as
additional structures that pre-accelerate and feed the protons into the LHC
tunnel. (© 2013-2019 CERN.

Aside from this, the LHC also has a programme to accelerate and study heavy ions,
mostly in lead-lead collisions. This topic, however, is outside the frame of this disserta-
tion.

A crucial quantity to describe the amount of data i.e. particle collisions produced by
the LHC is the so-called luminosity £ [25]. The luminosity is the proportionality factor
between the number of events per second dN/dt, also called event rate, and the cross-
section o. Thus, it can be written as

dN

— =L 0. 3.2

i (3.2)
In the case of the LHC, o represents the total cross-section of proton-proton collisions,

denoted as op,. When considering the approximation of Gaussian beams colliding head-
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on, one finds the following expression for the luminosity at the LHC [25]:

_ [Ny N1y
4o oy '

L (3.3)

Here, 0, = 0, ~ 17pm represent the width of the Gaussian beams in the x and y direc-
tions, respectively. N, = 2800 is the number of proton bunches within the beams,
Ni = Ny ~ 1.1-10"' the number of protons within the bunches of the respective
beam and f ~ 11245 s~—! describes the frequency with which the proton bunches travel
through the LHC pipes. Inserting these values into Equation 3.3 gives a luminosity of
~ 103 em 2571 [24].

The luminosity introduced above is more specifically called the instantaneous luminos-
ity. To determine the actual number of events that have been produced at the LHC,
Equation 3.2 has to be integrated over the period of time during which the collisions
occur, such that

N = /L dt-opp = Lint - opp- (3.4)

Lint is called the integrated luminosity and has to be measured precisely to estimate the
amount of data. This is because the instantaneous luminosity decreases with passing
time as the LHC is not refilled with new protons during a collision run.

The following section will lay out the design of the ATLAS detector at the LHC. Its
individual detector parts are discussed as well as the signatures that different particles
produce in each part which motivates their reconstruction strategy in data analysis.

3.2 The ATLAS experiment

The ATLAS experiment [26] is one of the two great multi-purpose experiments at the
LHC, the other being Cwms [27]. The idea behind these experiments, which operate at
particle energies never achieved before, are diverse. The most important goal was to find
the predicted Higgs boson, which both experiments did in 2012 [1,2]. Other goals include
SM precision measurements, especially those involving top quarks and the electroweak
symmetry breaking sector; finding or observing rare but expected SM processes such as
ttH; and, finally, searching for new physics beyond the SM such as Supersymmetry or
dark matter.

The ATLAS detector consists of multiple different layers and each part serves a different
purpose. Combining all parts of this onion-like structure allows different particles to be
distinguished, because each expected elementary particle produces a different signature
in the detector. The different layers, from the innermost to the outermost, are as follows
[28,29]:
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3.2 The ATLAS experiment

the inner detector (ID) which comprises the pixel detector (PD), the semi-conductor
tracker (SCT), and the transition radiation tracker (TRT);

the electromagnetic calorimeter (ECAL);
e the hadronic calorimeter (HCAL); and
e the muon spectrometers (MS).

In addition to this, the ID and MS are submerged in a strong magnetic field of about
4 T generated by a system of a central solenoid and three air-core toroids around the
ID. A sketch of the ATLAS detector is shown in Figure 3.2.

25m

Tile calorimeters

LAr hadronic end-cap and

i forward calorimeters
Pixel detector \

Toroid magnets LAr electromagnetic calorimeters

Muon chambers Solenoid magnet | Transition radiation fracker
Semiconductor tracker

Figure 3.2: The different parts of the ATLAS detector at the LHC. (©) 2008-2019 CERN

The different sectors of the detector work in significantly different ways and complement
each other. Before going into more details about each part, it is important to specify the
coordinate system as well as important quantities used throughout the discussion [28].

First of all, the direction of the proton beams defines the z-axis in a right-handed co-
ordinate system, while the x — y plane is perpendicular to it. All transverse quantities
considered in this thesis, such as the transverse momentum pr, the transverse energy
FET as well as the missing transverse energy EITniSS or momentum p%iss are defined in this
x — y plane. The positive z-axis points from the interaction point to the centre of the
LHC ring and the positive y-axis points upwards. Additionally, the azimuthal angle ¢
and the polar angle 6 are used to describe the position of particles in the detector. The
angle around the beam axis is ¢ and 6 is the angle from the beam axis. Given 6, one
can define the so-called pseudorapidity n = — Intan (/2). With this pseudorapidity, one
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can define a very helpful variable, namely the distance in the pseudorapidity-azimuthal

angle space AR = y/(An)* 4 (Ag)>.

Two more variables are crucial for the reconstruction of tracks in the ID, namely the
transverse and the longitudinal impact parameters (IPs). The transverse IP dy of a track
defines its transverse distance to the beam axis at the point of closest approach and the
longitudinal IP zy defines its z position at this point.

All these quantities are useful to describe not only the area the detector parts are able to
cover, but also the position of particles considered in the selection criteria of the analyses
presented in Chapters 6 and 7.

The ID consists of the PD, the SCT, and the TRT. These parts are submerged in a
magnetic field generated by the central solenoid which has a nominal strength of 2 T
and a peak strength of 2.6 T at the superconductor [28]. The concept of the ID is to
place semi-conducting material around the interaction point. Charged particles moving
through the ID will then produce curved tracks by ionising the material around their tra-
jectories. With this information, charged particles can be distinguished from each other
in space and their momentum as well as the sign of their electric charge can be measured.
Furthermore, the tracks allow the position of the main interaction point to be inferred,
which is called primary vertex. The ID covers a pseudorapidity range of |n| < 2.5 and
provides a track momentum resolution of o}, /pr = 0.05% - pr[GeV] @ 1% [26].

The initial design of the PD comprises three barrel layers with 1456 pixel modules and
three endcap disk layers with 288 modules to provide an environment of high granular-
ity [28]. The insertable B-Layer (IBL) was installed during the first long shutdown (LS1)
of the LHC between Run 1 and Run 2 [30,31]. It was inserted as the innermost piece
of the detector at a radius from the beam axis of 3.3 cm and contains 224 modules. It
serves as an additional fourth layer in the PD to improve the reconstruction of particle
tracks and withstand the increased radiation dose expected by the higher luminosity
setup of Run 2 [30,31]. Since each module holds ~ 46,000 pixels (27,000 for the IBL),
the PD comprises over 80-10° semi-conducting pixel elements of size 50 pm x 400 pym
(50 x 250 pm for the IBL) [28,30,31]. These consist of a silicon chip, which serves as
the detecting material, bump-bonded to an electronic readout chip [28].

The SCT is made up of eight layers of silicon microstrips to give additional precision
measurements of the R¢ and z coordinates [28]. The layers are arranged into one set
of radial strips and one set in which two stereo strips are glued together at an angle
of 40 mrad. This improves the resolution of momentum, impact parameter and vertex
position and reduces the hit ambiguity.

The TRT, finally, provides additional tracking points, typically 36 per track, to the
ID using straw tubes [28]. The straws in the barrel are parallel to the beam direction,
while the endcap straws are radially arranged into wheels which are perpendicular to the
beam axis. With about 100,000 straws in the barrel and 320,000 straws in the endcaps,
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3.2 The ATLAS experiment

the TRT allows for discrimination between tracking hits and transition radiation hits.
In addition, a gas mixture containing Xenon, CO9 and CF4 helps to detect transition
radiation photons which improves the identification of electrons. The overall setup is
by itself radiation hard, but leads to a high counting rate when operating at the LHC
luminosity quoted in the previous section.

The design of the ID without the IBL is depicted schematically in Figure 3.3.

\ Barrel semiconductor fracker
Pixel detectors

Z Barrel transition radiation fracker
End-cap fransition radiation tracker

End-cap semiconductor tracker

Figure 3.3: A sketch of the ATLAS ID. The PD, SCT and TRT are arranged into different
layers of barrels and disks. (©) 2008-2019 CERN.

The calorimeters of the ATLAS detector are primarily split into two different parts,
namely the ECAL and the HCAL [28]. As suggested by their names, they serve dif-
ferent purposes and help to identify different types of particles that are created in the
collisions. Both are sampling calorimeters meaning they alternate between a material
stimulating particles to deposit their energy into and another material which measures
this deposited energy [28]. Both are cooled by cryostats surrounding the ID cavity [28].
The idea behind calorimeters is that particles such as electrons, photons and hadrons
move through the active material and produce large showers of particles by interact-
ing with the detector material. In particular, the showers are generated predominantly
by pair production and bremsstrahlung of new particles until the energy of the initial
particle becomes too small to initiate a new process and it is stopped by the detector
material. Thus, the energy of particles can be inferred from the size of the showers i.e.
the energy clusters deposited into the calorimeter cells.

The ECAL consists of modules made out of lead and liquid argon (LAr) and has the
geometry of an accordion [28]. LAr is the chosen active medium throughout most of the
ECAL and HCAL, because it exhibits a good level of intrinsic radiation hardness for
its industrial cost compared to other materials. The ECAL is split into a barrel region
which is contained by a barrel cryostat and two endcaps which are further divided into
two coaxial wheels. The two endcaps as well as the hadronic calorimeters are contained
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within two endcap cryostats. The total thickness of the ECAL is greater than 24 radi-
ation lengths (Xy) in the barrel and greater than 26X in the endcap regions. In the
In| < 1.8 region, a presampler, built out of a layer of LAr, is used to correct for the energy
lost by electrons and photons from unwanted interactions with the detector material. To
stress this issue further, the region 1.37 < |n| < 1.52 is not used for precision measure-
ments involving photons in ATLAS, because the amount of material in front of the ECAL
is too high. Apart from that, the total n coverage of the ECAL is || < 3.2 and its granu-
larity ranges between An x A¢ = 0.025 x 0.025 and 0.1 x 0.1, depending on the sampling
segments [28]. The energy resolution in the ECAL is op/E = 10%/vE[GeV]®0.7% [26].

The HCAL is divided into three parts. The first two are, similarly to the other detec-
tor parts, a barrel and two endcap regions. The third one, however, is an additional
forward calorimeter (FCAL), such that the HCAL covers |n| < 4.9 [28]. The barrel
region contains plastic scintillator plates which are embedded in an iron absorber. The
endcaps consist of alternating modules of LAr and copper. In the FCAL, very dense
modules of LAr are embedded in a matrix of copper for the first segment and tungsten
for the other two. This setup was chosen since the radiation dose to the material is
higher for increasing n [28]. The total thickness of the HCAL is 11 interaction lengths
at |n| = 0. This is sufficient to contain hadronic showers such that punch-through of
particles into the MS is reduced to well below an irreducible level of expected prompt or
decay muons [28]. At the same time, this setup provides a good resolution to measure
highly energetic jets, as well as missing transverse energy E%liss. The energy resolu-
tion in the barrel and end-cap is og/E = 50%/vE[GeV] @ 3% and in the FCAL it
is o /E = 100%/vE[GeV] ® 10% [26]. The granularity of the HCAL ranges between
Anx A¢ =0.1 x0.1 and 0.2 x 0.2 [28].

In Figure 3.4, the ATLAS calorimeters are shown schematically. Altogether, they contain
roughly 200,000 readout channels.

In the ECAL, all light particles that participate in the electromagnetic interaction are
stimulated to produce particle showers. This means predominantly electrons and pho-
tons, because muons and hadrons are too massive to engage in significant pair production
and bremsstrahlung processes [7]. On the other hand, all particles with a colour charge
are stimulated to produce a shower via the strong interaction in the HCAL. This refers
to the hadrons, such as neutrons and 7 mesons, which are formed by the quarks from
the proton-proton collisions.

The MS is the outermost layer of the ATLAS detector and, as the name suggests, crucial
for the identification of muons. The MS is submerged in a magnetic field generated
through the barrel toroid and the two endcap toroids. The peak magnetic field strengths
at their superconductors are 3.9 and 4.1 T, respectively [28]. This magnetic field is
essential to bend the trajectories of high energetic muons and covers the range of |n| <
2.7. The MS is complementary to the ID based on the idea that all other SM particles are
stopped before reaching the muon system and the muons produce up to three additional
tracks which can be matched to the tracks they generated in the ID [28]. A system
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Figure 3.4: An illustration of the ATLAS calorimeters. The ECAL and HCAL are seg-
mented into barrel and endcap regions, similarly to the ID. In addition,

ATLAS uses a forward calorimeter to extend the 7 coverage of the HCAL.
(© 2008-2019 CERN

of monitored drift tubes and cathode strip chambers with higher granularity is used to
perform precision measurements of the track coordinates. The track pr resolution in
the MS is o, /pr = 10% for muons with pp ~ 1 TeV [26]. The drift tubes are made
out of aluminium, while the cathode strip chambers are multiwire proportional chambers
containing 30% Ar, 50% COs and 20% CF4. In addition to these measurement chambers,
the muon system contains trigger chambers, namely resistive plate chambers and thin
gap chambers, which are critical for the muon identification, but not described here [28].
A sketch of the ATrLAS MS is shown in Figure 3.5.

Further specifications and details of the ATLAS detector, such as the cooling system and
trigger chambers, can be found in the references [26,28-31].

Taking the information of all these detector parts, the ATLAS experiment can reconstruct
and identify electrons, muons, 7-leptons, photons and all SM hadrons. The only class
of SM particles which cannot be detected are the neutrinos. However, their transverse
momenta can be inferred from the total momentum that is missing in the transverse
plane of an event. The different signatures of these particle classes are illustrated in
Figure 3.6 to highlight that they are distinct from each other.

The ATLAS experiment operates additional forward detectors roughly 25 m away from
the main detector. With these structures, the collaboration is able to perform a mea-
surement of the total proton-proton collision cross-section and derive an estimate of the
LHC luminosity [32,33].
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Figure 3.5: The ATLAS muon spectrometer is divided into a barrel and endcap regions,
but contains various chambers for precision measurements of track coordi-
nates as well as for the ATLAS trigger system. (© 2008-2019 CERN.

As mentioned in the previous section, the crossing interval of proton bunches in the LHC
ring during Run 2 is 25 ns. Consequently, when the LHC reaches the peak luminosity of
103* cm~2s7!, the interaction rate approaches ~ 1 GHz with a bunch crossing rate of
40 MHz. Currently, it would be impossible to store the raw data permanently at such
a high event rate, because the amount of required disk space would reach 1 Petabyte
per second [28]. Therefore, ATLAS applies a trigger system [34,35] to only accept events
with particularly interesting features and, thus, decrease the event rate to ~ 1 KHz,
which results in a reasonable amount of data to handle and store.

In order to not reject any physics events that hold interesting signatures, such as decays
of Higgs bosons or rare processes of the SM and beyond, the trigger system was designed
in two stages with different strategies [35]. The first is the so-called level-1 trigger which
is based on information from a subset of detectors using reduced granularity to deter-
mine Regions-of-Interest (Rols) in the detector. The trigger chambers of the MS fire
when they detect a muon with a pr above a chosen threshold. In the same way, the
calorimeter triggers fire when detecting high Er electrons, photons, jets, 7-leptons that
decayed into hadrons and/or a large total as well as missing transverse energy. With
this, the level-1 trigger reduces the event rate to ~ 100 KHz. The second trigger is
the high-level trigger (HLT) which uses the Rols as input and reduces the event rate to
~ 1 KHz. For this, the HLT uses more sophisticated selection algorithms than a simple
pr cut and it has access to the full granularity detector information either in the Rol or
the complete event. For example, the HLT can increase the pp threshold of candidate
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Figure 3.6: This figure shows that each elementary and composite particle, which trav-
els a significant distance through the ATLAS detector, produces a different
signature when combining the information from all detector parts. ATLAS
Experiment (©) 2008 CERN.

objects, but also impose requirements on the isolation of muons, electrons and photons.
It can further require high pt tracks to match the other signatures of the charged lep-
tons. On the other hand, the HLT can also require specific objects to be present in an
event such as a pair of photons which is of high interest in the search for H — ~~ decays.

In this dissertation, two analyses will be presented, namely the calibration of jets origi-
nating from bottom quarks as well as the search for the Higgs boson in association with
a tt pair where the Higgs boson decays into a bb pair. The final states of these processes
may contain any leptons and quarks i.e. jets of the SM and, therefore, the information
of all detector parts is required to analyse the data recorded with the ATLAS detector.
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Two particularly important aspects are the calibration and reconstruction of objects as
well as the Monte Carlo simulation of physics events that are expected to be recorded
with the ATLAS detector. These topics will be discussed in the following two chapters,
starting with the simulation using Monte Carlo generators.
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CHAPTER 4

Physics modelling using the Monte Carlo method

In this chapter, the basic idea of the Monte Carlo (MC) method to simulate particle
physics interactions is presented, especially for proton-proton collisions at the LHC and
their possible outcomes that are of interest to the ATLAS experiment. The discussion
is based primarily on the underlying concept of the MC method at collider experiments
described in related standard textbooks such as [7,9].

There are many mathematical problems which are very difficult if not impossible to solve
analytically. For such cases, the MC method offers an alternative, namely numerical ap-
proach in which an efficient random number generator (RNG) is used to perform a large
number of random experiments corresponding to the mathematical problem. In par-
ticle physics, these random experiments correspond to particle interactions which may
happen at the boundary towards infra-red (low energy) or ultra-violet (high energy)
divergence and thus require special treatment. According to the law of large numbers, if
the number of random experiments is large enough, the average outcome over all events
will approach the expected one. Furthermore, when computing the integral over a prob-
ability density function f, the central limit theorem of statistics states that the mean
value of f over these random experiments is an unbiased estimator of the integral.

Since the LHC collides protons i.e. hadrons, the interacting particles are coloured par-
ticles that predominantly interact strongly. As discussed in Section 2.4, the Feynman
calculus is based on perturbation theory to calculate the cross-section and most phys-
ical observables of the process under study. The resulting power series may have non-
negligible terms of high order in the strong coupling strength ag, depending on the
energy scale at which the interaction takes place. However, the required CPU time to
perform the perturbative computations increases roughly factorially with the order of
ag.
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The main interaction is expected to happen at a very high energy scale, since the incom-
ing protons possess an energy of several TeV, which is three orders of magnitude larger
than their rest mass [3]. The strong coupling strength decreases with increasing energy
and thus, the terms of higher order become less important. In consequence, this main
(or hard) interaction can be calculated in a more CPU time efficient way with sufficient
precision by only including terms up to a fixed order in ag, usually the next-to-leading
(NLO) or next-to-next-to-leading order (NNLO) with current state-of-the-art MC gen-
erators.

On the other hand, the incoming particles as well as the lower energetic coloured parti-
cles created by the hard interaction may produce more soft and/or collinear quarks and
gluons. Since a,g increases at lower energies, the cross-section to produce these additional
particles (or partons according to Feynman) increases over all boundaries and the power
series breaks down. This process is called parton shower and is modelled with a different
strategy, because higher order terms of the series cannot be neglected any longer. Thus,
during the parton shower evolution, only the essential terms of the perturbation theory
are taken into account, but to all orders of ag. This is no longer an analytical treatment,
but sufficient to achieve an approximate result and can be performed conveniently by
MC generators. Figure 4.1 shows the simulation of an exemplary proton-proton collision
including the hard interaction, parton shower and further parts of the process which will
be described in the following sections.

It is critical to discuss the simulation of particle physics events with MC generators,
because different generators exist that each have a different numerical implementation
of simulating such events. Since these numerical models are based on parameters which
cannot be derived from first principles or perturbation theory, as explained above, they
all hold a degree of validity. Effectively, this means that the modelling of physical observ-
ables by different generators should be compared and evaluated. These comparisons may
result in significantly different predictions which manifest as sources of large systematic
uncertainties in physics analyses. This affects the total uncertainty and therefore the
sensitivity of the studies presented in Chapters 6 and 7.

4.1 Matrix element generation

The matrix element generation is the first step during the MC simulation of physics
events, in this case the collision of high energetic-coloured particles. It is referred to as
the hard process or primary interaction. The goal of the simulation is to determine the
cross-section of this particle interaction or scattering as well as the kinematic properties
of the final state partons. This calculation is performed by integrating a probability
density, which is represented by an element of the corresponding scattering matrix, over
the physical phase space of the event according to the Feynman rules. During this
calculation, a large number of events is generated and each event represents a sampling
point in the multi-dimensional phase space spanned by the simulated final state particles.

Every strong interaction of such an event enters the cross-section formula as an addi-
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Figure 4.1: Sketch of a proton-proton collision at the LHC, with the hard process in red,
underlying event in purple, radiation and splitting in blue and hadronisation
in green [36].

tional factor of ag. As discussed before, the hard process of proton-proton collisions
at the LHC is usually generated at NLO; some complex processes are generated only at
LO and some essential SM processes even at NNLO. The LO or tree level process refers
to the primary interaction without any such additional strong interactions. Therefore,
at LO, only the final state particles of the process are considered and they are decayed
into the leptons and hadrons we expect to measure in the detector (neutrinos as p%iss),
namely by using branching ratios, for example from the Particle Data Group [3]. Such
an LO diagram is shown, for example, in Figure 2.7 for a semileptonic ¢t event. By im-
plementing the various decay modes of the W bosons into the simulation, the branching
fractions of the three ¢t decay channels shown in Figure 2.6 can be computed.

For any given order of ag considered in the hard process, all possible Feynman dia-
grams up to that fixed order enter the cross-section calculation. More complex diagrams
are neglected as an approximation of small values of ag, typically around 0.11-0.12, as
indicated in Equations 2.19 and 2.20. An NLO calculation, therefore, includes all LO
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diagrams in addition to the LO diagrams with either a quantum loop of gluons or quarks,
an additional emission of a gluon or a splitting of a gluon into a quark-antiquark pair.
The NNLO calculation includes all NLO diagrams above plus LO diagrams with any two
of the additional strong interactions combined, which shows the combinatorial problem
of the simulation strategy leading to factorially increasing CPU times required.

To arrive at the total cross-section of the hard process, the MC generator determines the
convolution of differential cross-sections and integrates them over the full phase space.
While performing this integration, the four-momenta of all final state particles are cal-
culated as well as the colour flow of coloured particles. The colour flow refers to the
propagation of the initial colour that the incoming partons hold to the final state parti-
cles. Both the four-momenta and the colour flows are used as input to the parton shower
evolution afterwards, because they are used to determine the starting energy scale (3
as well as possible parton branchings in the QCD shower.

In Equation 2.19, ayg is a function of the scale @2, which is called renormalisation scale
ur and refers to the scale at which «g is evaluated. In the hard process it may be, for
example, given by

where m; represents the invariant mass of particle ¢ and the sum runs over all final state
particles. From that point on, the scale Q? is then evolved for each parton branching
using the so-called DGLAP equations of QCD [37], a process further described in the
following section.

Another important aspect of the matrix element is the parton distribution function
(PDF) of the proton. In the general case, that means when considering low energetic
protons, they contain two up quarks and one down quark, the valence quarks. Thus, the
hard interaction of two such protons would involve mostly these valence quarks. However,
these quarks interact with each other and do so primarily via the strong interaction in
which they exchange virtual gluons. In turn, these gluons may temporarily split into
quark-antiquark pairs of the second or third generation such as strange, charm and
bottom quarks, the so-called sea quarks. These processes are enhanced the more energy
the proton holds. The consequence is that, even though two protons are collided at
the LHC, the partons that initiate the primary interaction may be gluons or quarks
of different flavours as well as antiquarks. At this point, the proton PDF f allows the
probability to be determined that a parton with a certain flavour and momentum fraction
x will participate in the interaction. In Figure 4.2, the momentum density x - f is shown
as a function of x for the valence quarks, sea quarks and gluons. This product is also
dependent on the scale Q2 which is called factorisation scale r. The different curves in
Figure 4.2 are predictions using an example value of Q% = 10 GeV? and Q? = 10* GeV?
at NLO precision [38].
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Figure 4.2: The momentum density zf of the parton is plotted as a function of its mo-
mentum fraction x. Here, the prediction of f is taken from [38] at a mo-
mentum transfer of Q% = 10 GeV? (left) and Q% = 10* GeV? (right) at NLO

precision.

What can be seen is that the valence quarks typically carry large momentum fractions.
On the other hand, sea quarks and especially gluons carry low momentum fractions and
hence tend to dominate the interaction for smaller values of x. This is emphasised by
the fact that about 50% of the total momentum of the proton is carried by gluons.

Two further aspects that arise at the start of proton-proton collisions are the multiple
parton interactions (MPI) and the initial state radiation (ISR). MPI refers to the case
that the beam remnants i.e. the partons of the protons that do not participate in the
primary interaction, may still interact with each other and interfere with the hard pro-
cess. On the other hand, ISR is simply the emission of additional gluons by the two
incoming partons. Both topics are not part of the matrix element calculation, however,
and are therefore discussed in later sections.

Finally, after the matrix element is computed, the hard process has to be matched
to the parton shower evolution that follows. This matching is critical, because the
assumptions about model parameters in the calculation, for example the choice of the
functional form of ur and pp, propagate into the simulation of the shower evolution.
There is a (limited) freedom of choice for these, since they cannot be derived from first
principles and perturbation theory calculations are only available as approximations to
NLO or NNLO in ag. This freedom of choice leads to systematic uncertainties in the
measurements, which will be described in more detail in Sections 6.5 and 10.3. However,
the exact procedure of matching is out of scope of this dissertation and will not be
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discussed.

In Chapter 6, the considered signal process is pp — tt — bbe™ T, while in Chapter 7
it is pp — ttH — bbbblTITvw or bbbbqq'lTv(1~7). The modelling specifications of the
signal as well as background processes will be the topic in those respective chapters.

4.2 Parton shower evolution

In principle, the goal of the parton shower evolution is to add higher order corrections
to the perturbative treatment of the hard process. During the hard process, the protons
transfer a large momentum to the initial partons which in turn transfer their momentum
to the final state partons. Therefore, the initial and final state partons possess a high
kinetic energy and are strongly accelerated. And just as accelerated particles with an
electric charge radiate off photons and produce Bremsstrahlung, accelerated coloured
particles emit gluons. But in contrast to the QED radiation, the gluons themselves
carry a colour charge and thus initiate new strong interactions and altogether produce
a parton shower.

The modelling of the shower evolution begins at the energy scale Q%, given by the hard
process, which represents the upper limit of a possible squared momentum transfer t.
The shower is then evolved downwards to an infra-red cut-off scale tg, usually of the order
of 1 GeV2. This cut-off scale is necessary as the coupling strength ag would grow too
large and perturbation theory would break down. Thus, further emissions with ¢ < ¢g
involve partons which are too low energetic and thus declared unresolvable. The same
holds for collinear emissions or splittings i.e. parton branchings under a very small angle
which are also included by this cut-off scale. Both scenarios are crucial for the shower
evolution and are the basis for the discussion below.

During the shower evolution, the MC generator iterates over each final state particle
and computes possible parton branchings with an RNG until a step is reached where
all momentum transfers are below the cut-off scale and no further branchings occur. At
this point, the MC generator starts the hadronisation process for all coloured partons
which is described in the next section.

The MC generator must determine the branching probabilities for parton emissions
which can be derived as follows. Consider the differential cross-section for an n-parton
final state

do,, = F|M,,[2d®,, (4.2)

where F is the initial-state flux factor, M is the matrix element and ®,, is the final-
state phase space for the n-parton process. Using the small-angle approximation, the
infinitesimal n + 1-parton phase space element can be expressed as

1
A®, .1 = d®,——dtdzdo, 1.
+1 4(271')3 < ¢ ( 3)
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where z is the momentum fraction of the emitted parton and ¢ is the azimuthal angle
of the parton branching. The typical order of precision during parton shower evolutions
with MC generators is LO. In this approximation, the differential n 4+ 1-parton cross
section can be factorised such that, after integrating over ¢, it is given by:

dt . ag -
dopy1 ~ daanzﬁP(z), (4.4)

where ]5(2) is the so-called splitting function which represents the probability to emit
another parton with momentum fraction z.

Equation 4.4 can be used to construct a more useful variable, namely the Sudakov form
factor

Amzmq{—éff/ﬁéfﬁgﬂ. (4.5)

The Sudakov form factor gives the probability to evolve from the cut-off scale tg upwards
to ¢ without a resolvable parton branching. More importantly, A(¢1)/A(t2) can be
interpreted as the probability to evolve from t; downwards to to without a resolvable
parton branching. Based on this, the MC generator tries to solve

A(t1)/A(t2) = R, (4.6)

where R is a random variable uniformly distributed in the interval [0,1]. Thus, for a given
t1, the value of t5 can be generated with the correct probability distribution. If ¢5 < tg,
no further branching occurs. Otherwise, the momentum xo or rather the momentum
fraction z = x9/x1 must be generated for the next parton branching. This is done by
solving the equation

Lecwwm@—wﬁewwpw, (4.7)

ofor 2T ¢ 27

where R’ is another random number in [0,1] and € is the infra-red cut-off for resolvable
branchings in the z-space.

The above case describes the so-called forward evolution which is useful to simulate ra-
diation from final state particles. This is because an upper limit on the energy scale is
given by the final state particles of the hard process and during each step, the emitting
partons evolve to a lower scale until all outgoing partons generate no further resolv-
able branching and the shower stops. On the other hand, radiation by the initial state
partons is limited from below by the energy scale of the final state. For this type of
radiation, another approach is commonly used in MC generators, namely the backward
evolution. Here, the partons initiating the hard process evolve from the scale of the final
state backwards to the hard interaction scale s’ = z1x9s, where s is the centre-of-mass
energy square of the collision and z; and x5 are the respective momentum fractions of
the partons. However, the backward evolution process cannot be performed by simply
reversing the forward evolution strategy and using the same formulae. Since the forward
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evolution approach is sufficient to understand the principles of the parton shower evolu-
tion, the backward evolution is not further discussed in this thesis.

Finally, during the parton shower evolution there is a freedom of choice of which parton
branchings to generate first. Two showering strategies are commonly implemented in
MC generators used for the analyses presented in Chapters 6 and 7, namely the coherent
showering and the dipole showering. The coherent shower is implemented in the MC
generator HERWIG [39,40], while the dipole shower approach is used in PYTHIA [41,42]
and SHERPA [36]. In the coherent shower, parton branchings with a small opening angle
are generated first, hence it is also called angular-ordered parton shower. In the dipole
shower, the emission of gluons is not generated by parton splittings, but instead accord-
ing to the dipole radiation pattern of a pair of partons. Discussing the details of these
two showering algorithms is considered outside the scope of this thesis.

After the parton shower evolution stops, all generated final state partons are used as
input to a hadronisation algorithm which aims at turning all coloured particles into
observable hadrons. Two commonly used models are described in the next section.

4.3 Hadronisation

In this section, two different hadronisation models are presented. The first is the string
model which is implemented in the MC generator PYTHIA and the second is the cluster
model used in the generators HERWIG and SHERPA. At the end of the parton shower
evolution, there are many partons with a virtual mass-squared in the order of the cut-off
value ty introduced in the previous section. However, since this cut-off value is generally
small, ag becomes too large during the following processes and thus, the procedure of
hadronisation cannot be performed in a perturbative way. Both hadronisation mod-
els aim at converting these partons into the hadrons that can be observed in physics
experiments.

4.3.1 String model

To illustrate the QCD dynamics of the string model, the simple process eTe™ — qq
is considered which is depicted in Figure 4.3. In the centre-of-mass frame, the quark
and antiquark move apart in opposite directions. The principle of confinement in QCD
was explained in Section 2.4 and applies in this scenario as well, since both partons
interact strongly with each other over increasing distances. The increase of the strong
coupling at growing distances and the gluon self-interactions lead to the property of
confinement, but it can also be explained by an additional term in the strong potential
-kr, where r is the distance and k is a constant, which results in a distance independent
force of attraction. While the quark and antiquark move away from each other, their
strong interaction is represented by a stretching gluon string with thickness ~ 1 fm
which connects the partons while respecting their colour charge. The potential energy

42



4.3 Hadronisation

of the system increases while the kinetic energy decreases. At some point, the potential
energy is sufficiently high that it is favourable for the gluon string to break and create
a new quark-antiquark pair out of the vacuum with new corresponding gluon strings
and appropriate colour connections to the initial antiquark and quark, respectively. As
long as the kinetic energy is high enough, these new quark systems continue to move
apart from each other and thus, the newly created strings stretch again until they break
to create new quark-antiquark pairs and so on. This treatment continues until all the
energy has been converted into quark-antiquark pairs which are connected by short string
segments. These can be identified as colour neutral hadrons that are expected from the
property of confinement.
}»

IN

Figure 4.3: The string model illustrated in the process ete™ — ¢q [9].

4.3.2 Cluster model

In contrast to the string model, which connects quarks and gluons via strings while
respecting their colours, the cluster model groups the partons directly into colourless
clusters. This strategy is motivated from the principle of preconfinement, which implies
that pairs of colour-connected neighbouring partons have an asymptotic mass distri-
bution which falls rapidly at high masses and is asymptotically Q*-independent and
universal [9]. Consider a non-perturbative splitting of gluons into ¢g pairs. In this case,
the neighbouring quarks and antiquarks can be combined into colourless groups and their
mass spectrum is universal, steeply falling at high masses and depends on the cut-off
scale tg. Given a typical value of ty &~ 1 GeV?, the clusters have an average mass of the
order of 3 GeV and can be decayed into hadrons by using an isotropic quasi-two-body
phase space model. A graphical example of the cluster model is shown for the eTe™ — q¢
process in Figure 4.4.
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Figure 4.4: The cluster model shown with the process ete™ — ¢ [9].

4.4 Underlying Event

As mentioned in Section 4.1, during a proton-proton collision, the protons contain more
partons than the two which are chosen to initiate the hard process. These beam rem-
nants i.e. remaining partons may also interact with each other and thus interfere with
the hard process. This is referred to as the underlying event (UE) which results in the
production of additional hadrons that enter the final state of hard processes. This addi-
tional activity in the hard process is also called multiple parton interactions (MPT).

The idea of the UE is that the elastic gluon-gluon scattering has the largest cross-section
of all possible proton-proton interactions. It is even larger than the total proton-proton
scattering cross-section itself which means the average number of gluon-gluon inter-
actions per proton-proton collision is larger than one. This process diverges at small
squared momentum transfers ¢ and thus is only integrated up to a cut-off t;,,. All pos-
sible combinations of elastic scatterings of quarks, antiquarks and gluons must be taken
into account which all show the same divergence behaviour at LO. In addition, the prob-
ability of more and significant MPI correlates with the presence of a hard interaction
and therefore should not be neglected.

The simulation of multiple parton interactions is built into all three previously men-
tioned MC event generators HERWIG, PYTHIA and SHERPA. However, each generator
uses a different approach which is not of significant importance to understand its phe-
nomenological impact on the presented analyses as mentioned above.
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Finally, after all hadrons are produced in the hadronisation process, meaning those in the
parton shower and UE, any unstable hadrons are decayed according to the branching ra-
tios given, for example, by the Particle Data Group [3]. This aspect cannot be neglected,
particularly for cases of subsequent or multiple decays as with hadrons containing charm
or bottom quarks.

4.5 Simulation of the ATLAS detector and pile-up

The simulation of proton-proton collisions from the matrix element to the final state
objects is only the first step when performing an analysis based on actual physics data.
The MC generators are able to predict the outcomes of proton-proton collisions in terms
of physical particles, but in order to compare the generated events to experimental data,
it is essential to simulate how the particles interact with the detector material.

The ATLAS experiment employs the GEANT 4 software package [43] in order to simu-
late the response of the ATLAS detector to the proton-proton collisions produced at the
Luc [44]. This involves simulating how particles pass through the various parts of the
detector and create hits (or not in case of a neutrino). The simulated hits are digitised
to simulate the signals produced by the electronic readout system. The reconstruction
algorithms turn these signals into tracks in the ID and MS as well as energy depositions
in the calorimeter cells. These tracks and energy depositions are used to reconstruct
electrons, muons, photons and hadrons i.e. jets.

Before the simulation of the detector response, however, one particular and very crucial
aspect is taken into account within the MC simulated samples to reproduce the LHC
conditions. This aspect is called pile-up and it refers to the concept that the mean num-
ber of proton-proton interactions per crossing of the proton bunches, (i), is significantly
larger than one, with an average of (u) ~ 32 interactions during the years 2015, 2016
and 2017 [45]. This is due to the high luminosity configuration at the LHC. The different
pile-up profiles of the data recorded by ATLAS in the three years are shown in Figure 4.5.
The large pile-up adds an additional challenge to physics analyses, because the neigh-
bouring proton-proton interactions tend to produce many soft particles that are usually
not of interest, but may still interfere with the reconstruction of the hard process. It
is therefore essential to have a detector with high spatial resolution as well as good
momentum resolution in order to identify the particles that originate from the primary
vertex and distinguish them from those particles produced by neighbouring collisions.
In simulation, pile-up is taken into account by overlaying the generated events with so-
called minimum bias events assuming a value of (1) = 20 [46]. Minimum bias events are
inelastic collisions without any specific selections such as requiring the presence of a high
pr lepton or jet, hence the tendency to contain soft particles. In ATLAS, these events
are generated using the PYTHIA 8 generator with the MSTW2008LO PDF set and the
A2 tune [46-48]. After the full simulation of the detector response and reconstruction of
objects, this simulated pile-up profile is corrected to the pile-up profile measured in data
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Figure 4.5: The pile-up profiles of the data recorded with the ATLAS experiment during
the years 2015, 2016 and 2017 of Run 2 [45].

via certain weight factors which are applied to the generated events [49]. In addition
to the pile-up modelling, the object reconstruction algorithms employed in ATLAS are
designed in a sophisticated way to reject most particles that do not originate from the
hard process, for example the jet vertex tagger algorithm outlined in Section 5.3.

The following chapter describes how or under which criteria the different relevant objects,

namely leptons and jets, are reconstructed in the analyses presented in Chapters 6 and
7.
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CHAPTER D

Analysis objects

In the previous Section 4.5, the point was raised that analysers cannot simply compare
an MC simulated sample of particles that are created during a proton-proton collision
to actual physical events that are recorded with the ATLAS detector. First, the MC
generator is required to model how the particles will interact with the detector, what
signatures they produce and thus, which electric signals the readout system is ultimately
able to record. Based on this information, the ATLAS collaboration applies algorithms
that read in those particle signatures in the detector during a collision and reconstruct
the particle candidate that produced the signature, along with its kinematic properties.
Then, sophisticated trigger algorithms may fire a signal to store the event if certain
criteria are met such as the presence of a high pr lepton, as was discussed in Section 3.2.

This chapter describes how the individual physics objects, namely leptons and jets, are
reconstructed based on the signatures that have been left in the detector. As depicted
in Figure 3.6, each object produces a different signature which means that all the infor-
mation from the detector has to be taken into account to maximise the reconstruction
efficiency. Nonetheless, different particles may produce a similar signature inside the
detector. Since the detector and readout systems are not perfect, the corresponding
algorithms might reconstruct an object as a different one. This has to be considered
especially for electrons, photons, jets and hadronically decaying 7-leptons.

5.1 Electrons

Electrons are the lightest charged fermions of the SM and thus do not decay [3,7]. They
do, however, ionise the material of the ID and thus leave a track in it. Furthermore, they
are expected to be stopped in the ECAL, predominantly by producing an electromag-
netic shower through Bremsstrahlung and subsequent production of electron positron
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pairs until all their energy is deposited in the ECAL [28].

The electron reconstruction algorithm [50-52] tries to find tracks in the ID with pp >
0.5 GeV that can be associated to energy depositions, called clusters, in the ECAL that
fulfil Ecjuster/ cosh (rack) = ET > 2.5 GeV. The energy of the cluster comprises different
components besides the actual energy inside the ECAL, namely the energy deposited
in front of the ECAL and the energy leakage outside of the cluster as well as after the
ECAL. To reconstruct the four-momentum of the electron, the information from the
ECAL and ID are combined. The energy of the electron is the cluster energy whereas
its direction of movement is based on its track. The detector does not operate with a
perfect efficiency, but instead suffers from a limited precision on the energy scale, energy
resolution and other properties which are detailed further in Section 6.3.1 and Chap-
ter 8. In order to match the reconstruction efficiency of simulated electrons (and other
objects) to that of electrons in data, the above effects must be taken into account which
is done via scale factors (SFs). These SFs are defined as €gata/€nMc, Where € represents
the corresponding efficiency. The efficiency in data is measured experimentally and the
SFs can be applied to simulated events in all analyses considering electrons.

As the ID is limited in 7, only those candidates with |n| < 2.47 are considered. However,
the region 1.37 < |n| < 1.52 is excluded as well, because the reconstruction efficiency in
this region suffers significantly from the large amount of passive material in front of the
ECAL [28].

In addition to the reconstruction of the electron, the algorithms must consider multi-
ple other mechanisms that could lead to another object being mis-reconstructed as an
electron, thus called fake electron [28]. This involves primarily photons which undergo
the same procedure in the ECAL, but leave no track in the ID unless they split into
an electron positron pair at an early stage. Another example would be a photon that
deposits energy into the ECAL and these clusters are matched wrongly to a track in the
ID. On the other hand, jets also leave tracks in the ID and may deposit energy in the
ECAL. If the jets are stopped already in the ECAL or do not deposit a lot of energy
into the HCAL, they might be mis-identified as electrons due to the similar signature.
These cases are discriminated by a cut-based classification which uses information from
the ID as well as the calorimeters, which is described in more detail in Section 6.3.1.

5.2 Muons

Muons are the charged leptons of the second generation with roughly 200 times the
mass of the electron [3]. Muons may decay into electrons and have an average lifetime
of 7 = 2.2-107% s [3]. Furthermore, as they are typically produced with high energy
during proton-proton collisions at the LHC, they possess a high 3+ value and thus decay
outside of the detector. In addition to their larger mass, they are minimum ionising
particles (MIPs) at LHC energies and do not participate in the strong interaction, hence
they are neither stopped in the ECAL nor in the HCAL and tend to only deposit a small
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fraction of their energy in both for pt up to roughly 500 GeV. The resulting signature
is a track in the ID and another track in the MS in addition to a negligible amount of
energy deposits in the calorimeters in between the tracks [28].

The muon reconstruction algorithm [51,53,54] thus searches for tracks in the MS starting
from the outermost layer and tries to match them to tracks in the ID while accounting
for energy losses in the calorimeters. This matching procedure is critical, because tracks
in the ID could potentially be associated with a jet or electron in the case of a signifi-
cant energy deposit in the calorimeters. The ID and MS cover |n| < 2.5 for muon object
candidates. As is the case for electrons, muons are not perfectly modelled as well and
thus have to be corrected via similar SFs which is further detailed in Section 6.3.1.

Finally, since muons are MIPs and do not lose a lot of energy in the calorimeters, it
is very rare for muons to fake or be faked by a jet or an electron. On the other hand,
heavy flavour jets or hadrons, meaning those originating from b-quarks or c-quarks, may
decay inside the detector into a muon (or electron). This additional source of muons not
related to the primary interaction has to be taken into account in physics analyses and
the strategy to reject them is detailed further in Section 6.3.1.

5.3 Jets

As discussed in Section 2.4, the principle of confinement implies that quarks are not
observable as free particles. They will instead form colour neutral hadrons or decay
weakly into lighter particles. In particular, the aspect of decaying is crucial for the re-
construction of top quarks and jets originating from b quarks, called b-jets. The hadrons
or colour charged decay products deposit energy into the HCAL and, in case they are
electrically charged, leave a track in the ID as well as deposit energy in the ECAL [28].

In the ATLAS experiment, jets are reconstructed from three-dimensional topological en-
ergy clusters in the calorimeter [55] with the anti-k; algorithm [56] implemented in the
FASTJET package [57] using a distance parameter of R = 0.4. This distance parameter
is defined as R = /12 + ¢2 and approximates a cone around the jet trajectory. As
for the charged leptons, the energy of jets has to be corrected via calibration. The en-
ergy of the jet is initially based on the visible electromagnetic energy depositions and
thus calibrated to the electromagnetic scale (EM scale). In the next step, the energy is
corrected to the jet energy scale to bring it to the particle level. The jet energy scale
calibration is derived from simulation and in situ calibration using 13 TeV data [58].
The four-momentum of the jet is then corrected to the position of the primary vertex.
This jet energy scale calibration considers three dedicated systematic uncertainties with
respect to the flavour of jets, namely the jet flavour composition as well as the jet re-
sponse of gluon-initiated and b-quark-initiated jets [58]. This is important to note as the
jet flavour plays a major role in the analyses presented in the following chapters.

The jets reconstructed with this procedure are called calorimeter jets. There are alter-
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native approaches such as reconstructing jets only using tracks in the ID [59,60]. As
such approaches are not used in the two analyses presented in this thesis, they are not
discussed further.

There are three additional aspects which affect the reconstruction of jets in the detector.
The first is jets that originate from pile-up i.e. neighbouring proton-proton interactions
in the same bunch crossing. To reduce the number of such jets contaminating the hard
process, an algorithm called jet vertex tagger (JVT) is applied to jets in data as well as
simulation [61]. For each jet within || < 2.4, the idea is to associate tracks from the ID
to its axis and build a multivariate discriminant based on the detector information. On
average, jets originating from the primary vertex achieve a higher JVT score and thus
are more likely to pass a cut on this discriminant. In the following analyses, jets have to
pass the condition of JVT > 0.59. This cut preserves 92% of jets originating from the
primary vertex and approximately 2% of pile-up jets. For jets with pt > 60 GeV, the
likelihood that it originates from a pile-up event is sufficiently small and so the JVT is
not used in those cases.

The second aspect does not significantly contribute to the (mis-)reconstruction of ob-
jects, but should still be mentioned briefly. During collisions, the produced hadrons may
travel through the detector with so much kinetic energy that they are not stopped in
the HCAL and thus cause a punch-through. This means they may enter the MS and
produce a signal there as well. However, the design of the HCAL is such that these cases
are reduced well below the irreducible level of prompt or decay muons [28]. As it still
affects the calibration of the jet energy scale, it is nonetheless taken into account as an
uncertainty in the following analyses.

Finally, the third aspect is the removal of overlapping objects from events which aims
to avoid double-counting. The metric commonly used to define overlapping objects is

AR = /(An)® + (Ad)>.

During the reconstruction of jets, the considered energy deposits from jets are not dis-
criminated against those from electrons. Therefore, jets within AR < 0.2 of a recon-
structed electron are removed. However, if the nearest jet surviving this cut is within
AR < 0.4 of that electron, the electron is discarded instead. This procedure is useful to
only consider electrons which show a clear separation from close-by jets and hadrons.
Signatures from muons and jets can also overlap as muons may originate from the decay
of heavy flavour jets or if highly energetic muons deposit a significant amount of energy
in the calorimeter. This overlap is avoided by requiring the muon to be separated by
AR > 0.4 from the nearest jet. If this requirement fails, but the jet has at least three
tracks in the ID associated to it, the muon is removed from the event, otherwise the jet
is removed instead.

In this dissertation, the two main processes under study are tf and ttH(H — bb).
Therefore, the expected number of b-jets ranges between two and four at LO. A dedicated
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algorithm to identify and tag these b-jets is applied in physics analyses within ATLAS
and other high energy particle physics experiments. The underlying technique is called
b-tagging and exploits the signature of b-jets which, on average, is significantly different
from that of all other jets. How this algorithm works and performs and how it is
calibrated in ATLAS is the topic of the next chapter.

5.4 T-leptons

7-leptons have a mass of m, ~ 1.777 GeV and an average lifetime of 7, ~ 2.9- 10713 s [3].
Consequently, they travel a small distance in the order of a few millimetres through the
ATLAS detector before decaying in & 65% of cases into either hadrons, mostly pions, or
in ~ 35% of cases into either an electron or muon [3].

The 7-lepton itself is not reconstructed directly, but its production is inferred through
its decay products [28]. In the ¢t and t¢H events presented here, T-leptons originate pri-
marily from the decay of W bosons, similarly to electrons and muons and with roughly
the same branching ratio of ~ 11% [3]. In contrast to a W boson directly decaying into
an electron, muon or pair of quarks, the case in which the W boson first decays into
a leptonically or hadronically decaying 7-lepton introduces one or two additional neu-
trinos. This increases, on average, the amount of missing transverse momentum in the
event and, due to the different phase space in the 7-lepton decay, changes the kinematic
properties of the decay products.

Both analyses in this dissertation are based on the tt process and select electrons, muons
and jets in the final state. Thus, events where the W bosons first decay into 7-leptons
which then subsequently decay into an electron, a muon or quarks are also considered.
This is because such events are present in the recorded ATLAS data and it is difficult
to efficiently discriminate a leptonically decaying 7-lepton from a W boson directly
decaying into an electron or muon. Furthermore, 7-leptons may decay hadronically
and, therefore, may fake the signature of jets in the calorimeter. Such a 7-lepton could
be mis-identified as, for example, a b-jet. This latter circumstance contributes to the
reconstruction efficiency and is considered as a small additional source of uncertainty in
the search for the t#H (H — bb) process, which is detailed further in Section 10.2.

5.5 Missing transverse momentum

The last object of importance in this dissertation is the missing transverse momentum.
While the four-momenta of the initial protons are known, the actual colliding partons
possess an unknown momentum in the plane perpendicular to the beam axis. Only
their momenta in the beam direction is expected to be roughly zero before and after the
collision due to momentum conservation [9].
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Particles that were not reconstructed in the detector, such as neutrinos, contribute to a
missing momentum in the transverse plane, labelled p%liss. It is defined as the negative
vector sum of transverse momenta of all reconstructed and calibrated objects in the
event plus a term representing all remaining energy depositions not associated to any
objects. This latter term is calculated using tracks in the ID which are matched to the
primary vertex which makes it more robust against tracks from pile-up [62,63]. The
missing transverse energy, Elfniss, is the magnitude of the missing transverse momentum

and may also be faked by noisy detector signals or even jets [28].

While the p%liss consists of two unknowns, only the magnitude E%liss can be inferred which
at first suggests that the momenta of neutrinos can never be reconstructed in proton-
proton collisions at the LHC. However, since the invariant masses of all SM particles are
known, additional constraints can be applied to the neutrino momentum, for example in
order to fulfil p%/[/i = m%v and pf F = m? in tt decays. The missing transverse momentum

is used during the reconstruction of ttH (H — bb) events, as described in Chapter 8.
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CHAPTER 0

Calibration of the heavy-flavour jet-tagging algorithm

This chapter discusses the underlying concepts of b-tagging in ATLAS. More specifically,
it focuses on how the identification of b-jets in the detector is performed and how it
influences physics analyses. In the following section, the three baseline algorithms in
ATLAS are presented which exploit the distinct signatures of b-jets inside the detector and
whose outputs are then combined to build the final b-tagging discriminant. Afterwards,
the calibration strategy of this discriminant is motivated and the fit method described in
detail. Section 6.3 discusses the setup of the calibration analysis including details about
the studied dataset and simulated samples, the object reconstruction, event selection,
and the differences with respect to previous calibrations. Following this, the robustness of
the fit method is evaluated through several tests presented in Section 6.4. In Section 6.5,
the considered statistical and systematic uncertainties are depicted as well as how they
are estimated. Lastly, Section 6.6 summarises the results and evaluates their significance,
followed by a short conclusion and outlook.

6.1 The b-tagging algorithm in Atlas

Algorithms aiming to identify b-jets try to exploit the distinct features of such jets.

Firstly, b quarks are the lighter quarks of the third generation and thus may only decay
weakly into quarks of the first or second generation. Such a decay is suppressed, since
it involves off-diagonal CKM matrix elements, as was outlined in Section 2.5. Conse-
quently, the average lifetime of b hadrons is long compared to other hadrons, namely in
the order of 7, ~ 1.5-107!2 s, which corresponds to e, ~ 450 um [3]. Thus, a typical b
hadron produced at the LHC with a pr in the order of 50 GeV travels, on average, about
3 mm in the transverse plane before it decays inside the detector [64]. This relatively
long mean path of flight is visible in the ID as a secondary vertex which is displaced
from the primary vertex, illustrated in Figure 6.1. Therefore, the most important input
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6 Calibration of the heavy-flavour jet-tagging algorithm

for the b-tagging algorithm is the information about tracks from charged particles in the
ID.

Decay Length

Track / ‘

Impact
Parameter

Primary Vertex

Figure 6.1: A scheme of the expected signature of a b-jet in the inner detector. There is
a distinct track which connects the primary to the secondary vertex at which
the b hadron decayed. The impact parameters of the tracks can be used to
distinguish b-jets from other jets [65].

Three baseline algorithms are employed to optimise the b-tagging performance in the
ATLAS experiment. Each of the algorithms exploits different properties of the expected
signature of b-jets and thus provide complementary information. In the end, the outputs
of these algorithms are combined into two multivariate discriminants, namely a boosted
decision tree (BDT) as well as a deep learning neural network (DNN).

The following subsections describe the aforementioned sub-algorithms as well as the
multivariate analysis techniques that are used to perform the b-tagging in ATLAS during
Run 2 of the LHC physics programme. The multivariate discriminant based on the
Run 2 BDT (DNN) training is called MV2 (DL1). They are constructed and trained
in a different way with respect to the corresponding b-tagging algorithms employed by
ATLAS during Run 1 which are discussed in Ref. [64]. These differences are a result of
the different detector layout during Run 1, particularly in regards to the ID and the IBL.
The expected performance of the new b-tagging algorithms due to the detector upgrades
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6.1 The b-tagging algorithm in ATLAS

from Run 1 to Run 2 is presented in Ref. [66]. Further optimisation studies of the Run 2
algorithms are given in Refs. [67,68].

6.1.1 Impact parameter based algorithms: IP2D and IP3D

The expected signature of a b hadron in the ID is a secondary vertex which is signifi-
cantly displaced from the primary vertex, meaning the hard collision vertex, and addi-
tional tracks originating from that secondary vertex. Two quantities can be constructed
for each such track with respect to the r-¢ plane. The transverse impact parameter
(IP), do, is defined as the distance of closest approach in the r-¢ plane of the track to
the primary vertex [28]. This is shown in Figure 6.1. The longitudinal IP is defined
based on this point of closest approach in the r-¢ plane, namely as the distance between
the track and the primary vertex in the longitudinal plane and thus is given by zg sin 6
where zj is the position along the beam axis and 6 is the polar angle of the track [28].
The corresponding significances of these quantities are defined as the IP divided by its
estimated uncertainty, namely S, := do/0q4, and S, := 29 sin6/0; ng, respectively.
One might argue that tracks from decay products of b hadrons may interfere with the
association of tracks to the primary vertex. However, as the b hadron possesses a long
lifetime, the secondary vertex is displaced and the decay products will, on average, have
large IP values [67]. Furthermore, the significance of the IPs of such tracks is signifi-
cantly different from zero whereas the significance of the IPs of tracks from light-jets
tends to be consistent with zero [67].

Additionally, one can assign a sign to the IP, depending on whether the secondary vertex
is behind or in front of the primary vertex with respect to the jet axis which represents
its direction of motion. If the secondary vertex is behind the primary vertex, the track
is likely not to come from b-jets and thus its IP is negative. This is useful to estimate
the b-tagging rate of light-jets, also called mis-tag rate [64].

Tracks that enter the IP algorithms must fulfil the following criteria [67]:
e Track pr > 1 GeV;
e |dp| <1 mm and |zpsinf| < 1.5 mm;

e > 7 hits in PD and SCT combined (silicon hits) and < 2 silicon holes of which at
most one may be in the PD. A hole refers to a hit that is expected to be associated
with the track, but is not present [51].

The difference in the IP algorithms is suggested by their names and lies in the infor-
mation they use. The IP2D algorithm uses only the transverse IP significance S,y as a
discriminating variable, while IP3D uses S, as well, namely in a two-dimensional tem-
plate which takes their correlation into account [67]. Figure 6.2 shows the respective
significances for the different jet categories which are b-jets, c-jets and light-jets. These
templates are given in the form of probability density functions (PDFs) and derived
from simulated ¢t events. The templates are different depending on the hit pattern of
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6 Calibration of the heavy-flavour jet-tagging algorithm

the track and the jet flavour hypothesis, which could be either b, ¢ or light [67].

Track signed dO significance (Good)
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Figure 6.2: The significances of the transverse IP (a) and longitudinal IP (b) are shown in
simulated tt events for b-jets (solid blue), c-jets (dashed green) and light-jets
(dotted red). The jets fulfil the ‘Good’ category defined in Ref. [67].

The final discriminant of the IP algorithms is given by a log-likelihood ratio (LLR) in

Py
Pu

the number of tracks associated to the jet and p, and p, are the template PDFs for the
b-jet and light-jet hypotheses of each track, respectively, while the tracks in the sum are
assumed to be uncorrelated [67]. Thus, this LLR is specialised to discriminate between
b-jets and light-jets. Correspondingly, there are two additional LLR using p. to separate
b-jets from c-jets or c-jets from light-jets [67]. Both algorithms, IP2D as well as IP3D,
are included in the training of the multivariate b-tagging discriminants [67].

the form of a sum of per-track contributions, namely EZ]\; 1 log ( . In this sum, N is

6.1.2 Secondary Vertex Finder: SV1

The Secondary Vertex Finder algorithm (SV1) [69] aims to reconstruct all secondary i.e.
displaced vertices produced by jets originating from b hadrons in an event [67]. This
algorithm is based on the tracking information from the ID, similar to the IP based algo-
rithms and also the JetFitter algorithm described in the next subsection. The selection of
tracks for the SV1 and JF relies on dy, 29 and the number of hits in the ID associated to
the jet. This selection strategy has been optimised separately for the two algorithms [67].

The SV1 algorithm considers all tracks inside a jet and converts them into a set of all

possible two-track vertices. SV1 then iterates over all track pairs and tests the hypothesis
that they come from a vertex with two tracks. Vertices are rejected that are compatible
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6.1 The b-tagging algorithm in ATLAS

with the decay of long lived particles such as A or Kg, photon conversions or hadronic
interaction with the detector material [67]. The tracks from all vertices remaining after
this process are used to fit a new secondary vertex. Outlier tracks are removed itera-
tively from the fit, while tracks from b or ¢ hadron decays are allowed to be associated
to a single common secondary vertex [70].

In order to improve the performance of the fit, several additional requirements and
strategies are applied, namely [67]:

e The tracks are required to have at least 7 silicon hits, while at most 1 hit may be
shared in the two detectors. Additionally, the x? value of the vertex fit divided by
the numbers of degrees of freedom (dof) is required to be less than 3. At |n| > 1.5,
tracks are required to have at least 8 silicon hits instead of 7 to mitigate the effects
of the larger amount of detector material which causes a worse track resolution
and higher occurrence of hadronic interactions.

e Tracks with S4, < 2 and S;, > 6 are likely to originate from fake vertices due to
high pile-up and are therefore rejected.

e The significance of the distance of each track to the primary vertex should be above
2, the sum of the two IP significances of both tracks should be greater than 2 and
the x? of the fitted tracks should be less than 4.5.

e Jets with energies above 300 GeV tend to have a high number of tracks from the jet
fragmentation as shown in Figure 6.3 on the left. This increases the likelihood of
reconstructing fake vertices inside the jet. Therefore, at most those 25 tracks with
the highest pr are considered in the reconstruction. Since b hadron decays have,
on average, b tracks from charged particles, this selection is sufficiently inclusive
to keep a high reconstruction efficiency [67].

e The invariant mass of the vertex can be further exploited to reject tracks from
unwanted sources. The vertices from b or ¢ hadron decays tend to have masses
between 1 — 5 GeV, as is depicted in Figure 6.3 on the right. Thus, the invariant
mass of candidate vertices is required to be less than 6 GeV. In addition, the mass
spectra of 77w~ and pm systems are taken into account to reject two track vertices
coming from Kg or A decays. All tracks associated to such a vertex are rejected.

The SV1 algorithm uses eight discriminating variables during the training, including
the number of tracks associated to the vertex, its invariant mass, its energy fraction
which is defined as the total energy of tracks associated to the vertex divided by the
total energy of tracks associated to the jet, and the three-dimensional decay length
significance which is defined as the distance between the primary and secondary vertices
divided by its uncertainty [67]. A similar set of variables is used for the training of the
JetFitter algorithm described in the next subsection [67].

The most significant reason for the degradation of performance of the SV1 algorithm at
high pr is the increase in the number of tracks which, as explained above, increases the
chance to reconstruct fake vertices [67].
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Figure 6.3: Left: Average number of tracks selected for the IP algorithms as a function of
the jet p originating from b hadrons (red) and jet fragmentation (blue). The
shaded areas represent the RMS for each pr bin [67]. Right: the fraction
of events that a b-jet (solid green line), c-jet (dashed blue line) or light-
jet (dotted red line) has a secondary vertex with a certain invariant mass
associated to it [67].

6.1.3 Decay Chain Multi-Vertex Finder: JetFitter

The JetFitter algorithm (JF) [71] tries to reconstruct the decay chain of b hadrons in
a topological way along the jet axis. The underlying idea is that b hadrons are most
likely to decay into a ¢ hadron which then decays further and thus produces a tertiary
vertex [67].

The JF is based on a modified Kalman filter [72] and aims to find a single common
line connecting the primary vertex, the b hadron decay vertex and the ¢ hadron decay
vertex [67]. This approach allows to reconstruct the vertices even with only a single track
associated to them, as long as the track resolution is high enough. As mentioned in the
previous subsection, a similar set of variables is used during the training of both the SV1
and JF algorithms, including the number of tracks, invariant mass, energy fraction and
three-dimensional decay length significance [70].

6.1.4 Multivariate discriminant for b-tagging: MV2

In order to maximise the b-tagging performance, the outputs of all three sub-algorithms
and the jet kinematics, meaning the pt and 7, are combined to train a multivariate dis-
criminant, namely a BDT which is called MV2 [51,67,68]. The BDT is trained using the
ROOT Toolkit for multivariate analyses, called TMVA [73], on two simulated samples.
The first contains 5 million ¢f events and the other 3 million Z’ bosons decaying into two
jets [68], where Z’ refers to a commonly proposed new heavy vector boson which is not
part of the SM, described for example in Ref. [74]. It behaves similarly to the Z boson
but has a significantly higher rest mass of the order of my ~ 4 TeV. Here, the physics
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details of this boson are not as important as the fact that it allows physicists to simulate
the production of highly energetic bb pairs at the Luc. This is because, while the b-jets
produced in tt decays have, on average, a pr significantly less than 250 GeV, the b-jets
from Z’ decays sufficiently often reach a pr of up to &~ 2 TeV. This is critical for the
training of the algorithm on b-jets with high pr and its subsequent calibration. The
contribution of both simulated samples to the b-jet pt spectrum as well as the light-jet
pr spectrum is shown in Figure 6.4.
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Figure 6.4: The normalised differential cross-section of the light-jet pt (left) and b-jet
pr (right) spectra [68]. The simulated t¢ sample contributes mostly to jets
with pp < 250 GeV (black). Therefore, an additional sample of simulated Z’
decays is added to increase the number of jets with a higher pr (red).

During the training of MV2, b-jets are set as the signal, while the background contains a
mixture of 7% c-jets and 93% light-jets. Other compositions of backgrounds have been
tested as well, but this particular mixture has been found to give the best separation
between the different flavours. It has, therefore, been chosen as the default in ATLAS
during Run 2 [67].

The pp and |n| of jets are included in the training to exploit correlations with other
discriminating variables from the input sub-algorithms [67]. However, these kinematic
distributions are different between signal and background jets and the BDT could inter-
pret these differences as discriminating by the training. In order to avoid this, the pr
and |n| distributions of b-jets and c-jets are reweighted to match those of light-jets [67].
A penalty weight of 1079 is given to a jet during the training if and only if it fails to
produce a result in all three sub-algorithms [67]. In the case of the SV1 algorithm, for
example, this happens if it is not able to reconstruct a secondary vertex that can be
associated to the jet. The fraction of jets affected by this is 0.6% for light-jets and 0.1%
for c-jets and b-jets, respectively.

The discriminant based on this training is called MV2c10 to reflect the chosen back-
ground mixture in which ‘c10’ represents the roughly 7% c-jets [67]. The performance of
the MV2c10 algorithm can be evaluated by its ability to separate between the different
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6 Calibration of the heavy-flavour jet-tagging algorithm

jet flavours. The BDT output for the different jet flavours is presented in Figure 6.5.
Further details about the training and performance can be found in [67].
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Figure 6.5: The MV2c10 output is shown for b-jets (solid blue), c-jets (dashed green)
and light-jets (dotted red), evaluated using tt events [67].

Finally, the MV2c10 algorithm can be used at different working points (WPs). Analysers
in ATLAS may choose to apply the b-tagging of jets at four different efficiencies, which
are 60%, 70%, 77% and 85%. These percentages represent the fraction of b-jets which
remain in simulated tf events after the corresponding cut on the MV2¢10 output value is
applied. The lower the fraction, the fewer tagged b-jets remain, but at the same time far
more c-jets, light-jets or 7-jets are rejected. This is illustrated in the so-called receiver
operator curve in Figure 6.6. Table 6.1 summarises the BDT cut values corresponding
to the WPs as well as the respective rejection factors for c-jets, light-jets and 7-jets. If
analysers have a sufficiently large number of events containing b-jets, they may choose
to apply the tightest working point of 60% to reject as many unwanted background jets
as possible.
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Figure 6.6: Light-jet rejection (left) and c-jet rejection (right) as a function of the b-
jet tagging efficiency for an old MV2c¢20 configuration based on 2015 data
(black) compared to several improved configurations based on 2015 and 2016
data, namely MV2¢20 (brown), MV2c10 (red) and MV2c00 (blue), described
in Ref. [67]. The distributions are evaluated on simulated t¢ events. MV2c00
(20) corresponds to the discriminant trained on a sample with 0% (15%)
c-jets out of all background jets. The bottom panels show the ratio between
the improved configurations with respect to the old 2015 configuration.

’ b-tagging WP ‘ MV2c10 cut value | c-jet rejection | light-jet rejection | 7-jet rejection

85% 0.1758 3.1 33 8.2
7% 0.6459 6 134 22
70% 0.8244 12 381 95
60% 0.9349 34 1538 184

Table 6.1: Shown are the four b-tagging WPs and the corresponding MV2c10 BDT cut
values along with the rejection factors for c-jets, light-jets and 7-jets.

6.1.5 Deep Learning algorithm: DL1

In addition to the MV2 discriminants, another set of b-jet tagging algorithms have been
developed, trained and calibrated. For these algorithms, the same input variables and
training samples are used as for MV2. But, instead of a BDT, a deep learning neural
network is used which results in a slightly different performance. This is reflected in, on
average, higher light-jet rejection factors and smaller c-jet rejection factors for a given
b-jet tagging efficiency with respect to the MV2 discriminants. This set of algorithms
is called DL1. A detailed discussion on their concept and training can be found in
Refs. [68,70].
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6.2 The strategy to measure ¢,

In ATLAS, the b-tagging algorithms can be applied to jets at different WPs by cutting
on specific output values of the discriminant. However, the corresponding b-tagging ef-
ficiencies are derived from simulation. The performance of the b-tagging algorithms in
actual data is not necessarily equal to their predicted performance, for example if the
jet properties are mis-modelled. In this chapter, the calibration of the MV2c10 and
DL1 algorithms is presented and the goal of this calibration is to measure the b-tagging
efficiency in data (egata). This is done by selecting events which are enriched in b-jets
and counting the number of jets which are tagged by the algorithm. The ratio of the
measured efficiency with respect to the predicted efficiency (eg/lc) defines a scale factor
(SF) that analysers in ATLAS apply in their analyses to correct the simulated b-tagging
efficiency to the one measured in data.

Different methods to measure egata exist such as the Tag & Probe method and the
Combinatorial Likelihood (LH) method which are described in Ref [75]. The latter is
based on probability density functions (PDFs) and is thus called PDF method in the
remainder of this chapter. The calibration analysis presented in this thesis is based on
such a PDF method, but employs an improved strategy [76] with respect to the previous
calibration in ATLAS that is detailed in Ref. [75]. The essential differences between the
two calibrations are depicted in the following sections.

First, the basic concept of the old PDF method and how it can be used to measure the
b-tagging efficiency in data is described in the following. This is important, because the
ttH(H — bb) analysis presented in Chapter 7 applies this older version of the b-tagging
calibration. After this, the new improved approach is presented which allows to extract
more information from data compared to the old method and is thus less dependent on
the modelling of the selected physics processes.

To start, consider a sample of proton-proton collision events which contain reconstructed
jets in the final state. Naively, the fraction of jets which are tagged by the b-tagging
algorithm can be written as follows [75]:

fraggea = foeo + (1 — fo) €. (6.1)

Here and in the following, f; is the fraction of b-jets in that sample and ¢, and ¢ are
the tagging efficiencies for b-jets and non-b-jets, respectively. Non-b-jets represent all
c-jets, light-jets and 7-jets in the following. This approach assumes that all b-jets are
tagged with efficiency €, and all non-b-jets are tagged with efficiency ¢;. The b-tagging
efficiency can thus be extracted by measuring fiaggeq in data and deriving f; and ¢ from
simulation [75].

This approach, however, treats jets individually on a case-by-case basis and does not
account for possible correlations between flavours of multiple jets within a single event.
Consider, for example, an event that contains two reconstructed, highly energetic jets
which originate from the same vertex and move in opposite directions. If one of the jets
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is tagged as a b-jet, the likelihood that the other one is a b-jet increases, since they are
expected to have been produced as a pair, thus increasing the chance to also tag the
second jet. This is relevant to this calibration analysis, because it selects events with
exactly two reconstructed jets in addition to other selections which are further detailed
in the next section. Thus, in order to exploit such per-event jet flavour correlations in
events with exactly two jets, one can define a system of two equations describing the
fraction of events with 1 and 2 b-tags, respectively in the following way [75]:

J1 b—tag = 2fwes (1 — &) + fo (e (1 — &) + e (1 —€)) +2(1 — foo — fu) & (1 — &),
f2 b—tags = fun€s + fuever + (1 — fop — fur) €f- (6.2)

fop and fy; represent the fraction of events containing exactly two b-jets or exactly one
b-jet and one non-b-jet, respectively. Both, as well as ¢;, can be derived from simulation
and the two fractions of events fi y_tag, f2 s—tags can be measured in data to determine
€p, similarly to the previous strategy. In this case, however, the jet flavour correlations
among the two jets are accounted for, since ¢, is extracted in the two distinct tag regions
simultaneously which improves the precision of the measurement [75].

The old measurement is performed in N different kinematic bins [75]. That means it is
split up by different ranges of the two jet pr, labelled pr 1, pr 2 from now on. This leads
to an over-constrained system of 2- N2 coupled non-linear equations for N free param-
eters of interest (POIs). This requires a strategy to determine the most likely values
of the POIs. Therefore, this calibration employs a LH function £ [77] and performs a
likelihood fit to data which is explained in the following.

In general, LH functions are products of distinct PDFs that depend on the POIs. Thus,
for a given observed data, the LH function is a measure for the probability or compati-
bility of the POI values to describe the observed data. The goal is to find the POI values
that maximise this LH function over all observed data. With this LH approach, the sys-
tem of equations above is replaced by appropriate PDFs P and the values of the POIs
are estimated by numerically maximising the LH function or, equivalently, minimising
the negative logarithm of it (LLH function). Another advantage of the PDF method is
its flexibility as it allows to include PDFs that are a function of the b-tagging weights
w1, wo which represent the outputs of the tagging discriminant for the two jets. The LH
function for each event can thus be expressed as follows [75]:

Levent (w1, w2, p1,1,0T,2) = [fosPon (07,1, 7,2) Po(wi]pr,1) Py (walpr,2)
+forPu(pr,1, pr,2) Po(wilpr,1) Pr(walpr2)
+fuPu(pr,1, pr.2)Pi(wi|pr1)Pi(walpr2)
+same terms, but replacing 1 < 2]/2. (6.3)

Pt (P11, p1,2) are the PDFs for an event to contain two jets with flavours fq, fo that
have pr 1 and pr 2. Pr(w;|pr;) is the PDF for a jet with flavour f and pr; to be assigned
a b-tagging weight w; by the b-tagging algorithm. fp, and f;; are the same parameters
as in Equation 6.2 and f;; = (1 — fi» — for). Pu(w|pr) can be extracted from data after
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minimising the negative logarithm of the above LH function in which all other PDF's are
derived from simulation. For a given jet pr, Pp(w) is defined by a histogram with two
bins, where the bin for a weight w above the cut value of the chosen WP wyt represents
the b-tagging efficiency. This can be translated into:

oo
€y :/ dw’be(w'|pT). (6.4)
Wecut
With this, the minimisation of the negative LLH function over all data events allows to
determine €, from the observed data [75].
The new PDF method has several improvements compared to the above approach which
is outlined in the following [76]. Firstly, it employs an extended binned LLH function
which treats the total number of observed events in the analysed dataset as a parameter
that is constrained by a Poissonian distribution [77]. Secondly, the new method measures
the b-tagging efficiency in a pseudo-continuous way with five instead of two output bins
corresponding to the WPs which includes a fifth WP for jets not passing the 85% WP.
This means that if a WP of, for example, 70% is chosen for the b-tagging algorithm, then
discriminant output weights that would pass the 60% WP fall into that ‘60%’ bin. This
is in contrast to the measurement based on Equation 6.4 which would keep all weights
passing the 70% WP in one bin. On the other hand, the b-tagging efficiency in data
for a given WP can be derived easily from the pseudo-continuous calibration through a
cumulative sum.
In the new LLH definition, the pseudo-continuous WP definition is taken into account
by considering the PDF Py (w € W{pt) which represents the PDF for a jet with flavour
f and given pr to have a weight w which falls into the WP bin W [76]. Thus, in the
pseudo-continuous calibration, P,(w|pr) is given by a histogram with five bins for each
pr bin [76].
By writing an extended LLH function for each (pr 1, pr2) bin, which are labelled as k
from now on, one finds [76]:

log Ly, (Vot, Py (w € Wpt)) = _Vtkot

+ ) wlog [ vl Y Pr P (w1 € Wilpra) Py, (we € Walpra) | . (6.5)

w1,Ww2 f1,f2

In this equation, v£, is the expected total number of events and nk 1wy 18 the observed

number of events in bin k. The form is written in a more compact way than Equation 6.3
by taking the logarithm and including a sum which goes over all jet flavour combina-
tions fi, fo. Here, 1o is considered a nuisance parameter, while Py, (w; € Wj|pr ;) are
the POlIs, which will be estimated from the fit to data.

The precision of the previous measurement is limited strongly by the MC modelling
uncertainty of the ¢t process [75]. More specifically, our understanding of the two jet
flavour compositions in simulation is one of the dominant systematic uncertainties of the
measurement. To account for this, correction factors c?h f, are introduced as nuisance
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parameters to the LLH functions. These allow the two jet flavour compositions to be
extracted from the fit for each bin k. In practice, the following change is made to
Equation 6.5:

k _ k k k
Viot = Z Vifo Z Ci.f2 Vi, for (6.6)
f1.f2 f1,f2

This calibration analysis aims to select as many events as possible that contain exactly
two reconstructed b-jets. Such events are considered signal events and, consequently,
this selected region of phase space is defined as the signal region (SR) and labelled ‘bb’.
In addition to this, other regions of phase space are selected in order to produce samples
enriched in background events where either the first or second jet, ordered by pr, or
both are non-b-jets. These are considered control regions (CRs) and labelled ‘Ib’, ‘b’
and ‘Il’, respectively. The exact definition of the SR and CRs is given in the next section
which is different with respect to the old calibration described in Ref. [75].

Several tests have been performed to determine which regions should be used to extract
the b-tagging efficiency with highest precision [76]. As a result, only the new SR is
considered to measure ebdata which reduces the impact of non-b-jets. However, the CRs
can still be exploited to estimate certain background components in the analysis such as
the number of background events contaminating the SR [75,76].

The old calibration only included events from their corresponding SR in the LH fit [75].
The new PDF method introduces additional parameters to the fit such as the two jet
flavour correction factors described above. Thus, in order to have meaningful constraints
on all fit parameters, the three CRs are included in the fit as well, but not used to extract
egata [76]. This is achieved by creating dedicated LLH functions for each region according
to Equation 6.5 and removing the dependence on the POIs in the LLH functions for the
CRs.

Taking Equation 6.6 into account, the LLH function for the SR is given by [76]:

k k k,SR
log L, sr (cfth,be (we W]pT)> = — Z Cho Vg
f1.f2

k,SR k k,SR
+ Z Ty, 108 Z Vi 1 P p ol sRP g (w1 € Walprn) P, (w2 € Walpry2)
wi,w2 fi1.f2

(6.7)

The LLH functions for the CRs are written similarly except that all wi, w2 bins are
merged together. This way, their dependence on the POIs are removed and they are only
sensitive to the two jet flavour correction factors. They can be expressed as follows [76]:

k _ k  kCR , kCR K kCR
log Lk.cr (Cfl,fg) == iy " Mog | D nvi B Phpker | - (68)
f1.f2 f1.f2

Estimates for Vljfl’s}z and l/l}:l(jc];{ are derived from simulation, but they are corrected along

k, f1, fo by the two jet flavour correction factors céﬁl 7, Thus, only the shape of the
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6 Calibration of the heavy-flavour jet-tagging algorithm

estimated v distribution along the SR and CRs is taken from MC.

The differences of the new PDF method with respect to the old method are [76]:

e A reduced dependence on MC simulation, because the two jet flavour compositions
are extracted from the fit to data;

e The fraction of signal i.e. bb events is much higher in the SR of the new calibration;
thus, the extraction of the b-tagging efficiency in this region decreases the impact
from non-b-jets;

e Since the wi,wo bins are merged together in the LLH functions in the CRs, those
functions are insensitive to €, which minimises the correlation between the two jet
flavour correction factors and the POI Py, (w|pr).

Finally, the robustness of the new fit method is evaluated through a sanity test, a closure
test and a stress test. These are presented in Section 6.4.

6.3 Analysis setup

In this section, the setup of the MV2c10 and DL1 calibrations will be detailed. This
includes the chosen processes and corresponding final states, the selection strategy to
enrich the data sample with these final states, the simulated signal and background sam-
ples considered as well as the dataset under study.

As outlined in the previous section, the calibration of the b-tagging algorithm is per-
formed in events with exactly two reconstructed jets. Additional selections are per-
formed to increase the fraction of events that contain exactly two b-jets. This is done by
selecting a reconstructed electron (positron) and antimuon (muon) in addition to the two
reconstructed jets. Thus, the selected final state is labelled as ‘epu+2j’ in the remainder
of this chapter. Many processes may contribute to it, but the most dominant one at the
LHC is the tt process. This process is able to produce the selected final state, because
each top quark is assumed to decay into a bottom quark and a W boson and the two W
bosons may subsequently decay into the selected leptons. The most significant non-tt
processes at the LHC that contribute to this final state are:

e the production of a single top quark in association with a W boson (Wt);

e the production of two vector bosons with additional jets, also called ‘diboson’
production (WW/W Z/Z Z+jets including off-shell Z boson contributions); and

e the production of a Z boson decaying into 7-leptons with additional jets
(Z — TT+]jets).

The ep+2j final state bears the advantage that exactly two b-jets are expected from the
tt decay at LO; any additional jets must come from initial state or final state radiation.
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These may originate, for example, from the hard process at NLO, but are primarily
generated during the PS and the production cross-section of these jets decreases expo-
nentially with their pp. This results in a high purity of bb events compared to background
events. The disadvantage is the significantly smaller production cross-section, since the
chosen decay channel accounts only for about 2% of all t¢ events with exactly two jets [3].
Despite this, the signal purity is increased even more compared to, for example, a full
dileptonic decay channel selection in [75], because the contribution from background
processes such as Z — [T1~ is reduced dramatically. In addition to this, the datasets
under study are collected during the years 2015, 2016 and 2017 with the ATLAS experi-
ment, which correspond to an integrated luminosity of Liy = 80.5 + 1.6 fb~! [33]. This
combined data sample is sufficiently large to contain a large enough amount of eu+2j
events. Therefore, the measurement of e,‘}ata is not limited by the statistical uncertainty
associated to the dataset. This motivates the chosen event selection and will be discussed
further in Section 6.5.

Numerous changes have been made with respect to the previous iteration of this analysis,
namely [75,76]:

e Larger datasets and MC simulated samples which decreases their associated statis-
tical uncertainties. Moreover, the simulated samples have been regenerated with
an improved setup. Additionally, new samples of physics processes have become
available that contribute to the target final state.

e The increased data and MC statistics available allow to increase the jet pr range in
this calibration from 300 GeV to 600 GeV. The current measurement is performed
in the following nine pr bins: 20—30 GeV; 30—40 GeV;40—60 GeV;60—85 GeV; 85—
110 GeV; 110 — 140 GeV; 140 — 175 GeV; 175 — 250 GeV; 250 — 600 GeV.

e Instead of a BDT to select the signal events, this version only applies a certain
selection cut discussed below [75,76]. In general, employing a BDT can benefit the
selection efficiency. However, the training of a BDT introduces additional sources
of systematic uncertainty to the measurement. The event selection is potentially
biased from the choice of MC generator used to generate the training and testing
samples. Furthermore, when estimating PS and hadronisation model uncertainties
by using a different MC generator, one would either have to retrain the BDT with
that generator or apply MC-to-MC SFs to match the predicted performance of
the nominal MC generator with the alternative generator of choice. This requires
another strategy to avoid double counting of the corresponding systematic uncer-
tainties. Moreover, the output distribution of a complex BDT is less likely to be
well modelled compared to basic kinematic variables. The gain from using a BDT
and dealing with the corresponding complications compared to using a simple cut
on kinematic variables has been estimated to not be significant enough.

First, the basic selection cuts on reconstructed objects in this analysis are:

— Exactly two jets, each with pr > 20 GeV and |n| < 2.5;
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— An electron (positron) and an antimuon (muon), each with pr > 28 GeV.
Because of the ID and ECAL conditions, electrons are required to have |n| <
1.37 or 1.52 < |n| < 2.47. Muons must fulfil || < 2.5.

The SR and CRs are defined by cutting on an additional variable that has been
employed in this calibration. It is the invariant mass of the charged lepton-jet pairs
m;;. From energy and momentum conservation, the sum of the four-momenta of a
charged lepton, neutrino and b-jet from a top quark decay would give its initial four-
momentum. Thus, the square of the summed four-momenta equals m%op. Since
the neutrino cannot be detected, the invariant mass of the charged lepton and jet
can be considered instead. Its distribution should have an endpoint at the top
quark mass and reaches it in case the four-momentum of the neutrino is negligible.
However, there are two possible pairings of charged leptons and jets per event.
The chosen pairing strategy is to pair the charged leptons with jets such that the
sum of the squared invariant masses is minimal. This choice is motivated by tests
showing this strategy to create a SR with the highest purity in bb events [76]. By
requiring this invariant mass to be below 175 GeV, which is roughly the top quark
mass, the jet from this pairing is more likely to be a b-jet from a top quark decay.
If mj; > 175 GeV, the jet is more likely to be a light-jet. Figure 6.7 shows the
my, distribution for the leading jet in eu+2j events split either by the considered
simulated processes or by the two jet flavour fractions representing the SR and
CRs. The SR is defined by requiring m;i; and mjo; to be below 175 GeV, hence
the selected phase-space is enriched in events with two b-jets, labelled bb. The
three CR are defined by reversing either one of the two or both m;, ; requirements
and are thus labelled as bl, [b and I, respectively [76]. This selection is illustrated
in Figure 6.8 and predictions of the two jet flavour fractions are discussed in more
detail in Section 6.6.1.

The previous analysis considers the other dileptonic decay channels as well as
events with exactly three jets [75]. The idea is to constrain the background, for
example from Z — [l events, as well as radiation of additional jets and to increase
the available statistics. But each of those channels has a smaller signal purity
and thus is impacted more strongly by background events containing non-b-jets.
Thus, the gain from this approach has been estimated to be insignificant com-
pared to the additional amount of time and work required to properly account
for all uncertainties introduced by these channels, one example being the Z — [l
background.

The estimation of the background from non-prompt leptons is performed following
a data-driven strategy in which the charged leptons are required to have the same
electric charge [76]. It is described in more detail in Appendix A.

Updated recommendations by theorists on how to estimate uncertainties resulting
from the imperfect modelling of physics processes [76]. This primarily involves
upward and downward variations of scale choices in the ME and PS calculation
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and uncertainties related to the parton distribution function of the proton.
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Figure 6.7: The invariant mass distribution of the leading jet and the charged lepton
pair combined such that the sum of the squared invariant masses of both jet-
lepton pairs in the event is minimal. eu+2j events are selected and the data
corresponds to 36.1 fb~! collected with the ATLAS detector in 2015 and 2016.
Left: the distribution is shown split by the contributions from the individual
simulated signal and background processes considered in this analysis. The
bottom panel shows the data/MC ratio as well as the fraction of ¢ events
out of all simulated MC events. Right: the distribution is shown split by the
SR and three CRs. The bottom panel shows the data/MC ratio as well as
the fraction of events containing two b-jets out of all simulated MC events.

6.3.1 Object reconstruction

In this measurement, electrons, muons and jets are reconstructed on the basis of the
details given in Chapter 5. 7-leptons are not considered or reconstructed as a final
state objects, but contribute to the selected events by decaying into electrons or muons
or by being mis-identified as another object. In addition to those basic reconstruction
algorithms, further quality criteria are required to optimise the object reconstruction
efficiency for this analysis [76].

Electrons and muons must both pass certain, but different quality criteria, each sum-
marised under the label ‘T1GHT’, which are defined and described by the corresponding
working groups in ATLAS [52,54]. The term TIGHT is suggestive in that electrons and
muons passing these quality criteria are very likely to be prompt leptons which are those
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Figure 6.8: A schematic of how the various signal and control regions of each event are
selected according to the leading and subleading jet and the corresponding
mj,; quantities. The b-tagging efficiencies are then extracted for leading and
subleading jet from the SR for each WP. This schematic is included with the
courtesy of Julian Schmoeckel (DESY).

originating from W and Z boson decays. Furthermore, both electrons and muons must
pass certain isolation criteria which are defined as ‘GRADIENT’ in Refs. [52,54], ensuring
that both leptons are sufficiently separated from other objects and do not overlap with
significant energy deposits in the calorimeters or tracks with a high pt. The pt > 28 GeV
cut mentioned above serves the purpose of avoiding significant trigger efficiency uncer-
tainties in the turn-on region of those un-prescaled single lepton triggers having the
lowest pp requirement [78], which is 26 GeV in the data samples 2016 and 2017. For
both leptons, the trigger with the highest pr threshold has no isolation requirement. If
a so-called ‘bad’ muon is found, the whole event is discarded. A bad muon is a muon
reconstructed either from highly energetic jets producing sufficiently high hit multiplic-
ities in the MS from punch-through or from badly measured tracks in the ID associated
to a jet and wrongly matched to segments of the MS [54].

Considering the trigger system, at least one of the charged leptons is required to cause
at least one of the single lepton triggers [78] to fire for a candidate event to be stored.
Furthermore, the leptons passing the trigger algorithms are then matched to the recon-
structed leptons that pass the event selection. More details about the trigger selection
is given in [76].

Similar to the b-tagging efficiency SFs this analysis aims to measure, several SFs exist
for electrons and muons, namely to correct the simulated efficiencies to those in data
for the reconstruction, trigger, identification and isolation of both leptons. These SF's
are derived in Z — [l events [52,54]. Additionally, the calorimeter energy of electrons is
calibrated to the true electron energy in simulation and remaining differences between
simulation and data in the electron energy scale and resolution are corrected using the
Z — Ul mass peak of mz ~ 91 GeV [52].
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Jets reconstructed from the detector information based on Section 5.3 also must fulfil
the ‘LOOSEBAD’ cleaning criteria defined in Ref. [79]. In addition to this, the difference
between the simulated JVT efficiency [61] and the efficiency in data is corrected, similar
to previously discussed object algorithm efficiencies.

Finally, as shown in Section 4.5, the effect of pile-up has to be taken into account when
analysing LHC data. During the data recording periods of 2015 to 2017, an average of
(u) = 32 proton-proton collisions occur simultaneously per bunch crossing, which adds
more background jets that could interfere with the primary interaction of interest. The
basic simulated pile-up profile is corrected to the actual collision data by applying ap-
propriate weight factors [49]. The pile-up conditions of the LHC are different for each
year of data taking and thus need to be accounted for via different profiles as depicted
in Figure 4.5.

The number of eu+2j events are 76204 in the combined years of 2015 and 2016, while
there are 83718 events in the 2017 data collection, totalling 159922 events for all three
years [76]. From these, 68441 and 74693 events, respectively, summing up to 143134
events, fall into the SR and are used to extract the b-tagging efficiency [76].

6.3.2 MC generator setups and simulation specifications

Several MC generator setups are used to simulate the various signal and background
processes that could contribute significantly to the eu+2j final state. As indicated in
Section 4.5, all nominal MC samples were processed through the complete ATLAS de-
tector simulation infrastructure which is based on GEANT 4 [43,44]. In addition to this,
alternative setups are used to estimate modelling uncertainties; most of these alternative
samples were processed through a faster simulation procedure called AtlFast2 [80]. For
each simulated sample and MC generator setup, the corresponding production cross-
section is taken from the setup itself at the order of perturbation theory that the sample
is generated with.

The nominal dileptonic ¢t sample is generated with POWHEG-BOX v2 (POWHEG) [81-84]
for the matrix element (ME) using the PDF4LHC parton distribution functions [85].
This setup as well as all other setups employed to model processes involving top quarks
in the remainder of this chapter assume a top quark mass of my,, = 172.5 GeV. The
hard process is then interfaced to PYTHIA 8 which generates the parton shower (PS) and
hadronisation using the A14 tune [48]. The decay of heavy flavour hadrons is performed
by the EVTGEN package [86]. An important parameter, hdqamp, sets the cut-off scale for
the first gluon emission in the ¢f simulation. The generator setup used to produce this
sample fixed the parameter to 1.5-mg,, which was found to give the best modelling of
the top and ¢t system pp [87].
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To estimate the uncertainty from the choice of the generator setup, alternative tt sam-
ples were generated using either POWHEG interfaced to HERWIG 7 [40] for the PS and
hadronisation; or MADGRAPH5_aMC@NLO [88] for the ME interfaced to PyTHIA 8
with the A14 tune. Furthermore, the effects of the scale choices for ISR are estimated
in two ways: firstly, the same nominal sample is used, while the renormalisation and
factorisation scales are multiplied by 2 and a parameter variation of the Al4 tune is
performed (‘Var3c’) which reduces the radiation during the PS [48,87]. Secondly, a new
tt sample is used where hgamp is set to 3-myep, the two scales are multiplied by 0.5
and another parameter variation of the A14 tune is performed to increase PS radiation.
Both simulations are generated with the fast simulation setup and compared with a fast
simulation sample of the nominal setup to assess this ISR uncertainty.

The tt samples contribute, as expected, the majority of events to the eu+2j final state.
However, as mentioned at the beginning of this section, other processes contribute as
well. The three most significant ones considered are the single top production in asso-
ciation with a W boson (Wt), diboson production (WW/W Z/Z Z+jets and off-shell Z
contributions) and a Z boson decaying into a pair of 7-leptons in association with jets
(Z — T7+jets). All these samples, ¢t and non-tt, contain eu+2j events with two prompt
leptons, thus considered signal events, but they also contain background events in which
at least one of the leptons is non-prompt. The estimation of this non-prompt lepton
background is detailed in Appendix A.

The Wt production is simulated using the diagram removal scheme [89] and is the most
dominant non-tf sample that contributes to the signal process. The Wt sample is gen-
erated using the same generator setup as the nominal ¢t setup above. The generator
and modelling uncertainties for this process are estimated in an almost coherent way to
the ¢t case, except that the ISR uncertainty is estimated without an alternative hgamp
sample and that an additional Wt sample is generated using the diagram subtraction
scheme [90] to compare it with the nominal scheme. The difference between the two
schemes is in the way they account for interference between the single top and tf Feyn-
man diagrams.

The inclusive Z — [l+4jets process can contribute to the signal via the Z boson decaying
into two 7-leptons that further decay into the ey final state. The nominal sample is
modelled using the SHERPA v2.2.1 [36] setup with the NNPDF30NNLO [91] PDF set.
The diboson process with additional jets covers the 41, lllv, l[lvv and [vvv final state by
decays of weak boson pairs. The baseline is modelled using SHERPA v2.2.1 and SHERPA
v2.2.2, depending on the specific process, and using the same PDF set as the Z+jets
setup.

The dominant production of eu+2j with a non-prompt lepton comes from a semileptonic
tt decay, which is modelled in the same way as the nominal dileptonic sample. Another
contribution comes from single top production in the ¢-channel and s-channel, which
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are simulated similarly to the Wt process. Finally, the W+jets process contributes to
this background as well if the W decays leptonically including a leptonically decaying
7-lepton. The nominal W+jets process is modelled in the same way as Z — [l+4jets.

Alternative samples for W+jets, Z+jets and diboson are generated with POWHEG
+PyTHIA 8 using the AZNLO tune [92] and the CTEQ6L1 PDF set [93]. Finally, another
alternative sample for Z+jets is considered which is modelled by MADGRAPH 5 [88] for
the ME interfaced to PYTHIA 8 with the A14 tune.

All these MC generator setups, those producing the nominal samples as well as the
alternative ones, are critical and contribute a significant amount to the total system-
atic uncertainty which dominates this measurement. These uncertainties are further
discussed in Section 6.5.3.

6.4 Sanity, closure and stress tests of the PDF method

Different tests have been performed to evaluate the robustness and precision of the new
PDF likelihood method presented in Section 6.2. The tests work as follows:

1. Pseudo-data with a known b-tagging efficiency (€' uth) js created by MC generators;

2. The LLH functions from Equations 6.7 and 6.8 are fitted to the pseudo-data;

3. The POI e?scudo_data is extracted from the fit and compared to eg“‘th, similarly to
the measurement based on real data.

6.4.1 Sanity tests

At first, a very simple sanity check is performed. The LLH functions are used directly
to build the pseudo-data from simulation. Thus, the PDF method should extract e{*"*!
from the fit or, correspondingly, the SF ezneasured / eg“‘th should be unity. This test should
find its input and thus a closure of the distributions before and after the fit is expected.
As shown in Figure 6.9, this is exactly the case.

After this, a second sanity test is employed. In this check, the pseudo-data is fluctuated
according to a Poisson distribution before the PDF method is applied. One would expect
the SFs from the fit to still be compatible with unity within the statistical uncertainty
of the pseudo-data. And indeed, this is observed in Figure 6.10. Moreover, this serves
as a validation of the method with which the statistical uncertainty in data is estimated,
described in Section 6.5.1.

6.4.2 Closure tests

In Section 6.2, the LLH functions were derived with the assumption that the b-tagging
weight of a b-jet depends only on the pr bin they fall into. However, this is only an
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Figure 6.9: The b-tagging efficiency SFs (left) and the bb yield correction factor (right)
for the MV2c10 algorithm at the 77% WP. This test is performed using
pseudo-data directly created from the LLH functions in Equations 6.7 and
6.8. Thus, a perfect closure is expected and observed.
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Figure 6.10: The b-tagging efficiency SFs (left) and the bb yield correction factor (right)
for the MV2c10 algorithm at the 77% WP. This test is performed using
pseudo-data directly created from the LLH functions in Equations 6.7 and
6.8, but the pseudo-data is fluctuated using a Poisson distribution before the
fit. Thus, a perfect closure within statistical uncertainty of the pseudo-data
is expected and observed.

approximation for actual collision data, since the MV2c10 algorithm is trained on nu-
merous variables that may be correlated to, but not entirely dependent on, the pt of the
jet such as the pseudo-rapidity n. For example, both the pr and 7 distributions of the
leading and subleading jets may be different in any given pr bin of the calibration [76].
Furthermore, there may be additional or hidden variables that have different distribu-
tions for the leading and subleading jets and thus affect the b-tagging algorithm, but are
not considered at all [76].
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To assess the impact of this assumption, a closure test is performed as follows: the
nominal simulated samples of the considered physics processes are used both as the
pseudo-data as well as the MC input to the LLH function. In this test, however, the
LLH function uses a significantly restricted fraction of information compared to the total
MC. This test is depicted in Figure 6.11 which indeed shows a small non-closure effect.
Its highest value is 0.3% in the lowest pr bin which is expected, because the b-tagging
efficiency variation is the highest from the lower to the upper bin threshold, i.e. 20 GeV
to 30 GeV, with respect to other bins. Despite this small observed non-closure effect, it
is always significantly smaller than the Poisson uncertainty that results from the limited
pseudo-data statistics. Therefore, this effect is considered to be negligible.
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Figure 6.11: The b-tagging efficiency SFs (left) and the bb yield correction factor (right)
for the MV2c10 algorithm at the 77% WP for a closure test. In this test,
the same MC generated samples are used to create the pseudo-data and MC
inputs to the LLH functions in the fit. Here, the LLH functions only include
a significantly smaller fraction of information compared to the total MC.
A small non-closure effect is expected, because of the physical differences
between leading and subleading jets within any given pt bin, which is also
observed.

6.4.3 Stress tests of the simulation

This final test measures the impact that the MC generator choice has on the PDF fit
method. The idea is to use an alternative t¢ sample combined with the nominal non-
tt samples as pseudo-data. The ¢, value extracted from the fit is then compared to
e}f“th to assess the dependence of the method on the MC generated input samples. The
alternative ¢t sample chosen for this stress test was generated using SHERPA v2.2.1,
because of three reasons:

1. Compared to the previous test, the alternative tf sample leads to a controlled
difference between pseudo-data and simulated inputs for the LLH function.
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6 Calibration of the heavy-flavour jet-tagging algorithm

2. The alternative ¢t sample generated with SHERPA is not used for the estimation of
the modelling uncertainties in Section 6.5.3.

3. The MC generator setup of SHERPA is able to simulate the ¢t process beyond NLO
precision in the ME. Because of this, the modelling of additional jets, especially
light-jets, is improved and thus the setup is believed to predict data more precisely.

This procedure is performed twice, namely for the old PDF approach and the new
method. The mis-identification efficiency of light-jets as b-jets, called mis-tag rate, is
corrected in all MC samples by applying appropriate SFs derived from an individual
calibration in ATLAS, detailed in Ref. [94], as well as MC-to-MC SFs that bridge the
difference between POWHEG +PYTHIA 8 and SHERPA v2.2.1. Therefore, the mis-tag rate
for both generator setups should correspond to the one found in data. The comparison
of the two PDF fit methods is shown in Figure 6.12.
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Figure 6.12: The PDF method is performed twice using an alternative tf sample gen-

76

erated with SHERPA v2.2.1 combined with the remaining nominal non-tt
samples as pseudo-data. The extracted b-tagging efficiency is compared
to the true one from the MC input. The left plot shows the result with
the old LLH functions, while the right plot shows the results with the new
LLH functions. The green band represents the statistical uncertainty of the
pseudo-data, taken from the MINUIT package [95] while assuming Poisso-
nian errors. The statistical uncertainty of the ¢t MC input is represented
by an open rectangle and estimated using the bootstrap resampling tech-
nique [96] described in Section 6.5.2, which means performing the fit for
each bootstrap replica and feeding it into the LLH function while leaving
the pseudo-data unchanged. The vertical error bars are given by the sum of
this squared statistical MC uncertainty and the squared ¢f modelling uncer-
tainty that is taken from the actual measurement based on real data. This
procedure is done for the nominal #¢ sample generated with POWHEG inter-
faced to PYTHIA 8 and repeated for an alternative setup, namely POWHEG
+HERWIG 7.



6.4 Sanity, closure and stress tests of the PDF method

Here, the statistical uncertainty of the pseudo-data is estimated in the same way as the
actual data in the calibration, that is by using MINUIT [95] and assuming Poissonian
errors, which is given by the green band. The statistical uncertainty of the ¢t MC sample
is represented by the open rectangle and estimated using the same bootstrap resampling
technique [96] described in Section 6.5.2. This means the measurement is repeated and
fed into the LLH functions for each bootstrap replica while leaving the pseudo-data and
non-tt samples untouched. The vertical error bars are the sum of the squared ¢t MC
statistical uncertainty and the squared tf modelling uncertainty that is quoted in the
actual calibration based on real data. Apart from these, no other uncertainties are taken
into account, because only those related to the ¢t inputs are considered relevant for this
comparison.

The comparison of the two fit methods exhibits the following features:

e The statistical uncertainty of the pseudo-data is slightly higher with the new fit
method. This is expected, because more information is extracted from data via
the fit, namely the two jet flavour correction factors.

e The statistical uncertainty of the MC input is higher as well. But this is also
expected, since more information is extracted from the MC samples in the new
approach. In particular, the two jet flavour fraction templates i.e. bb, bl, Ib, and [,
are also needed for the LLH of the CRs to constrain them further in the likelihood
fit, as opposed to the previous method which only used the SR to do so.

e The new method highlights one of its key motivations, namely that the dependence
on the modelling of the tf inputs is significantly smaller compared to the old fit
method. The old configuration shows a negative slope as a function of the jet pr,
while the new one does not. The reason for this is the different jet flavour com-
positions predicted by SHERPA compared to the prediction by POWHEG interfaced
to PyTHIA 8. This could hint at a problem, namely that the central values of the
b-tagging efficiencies in the calibration are biased if the jet flavour composition is
different between actual data and simulation. With the new approach, however,
the CRs are used to additionally constrain the jet flavour compositions in the SR
and thus, the new extraction method produces less biased b-tagging efficiency SFs.

e The new fit shows a peculiar behaviour in the last pr bin, but this has been found to
originate from the statistical uncertainty of the tf sample simulated with SHERPA.
The problem is that its statistical uncertainty from the simulation is larger than
the Poissonian uncertainty that is assumed in the determination of the pseudo-data
statistical uncertainty. In other words: VN < V> w?, where w refers to the MC
event weights of the SHERPA ¢t sample.

Finally, the significantly decreased dependence on the modelling of the ¢t inputs out-
weighs the slightly increased statistical uncertainties of the data and MC inputs to the
fit. Consequently, the total combined uncertainty is reduced with the new fit approach.
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6 Calibration of the heavy-flavour jet-tagging algorithm

To conclude, the new PDF method behaves as expected. Both sanity and closure tests
are passed without any significant issues and thus, no additional uncertainty is added to
the measurement [76].

6.5 Uncertainties

This section presents which uncertainties of both statistic or systematic origin are con-
sidered to have an impact on the calibration and how these uncertainties are estimated.

6.5.1 Statistical uncertainties in data

The minimisation of the LLH function is performed using MINUIT [95]. In order to es-
timate the statistical uncertainties of the fitted parameters arising from data, the error
matrix of the fit is used which is given by the two processors MIGRAD and HESSE [76].
However, these uncertainties are correlated between the fitted parameters. On one hand,
this is because the fit is performed in two dimensions according to the pt bins of the two
jets, meaning (pr1,pr,2). On the other hand, the b-tagging efficiency is extracted for a
pseudo-continuous weight discriminant distribution in five bins which must sum up to
unity.

In order to work with uncorrelated statistical uncertainties, a principal component anal-
ysis method is used [97]. For this, the error matrix is diagonalised and the statistical
uncertainty from data is split into 36 uncorrelated components, which corresponds to
the product of the nine jet pr bins and the four independent b-tagging discriminant
bins. The 36 components are then summed in quadrature to obtain the total statistical
uncertainty from data. Further details of this procedure are given in Ref. [76].

This uncertainty ranges from < 1% around a jet pr of 100 GeV up to about 4% at very
low and very high jet pp values. The impact on the measurement is only significant at
high jet pr, however, because the systematic uncertainty dominates at low jet pr.

6.5.2 Statistical uncertainties in the simulation

The statistical uncertainties in the MC generated distributions are not directly taken
from the simulation itself via the sum of weights. Instead, an approach based on the
bootstrap resampling method [96] is used. The idea is to create an ensemble of, in this
case, one hundred statistically equivalent measurements. This is performed by randomly
sampling a Poisson distribution with a mean of 1 for each nominal MC event and then
multiplying this number to the weight of that event. The statistical uncertainty of the
simulation is then understood as the standard deviation of the resulting distribution of
all these measurements.

This uncertainty is of the order of a few % at low jet pr and consistently below 1% for
jet pt above 40 GeV. With respect to the total uncertainty, this statistical uncertainty
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is negligible over the full pt range. The ensemble of equivalent measurements, however,
is used to smooth certain systematic uncertainties, which is detailed in the following
subsection. Finally, the total statistical uncertainty is given by summing the statistical
uncertainties from data and simulation in quadrature.

6.5.3 Systematic uncertainties

The full procedure to measure egata is repeated for each source of systematic uncertainty

considered in this analysis while applying the corresponding systematic variation. In
case there are two systematic variations of parameters, understood as ‘up’ and ‘down’
such as increased or decreased ISR during the PS, the following strategies are applied:

e If the two variations up and down affect the distributions in opposite directions,
a symmetric uncertainty corresponding to their average is taken which is (up-
down)/2;

e If both variations impact the distributions in the same direction or one variation
is compatible with zero, the maximum of both i.e. max(up,down) is taken as
symmetric uncertainty instead;

e If there is only one variation, meaning it is one-sided, a symmetric uncertainty is
constructed as the full difference between this variation and the nominal measure-
ment.

Systematic uncertainties that are affected significantly by the limited available statistics
of the simulated samples are smoothed using the large ensemble of statistically equivalent
measurements created by the bootstrap resampling method introduced in the previous
subsection [76]. This is important to avoid the statistical uncertainty of the simulated
samples to enter the total uncertainty twice. This could happen, for example, when
considering alternative samples that have smaller available statistics than the nominal
samples, or when evaluating a systematic variation which causes a significant amount of
events to migrate from one bin to another in a nominal sample [76].

The smoothing of systematic uncertainties as a function jet pr is performed for the
calibration of cumulative WPs in the following way [76,98-100]:

1. For each systematic uncertainty, the statistical uncertainty in the simulated sample
is estimated as explained in Section 6.5.2;

2. the affected histogram of the parameter as a function of jet pr is rebinned, while
the bins are assumed to be independent, until a certain level of significance is
achieved. The chosen level of significance is > 20 from zero except in the two
highest pr bins where the uncertainty is kept even if it is insignificant. This allows
to account for the behaviour at high jet pt of the respective systematic uncertainty
regardless of the statistical fluctuations in simulation;
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3. the histogram is then rebinned back to its original binning, but the bin contents
and errors are replaced by the significant ones determined in the previous step;

4. lastly, a smoothing based on a Gaussian kernel is applied to the histogram.

Physics modelling uncertainties

The dominant systematic uncertainties of this analysis stem from our limited under-
standing and thus modelling the involved physics processes. The simulation of collision
events is subject to a certain degree of freedom, as explained in Chapter 4. This is be-
cause perturbation theory cannot be used to calculate the full process due to divergences
arising from QCD principles. The choice of which proton PDF to use, the matching of
the ME to the PS, the PS itself, the hadronisation process as well as the UE all involve
strategies and parameters that are not given by first principles of nature.

The modelling uncertainties for the different physics processes considered are summarised
in the following [76].

1. tt modelling uncertainties

e In the previous iteration, the modelling of the ME and its matching to the
PS was estimated by comparing the nominal sample generated with POWHEG
+PyYTHIA 8 to an alternative sample generated with MADGRAPH5 _aMCQNLO
+PyTHIA 8. However, the latter setup exhibits a significant disagreement be-
tween the prediction and existing data to which the improved PDF method
in this calibration is very sensitive. Consequently, the comparison of the two
setups leads to an unreasonably large systematic uncertainty that completely
dominates the measurement at low jet pp. Therefore, this systematic varia-
tion is dropped. Instead, FSR uncertainties which the new PDF method is
also more sensitive to are estimated as described below. On the other hand,
cross-checks with an alternative sample generated with SHERPA indicate that
the systematic uncertainty from the ME model only has a small impact on
this measurement.

e The uncertainty from choosing a certain PS and hadronisation strategy is es-
timated by comparing the nominal sample to an alternative sample generated
from interfacing POWHEG to HERWIG 7 instead of PyTHIA 8.

e The PDF used to assess the interacting particles within the protons is deter-
mined by following the recommendations for the PDFALHC set [85].

e The ISR uncertainty is estimated as described in Section 6.3.2.

e The impact of the FSR scale choices is estimated similarly to the ISR case,
namely via certain MC weights that multiply the corresponding renormalisa-
tion and hadronisation scales by either a factor of 2 (up) or 0.5 (down)

2. Single top modelling uncertainties

e The uncertainties related to the ME, PS, hadronisation, FSR and proton PDF
are estimated in the same way as for the ¢ process.
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e The ISR uncertainty is estimated similar to the ¢t case which is described
in Section 6.3.2. The estimation for the single top process is slightly differ-
ent, because there is no additional sample with a different hgamp parameter.
Therefore, only scale and tune parameter variations are considered.

e The uncertainty from choosing the diagram removal scheme is estimated by
comparing it to another sample simulating the Wt process using the same
generator setup, but employing the diagram subtraction scheme [90]. The
difference between both schemes lies in the treatment of interference between
single top and ¢t diagrams. This uncertainty is consistently below 1% and
negligible for the total uncertainty.

3. Diboson, Z+jets and W+jets modelling uncertainties

e Even though these backgrounds are sub-dominant, their modelling uncer-
tainty is estimated by comparing the likelihood fit results based on the nomi-
nal SHERPA setup with results using the alternative generator setups specified
in Section 6.3.2.

The modelling uncertainties from ¢t and single top range from ~ 3 — 4% at low jet pr to
1% at high pr. This is a significant improvement of the new PDF method that extracts
the two jet flavour compositions from the fit in contrast to the old configuration [75,76].
The dominant components at low pr originate from ISR and FSR as well as the PDF
variations. At high pr, the uncertainty from the choice of the PS and hadronisation
models becomes significant as well. The modelling uncertainties from the other physics
processes is only significant at low pr, where they reach ~ 2 — 3%.

Detector modelling uncertainties

Even though the reconstruction, identification and calibration of objects can never be
perfect under the experimental conditions that exist in the physical world, the corre-
sponding systematic uncertainties are small as long as the detector performance is mod-
elled well. Therefore, the following uncertainties are considered due to the imperfect
simulation of the ATLAS detector [76]:

e For electrons, the considered detector related uncertainties are: the electron energy
scale and energy resolution; the reconstruction efficiency, identification efficiency,
isolation efficiency and trigger efficiency [52];

e For muons, the following uncertainties are considered: the muon momentum scale
and resolution; the identification efficiency, isolation efficiency, trigger efficiency as
well as the track-to-vertex association efficiency [54];

e For jets, they are: the jet energy scale and resolution and the JVT efficiency [58,61];
e The light-jet and c-jet tagging efficiencies [64,101];

e The modelling of the pile-up profiles [49]; and
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e The background arising from mis-identified i.e. fake leptons or from non-prompt
leptons. The strategy to estimate this background is described in Appendix A.

From these uncertainties, the ones related to the charged leptons and the JVT are neg-
ligible with respect to the total uncertainty. The light-jet and c-jet tagging efficiencies
and the pile-up modelling uncertainties are only significant at low jet pp, where they
contribute ~ 1 —2%. The most dominant uncertainties are the jet energy scale and res-
olution, which amount to ~ 6% in the lowest pt bin. The uncertainty from non-prompt
lepton background contribution is only significant in the lowest pr bin, where it reaches
~ 2%.

Finally, since the PDF method has performed well throughout and passed all three tests
described in the previous section, no additional systematic uncertainties are considered
related to the extraction of the b-tagging efficiency [76].

6.6 Fit results

Before presenting the calibration results, the two jet flavour fractions are discussed in
more detail below, as their definition and content are essential to the final result.

6.6.1 Two jet flavour fractions

The four two jet flavour fractions are based on whether the leading and/or subleading
jet of an event is a b-jet or a non-b-jet and are labelled bb, bl, Ib and (I, accordingly.
Their definition was previously described in Section 6.3. The four fractions are shown
for the SR of this measurement in Figure 6.13.

The bb fraction is ~ 50% or higher for pro > 30 GeV and > 75% for pro > 60 GeV.
Lower bb purities are only found for the lowest pt o bin, namely 20 < pro < 30 GeV.
In those bins, the bb fraction is similar to the bl fraction, namely about 40% for pr; >
40 GeV, while the b and [l fractions amount to roughly 10% and 5%, respectively. The
bb fraction decreases as pr,;; becomes smaller, while the Il fraction increases and even
becomes the dominant component in the very first i.e. lowest pt bin. The high bb frac-
tions at high leading and subleading jet pr is explained by the increasing performance
of the two m;,; variables used to discriminate between the SR and CRs.

In contrast to this, the bl, Ib and [l fractions in their respective CR are depicted in
Figure 6.14. As expected from the m;; selection, the CRs are enriched with their corre-
sponding target events.

In CR_BL, the bl fraction is always above 30% and most often above 45%. The fraction
decreases slightly if both jet pr are below 40 GeV or above 85 GeV, because the Il and
bb fractions increase in those areas, respectively. In CR_LB, the purity of [b events is
above 40% for pro > 40 GeV, but is decreased dramatically if pr o < 40 GeV, because
the fraction of Il events increases at low jet pr, as is the case in all regions. On the
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Figure 6.13: The fraction of bb, bl, [b and Il events in the SR as a function of leading and
subleading jet pr using MC predictions before the fit to data taken during
the years 2015 and 2016 with the ATLAS detector [76].

other hand, the Il fraction in CR_LL is mostly above 50%, but decreases to ~ 30% if

60 < pr,1,pr2 < 110 GeV, because the contamination from b events is high in those
bins [76].

In conclusion, the CRs are always enriched with the events that they are supposed to
contain and overall behave as expected. For each two dimensional pt bin, the estimation
of the dominant background in the SR is improved by the corresponding CR, which has
a high purity. The least performing CR, which is CR_LB and thus is responsible for
contributing to the /b estimation in the SR, especially for pr 1 < 40 GeV, suffers from a
significant [l contribution in these bins. Despite that, the purity of (b events in this pr
range is still above 30% [76].

6.6.2 b-tagging efficiency and data/MC SF

In this analysis, a global x? variable is constructed in order to evaluate the agreement
of data and simulation before the fit. Furthermore, it is used to define a measure for
the goodness of the fit. This is detailed in Appendix B. To summarise this study, the
fit behaves as expected and the defined goodness-of-fit is a good estimator of the fit
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Figure 6.14: The fraction of bl, Ib and [l events in their respective CR as a function of
leading and subleading jet pt using MC predictions before the fit to data
taken during the years 2015 and 2016 with the ATLAS detector.

performance.

The following plots show the calibration results of the MV2¢10 algorithm at the 77%
WP. Figure 6.15 shows the b-tagging efficiency measurements based on the LLH fit to
different datasets collected with the ATLAS detector at /s = 13 TeV. Figure 6.16 de-
picts the corresponding SF which is the ratio of the b-tagging efficiency measured in data
with respect to the one found in the nominal £ MC sample. These MC efficiencies are
derived using all ¢t events generated by POWHEG +PYTHIA 8 that pass the full eu+2j
selection from Section 6.3. In Figure 6.17, the statistical, total systematic and total com-
bined uncertainties are presented for the measurements. The most dominant systematic
uncertainties for the measurement based on 2015, 2016 and 2017 data are plotted in
Figure 6.18. The corresponding calibration results for the DL1 b-tagging algorithm are
shown in Appendix C. Results for the other WPs as well as the pseudo-continuous cali-
bration can be found in Ref. [76].

It is important to note that the b-tagging efficiency as a function of the jet pr is affected
by the WP definition, the training of the tagging algorithm and, of course, the perfor-
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mance of the ATLAS tracking detector and corresponding algorithms. In the presented
case of the MV2c10 algorithm at the 77% WP, the b-tagging efficiency starts at 60% for
the lowest jet pr and then smoothly increases to reach a plateau at 85% for a jet pr
~ 100 GeV. Starting from a jet pp of about 200 GeV, the efficiency slightly decreases
again. Despite this, the efficiency SFs are compatible with unity within one standard
deviation over the full jet pt range considered in this measurement. Additionally, the
measurements based on 2015 and 2016 data are compatible with those based on 2017
data, again within one standard deviation.

The total uncertainty of the efficiency measurement starts at a maximum of 8-9% in the
lowest jet pr bin, decreases to ~ 1% at a jet pr of & 100 GeV and then starts to increase
again, ending up at 3-4% for high jet pr. At jet pt values between 20—100 GeV, the total
uncertainty is dominated by the systematic uncertainty, namely by the jet energy scale
and resolution as well as the ¢t and Z+jets modelling uncertainties. At higher jet pr
values, the statistical uncertainty from data starts to become significant and eventually
the limiting factor of this analysis. This is in contrast to the previous calibration which
was limited by the systematic uncertainty, in particular the modelling of the ¢t process,
over the full jet py range [75]. This aspect motivates the combination of the datasets
from the three years to help reduce the total uncertainty at high pt which is highlighted
in the comparison plot in Figure 6.17.

6.6.3 Conclusion

This chapter presented the new calibration strategy of the ATLAS b-tagging algorithm
MV2c10 and its latest results based on data recorded in the years 2015, 2016 and 2017.
The SFs for the DL1 algorithm are shown in Appendix C for the various datasets.
The differences with respect to the previous PDF method [75] were described in detail
throughout the sections. This new method holds a significant advantage over the old
method in that it significantly reduces the dependence of the measurement on the MC
modelling of the ¢t process. This is achieved by adding a new variable, namely the in-
variant mass of pairs of charged leptons and jets, to split the events passing the selection
into a signal region and three control regions for additional constraining power; and by
adding new terms to the likelihood function that allow to extract more information from
data, namely the two jet flavour compositions. This improvement is reflected in the fact
that the total uncertainty of this measurement is decreased by a factor of up to two
compared with previous publications. To summarise the uncertainties of the presented
results: the total uncertainty starts at ~ 8-9% at low jet pr, drops to a minimum of
~ 1% for jet pr values between 100 — 200 GeV and then increases again to ~ 3-4% at
high pr. However, the most important aspect is that the total uncertainty is not com-
pletely dominated by the imperfect ¢£ modelling anymore which is in contrast to previous
calibration methods. Instead, detector uncertainties and limited data statistics start to
play a significant role as well. This means that this new calibration approach will gain
a significant improvement in precision in the coming years of the LHC physics programme.
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Figure 6.15: The b-tagging efficiency as a function of the jet pr extracted from the LH fit
method to data for the MV2c10 algorithm at the 77% WP. The fit result is
shown based on ATLAS data from the years 2015 and 2016 (top left), 2017
(top right) and all three years combined (bottom left). In the bottom right
plot, a comparison of the 2015 and 2016 results (black) to the 2017 result
(red) is depicted. The individual fit results (top left and top right) show
the bin centres at the mean jet pp value of each bin. The vertical error bars
include only the statistical uncertainties from data, while the green error
band represents the sum in quadrature of the statistical and systematic

uncertainties.

Another important aspect to consider for the remainder of this thesis is that the ttH(H —
bb) analysis presented in the following chapters employs the older calibration of the
MV2c10 algorithm which is documented in Ref. [75]. This primarily affects the uncer-
tainty on the b-tagging efficiency SFs.

As an outlook, efforts to improve current b-tagging algorithms and develop new strate-
gies are ongoing constantly within the ATLAS collaboration. To give one example, the IP
based algorithms introduced in Section 6.1.1 treat the tracks within a jet as uncorrelated.
This is suboptimal, because b hadrons may decay into several charged particles that each
possess a large IP. These IPs are correlated, since finding one track within a b-jet with
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Figure 6.16: The b-tagging efficiency SF as a function of the jet pr extracted from the
LH fit method to data for the MV2c10 algorithm at the 77% WP. The fit
result is shown based on ATLAS data from the years 2015 and 2016 (top
left), 2017 (top right) and all three years combined (bottom left). In the
bottom right plot, a comparison of the 2015 and 2016 results (black) to
the 2017 result (red) is depicted. The individual fit results (top left and
top right) show the bin centres at the mean jet pr value of each bin. The
vertical error bars include only the statistical uncertainties from data, while
the green error band represents the sum in quadrature of the statistical and
systematic uncertainties.

a large IP makes it more likely to find a second track with a large IP. For light-jets, on
the other hand, such a correlation is not expected, because the tracks naturally tend to
have smaller IPs. On the other hand, the IP3D algorithm uses likelihood templates to
compute per-flavour conditional likelihoods and the computation of these templates re-
quire large sample statistics. Therefore, the IP3D algorithm assumes that the properties
of each track are independent of all other tracks. To solve this problem, a Recurrent
Neural Network (RNN) is applied to the IP algorithm. The resulting algorithm is called
RNNIP [68,70].

It has the same approach as the IP algorithms described in Section 6.1.1, but differs in
the training. For each track, in addition to S,, and S,4, the RNN takes the pt fraction of
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Figure 6.17: The uncertainty components relative to the extracted b-tagging efficiency
as a function of the jet pr from the LH fit method to data for the MV2c10
algorithm at the 77% WP. Shown are the statistical uncertainty from data
(blue), the total systematic uncertainty (green) and their sum in quadrature
(black). The uncertainty estimations are based on the fit to ATLAS data
from the years 2015 and 2016 (top left), 2017 (top right) and all three years
combined (bottom left). In the bottom right plot, a comparison of the
2015 and 2016 results (solid lines) to the combined result (dashed lines) is
depicted.

the track with respect to the jet and the angular distance between them, AR(track, jet).
The output of the RNN is the different jet-flavour probabilities. With these, the final
discriminant for the b-jet hypothesis is given by [68,70]:

Dran(b) = In ( o (1; b fc)pu) . (6.9)

In Equation 6.9, f. represents the c-jet fraction during the training which was fixed to
7%. While jets originating from 7 decays could in principle be considered, they have
not been included in the RNNIP training [68,70]. A new set of b-tagging algorithms,

called MV2r and DL1r, have been developed and trained recently. They are based on the
combination of IP3D and the RNNIP discriminant, instead of using the IP2D, and are
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Figure 6.18: The dominant systematic uncertainties as a function of the jet pr during
the b-tagging efficiency measurement for the MV2¢10 algorithm at the 77%
WP. The uncertainties shown are from the fit results based on ATLAS data
from the years 2015, 2016 and 2017. They represent the jet energy resolution
(top left), jet energy scale (top right), t¢ modelling (bottom left) and Z+jets
modelling (bottom right) as a function of jet pr.

thus expected to perform better than the corresponding default b-tagging algorithms [68,
70]. Therefore, a dedicated calibration of these new RNNIP based tagging algorithms is
a highly motivated effort in order to reduce b-tagging related systematic uncertainties in
future ATLAS analyses. The statistical uncertainty component from data will be reduced
by recording more collisions with the ATLAS experiment in future runs and using them
in the calibration.
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CHAPTER [

The search for the ttH(H — bb) process

In the remaining chapters of this dissertation, the ATLAS search for a SM Higgs boson
produced in association with a ¢t pair at /s = 13 TeV is presented in which the Higgs
boson decays into a bb pair [4]. The final state of this process, labelled ttH(H — bb),
is expected to consist of at least four b-jets at LO. Thus, a high performance of the
b-tagging algorithm as well as small uncertainties on the b-tagging efficiency are crucial
to the precision of this complex search.

The goal of this analysis is to measure the production cross-section of the ttH (H — bb)
process. In principle, this is done by counting the amount of such signal events in the
recorded dataset. The predicted cross-section of the inclusive ttH process at /s =
13 TeV is J%l\fl = 507fgg fb at NLO accuracy in QCD including NLO electroweak correc-
tions [15,102-106]. The main challenge is to discriminate the signal events from the ¢t
background which has a predicted inclusive production cross-section that is roughly three
orders of magnitude higher, namely O'tSt—M = 8321"5“1" pb at NNLO in QCD including the
resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon terms [107-110].
This motivates an optimised event selection that includes as many signal events while
rejecting as many background events as possible.

This t¢H (H — bb) search is performed in the semileptonic (‘single lepton’) and dileptonic
decay channels of the associated tt pair. Furthermore, the analysis considers a so-called
boosted decay channel as well in which the decay products of at least one top quark and
those of the Higgs boson are boosted such that they cannot be properly separated in
the detector and are, therefore, reconstructed as single large radius jets [4,111]. This is
a sub-channel of the semileptonic decay with only very few events passing the selection.
However, those few events are removed from the resolved semileptonic decay channel
to keep both measurements orthogonal to each other. Discussing the boosted channel
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further, however, is outside the scope of this dissertation, therefore it is left out.

After the basic reconstruction and pre-selection, events are split into several analysis
regions. These are multiple signal-enriched regions (SRs) in which the cross-section is
measured as well as dedicated control regions (CRs) which are enriched in specific back-
grounds and used to constrain associated uncertainties. These aspects are explained in
more detail in Chapter 8. Since the expected signal-to-background ratio in this search is
extremely small, this search employs several multivariate analysis techniques (MVAs) to
discriminate signal from background events as well as possible. A combined profile like-
lihood method is used to simultaneously fit the MVA distribution in all SRs and other
quantities in the CRs to extract o,y from the data. The MVAs and fit method are
described further in Chapter 9. Chapter 10 discusses the various sources of systematic
uncertainties in this analysis and how they are estimated. The fit results are presented
in Chapter 11 and compared to other ttH searches in ATLAS and CMS in Appendix F.
Finally, various studies are presented in Chapter 12 that aim to reduce the most signif-
icant systematic uncertainties limiting future t#H(H — bb) analyses.

The following sections give details about the recorded dataset and the modelling of the
ttH signal as well as the t¢ and other background processes considered in this search.
In general, the simulated samples are very similar to the ones in the presented b-tagging
calibration analysis. That means most of the physics processes that contribute signif-
icantly to the selected final state are the same with a few exceptions such as the ttH
signal process itself. In addition to this, most simulated samples are processed through
the full ATLAS detector simulation [44] which uses the GEANT 4 toolkit [43], while the
remaining samples are processed with a faster detector simulation strategy [80]. The
baseline pile-up profile in each sample is corrected to the pile-up profile measured in
data by applying specific weights to the MC events [49]. Lastly, the decay of heavy
flavour hadrons in simulation is done by the EVTGEN package [86], except for samples
generated with SHERPA [36].

7.1 Dataset

The presented search for the tLH (H — bb) process is performed on proton-proton colli-
sion data recorded with the ATLAS experiment at /s = 13 TeV during the years 2015
and 2016 [4]. Only such events are considered where all relevant parts of the ATLAS
detector were fully operational and where at least one vertex exists that has two or more
tracks passing pr > 0.4 GeV. The primary vertex is then defined as the vertex with
the largest sum of squared pr of associated tracks. This helps to reduce the impact of
pile-up, a concept that was introduced and discussed in Section 4.5. During the years
2015 and 2016, the LHC conditions were such that each collision involved roughly be-
tween 8 and 45 interactions per bunch crossing with an average of (i) = 24 depicted
in Figure 7.1. The integrated luminosity of this combined dataset is the same as in the
b-tagging calibration, namely 36.1 4 0.8 fb~! [33].
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Figure 7.1: The pile-up profiles of the data recorded during the years 2015 and 2016 of
Run 2 with the ATLAS experiment [45].

7.2 ttH signal

In this analysis, the ttH signal is simulated using MADGRAPH5_aMC@QNLO v2.3.2 for
the ME at NLO with the NNPDF3.0NLO PDF set [91]. This setup as well as all other
setups employed to model processes involving top quarks in the remainder of this thesis
assume a top quark mass of mop = 172.5 GeV. This sample is then interfaced to PyTHIA
8 [41,42] with the A14 tune [48] which models the PS and hadronisation. The factorisa-
tion and renormalisation scales were both set to up = pg = Hr/2, where Ht represents

the scalar sum of the transverse masses of all final state particles, i.e. Y./ p%i + m2.

In order to preserve the spin correlations among the top quarks and their decay prod-

ucts, the top quarks in the ME are decayed with the MADSPIN programme [112]. In

this sample, the mass of the Higgs boson is assumed to be mg = 125 GeV and all of

its decay modes are included while the corresponding branching ratios are computed by

HDECAY [15,113]. The predicted cross-section of the inclusive ttH process is the same
SM

. . . . 35
as the value given in the beginning of this chapter, namely o7, = 507Jj50 fb at NLO

accuracy in QCD including NLO electroweak corrections [15,102-106].

7.3 MC driven backgrounds

The final state of the t#H (H — bb) process involves a tf pair and an additional bb pair,
the latter coming from the Higgs boson decay. This final state is identical to the ¢t + bb
process, i.e. the production of a tf and an additional bb pair via the strong interaction,
making it an irreducible background. This is illustrated in Figure 7.2.

The fundamental difference between the t#H(H — bb) and tf + bb processes lies in
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Figure 7.2: Feynman diagrams of the tH(H — bb) process initiated by gluons (left),
quarks (centre) and the main background, which is ¢t +bb production (right).

the event kinematics characterised by numerous different variables. This search tries
to exploit these variables to train an MVA, namely a BDT which will be described in
more detail in Section 9.1. Both processes involve eight final state particles at LO,
some of which are heavy such as the four b-jets. However, in the particular case of the
tt + bb process, it is challenging for current state-of-the-art MC generators to simulate
all of the kinematic properties with a high precision in perturbative QCD due to the
additional gluon splitting. The CPU time required to simulate one such event with,
for example, SHERPA is in the order of minutes. Considering that millions of events
are necessary to perform a statistically significant and meaningful measurement, various
analysis strategies are employed to optimise the modelling of the signal and background.
The MC generation of this background is detailed in the following section.

7.3.1 tt +jets background

As the title suggests, the main considered background does not only involve tf + bb pro-
duction, but it includes the full ¢ +jets process. In this inclusive process, the additional
jets in the event can also be c-jets or light-jets. The main reason to use this inclusive
sample is to create dedicated CRs that have a lower jet and b-jet multiplicity. These CRs
are depleted in signal events, but enriched in specific background events and are used to
constrain the uncertainties associated to these backgrounds. One of these uncertainties
is, for example, the mis-tag probability of c-jets and light-jets as b-jets.

The nominal ¢ +jets sample is generated using POWHEG [81-84] with the NNPDF3.0NLO
PDF set and hqamp = 1.5 - my [87] for the ME interfaced to PYTHIA 8 with the A14 tune
during the PS and hadronisation process. This tf sample is inclusive, meaning that it
contains the ¢t decay generated at NLO in the ME, but only includes additional jets
beyond the first parton via radiation during the PS. At the time of this analysis, there
was no specific mode of this generator setup to specifically model the £ + bb process in
the ME by itself and thus, this inclusive sample was studied instead. The fact that the
additional jets in this sample only originate from gluon splitting during the PS, which
is simulated at LO-+LL precision and assumes b-quarks to be massless, means that the
predicted cross-sections of different ¢t +jets categories as well as the kinematics of the
expected additional jets are generated at a sub-optimal level of precision.

In this nominal ¢¢ +jets sample, the renormalisation and factorisation scales are both
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set to an event dependent variable, namely the transverse mass of the top quark, i.e.
HR = iF = MTt = 1/m% +p21«7t, with pt; being the pr of the top quark in the centre-
of-mass frame of the ¢t pair. The predicted cross-section of the inclusive tt process is
taken from the Top++2.0 programme [114]. For /s = 13 TeV, it is the same value
quoted in the beginning of this chapter, namely U%M = 832J_r§? pb at NNLO in QCD
which includes the resummation of NNLL soft gluon terms [107-110].

Alternative generator setups are employed to produce more tt samples that are used
for the evaluation of systematic uncertainties. They are described in more detail in
Section 10.3.

This ¢t +jets background sample can be split into different categories of events. It is
useful to choose a categorisation based on the flavour of the additional jets in order to
estimate the corresponding uncertainties associated to the flavour-tagging of jets and to
study the kinematic properties of individual event categories. This categorisation scheme
was already employed in the t#H(H — bb) search at /s = 8 TeV during Run 1 [115]
and has been labelled Heavy Flavour Classification (HFC). This classification exploits
the truth information within the simulated samples and is based on the number of jets
with certain flavours where the flavour labels are applied as follows:

e A jet at particle level with pt > 15 GeV not coming from the top quark or W boson
decay, i.e. an additional jet, is labelled a b-jet if one b hadron with pt > 5 GeV is
found within AR = 0.4 of the jet.

e If a second b hadron is found close to the jet, the jet is labelled as a B-jet instead.
No pr requirement is applied to the second hadron.

e If none such hadrons are found, this procedure is repeated in an analogous way for
¢ hadrons.

e If no heavy flavour hadrons are found, the jet is labelled as a light-jet.
The first HFC is performed based on these jets, namely in the following way:

e An event with at least one additional b- or B-jet is labelled tt+ > 1b. This is the
dominant and irreducible background category in this analysis.

e If there are no additional b- or B-jets, but at least one additional ¢- or C-jet, the
event is flagged as tt+ > lc.

e In all other cases, the event is labelled as tt + light.

As a second step of the HFC, the tt+ > 1b and t{+ > 1c events can be split up further,
namely as follows:

e Events with exactly one additional b-jet (B-jet) are labelled ¢t + b (it + B).

e Events with exactly two additional b-jets are labelled tf 4 bb
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e All other events in the tt+ > 1b category are flagged as ti+ > 3b.

e Any events that only contain additional b-jets originating from MPI or FSR are
placed into a separate category that is t¢ + b(MPI/FSR).

e The tt+ > 1c category is further split up in an analogous way.

In this analysis, a crucial strategy is employed to improve the modelling of the tt+ > 1b
background. The idea is to use the highest available precision of simulation and apply
it to the nominal sample. While the POWHEG +PYTHIA 8 setup is not able to generate
the ME of the tf + bb process, another setup is able to do so. This setup consists of
SHERPA v2.1.1 interfaced to OPENLOOPS [116,117] using the CT10 four flavour (4F)
PDF set [118,119]. It simulates the full t£ + bb ME at NLO precision in QCD as well as
the PS and hadronisation process. In this PDF set, the b-quarks are considered massive
particles, which is referred to as the 4F scheme and accounts for effects in the simulation
from the high b-quark mass. Thus, the predicted kinematics of the additional b-quarks
within the tt+ > 1b category are believed to be more precise than those of the nominal
sample.

In this sample, the renormalisation scale is set to the CMMPS value, meaning ur =

pevmps = 1, 7 bEE%/ f [116]. Both the factorisation scale as well as the resummation

scale are set to Hp/2 = % > i=tibp Er,i- The resummation scale pg sets an upper limit
for the momentum transfer of gluon radiation and splittings during the PS. This sample
is labelled SHERPA 4F from now on.

The currently available SHERPA setups do not offer the option to merge this 4F sample
with an inclusive ¢t +jets sample and remove overlapping events. Therefore, the event
fractions of the four sub-categories of tt+ > 1b in the POWHEG +PYTHIA 8 sample are
scaled to those found in this SHERPA 4F sample, instead. Since the tt+b(MPI/FSR) sub-
category is not modelled with NLO precision in the SHERPA 4F sample, it is excluded
from this scaling procedure. The event fractions of the tt+ > 1b sub-categories for
the two setups are compared in Figure 7.3, again excluding the ¢t + b(MPI/FSR) sub-
category. The tt + b(MPI/FSR) events amount to ~ 10% of the ¢+ > 1b events in the
nominal sample. Additional studies regarding the modelling of the tf + bb process are
presented in Chapter 12.
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Figure 7.3: Shown are the relative event fractions of the four tt+ > 1b sub-categories,
namely tf + b, tt + B, tt + bb and tt+ > 3b, before any event selection.
The fractions are normalised to sum up to unity without considering the
tt + b(MPI/FSR) category. Here, the predicted fractions in the inclusive
tt +jets sample from POWHEG +PYTHIA 8 are compared to those in the
dedicated tt + bb sample generated by SHERPA 4F. The uncertainty band
of the SHERPA 4F sample considers several sources which is discussed in
Section 10.3.

7.3.2 Other backgrounds

Various additional background processes are considered, some of which are similar to
those in the b-tagging calibration analysis. These involve the production of W+jets and
Z+jets, which are simulated by the same setups given in Section 6.3. The Z+jets events
falling into the tt+ > 1b or tt+ > 1c category are scaled by 1.3, a factor determined from
dedicated CRs in data, namely ete™ and ptu~ events with 83 GeV < my < 99 GeV,
with my; being the invariant mass of the charged lepton pair [4]. Corresponding W+jets
events have been studied and found to not require additional scaling.

The Diboson background is generated using SHERPA v2.1.1, which is a different setup
compared to the b-tagging analysis, described further in [120].

The single top process is generated with POWHEG-Box v1 at NLO. While the Wt and
s-channel are simulated using the CT10 PDF set during the ME, the ¢-channel employs
the CT10 4F set and uses MADSPIN to decay the top quarks. All three ME setups are
interfaced to PYTHIA 6.428 [41,42] with the Perugia tune [121] for the PS and hadro-
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nisation. The cross-sections of the single top samples are normalised to approximate
NNLO predictions given in [122-124].

In addition to the above processes, this analysis considers background processes with
significantly smaller cross-sections, but similar final states. Samples of ttW and ttZ,
summarised as ttV, are generated at NLO with MADGRAPH5_aMC@NLO +PYTHIA 8
with the NNPDF3.0NLO PDF set and Al4 tune. The rare production of tWH is
modelled with MADGRAPH5_aMC@NLO +Herwig++ [39] with the CTEQ6L1 PDF
set. The production of tH in association with jets (tHgb), is simulated at LO with
MADGRAPH5_ aMC@NLO +PyTHIA 8 with the CT10 4F PDF set. Other backgrounds
involving the simulation of Higgs bosons were found to be negligible and are thus not
included [4]. The production of four top quarks (tttt) and of t{WW is simulated with
MADGRAPH5_ aMC@NLO +PyTHIA 8 at LO in the ME. The tZ background is gener-
ated with the same ME setup, but interfaced to PyTHIA 6. Finally, the tZW process is
simulated using MADGRAPH5 aMCQ@QNLO +PyTHIA 8, but with a NLO ME.

Table 7.1 summarises the employed MC samples as well as the generator setups includ-
ing PDF sets used to simulate them.

’ Sample \ ME generator \ PDF set \ PS generator
ttH MADGRAPH5_aMCQNLO | NNPDF3.0NLO PyTHIA 8
tt +jets POWHEG NNPDF3.0NLO PYTHIA 8
W+jets/ Z+jets SHERPA v2.2.1 NNPDF3.0NNLO | SHERPA v2.2.1
Diboson SHERPA v2.1.1 CT10 SHERPA v2.1.1
Single top (Wt and s-channel) | POWHEG CT10 PyTHIA 6
Single top (¢-channel) PowHEG CT10 4F PyTHIA 6
tt +V MADGRAPH5_ aMC@QNLO | NNPDF3.0NLO PYTHIA 8
tWH MADGRAPH5_aMCQNLO | CTEQ6L1 Herwig++
tHqgb MADGRAPH5_aMCQNLO | CT10 4F PyTHIA 8
tt tt, tWW and tZW MADGRAPH5_aMC@NLO | CT10 PYTHIA 8
tZ MaDGRAPH5_ aMCQNLO | CT10 PyTHIA 6

Table 7.1: The MC generator setups and PDF sets used to simulate the signal and back-
ground MC samples used in the ttH(H — bb) analysis.

All mentioned samples in this subsection, except for the ¢tV samples, are labelled as
non-tt in the plots and tables in the following chapters. Their contribution to the total
background ranges from 4% to 15%, depending on the considered SR or CR.

Aside from these MC driven backgrounds, additional backgrounds are considered, but
estimated using data driven techniques instead. These are discussed in the following
section.
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7.4 Data driven backgrounds

In this search, dileptonic and semileptonic ¢t decays are considered and thus, the charged
leptons in the final state may be faked by other objects such as jets or photons or they
may originate from other sources than W or Z boson decays. The estimation of this
fake and non-prompt lepton background is performed in the single lepton channel using
a data driven (DD) approach, namely a matrix method (MM) [125], explained in the
following.

The goal is to estimate of the number of fake or non-prompt leptons that pass the
identification and isolation criteria of this analysis. The nominal object reconstruction
criteria will be described in more detail in the next chapter. For this estimation, a
data sample is selected where the isolation criteria is removed and the identification
criteria for electrons are loosened (LOOSE) [4]. This new sample should, therefore, con-
tain a significant amount of fake and non-prompt leptons. The efficiency of leptons in
this sample to pass the nominal (TIGHT) criteria is measured in data, but separately
for prompt leptons (e,) and for fake and non-prompt ones (ef). €, is estimated using
Z+jets events and ey is extracted from events with low values of E%“iss and reconstructed
transverse mass of the leptonically decaying W boson. The latter quantity is defined as

mw,r = \/ 2pIPIon pmiss (1 _ cos Agh).

With the two efficiencies, a matrix can be defined by the following system of equations:
N'=N!+ N} N'=e.N!+ ;N (7.1)

where Nl(Nt) is the total number of events with leptons passing the LOOSE (T1GHT) se-
lection criteria and N,l, (N ]lc) is the number of events with a prompt (fake or non-prompt)
lepton passing the loose criteria. This matrix can be inverted to extract the number
of fake and non-prompt leptons passing the TIGHT criteria, given by €y - lec. This in-
formation is applied in the form of a weight factor to all events with a lepton passing
the LOOSE selection. This allows to extract the shape of kinematic distributions as well
as the overall normalisation of this background. In the most signal-enriched regions in
the single lepton channel, this background is found to be consistent with zero within
uncertainties and is, therefore, neglected [4].

In the dilepton channel, on the other hand, the fake and non-prompt lepton contribution
is instead taken from MC simulation and normalised to data using a CR with two same-
sign (SS) leptons [4]. This background is found to be a very small in the dilepton channel
as well.
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CHAPTER 8

Event reconstruction, selection, and categorisation

In Chapter 5, the physical objects that are reconstructed from the detector signals are
presented, namely the charged leptons, jets and neutrinos in the form of missing trans-
verse momentum. In addition to those employed reconstruction algorithms, certain cri-
teria are applied to them in order to further reduce the probability of mis-reconstruction
or mis-identification. This increases the purity of selected events in the dedicated re-
gions which is critical in this statistically and systematically limited search. The chosen
additional quality criteria are given in the following.

e Electrons must pass additional quality criteria labelled as T1GHT [52] to reduce
the contribution from fake objects. They must also fulfil |zpsiné| < 0.5 mm and
|Say| < 5 [4]. The first electron in an event must pass pr > 27 GeV and the second
must have at least pp > 10 GeV. In addition to this, the GRADIENT isolation
criterion [52] is required to reduce background contamination from non-prompt
electrons.

e Muons must pass MEDIUM [126] and GRADIENT isolation criteria [54]. Addition-
ally, they must fulfil |zpsinf| < 0.5 mm and |Sg,| < 3 [4]. The first muon in an
event must have pr > 27 GeV and any second muon must pass pr > 10 GeV, in
agreement with the electron requirement. The value of 27 GeV stands in contrast
to the 28 GeV applied in the b-tagging calibration analysis. This is because the
search for ttH(H — bb) was performed using data from the years 2015 and 2016,
while the b-tagging calibration also measures the b-tagging efficiency in data from
2017. In 2017, however, the trigger threshold for charged leptons was increased
slightly and, to avoid any reconstruction inefficiencies around this threshold, the
lepton pr cut was increased to 28 GeV accordingly. Then, for consistency reasons,
the same pr cut is used for all three years.
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8 Event reconstruction, selection, and categorisation

e Jets in this search are required to have a pt above 25 GeV in contrast to the 20 GeV
in the b-tagging calibration analysis, but are otherwise treated in an identical
way. The jet pr requirement is motivated from the expected jet kinematics in
signal events and a reduced impact from the uncertainty on the jet energy scale.
Additionally, it reduces the contribution of mis-reconstructed jets or other objects
mimicking the signature of jets in the detector. The overlap between jets and
electrons or jets and muons in an event is handled according to the procedure
described in Section 5.3.

e In this analysis, b-jets are selected using the pseudo-continuous (PC) b-tagging
strategy with the MV2c10 algorithm. Thus, instead of being labelled either as a
b-jet or non-b-jet, jets can be put into one of five bins according to which WP they
pass and thus which PC bin of the MV2c10 distribution they fall into. A jet not
passing the lowest WP (85%) is assigned a label '1’, while a jet passing the tightest
WP (60%) is assigned a label '5’ and so on.

e The missing transverse momentum, p7***, or its magnitude i.e. the missing

transverse energy, E%iss, is defined in the same way as presented in Section 5.5 [62,
63]. It is not used for the event selection, but for the reconstruction of the ttH
final state.

e In general, T-leptons are reconstructed via their decay products which are either
charged leptons or hadrons, as described in Section 5.4. This analysis reconstructs
hadronically decaying 7-leptons in order to discriminate them from jets. For this,
a strategy is followed that is based on the track multiplicity and a multivariate
discriminant based on the collimation of the tracks, jet substructure variables and
kinematic variables [4]. A candidate object, labelled as 7,,q from now on, must
pass the MEDIUM 7-identification WP [127] and fulfil pr > 25 GeV as well as
In| < 2.5. If the Th,q candidate is within AR = 0.2 of any selected electron or
muon, it is discarded.

In the following sections, the event reconstruction and selection are presented and the
various analysis regions are defined.

8.1 Event Selection

For both semileptonic and dileptonic decay channels of the tt pair, events are recorded
as soon as the trigger system identified one charged lepton fulfilling the following cri-
teria. In 2015 (2016) data, electrons must have at least a pp > 24 (26) GeV, while
muons are required to have a pp > 20 (26) GeV. These leptons also must pass dedicated
isolation criteria [35, 78] not to be confused with those mentioned in the previous sec-
tion. Additional trigger algorithms are employed in a logical “or” that require a higher
pr threshold of the leptons, but with looser identification and no isolation requirement.
They are 60 and 120 GeV (60 and 140 GeV) for electrons and 50 GeV for muons in 2015
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8.2 Analysis regions

(2016), respectively.

Events must contain at least one reconstructed charged lepton with pp > 27 GeV that
has the same lepton flavour (e or p) as the one reconstructed by the trigger algorithm
that fired and also be within AR < 0.1 of it. Specifically for the dilepton channel, ex-
actly two leptons are required that are oppositely charged. The second lepton, ordered
by pr, must have pr > 15 (10) GeV in the ee (ep and pp) channel(s). Furthermore, in
the ee and pp channels, the invariant mass of the leptons my; is required to be above
15 GeV in order to not include hadronic resonance decays with low mass. Additionally,
my must be sufficiently far outside the window of the Z boson mass, here chosen to be
83 — 99 GeV, which rejects unwanted leptonic Z boson decays to a large extent.

Selected events are also required to contain at least three jets with pr > 25 GeV and
In| < 2.5 of which at least two must pass the b-tagging WP of 77%. In the single lepton
channel specifically, at least five jets with pr > 25 GeV and |n| < 2.5 are required. In
case there are exactly five such jets, at least three of them have to be b-tagged at the
77% WP. On the other hand, if there are at least six such jets, either at least three of
them must pass the 77% b-tagging WP or at least two of them must be b-tagged at the
60% WP. If an event passes the dilepton event selection, it is removed from the single
lepton channel, similarly to the treatment of the boosted decay channel.

As there are other searches for ttH production, in particular measurements target-
ing hadronically decaying 7-leptons, certain events are excluded from the search for
ttH(H — bb). In the dilepton channel, these are events with at least one 7,,q candidate
and in the single lepton channel these are events containing at least two such candidates.

Finally, about 2.5% of all simulated t#H (H — bb) events pass the dilepton event selection
and roughly 8.7% pass the single lepton event selection [4].

8.2 Analysis regions

For each of the two leptonic tt decay channels, several regions are defined that aim to
split the analysed samples into categories enriched either with signal events or with spe-
cific background components. These involve a SR which contains mostly ttH (H — bb)
and tf+ bb events, referred to as tf+ > 2b; and three signal-depleted CRs tt+b, tt+ > lc
and tf + light. The definition for a region to be signal-enriched is given by the expected
number of signal (S) and background (B) events. If the signal-to-background ratio S/B
is larger than 1% and its significance with respect to Poissonian background fluctuations
S/ VB is above 0.3 at the same time, the region is considered signal-enriched.

For both the single lepton and dilepton channel, multiple SRs are defined that all fulfil

the above criteria of being signal-enriched. One essential feature of the ttH (H — bb)
final state is its high total number of jets and particularly its number of b-jets. Therefore,
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8 Event reconstruction, selection, and categorisation

events are split up according to the number of jets and according to the PC b-tagging
bins that the four jets (or three for corresponding dileptonic events) with the highest
MV2c10 score, ordered by this score in descending order, fall into. These four (three)
jets build the basis for the categorisation of events and ultimately the definition of the
different analysis regions which is presented in the following subsections.

8.2.1 Regions in the single lepton channel

In the single lepton channel, the hadronically decaying W boson from the ¢t pair con-
tributes c-jets to the final state. This worsens the selection efficiency and makes it
difficult to define a pure ‘¢t + heavy flavour’ control region that is enriched in tt+ > 1b
and tt+ > lc background events. While an incorrect selection of such jets could be
avoided by applying a tight b-tagging requirement, this would lead to a selection of sig-
nal events. This problem does not exist in the dilepton channel. However, there are
far more semileptonic than dileptonic ¢t decays due to the larger decay branching ratio.
Therefore, the single lepton SRs contain considerably more signal events compared to
the dilepton SRs, which ultimately dominates the sensitivity in this search.

Below are the definitions of the regions for the single lepton channel with at least six
reconstructed jets. The content of the b-tagging categories is estimated via MC:

) SRIZGj contains all events where the four jets with highest MV2c10 score pass
the 60% WP, labelled as the ‘(5,5,5,5)" category, which has a contribution from
tt+ > 2b of at least 60%. This is the most signal-enriched region and has the
highest purity;

° SRQEGj includes all remaining b-tagging categories with a tt+ > 2b contribution of
at least 45%;

° SR?Gj includes all remaining b-tagging categories with a tt+ > 2b contribution of
at least 30%;

° CR%_% includes all remaining b-tagging categories with a tt + b contribution of at

least 30%;

° CRETZIC includes all remaining b-tagging categories with a tt+ > lc contribution

of at least 30%;
° CRtZ{_ﬁﬂight includes all remaining b-tagging categories.
The regions for single lepton events with exactly five jets are defined as follows:

° SR“;’J' is defined in the same way as SR126J;

. CRZJ@ includes all remaining b-tagging categories with a tt + b component of at

least 20%;
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8.2 Analysis regions

° Sjo includes all remaining b-tagging categories with a tt+ > 2b component of at
least 20%;

° Cngjtzlc includes all remaining b-tagging categories with a tt+ > lc¢ component

of at least 20%;

o CR?}?J;I—light includes all remaining b-tagging categories.

These region definitions are illustrated in Figure 8.1. For each of the two iterative
region selections, a few b-tagging categories are moved between regions by hand to avoid
disconnecting areas between them in Figure 8.1 [4].

As an example, the SRs with at least six reconstructed jets are constructed as follows:
SR%Gj contains the (5,5,5,5) category. SR;GJ’ is composed of all other categories that have
a tt+ > 2b contribution above 45% which are (5,5,5,4) and (5,5,5,3), representing events
in which the fourth ranked jet only passes the 70% and 77% b-tagging WP, respectively.
Finally, SR?j] contains all other categories with a tt+ > 2b component above 30% which
are (5,5,5,2), (5,5,4,4) and (5,5,4,3).

8.2.2 Regions in the dileptonic channel

Since the dileptonic decay involves two fewer jets than the semileptonic one, the regions
are now split as either having at least four or exactly three jets. The category with at
least four jets does not contain a tt+b CR, because of the small number of corresponding
events in the dilepton sample. It is split as follows:

e First, remove all b-tagging categories that have fewer than eight background events
(B < 8) or a signal-to-background ratio of S/v/B < 0.08 to have a more clean
region selection that is not strongly affected by limited statistics;

° SR?U includes all remaining b-tagging categories with a tt+ > 2b component of
at least 70%;

° SR?U includes all remaining b-tagging categories with a ¢t + b component of at
least 30%;

° SR224j includes all remaining b-tagging categories with a ttH component of at least
1.5%;

° CRfflec includes all remaining b-tagging categories with a tt+ > lc component

of at least 25%;

° CR%ﬁight includes all remaining b-tagging categories.

The dileptonic events with exactly three jets do not contain any signal-enriched regions,
again due to the low amount of signal events. They are defined in the following way:

e First, remove all b-tagging categories that have fewer than eight background events
(B < 8) or a signal-to-background ratio of S/v/B < 0.08;
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8 Event reconstruction, selection, and categorisation

° CR?z?jer includes all remaining b-tagging categories with a tf + b component of at

least 30%.;

° Cng%hght includes all remaining b-tagging categories.

The definitions for the dilepton regions are summarised in Figure 8.2. Also here, a few b-
tagging categories are moved between the regions by hand. Furthermore, the categories
with limited statistics taken out before defining the regions are recovered in order to
help create connected regions in Figure 8.2 [4].
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Figure 8.1: Schematic of the definition of the SRs and CRs in the single lepton channel
for the exactly five (top) and at least six (bottom) jets category. The regions
are shown as a function of the PC b-tagging bins that the four jets with the
highest MV2c10 score, ordered by this score in descending order, fall into.
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Figure 8.2: Schematic of the definition of the SRs and CRs in the dilepton channel for
the exactly three (top) and at least four (bottom) jets category. The regions
are shown as a function of the PC b-tagging bins that the three (top) and
four (bottom) jets with the highest MV2c10 score, ordered by this score in
descending order, fall into.
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The predictions of the different signal and background components of each region are
shown in Figure 8.3 for both channels. The predicted signal-to-background ratio S/B
as well as its significance S/v/B is depicted in Figure 8.4 for each region of the two
channels. The H — bb decay is present in 89% (96%) of selected t#H signal events in
the dilepton (single lepton) SRs. Further details about the analysis regions are given in
Ref. [4].
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Figure 8.3: Pie charts showing the fraction of events belonging to the different categories
within each of the dilepton (left) and single lepton (right) regions. The
categories are defined in Section 7.3.1.
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CHAPTER 9

Extraction of the ttH (H — bb) cross-section

The previous chapter introduced and defined the various SRs and CRs in the two chan-
nels. These not only help to separate signal from background events, but also to have
dedicated samples enriched in a specific type of background in order to study and con-
trol it, for example its contribution to the shape of an observable in a signal-enriched
region. SRs have been defined for each channel, but even the purest among them are
still dominated by > 94% background events, as can be seen in Figure 8.4. This is
mainly attributable to the t¢ +jets background and its cross-section which is roughly
three orders of magnitude larger than the t¢H signal cross-section. Therefore, a boosted
decision tree (BDT) is trained for each SR in order to further discriminate ttH (H — bb)
signal events from background events. This BDT is labelled ‘Classification BDT’ and it
uses numerous input variables for its training, depending on the specific SR it is applied
to [4]. Three essential inputs are

1. the so-called ‘Reconstruction BDT’. The leptonic ttH (H — bb) final states at LO
consist of four to six jets of which four are b-jets. As a consequence, there are many
possible combinations of jets that could be used to reconstruct the top quarks and
the Higgs boson of an event, while only one is technically correct disregarding
degenerate assignments. The reconstruction BDT is trained to select the best
possible (i.e. the correct) matching of final state partons to jets and use those jets
to build the top quark and Higgs boson candidate objects;

2. a likelihood discriminant (LHD). A LHD can be built which, for each possible
combination of matching final state partons to physics objects in an event, contains
corresponding terms that represent the probability of the event to be compatible
with the signal or background hypotheses; and

3. adiscriminant based on the matrix element method (MEM). i&s the name suggests,
it is based on the calculation of the ME of the t¢tH(H — bb) signal compared to
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9 Extraction of the ttH(H — bb) cross-section

the ME of the background processes. Its idea is similar to the LHD, but is based
on CPU intensive calculations of ME of Feynman diagrams, instead of using the
fully simulated nominal MC samples.

The combined profile likelihood fit, further detailed in Section 9.2, uses the classification
BDT in all SRs. In the CRs, the fit is performed using the number of events in that
region, except for the two single lepton CRs dedicated to the tt+ > lc component, which
are CRZQ > 1e and 9R§T216. In these regions, H%ad is used instead to have a stronger
constraint on the tt+ > 1c background. Table 9.1 summarises which discriminant, along

with its binning, is applied to which region.

Single lepton channel

> 6 jets exactly 5 jets
Region Discriminant Bins | Region Discriminant Bins
SR1 BDT 8 SR1 BDT 8
SR2 BDT 8 SR2 BDT 8
SR3 BDT 8
CRtf—}—b Nevents 1 CRtf—i—b Nevents 1
CRtherc Hlf“ad 8 CRtf+21c Hflf“ad 6
CRtf—}—light Nevents 1 CRtf—}—light Nevents 1

Dilepton channel

> 4 jets exactly 3 jets
Region Discriminant Bins | Region Discriminant Bins
SR1 BDT 6
SR2 BDT 8
SR3 BDT 8
CRtEJrZ lc Nevents 1 CRtEer Nevents 1
CRtf—}—light Nevents 1 CRtf—}—light Nevents 1

Table 9.1: The discriminants and the respective number of bins used in each region
during the profile likelihood fit.

Before constructing the MVAs and performing the fit, the modelling of various observ-
ables has been checked in the dedicated CRs of the two channels. Such a test is necessary
to ensure that those variables are simulated and understood properly before using them
to train an MVA. The physics motivation behind the selected observables is discussed in
Appendix D. If some variables are found to be described poorly by the simulation, the
analysis strategy as well as the final result can be biased. In this test, basic event-based
and object-based variables have been studied such as the pr and n of reconstructed
objects, Ht and H%ad, the number of jets as well as the number of b-tagged jets and
many more. Example distributions of H%ad in the single lepton CRs are presented in
Figures 9.1 and 9.2. Showing further relevant plots would go beyond the scope of this
thesis and hence they are left out. In general, the observables which are required to
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9.1 Reconstruction of the ttH signal

describe and reconstruct the ttH(H — bb) final state have been found to be modelled
well. Furthermore, those variables which show a significant mis-modelling have not been
included in the training of the MVAs.
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Figure 9.1: Comparison of the predicted event yields to the observed events in data as
a function of H%ad in the single lepton CRs selecting at least six jets before

the fit. The distribution is shown in the CR%% (left), CR%TZM (centre)

and CRgﬂight (right). The filled red area represents the t¢H signal stacked
on top of the background normalised to the SM cross-section before the fit.
The total uncertainty in the simulated yields is represented by the hatched
area, while an uncertainty in the ¢+ > 1b and tt+ > lc normalisations is

not considered before the fit.

As an additional check, the predicted event yields for each channel and each region are
compared to the observed data yields before the fit. A statistically significant mis-match
could hint at several possible problems such as missing contributions from other sources
or a false prediction of a cross-section. The yields before the fit (‘pre-fit’) are summarised
in Appendix E where the yields after the fit (‘post-fit’) are included as well. Tables E.1-
E.6 show that the total predicted yields are well in agreement with the observed data
within the considered uncertainties pre-fit as well as post-fit.

9.1 Reconstruction of the ttH signal

This section describes how the reconstruction and classification of the tLH (H — bb) final
state is performed in the two channels by the different MVAs. First, the reconstruction
BDT is detailed, followed by the LHD and MEM which are ultimately fed into the
classification BDT to select the signal events that enter the profile likelihood fit.
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Figure 9.2: Comparison of the predicted event yields to the observed events in data as
a function of H%ad in the single lepton CRs selecting exactly five jets before

the fit. The distribution is shown in the CR?ngb (left), CR?ijJrZM (centre)

and Cth%rhght (right). The filled red area represents the t¢H signal stacked
on top of the background normalised to the SM cross-section before the fit.
The total uncertainty in the simulated yields is represented by the hatched
area, while an uncertainty in the ¢+ > 1b and tt+ > lc normalisations is

not considered before the fit.

9.1.1 Reconstruction BDT

The reconstruction BDT tries to correctly assign each final state parton of an event to
a jet and then, using those jets as well as the lepton(s), build the candidate particles for
the Higgs boson as well as the W bosons and from those the top quarks. The training is
performed with the TMVA Toolkit [73] using exclusively simulated ttH (H — bb) events.
The signal is the one configuration where all partons are matched to the correct jets
in an event, all other configurations are considered background. The BDT is trained
separately for the single lepton (dilepton) regions with exactly five (three) and at least
six (four) jet regions. However, the training is performed inclusively on events with at
least four jets b-tagged at the 85% WP (exactly three for the respective dilepton re-
gions), instead of having one dedicated training per signal region. Both strategies have
been found to perform similarly well, while the former is much simpler to control and
implement technically [4]. Additionally, the four (three) jets that fall into the highest
PC bins of the MV2c10 algorithm are considered b-jets, while all others are considered
light-jets. If two or more jets fall into the same bin they are ordered by their pr in
descending order. This allows to exploit the finer differentiation between b-jets through
PC b-tagging.

In the single lepton channel, the leptonic W boson is reconstructed from the momenta
of the lepton and neutrino, i.e. p; and p,. The momentum of the neutrino is derived

from the p%iss, while the z component is calculated by solving the following equation
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9.1 Reconstruction of the ttH signal

given by the invariant mass of the W:

miy = (o1 +pu)° (9.1)

This is a quadratic equation and thus holds two solutions. Both of them are used and
treated as individual configurations. However, if no real solution exists, the discriminant
of the quadratic solution is set to zero such that there is one unique solution.

The hadronic W boson (Higgs boson) is reconstructed from a pair of light (b-tagged)
jets. After this, the top quark candidates are each reconstructed from one W boson and
one jet. In the following, the top quark reconstructed from the hadronically (leptoni-
cally) decaying W boson is referred to as hadronically (leptonically) decaying top quark
candidate.

It is important to keep in mind that the single lepton t£H (H — bb) final state expects six
jets at LO. Thus, in events with exactly five jets, one jet could not be reconstructed. In
over 70% of those cases, this jet comes from the hadronic W boson. In order to account
for this, the hadronic top quark in events with exactly five jets is reconstructed from
two jets of which exactly one must be b-tagged.

In contrast to this, the BDT in the dilepton channel does not try to reconstruct the
W bosons, which would prove difficult given two undetected neutrinos. Therefore, it
instead reconstructs the top quark candidates directly from one lepton and one jet.
For both channels, two BDT configurations are trained for each of the two different jet
regions: one that exploits the full information from the t¢H final state, and one that
does not use any information from the Higgs boson decay. The configuration without the
Higgs boson information is less efficient in reconstructing the final state correctly, but
its output is less biased, because it does not shape the result to resemble the signal [4].
Thus, this second configuration is assumed to better discriminate between signal and
other background processes. Nonetheless, both BDT configurations as well as variables
built from jet-to-parton assignments from the former, the latter or both are used as input
for the classification BDT. The BDT output and variables are still slightly correlated
among the different configurations, however they provide complementary information
which outweighs the correlation.

The variables used for the BDT training are invariant masses of various final state ob-
jects and angular separations between them in addition to more kinematic variables.
These variables are chosen to maximise the efficiency of correctly matching jets to the
Higgs boson, but at the same time as few variables as possible are included to avoid
strong correlations in the training.

In each event, the BDT assigns a score or weight to each configuration and the one with
the highest score is assumed to be the correct one. It is taken as input to the classifica-
tion BDT, but it also serves as the basis to construct additional kinematic variables from
the jets of this configuration. In the most sensitive single lepton SR (SRIEE;] ), the Higgs

boson is correctly reconstructed in 48% (32%) of all selected ttH (H — bb) events when
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9 Extraction of the ttH(H — bb) cross-section

including (leaving out) the Higgs boson information in the training. The corresponding
efficiency in the most sensitive dileptonic SR (SRT*) is 49% (32%).

The input variables for the training of the single lepton reconstruction BDT is given
in Table 9.2. The input variables for the dileptonic reconstruction BDT is listed in

Table 9.3.

Table 9.2:
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Region
>6j | 5)

Variable

Topological information from the ¢t pair

v

mtlep

ANEN

mthad
my,., using only one jet and one b-jet

\ 1

btlep
m
Wiepbtyaq

AR(T/Vhad ) bthad )

NN NN

AR(by,..s G2. W)
min; (bthad > 44, Whaa ))
min; (bthad7 Qi,Whad)) — AR(Z’ btlep)

Topological information from the Higgs boson

=
AN N N N N N N N NN

my
TV H 1wy,
AR(bl H,b2. 1)
(bl H, )
AR(b1,m,by,,,) -
AR(by,m, by,,) -

ANENENEN

NN SRNEN

Input variables for the reconstruction BDT used in the single lepton
SRs [4]. tiep(thad) refers to the leptonically (hadronmically) decaying top
quark, Wiep(Whaq) refers to the leptonically (hadronically) decaying W bo-
son, by, (by,,q) is the b-jet from the leptonically (hadronically) decaying top
quark, [ is the charged lepton, g1 w,.,(g2,w,.,) is the leading (subleading) jet
from the hadronically decaying W boson, H refers to the Higgs boson and,
finally, by g7 (b2,ir) is the leading (subleading) b-jet from the Higgs decay.



9.1 Reconstruction of the ttH signal

Region
> 4b | 3b
Topological information from the t¢ pair

Variable

M+ p — M- 5 v v
my+p v v
ml,’g v v
AR(IT,b) v v
AR(I".5) v v
Ao (bg) vr v
AR (D) v i
P v v
P v v
AR(IT,b) — AR (l_,g) v v
min An (b, 1) v v
Topological information from the Higgs boson
mg ve v
A¢(H,tt) - v
AR(H,tt) v -
AR(bi,H,b2.1) v v
ba g
P - v
min AR (bg, 1) - v
max AR (H,b) v -

Table 9.3: Input variables for the reconstruction BDT used in the dileptonic SRs [4].
The description of variables using the information from the ¢t pair imply the
charged lepton (I*) and b-jets (b, b) to originate from the tf pair decay. Among
the variables using information from the Higgs boson, H refers to the Higgs
boson, by p,bo i are the two b-jets from the Higgs boson decay, ordered by
their PC b-tagging bin, and b in the last variable means any b-jet in the event.
The superscript * indicates two special variables: A¢ (bl_)) is considered for all
BDT configurations except the one including the Higgs boson information for
> 4 b-jets, in which AR (bl_j) is used for the training instead.

9.1.2 Likelihood Discriminant

The LHD is based on a combinatorial likelihood approach and defined in the same way
as in Ref. [120]. The underlying idea of a LHD is to construct likelihood functions P*#(x)
and PP%8(x), which represent the probability that the event under study is compatible
with the signal or background hypothesis, respectively. Here, those hypotheses are that
the event originates from a ttH(H — bb) or tf 4 bb process, respectively, and x refers
to the kinematics of the reconstructed final state objects in the event. The LHD D is
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9 Extraction of the ttH(H — bb) cross-section

defined as
ﬂ)sig
~ psig 4 Ppbke”

Thus, the event is more compatible with the signal hypothesis as D approaches a value
of one.

(9.2)

These likelihood functions are the product of multiple one-dimensional probability den-
sity functions (PDFs), where each PDF represents the probability for a given value of
one observable in the event to be compatible with the signal or background hypothesis.
Consider, for example, an additional bb pair, separated from the tf decay, with an invari-
ant mass close to the Higgs boson mass. When neglecting all other information of the
event for this example, the signal PDF for reconstructing an additional bb pair with such
an invariant mass is expected to be higher than the corresponding background PDF.
Consequently, P¥8(x) is higher than if the invariant mass were significantly smaller or
larger than the Higgs boson mass and thus the event is expected to be more compatible
with the signal hypothesis.

The individual PDF's are based on invariant mass and angular separation variables built
from the reconstructed objects in the event, similarly to those used for the reconstruction
BDT. As discussed in Appendix D, such observables are useful and expected to discrim-
inate the t#H (H — bb) signal from the dominant background tf + bb. For this method,
the latter is represented by two background hypotheses, namely tt+ > 2b and tt + b.
The likelihood functions of both categories are merged to a weighted average, where the
weights are given by their relative fraction of events taken from ¢f +jets simulation.

Psi&(z) is the product of the aforementioned PDFs which are primarily those of the in-
variant masses of the Higgs boson, the leptonically and hadronically decaying top quarks
and the hadronically decaying W boson. In a significant amount of semileptonic signal
and background events with at least six jets, only one jet from the hadronically decaying
W boson is reconstructed and selected. This is taken into account by adding another hy-
pothesis for both signal and background scenarios. Furthermore, in events with exactly
five jets, variables based on the hadronic top quark are built in a similar way to those for
the reconstruction BDT. Before computing the product, the PDFs are averaged over all
possible jet-to-parton matching configurations. These configurations are weighted using
b-tagging information to reduce the contribution from parton-to-jet matchings with an
inconsistent flavour pattern, because four b-jets are expected in the final state and as-
signed to the Higgs boson and the two top quarks, and one or two light-jets are assigned
to the hadronically decaying W boson.

PPk& (1) is constructed similarly to P¥8(x), but instead of the Higgs boson mass it in-
cludes the invariant mass of the additional b-jet pair. More variables are included such
as the angular separation between final state objects, but the invariant masses above are
the most significant contributions to the two likelihood functions. The distributions are

118



9.1 Reconstruction of the ttH signal

derived from simulation, but only their shape information is used. In the high mass tails
of the PDF's, the number of contributing events may become very small and, correspond-
ingly, statistical fluctuations may occur. These cases are taken care of by a smoothing
procedure [4].

The most important difference of the LHD with respect to the reconstruction BDT is
that the former takes advantage of all possible configurations in the event. However,
because the LHD contains products of one-dimensional PDFs, it cannot properly take
correlations between the variables within one configuration into account.

9.1.3 Matrix Element Method

The general idea of the MEM is to construct a discriminant, MEM p1, based on ME calcu-
lations similarly to what has been done in the corresponding analysis at /s = 8 TeV [115].
At first, the MEM resembles the LHD as one builds two likelihoods, namely Lg and Lp,
that express how compatible an event is with the signal and background hypotheses,
respectively. More specifically, they represent the probabilities that a final state is pro-
duced either via a tt H(H — bb) signal Feynman diagram or a t-+bb background Feynman
diagram, which are depicted in Figure 7.2. But in contrast to the fully simulated MC
samples used for the LHD, these likelihoods are built from ME calculations at the parton
level. These ME calculations cost a significant amount of CPU time, since the involved
processes comprise very complex final states. Therefore, the MEM is only applied in the

most sensitive single lepton region which is SRlzﬁj .

The two likelihoods are computed as follows:

o Ji (961, QZ) Jo ($2,Q2) ‘ 9 )
L= Z/ Py IM; (Y) 2T (X;Y)d®, (Y). (9.3)

In this definition, f; are the PDFs for a certain parton of the proton with momentum
gj to carry the momentum fraction x; of the proton in a collision at energy scale Q2.
M; is the ME for either the signal or background Feynman diagram and is calculated
for a phase space configuration Y at the parton level. T is the transfer function that
represents the probability that a jet at the reconstruction level X originates from the
parton level configuration Y. Since only the information about X is available, integra-
tion over all other parameters is carried out via the infinitesimal phase space element
d®,,. This integration considers the undetected neutrino in the final state. Furthermore,
the transfer function T" helps to constrain the size of the phase space significantly. The
sum goes over all different possible initial states, but, specifically in this analysis, only
gluon-induced Feynman diagrams are considered to reduce the required CPU time.

The ME calculations are performed with MADGRAPH5_aMCQ@QNLO at LO with the CT10

PDF set which is interfaced via the LHAPDF package [128]. The transfer functions that
map the detector signals to parton level quantities are derived from a tf sample simulated
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9 Extraction of the ttH(H — bb) cross-section

with POWHEG +PYTHIA 6 and are validated with the nominal ¢f generated by POWHEG
+PyTHIA 8. Moreover, the direction in n and ¢ of all visible final state objects is
expected to be well measured and thus, the corresponding transfer functions are given
by 0 functions. The neutrino momentum in the calculation is constrained as the total
pr is conserved in each event, while the z-coordinate of its momentum is integrated over
using VEGAS [129] and following the principles in Ref. [130]. As for the other MVAs,
the MEM exploits the information from b-tagging to reduce the number of possible jet-
to-parton matching configurations. Finally, the MEM discriminant is defined as the
difference of the logarithms of the signal and background likelihood:

MEMp; =log (Lg) —log (Lp) . (9.4)

9.1.4 Classification BDT

In this search, the classification BDT is used to perform the final discrimination of the
ttH(H — bb) signal from the tf + bb background after the event has been fully recon-
structed. Similarly to the reconstruction BDT, it is trained using the TMVA Toolkit.
The training and evaluation is done on two statistically independent samples, while the
ttH(H — bb) process is set as the signal and £ 4 bb as the background.

The inputs to the BDT are:

1. general kinematic variables such as invariant masses and angular separations of
final state objects;

2. topological variables such as event shapes or the number of jets with a certain
minimum pr;

3. additional kinematic variables based on objects reconstructed using the reconstruc-
tion BDT;

4. the reconstruction BDT score itself;

5. the LHD, but only in the single lepton SRs;

6. the MEM discriminant, but only in SR%W ; and
7. variables built from the b-tagging weights of selected jets.

Only the single lepton BDT includes all three MVAs from the previous sections, namely
the reconstruction BDT, the LHD and the MEM discriminant. All three appear to ex-
ploit similar variables and thus be strongly correlated. However, the variables are always
used from different perspectives and therefore provide not entirely uncorrelated, but still
complementary information that ultimately increases the discrimination power of this
BDT. In addition to this, the most powerful variables in the training of the single lepton
BDT are specifically the respective outputs of these three intermediate MVAs. Despite
this, the dileptonic BDT does not include the LH and MEM discriminants, because of the
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9.2 Profile likelihood fit method

associated uncertainties that would be introduced and the additional CPU time required.

During the training, one variable is added at a time and the best BDT performance as
a function of the number of input variables is determined. If the performance reaches
a plateau, no more variables are added. Therefore, the number of variables may differ
between the regions.

For the single lepton classification BDT, the training is done separately for regions with
exactly five and at least six jets, but inclusively on events with at least four b-jets tagged
at the 85% WP, which is the same strategy as for the reconstruction BDT training.
However, a dedicated training on the SR%GJ is pursued, because it includes the MEM
discriminant. Furthermore, variables based on b-tagged jets are built from the four jets
falling into the highest PC bins of the MV2c10 algorithm, where jets falling into the
same bin are ordered by their pr.

On the other hand, each dileptonic SR follows its own dedicated training to further
optimise the variables used for the different background components. While different b-
tagging WPs are considered for the jets in these regions, only those WPs are chosen for
which those regions always contain b-jets [4]. Ultimately, only SRQZA‘J employs variables
relying on the b-tagging weights of jets. Further details about the various b-tagging WPs
used to construct the input variables can be found in Ref. [4].

The input variables to the classification BDT for the single lepton SRs are listed in
Table 9.4 and the ones for the dileptonic SRs are given in Table 9.5.

9.2 Profile likelihood fit method

The search for the t#H (H — bb) process is performed with the help of the classification
BDT described in the previous section. For this, the distributions of the chosen discrim-
inants from each analysis channel and region, specified in Table 9.1, are combined. The
search is executed by measuring the signal strength pu = ag?;?H_)bB) / Utsfl\fl( Hobh)’ which is
the ratio of the observed ttH(H — bb) cross-section with respect to the value expected
in the SM. The measurement of 1 is done in the form of a statistical analysis, namely
by constructing a likelihood function that depends on g and maximise this function in
a profile likelihood fit to data. In addition to this, the fit can be used to determine the
normalisation of the most important background components and constrain the system-
atic uncertainties associated to them which improves the precision of the measurement
as indicated below [4].

This statistical analysis is based on a binned likelihood function (LHF), £, which is the
product of Poisson probabilities over all bins of all distributions considered in the anal-
ysis. The regions themselves are not distinguished in the fit, it is only the distribution
entering the fit that changes, as listed in Table 9.1. The binning of the classification
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9 Extraction of the ttH(H — bb) cross-section

Variable Definition Z%j.gl‘ogj
General kinematic variables
ARp® Average AR for all b-jet pairs v v
ARMPT | AR between the b-jet pair with largest vector sum pr v -
Anp A1 | Maximum A7 between any two jets v v
mi%i“AR Mass of the b-jet pair with the smallest AR v -
m;-“»i“AR Mass of the jet pair with the smallest AR - v
N3 Number of b-jet pairs with 95 GeV < my, < 155 GeV v v
Hhad Scalar sum pr of all jets - v
AR{E;‘I)%R AR between lepton and the b-jet pair with smallest AR - v
. 1.5X2, where Ao is the second eigenvalue
Aplanarity of the momentum tensor [131] bguilt from all jets v v
H, The second Fox-Wolfram moment [132] built from all jets and the lepton v
Variables from the reconstruction BDT output
BDT score | BDT output LV
mpy Higgs boson mass v v
TH by, Mass of the Higgs boson and b-jet from the leptonic top v -
AR;}% AR between the b-jets from the Higgs boson v v
ARy r AR between the Higgs boson and tt pair v v
ARp 4, AR between the Higgs boson and the leptonic top v -
ARpp, | AR between the Higgs boson and the b-jet from the hadronic top - v
Variable from the LHD calculation
D \ Likelihood discriminant v \ v
Variable from the MEM calculation
MEM p; \ Matrix element method v \ -
Variables from b-tagging (not used in SR=%)
wh Sum of binned b-tagging weights of jets v v
b from best Higgs candidate
Bjs b-tagging weight of the third b-jet, sorted by weight v v
Bjs b-tagging weight of the fourth b-jet, sorted by weight v v
Bjs b-tagging weight of the fifth b-jet, sorted by weight v v

Table 9.4: Input variables for the classification BDT used in the single lepton SRs. The

variables with (without) a

*

superscript are built from objects reconstructed

by the reconstruction BDT with (without) using Higgs boson information

BDT is optimised to maximise the sensitivity of the search and at the same time keep
the total MC statistical uncertainty in each bin such that the predicted number of events
is not biased from statistical fluctuations.

The LHF depends on the signal strength p as well as # which is the set of nuisance
parameters that represent the impact of the considered systematic uncertainties on the
expected number of signal and background events. The nuisance parameters are imple-
mented as either Gaussian, log-normal or Poissonian prior probabilities in the LHF [77].
6 also contains the normalisation factors (k-factors) for the tt+ > 1b and tt+ > 1¢ back-
ground components. However, no prior terms are assumed for these factors and thus,
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9.2 Profile likelihood fit method

. o Region
Variable Definition SR1—4J ‘ SR2—4] ‘ SR§4J
General kinematic variables
myp " Minimum invariant mass of b-jet pairs v v -
mp* Maximum invariant mass of b-jet pairs - - v
minin AR Mass of the b-jet pair with the smallest AR v - v
moPT Mass of the jet pair with the largest pr v - -
my T Mass of the b-jet pair with the largest pr v - v
Anp® Average An of b-jet pairs v v v
Anpiex Maximum An between a jet and a lepton - v v
ARPT | AR between the b-jet pair with maximum pp - v v
N Number of b-jet pairs with 95 GeV < my, < 155 GeV v v -
Z\Tjif;‘lo Number of jets with pt > 40 GeV - v v
ARE;%%R AR between lepton and the b-jet pair with smallest AR - v -

. 1.5X2, where \; is the second eigenvalue - -
Aplanarity of the momentum tensor [131] bguilt from all jets v
Hy Scalar sum pr of all jets and leptons - - v
Variables from the reconstruction BDT output
BDT score | BDT output v v v
my Higgs boson mass v - v
ARyt AR between the Higgs boson and tf pair v - -
AREY Minimum AR between the Higgs boson and the lepton v v v
AR‘I‘;{; Minimum AR between the Higgs boson and b-jet from top v v -
AR Maximum AR between the Higgs boson and b-jet from top - v -
AR AR between the b-jets from the Higgs boson - v -
Variables from b-tagging
wH Sum of binned b-tagging weights of jets ) v )

b from best Higgs candidate

Table 9.5: Input variables for the classification BDT used in the dileptonic SRs. The
variables with (without) a * superscript are built from objects reconstructed
by the reconstruction BDT with (without) using Higgs boson information,
while those variables with ** are based on reconstructed objects from both
BDT configurations.

they are only constrained by the fit to data. Before the fit, the two k-factors are set
to unity, corresponding to the prediction from POWHEG +PYTHIA 8 for the fraction of
both components relative to the inclusive ¢t +jets prediction.

With this, the total number of expected events in each bin depends on both u and 6.
The CRs are strongly dominated by background and thus contain a large number of
events. By fitting the nuisance parameters not only in the SRs, but also in those CRs,
they are much more constrained and, therefore, their impact on the sensitivity of this
search is reduced significantly which improves the precision of this analysis.

From the LHF L (u,0), one can construct a test statistic for hypothesis testing, which
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9 Extraction of the ttH(H — bb) cross-section

in this case is the profile likelihood ratio (PLR):
t, = —2In (L (,u,, éﬂ> /L (,&, 9)) , (9.5)

where { and 0 represent the respective parameter values that maximise the LHF under

the condition that 0 < i < p; and éu are the nuisance parameter values that maximise
the LHF for a given value of u. Given that this search is performed as a statistical anal-
ysis with two hypotheses, namely either the presence or the absence of a ttH (H — bb)
signal, the PLR is the most powerful test statistic according to the Neyman-Pearson
lemma [77]. The PLR is not only used to measure the compatibility of the observed
data with the hypothesis of an absent signal (background-only hypothesis, given by
w1 = 0), but also to make statistical inferences about p, for example through upper limits
on p with the CLg method [133-135].

By using the LHF, p is extracted from simultaneously fitting the distributions of the
discriminants in all fifteen considered regions to data. In this profile likelihood fit, u is
allowed to float freely, but it must have the same value in all regions. The normalisation
of each background component is taken from the fit as well. Regarding these, the con-
tamination of the signal from the tf, V+jets, single top, Diboson and ¢t + V processes
is constrained by the uncertainties of the corresponding theory calculations, the uncer-
tainty on the luminosity, and the data. The statistical uncertainty of the predictions is
given by the statistical uncertainty in the MC events and in the data-driven fake and non-
prompt lepton estimate. This uncertainty is included as additional nuisance parameters,
namely one dedicated parameter for each of the included bins. Finally, the uncertainty
of the best-fit value of the signal strength [ can be determined by varying ¢,, by one unit.

The validation and performance of this fit procedure is discussed in Chapter 11. Before

showing those results, the following chapter introduces the various systematic uncertain-
ties considered in this analysis and describes them in detail.
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cHAPTER 10

Systematic uncertainties

In this chapter, each individual source of systematic uncertainty considered in the
ttH(H — bb) search is discussed in detail. Except for a few instances of cross-section
or normalisation uncertainties, the impact of each systematic uncertainty on the sig-
nal strength p is established for ranking purposes by repeating the profile likelihood fit
while only applying the associated systematic variation and leaving all other parameters
untouched. Outside of that, all uncertainties are included and fit simultaneously. The
considered uncertainties may either affect only the normalisation of simulated samples
or change both the normalisation and shape of the distributions of the discriminants
that enter the fit.

The uncertainties considered in this analysis are related to the estimation of the total
integrated luminosity; the reconstruction and identification of leptons and jets; and the
modelling of signal and background processes using MC generators. All of the experi-
mental uncertainties considered affect both the normalisation and shape of distributions
in all simulated samples, except for the luminosity uncertainty which only changes the
overall normalisation. Uncertainties related to the physics modelling of signal and back-
ground events impact either both the normalisation and shape of distributions of their
corresponding processes, or only the normalisation such as cross-section uncertainties.
Because the normalisation uncertainties change the relative fractions of different back-
grounds, they have an effect on the shape of the discriminant distributions in the different
analysis regions [4].

Each individual source of a systematic uncertainty is considered uncorrelated, but cor-
relations among the systematic uncertainties themselves are maintained over all regions
and channels. Each source of a systematic uncertainty is represented by an individual
independent nuisance parameter. These are described in more detail in the following
sections. Some systematic uncertainties, especially most of the experimental ones de-
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10 Systematic uncertainties

scribed in the next section, comprise multiple independent sources. Similarly, some of
the modelling uncertainties, in particular those related to the t¢ +jets modelling, are
split up into multiple sources of uncertainties that impact different sub-components of
a certain process in an independent way. These are then accounted for by adding corre-
sponding nuisance parameters to the fit.

The dominant sources of systematic uncertainties are related to our limited understand-
ing i.e. modelling of the tf +jets process, in particular the ¢f + bb and tf + c¢ processes;
the uncertainties associated to the b-tagging efficiencies which are based on the old cali-
bration analysis; and the jet energy scale uncertainty. On the other hand, uncertainties
related to leptons, E%ﬁss and the trigger system have a sub-dominant impact on this
measurement.

10.1 Luminosity

In this analysis, the integrated luminosity, derived from the instantaneous luminosity,
is a measure for the amount of data events recorded with the ATLAS detector at the
LHC in the years 2015 and 2016. However, the instantaneous luminosity is estimated via
dedicated measurements, the discussion of which are outside the scope of this thesis.

The uncertainty on the integrated luminosity of the analysed data is 2.1%. This value
has been derived following a similar method to the one in Ref. [33]. The idea is to
perform a preliminary calibration of the luminosity scale using r — y beam separation
scans. These have been performed in August 2015 and May 2016 and their uncertainties
are partially correlated.

In addition to this, a variation in the pile-up reweighting of MC events is considered
which covers the uncertainty in the ratio of the simulated to observed inelastic cross-
sections in the fiducial volume given by Mx > 13 GeV, where Mx represents the mass
of the hadronic system [136].

10.2 Reconstructed objects

This section summarises the systematic uncertainties related to the trigger system as well
as the reconstruction and identification of physics objects and corresponding momentum
or energy scale and resolution effects.

1. Jets

e The uncertainty on the jet energy scale is estimated from test-beam data,
LHC collision data and simulation [58] which amount to eight independent
sources. However, additional uncertainties are taken into account which are
related to pile-up corrections as well as the flavour,  and pr of jets, summing
up to twenty independent sources. This uncertainty is in the order of 1% to
6% per jet, depending on its pr. But due to the large number of jets expected
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in the final state of the t#H (H — bb) and tt + bb processes, the impact of this
uncertainty on the measurement becomes one of the dominant factors.

The uncertainty on the jet energy resolution is considered as well and consists
of two independent sources.

An uncertainty is added related to the efficiency of the JVT which is used to
suppress the contamination from pile-up jets.

2. Flavour-tagging of jets

The b-tagging efficiency calibration is based on the measurement of dileptonic
tt events in /s = 13 TeV data [75]. This measurement is employing the old
PDF method and in consequence, the uncertainties on the efficiency SF's are
still largely dominated by the modelling of the ¢t process. They lie between 2%
and 10% depending on the WP and pr of the jet. Because the PC b-tagging
strategy is used in this search, thirty independent sources are considered for
these uncertainties.

Other jets can be falsely b-tagged as well which is represented by the mis-tag
rate. The mis-tag rate of c-jets is measured in semileptonic tf events where
one of the W bosons decays hadronically into a c¢s quark pair [101]. The
uncertainties on the c-jet mis-tag rate ranges between 5% to 20%, depending
on the WP and jet pt and consists of fifteen independent sources.

The light-jet mis-tag rate is measured in QCD-induced multi-jet events with
secondary vertices and tracks that have an IP which suggests a negative life-
time [64], see Section 6.1.1. The uncertainties on this mis-tag rate are between
10% and 50%, depending on the WP, jet pr and jet n and comprise eighty
independent sources.

These uncertainties are extracted for each WP as a function of the jet kine-
matics and then combined into a calibration of the MV2¢10 distribution and
corresponding uncertainties that correctly take the correlations between the
WPs into account.

Jets from m,,q candidates are treated like c-jets in terms of the mis-tag rate
corrections and systematic uncertainties. An additional nuisance parameter
is included to account for the extrapolation between c-jets and jets from 7,4
candidates.

3. Charged leptons

The charged lepton objects are subject to uncertainties of the trigger sys-
tem [78] as well as the reconstruction, identification and isolation algorithms.
Moreover, uncertainties are associated to the energy (momentum) scale and
resolution of the electron (muon) candidate. These are measured in data
and are based on the leptons in Z — I, J/¥ — [l as well as W — ev
events [52,54]. These uncertainties are split up into twenty-four independent
sources, but overall have only a small impact on the end result.
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4. Missing transverse momentum

e All uncertainties in the energy scales and resolutions are propagated to the
p?BiSS that represents the undetected neutrinos.

e A total of three additional uncertainties are added to account for the scale
and resolution of the soft term which is used to reconstruct the EXs [63].

10.3 Signal and background modelling

Below is a summary of the physics modelling i.e. MC simulation related uncertainties
that are taken into account during the fit. The uncertainties are mostly represented by
individual nuisance parameters that enter the fit, but some sources are combined into
one single parameter.

1. Modelling of the ttH signal process:

e The inclusive production cross-section uncertainty from simulation is fgg;‘; (scale)

+3.6%(PDF), where the first term originates from the QCD scale uncertainty
and the second from the PDF+ag uncertainty [15,102-106]. Both compo-
nents are treated as uncorrelated in the fit. Their contribution to the shape
of the distributions of the discriminants is found to be insignificant and thus
neglected [4].

e The branching fractions of the Higgs boson also carry uncertainties, which for
the bb decay are 2.2% [15].

e The nominal sample was simulated with MADGRAPH5_aMCQ@QNLO +PyYTHIA 8.
To estimate the parton shower and hadronisation model uncertainty, the fit
is repeated with a sample modelled by MADGRAPH5_aMC@NLO interfaced
to Herwig++.

2. Modelling of the tt +jets background process:

e The tt +jets sample is normalised to the NNLO-+NNLL cross-section predic-
tion [114]. During the calculation, the factorisation and renormalisation scale,
the PDF, ag and the top quark mass are systematically varied. To account
for these effects, an uncertainty of +£6% is considered.

e The primary HFC categories i.e. tt+ > 1b, tt+ > 1c and tf + light all are
subject to different systematic uncertainties:

— The tt + light simulation has contributions from additional diagrams and
thus profits from precise measurements based on data [4].

— The modelling of tt+ > 1b and tt+ > 1c¢ depends on the flavour scheme
used for the PDF. Therefore, these categories can have similar or dif-
ferent diagrams. The mass difference between c¢- and b-quarks further
contributes to the difference between both processes.

— Because of this, every tt +jets modelling related uncertainty is repre-
sented by an independent nuisance parameter for the three categories,
except for the inclusive cross-section.
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10.3 Signal and background modelling

e The normalisations of the ¢¢ + heavy flavour components, k (tt+ > 1b) and
k (tt+ > 1c¢), are free parameters of the fit. The uncertainties that affect
their shape contributions are determined by comparing the nominal sample
to multiple alternative setups described further below. The events from these
alternative samples are reweighted such that the predicted tt+ > 1b and
tt+ > 1c fractions match those in the nominal sample. Specifically for the
tt+ > 1b category, the resulting uncertainties associated with the relative
normalisation of each of its four sub-components tt + b, tt + B, tt + bb and
tt+ > 3b, are each represented by an individual nuisance parameter. All
other alternative samples, i.e. those not used to derive uncertainties related
to these fractions, are rescaled such that the relative fractions of the tt+ > 1b
sub-components match those in the SHERPA 4F setup, excluding the tf +
b(MPI/FSR) contribution.

e The tf nominal MC generator POWHEG +PYTHIA 8 is compared to POWHEG
+HERWIG 7 to estimate the uncertainty associated to the choice of the PS
and hadronisation model. Here, the two POWHEG setups are identical, while
the PS and hadronisation of the alternative sample are modelled by HERwWIG
v7.0.1 with the H7-UE-MMHT tune for the underlying event [40].

e Then, by also comparing the nominal generator to another generator, specifi-
cally SHERPA v2.2.1 with the ME+PS@QNLO setup interfaced to OPENLOOPS,
which changes the NLO ME as well as the PS and hadronisation model, the
impact of the NLO ME generator choice can be inferred. This alternative
setup is able to model one additional parton in the ME at NLO and up to four
additional partons at LO. It employs the NNPDF3.0NNLO PDF set, while the

renormalisation and factorisation scales are both set to \/ (m%t + m% %> /2.

This setup is labelled SHERPA 5F, because it uses the five flavour scheme in
the PDF during the ME calculation which treats the b-quark as a massless
parton, in contrast to the four flavour PDF set used in the SHERPA 4F setup
which takes the b-quark mass into account and is described in Section 7.3.1.

e Two additional samples are generated with POWHEG +PYTHIA 8 but slightly
different settings each time in order to estimate the impact of the ISR and
FSR modelling [137], exactly in the same way as in the b-tagging calibration
analysis, see Section 6.3.2. That means, one sample increases the contribution
from radiation by decreasing the renormalisation and factorisation scales by
a factor of two, setting hqamp = 3-Miop and employing the upwards Al4
tune parameter variation ‘Var3c’ to increase PS radiation. The second sample
decreases the radiation by multiplying both scales by a factor of two and using
the ‘Var3c’ downward variation, while keeping the nominal hgamp value of
1.5 - myep. These radiation uncertainties are summarised as three independent
sources for each of the tt+ > 1b, tt+ > 1c and tt + light predictions.

e The problem that the nominal ff +jets sample simulated by POWHEG +PYTHIA 8
only includes the additional bb pair in the PS affects a possible additional cé

129
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pair as well. The modelling of the ¢+ > 1c component is thus believed to
have suboptimal precision and hence, a dedicated setup to model the tt + cc
process in the ME is employed [4]. This sample is generated with MAD-
GRAPH5_aMC@NLO to model the tf + c¢ ME at NLO while using a three
flavour scheme PDF to account for the non-zero mass of the c-quarks in the
proton PDF. The sample is then interfaced to Herwig++ for the PS and
hadronisation. The full setup is described in Ref. [138]. These same genera-
tors, but with a five flavour scheme PDF in the ME, are then used to produce
an inclusive t¢ sample where the additional c-jets are simulated in the PS. The
difference in the predictions between these two samples is taken as another
independent uncertainty for the ¢+ > 1c¢ background.

Following up with the previous point, the difference between the tt+ >
1b predictions from POWHEG +PyTHIA 8 and the tf + bb prediction from
the SHERPA 4F setup are taken as another independent uncertainty, but
for the tt+ > 1b component. In this uncertainty, the modelling of the
tt + b(MPI/FSR) sub-category is not included, as it is not simulated at NLO
precision by the SHERPA 4F setup.

The relative fractions of the tt+b, tt+ B, tt+bb and tt+ > 3b sub-components
in the POWHEG +PYTHIA 8 sample are fixed to the SHERPA 4F prediction
and thus, related uncertainties are not accounted for by the above comparison.
They are split into seven individual components and are estimated separately.
Three of the seven uncertainties are estimated by a) multiplying the renor-
malisation scale by a factor of two or one half; b) changing the functional
form of the resummation scale to pcymps, see Section 7.3.1; and c¢) setting
all relevant scales to the CMMPS scale, i.e. pug = pr = pr = pcMMPS-
The remaining four are accounted for by d) using alternative PDF sets,
namely MSTW2008NLO [139] and NNPDF2.3NLO; e) employing an alter-
native shower recoil scheme; and f) using an alternative tune for the UE
simulation. In addition to this, a 50% normalisation uncertainty is assigned
to the tt+ > 3b sub-component, because its prediction by the SHERPA 4F
setup shows significant differences to the considered five flavour scheme se-
tups which are not covered by the variations above [4].

A 50% uncertainty is included for the normalisation of the t¢ + b(MPI/FSR)
sub-component of the tt+ > 1b category which is based on studies of different
UE sets of tuned parameters. Its shape uncertainty is already accounted for
by the comparison of the nominal sample to the alternative samples described
above [4].

All of the tt +jets components detailed above are summarised in Table 10.1.
A total of thirteen independent systematic uncertainties are associated to the
tt+ > 1b component, four to the tt+ > 1c¢ component, three to the tt + light
component and, finally, one for the inclusive ¢t +jets production cross-section.

3. V+jets modelling:
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10.3 Signal and background modelling

e The W+jets and Z+jets processes are simulated by the SHERPA generator
as mentioned in Section 7.3.2. The normalisation uncertainties for these pro-
cesses described below are estimated from varying the factorisation and renor-
malisation scales as well as the matching parameters in the simulation.

e For the W+jets normalisation, an uncertainty of 40% is taken. Additionally,
specifically for the heavy flavour component, another 30% is added which is
treated as uncorrelated between events with exactly two and with at least
three heavy flavour jets.

e In case of the Z-+jets normalisation, an uncertainty of 35% is assumed which
also accounts for the correction factor of 1.3 for the heavy flavour component
derived from a CR in data [4]. This uncertainty is considered uncorrelated
across all jet bins.

4. Single top modelling;:

e The production cross-sections of the three considered single top processes
which are Wt, t-channel and s-channel production, are each assigned an un-
certainty of T5% [122-124].

e The uncertainties related to the choice of PS and hadronisation model as well
as ISR and FSR are estimated for the Wt and ¢-channel samples in a similar
way to the tt +jets process, namely via alternative generator setups. Thus, for
the former uncertainty, the nominal setup is compared to POWHEG interfaced
to Herwig++. For the ISR and FSR uncertainties, the nominal setup is
compared to alternative POWHEG +PYTHIA 6 samples where the factorisation
and renormalisation scales as well as the Perugia 2012 tune parameters are
varied appropriately [121].

e An additional uncertainty is considered for the estimation strategy of the
interference between Wt and ¢t diagrams at NLO. The nominal sample is
generated with the diagram removal scheme and compared to an alternative
sample which uses the diagram subtraction scheme instead [89,90].

5. Diboson modelling;:

e For the Diboson background, a total normalisation uncertainty of 50% is em-
ployed to account for uncertainties in the inclusive cross-section and additional
jet production [140].

6. tt + V modelling:

e An uncertainty of 15% is assumed for the ¢t + V' production cross-section at
NLO, which is split into PDF and scale uncertainties [141].

e The nominal tf + V setup is compared with alternative samples simulated by
SHERPA to estimate ME, PS and hadronisation model uncertainties.

e Uncertainties from t£+ W are considered uncorrelated to the ones from tt+ Z.

7. Modelling of rare processes:
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10 Systematic uncertainties

e The tttt background is assigned a 50% normalisation uncertainty

e Two uncertainties related to the cross-section are assigned to each of the small
background contributions from tZ, ttW W, tHjb and WtH, namely the PDF
and scale uncertainties. The tW Z background only has one such uncertainty
which accounts for both aspects.

8. Estimate on background with non-prompt leptons:

e A 50% uncertainty is considered for the overall estimated number of non-
prompt leptons in the single lepton channel. This uncertainty is considered
uncorrelated between events containing an electron or events containing a
muon as well as between events with exactly five or at least six jets.

e In the dileptonic channel, a 25% uncertainty is considered instead which is
correlated across the lepton flavours and all analysis regions.

Systematic uncertainty

[ Description

tt categories

tt cross-section
k (tt+ > 1¢)
E (tt+ > 1b)

Up or down by 6%
Free-floating tt+ > 1c normalisation
Free-floating tt+ > 1b normalisation

All, correlated
tt+ > lc
tt+ > 1b

SHERPA 5F vs. nominal
PS and hadronisation
ISR/FSR

Related to the choice of the ME generator

PowHEG +HERWIG 7 vs. POWHEG +PYTHIA 8
Variations of ug, tF, hdamp and Al4 Var3c parameters
MADGRAPH5_aMCQNLO +Herwig++:

All, uncorrelated
All, uncorrelated
All, uncorrelated

tt+ 2 le ME vs. inclusive t€ + ¢z with 3F vs. ti+ > lc with 5F tt+ 2 1e
tt4+ > 1b SHERPA 4F vs. nominal | Comparison of tf 4 bb with 4F vs. tf+ > 1b with 5F tt+ > 1b
tt+ > 1b renormalisation scale Multiply by a factor of 2 or 1/2 tt+ > 1b
tt4+ > 1b resummation scale Change pg from Hr/2 to pcmmps tt+ > 1b
tt+ > 1b global scales Set g = pR = HF = HCMMPS tt+ > 1b
tt+ > 1b shower recoil scheme Alternative model scheme tt+ > 1b
tt+ > 1b PDF choice (MSTW) MSTW vs. CT10 tt+ > 1b
tt+ > 1b PDF choice (NNPDF) NNPDF vs. CT10 tt+ > 1b
tt+ > 1b UE Alternative tune choice for the UE tt+ > 1b
tt+ > 1b MPI Up or down by 50% tt+ > 1b
tt+ > 3b normalisation Up or down by 50% tt+ > 1b

Table 10.1: The sources of systematic uncertainties related to the physics modelling of
the tt +jets background processes [4].

10.4 Pruning and smoothing of systematic uncertainties

Similarly to the strategy depicted in Section 6.5.3, this analysis employs the pruning and
smoothing of certain systematic uncertainties. This is because some of the nuisance pa-
rameters would otherwise behave in an uncontrolled way during the profile likelihood fit
and lead to an unstable result or even preventing the fit from converging. Furthermore,
statistical fluctuations in the parameters can lead to non-physical constraints on the
uncertainties. Another motivation is that the pruning and smoothing of the systematic
uncertainties proves essential in order to reduce the CPU time required to perform the fit.
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10.4 Pruning and smoothing of systematic uncertainties

The normalisation and shape effects of systematic uncertainties are pruned separately
through bin-by-bin variations relative to each sample in each region. The smoothing
is then done in an analogous way to the b-tagging calibration analysis in that the his-
tograms are rebinned meaning the bins are merged and then smoothed, constrained by
the maximum number of shape variations allowed which is configurable for each sys-
tematic uncertainty. Here, the pruning thresholds are set to 1%. This means that a
systematic uncertainty is pruned if its impact on the normalisation of a sample or if the
difference of each individual bin variation with respect to the average bin variation in
the discriminant distributions is less than 1%. The pruning is done separately for each
systematic uncertainty and each region. This threshold value is a result found to signif-
icantly speed up the fit procedure without any observable changes to the uncertainty on
1 or to constraints or pulls on any of the nuisance parameters.
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cHAPTER 11

Results of the ttH(H — bb) analysis

In this chapter, the results of the search for the presence of a ttH(H — bb) signal are
presented. They are based on the combined profile likelihood fit described in Section 9.2.
The fit method as well as the results presented throughout this chapter are subject to
consistency checks in Section 11.1. The plots presented in Section 11.2 show the pre-
fit and post-fit modelling of the discriminant distributions and the event yields in all
considered analysis regions, split up into the different signal and background categories
introduced in Section 7.3. The signal strength parameter is extracted twice, once for the
single lepton and dilepton channels individually and once for the combination of both
channels. Along with the signal strength parameter, the most dominant uncertainties
limiting the measurement are listed and the behaviour of the nuisance parameters during
the fit is highlighted. Finally, upper limits on the expected and observed ttH (H — bb)
cross-sections are set. The analysis results are combined with those of other t¢tH search
channels in the ATLAS collaboration and compared to those of the CMS experiment in
Appendix F. Studies that aim to reduce the most dominant systematic uncertainties i.e.
those associated to the signal and main background modelling are presented in the next
chapter.

11.1 Consistency checks of the fit result

As will be highlighted in the following section, the simulation of the tt+ > 1b pro-
cess is subject to large uncertainties. One aspect of this evaluation involves comparing
tt+ > 1b events modelled by different MC generators and this comparison reveals sig-
nificant differences in the normalisation and shape of relevant distributions. With the
generators that employ the five flavour scheme PDF in the ME, the tt+bb process, which
is the actual background of interest, is only accessible via the PS simulation, not the
ME generation. Therefore, the nominal generator setups currently available in ATLAS
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11 Results of the ttH(H — bb) analysis

are only able to model the tf + bb process with a sub-optimal precision in QCD. As
a consequence, the systematic uncertainties associated to the modelling of this process
are dominant and limit the sensitivity of this search. Thus, it is reasonable to explore
possibly false evaluations of these systematic uncertainties and their sources.

Firstly, the choice of nuisance parameters which encode the systematic uncertainties
associated to the tt+ > 1b background is studied. For this background, thirteen inde-
pendent nuisance parameters are included in the fit. The profile likelihood fit should
have the capability to correct any potential mis-modellings of this background without
introducing any bias in the fitted signal strength parameter. This capability to correct
for mis-modellings, aside from those shown in the distributions in the following section, is
tested by evaluating the agreement between data and the simulation of all input variables
to the classification BDT post-fit. The result is positive as no significant disagreement
between data and prediction is observed [4]. On the contrary, the agreement is improved
post-fit. Alternative strategies have been considered and tested for this background,
namely regarding its modelling or the definition of corresponding uncertainties and their
correlations. The respective results are found to be compatible with the nominal result
quoted in the following section [4].

Some of the employed nuisance parameters are shifted away from their nominal values
by the fit which can be seen in Figure 11.10 in the following section. It shows the twenty
nuisance parameters from independent sources of systematic uncertainty that have the
largest impact on the total uncertainty on u, ranked by decreasing impact. In order to
find the cause of these shifts, those nuisance parameters are set as uncorrelated between
all analysis categories and samples and the fit procedure is repeated. This reveals that
the fit uses these nuisance parameters mostly to correct the ¢t +jets background to match
the observed data in multiple regions [4]. When the fit employs the background-only
hypothesis and the most signal-enriched bins are taken out of the distributions, a similar
trend can be observed when repeating the fit. The impact of these shifts on the signal
strength can be tested and quantified by fixing the nuisance parameters individually to
their pre-fit values throughout the fit and then comparing the new result with the nom-
inal fit result. Using this approach, the contribution of these parameter shifts are found
to be smaller than the uncertainty on u [4]. In addition to this, a strategy is followed in
which independent signal strength parameters are fitted using different sets of analysis
categories in the dilepton and single lepton channels. The parameter values of this test
are also compatible with the nominal results [4].

It should be noted that some of the systematic uncertainties are decreased by the fit.
This is because the fit strongly constrains the corresponding nuisance parameters if their
variation would affect the distributions of the discriminants in such a way that they would
lead to a significant discrepancy between prediction and data. To test this hypothesis,
the capability of the profile likelihood fit to constrain systematic uncertainties is vali-
dated through a fit to a so-called Asimov dataset [133] which is a pseudo-dataset based
on all nominal simulated samples [4].

136



11.2 Results before and after the fit to data

In order to further validate the robustness of the fit method, another pseudo-dataset is
constructed from all nominal simulated background samples except for the ¢t +jets back-
ground which is replaced by an alternative sample generated with POWHEG +PYTHIA 6.
This sample is not used in the definition of any uncertainty and is similar to the sample
used in the search for t#H(H — bb) based on /s = 8 TeV ATLAS data collected during
Run 1 of the LHC [115]. If there is a bias on the extraction of the signal strength, the fit
to this pseudo-dataset should yield a value of  that is incompatible with zero under the
signal-plus-background hypothesis which assumes the presence of a ttH signal. After
performing this fit, no such bias can be observed [4]. Finally, the ability of the fit to
constrain the systematic uncertainties is validated in this fit as well.

11.2 Results before and after the fit to data

Depicted in this section are the pre-fit and post-fit distributions of the discriminants
used in the combined profile likelihood fit. Figure 11.1 summarises the event yields in
the various considered analysis regions of the single lepton and dilepton channels before
and after the fit assuming the presence of a ttH signal. Similarly, the scalar sum pr of
selected jets, Hrlfad, is shown in the two tt+ > 1c CRs of the single lepton channel in
Figure 11.2. The Figures 11.3-11.7 show the output distributions of the Classification
BDT in the SRs of the dilepton and single lepton channels. As can be seen, all these
distributions are modelled well pre-fit within the considered uncertainties assigned to
the respective predictions. In the post-fit distributions, this level of agreement between
data and simulation improves, because the profile likelihood fit is able to adjust the
considered nuisance parameters accordingly [4]. This is particularly important for the
two k-factors of the ¢t + heavy flavour background, whose post-fit values correspond
to k(tt+ > 1b) = 1.24 £ 0.10 and k(tt+ > 1c¢) = 1.63 £ 0.23, respectively [4]. The
quoted uncertainties do not consider any theory related uncertainties of the tt+ > 1b
and tt+ > 1c cross-sections. Their post-fit uncertainty is significantly reduced as well,
because the fit constrains and creates correlations between the nuisance parameters [4].
Aside from this, the input variables to the classification BDT are checked post-fit in the
respective SR and no significant disagreement between data and simulation is found [4].
As an example, Figure 11.8 illustrates the post-fit predictions of the Higgs boson candi-
date mass distribution in the single lepton and dilepton channels.
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Figure 11.1: Comparison of the predicted event yields to the observed events in data in
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all considered analysis regions in the single lepton channel before (top left)
and after the combined fit (top right) and in the dileptonic channel before
(bottom left) and after the combined fit (bottom right). The filled red area
(dashed red line) represents the ¢t H signal stacked on top of the background
(shown separately) normalised to the SM cross-section before the fit and to
the extracted p value after the fit. The total uncertainty in the simulated
yields is represented by the hatched area, while the histograms before the fit
do not consider an uncertainty in the tt4+ > 1b and ¢+ > 1lc normalisations.
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Figure 11.2: Comparison of the predicted event yields to the observed events in data as
a function of H%ad in the single lepton ti+ > 1lc¢ CR with exactly five jets
before (top left) and after the combined fit (top right) and in the correspond-
ing CR with at least six jets before (bottom left) and after the combined
fit (bottom right). The filled red area represents the ttH signal stacked
on top of the background normalised to the SM cross-section before the
fit and to the extracted p value after the fit. The total uncertainty in the
simulated yields is represented by the hatched area, while the histograms
before the fit do not consider an uncertainty in the ¢+ > 1b and tt+ > 1c
normalisations.
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Figure 11.3: Comparison of the predicted event yields to the observed events in data as

140

a function of the Classification BDT output in the single lepton Sjo before
(top left) and after the combined fit (top right) and in the single lepton SR?j
before (bottom left) and after the combined fit (bottom right). The filled red
area represents the t£H signal stacked on top of the background normalised
to the SM cross-section before the fit and to the extracted p value after the
fit. The dashed red line shows the ttH signal separately, normalised to the
total background prediction. The total uncertainty in the simulated yields
is represented by the hatched area, while the histograms before the fit do
not consider an uncertainty in the t{+ > 1b and t{+ > 1c normalisations.
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Figure 11.4: Comparison of the predicted event yields to the observed events in data as a

function of the Classification BDT output in the single lepton SR326j before
(top left) and after the combined fit (top right) and in the single lepton
SRQZGJ before (bottom left) and after the combined fit (bottom right). The
filled red area represents the ttH signal stacked on top of the background
normalised to the SM cross-section before the fit and to the extracted pu
value after the fit. The dashed red line shows the t¢tH signal separately,
normalised to the total background prediction. The total uncertainty in the
simulated yields is represented by the hatched area, while the histograms
before the fit do not consider an uncertainty in the ¢+ > 1b and tt+ > 1c
normalisations.
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Figure 11.5: Comparison of the predicted event yields to the observed events in data as a

function of the Classification BDT output in the single lepton SRlzﬁj before
(left) and after the combined fit (right). The filled red area represents the
ttH signal stacked on top of the background normalised to the SM cross-
section before the fit and to the extracted p value after the fit. The dashed
red line shows the ¢t H signal separately, normalised to the total background
prediction. The total uncertainty in the simulated yields is represented by
the hatched area, while the histograms before the fit do not consider an
uncertainty in the ¢+ > 1b and tt+ > 1lc normalisations.

142



11.2 Results before and after the fit to data

T T T T T T T T T T

600f AT AS eData  miH 1 o Data

c c T T T
a ara - Wt S 600f ATLAS Data mtH ]
" - 1 Ottt + light [Ott + 21c n - 1 Jtt + light [Ott + 21c
2 cool I\EI 13 TeV, 36.1fb B +>lb @E+V ] £ cool I\El 13 TeV, 36.1fh B +>lb @V ]
o ! iajton ONontf 7/ Total unc. o ! e;gjton ONontf 7/ Total unc.
SR3 - ttH (norm) SR3 - ttH (norm)
400} Pre-Fit ] 400 Post-Fit ]
k=i o
o o
& o075 & o075
© ©
a 0.5 [a] 0.5
-1 -08 -06 -04 -02 O 02 04 06 08 1 -1 -08 -06 -04 -02 O 02 04 06 08 1
Classification BDT output Classification BDT output
£ L L B L L B L B BN BN L BN £ L L B L B L L BN B L BN
£ 600[ ATLAS ¢Data  HUH { 32 eo00fATLAS ¢Daa — mH ]
2 - 1 Ott+light Ot +21c 2 - 1 Otf+light Ot +21c
£ §| 13 TeV, 36.1 fb -tt+22!.b Ot +V = |\§S-| 13 TeV, 36.1 b -tt+22!.b Ot +V
& 500} Dilepton CNon-i ~ ~ Totalunc.{ 5 500} Dlepton ONon-f 7/ Total unc. |
SR32 --- ttH (norm) SR3% --- ttH (norm)
Pre-Fit Post-Fit
400r 1 400¢ 1
k=] k=]
o o
a a 1 450 i
g oms g oms s o
[a) 0.5 [a] 0.5
-1 -08 -06 -04 -02 O 02 04 06 038 1 -1 -08 -06 -04 -02 O 02 04 06 038 1
Classification BDT output Classification BDT output

Figure 11.6: Comparison of the predicted event yields to the observed events in data as a
function of the Classification BDT output in the dilepton SR?M before (top
left) and after the combined fit (top right) and in the dilepton SRQZM before
(bottom left) and after the combined fit (bottom right). The filled red area
represents the ttH signal stacked on top of the background normalised to
the SM cross-section before the fit and to the extracted p value after the
fit. The dashed red line shows the ttH signal separately, normalised to the
total background prediction. The total uncertainty in the simulated yields
is represented by the hatched area, while the histograms before the fit do
not consider an uncertainty in the tt+ > 1b and tt+ > 1c normalisations.
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Figure 11.7: Comparison of the predicted event yields to the observed events in data as

a function of the Classification BDT output in the dilepton SR124j before
(left) and after the combined fit (right). The filled red area represents the
ttH signal stacked on top of the background normalised to the SM cross-
section before the fit and to the extracted p value after the fit. The dashed
red line shows the ¢t H signal separately, normalised to the total background
prediction. The total uncertainty in the simulated yields is represented by

the hatched area, while the histograms before the fit do not consider an

uncertainty in the ¢+ > 1b and tt+ > lc normalisations.

144



T

T
ATLAS

[ Post-Fit %

1.2:;l %%/%%
100

Data / Pred.

>
[0

0]

v 100f Vs=13TeV, 36.1fb"
> Dilepton

H SR3Y

S 80

w

T

T
¢ Data

[ JNon-tt

--- ttH (norm)
--- Pre-Fit Bkgd.

45 /W
ﬁ%;o 300 35

Ott+light [Ott+21c |
Wttt +=21b  mmtt+ Vv

T T
mttH

7/ Total unc.

0 50

150

Higgs
Myb

(reco BDT) [GeV]

0

11.2 Results before and after the fit to data
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Figure 11.8: Comparison of the predicted event yields to the observed events in data as
a function of the Higgs boson candidate mass from the reconstructed BDT
trained without using Higgs boson information in the dilepton SR%‘U (left)
and the single lepton SR126j (right) after the combined fit. The filled red
area represents the ttH signal stacked on top of the background normalised
to the SM cross-section before the fit and to the extracted u value after the
fit. The dashed red line shows the ttH signal separately, normalised to the
total background prediction. The total uncertainty in the simulated yields
is represented by the hatched area.
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11 Results of the ttH(H — bb) analysis

The signal strength is extracted from the combined fit to data, namely the simultaneous
fit of all fifteen single lepton and dilepton regions. The best-fit value is [4]:

(= 0.84 + 0.29(stat.) T27 (syst.) = 0.8475:54. (11.1)

The observed uncertainty is identical to the one expected from the fit to the Asimov
dataset. A separate fit is also performed in which both the single lepton and dilep-
ton channels are included in the combined fit, but allowed to have independent signal
strength parameters. The corresponding results are:

[idilepton = —0.2411 02,
HUsingle-lepton = 095jggg (11.2)

The probability to observe a discrepancy between these two parameters that is equal to
or larger than the quoted values is 19% [4]. The three signal strength parameters and
their respective uncertainties are depicted in Figure 11.9.

ATLAS Vs=13TeV, 36.1 fb™
rryrrrrryrrTTyTTrTTrT T T T T T T T T T T T T T T T T T T
tot m,, = 125 GeV
stat.
tot (stat syst)
Dilepton —0.24 *L02 4054 +087
(two- combined fit) ——e—— —1.05(—0.52 —0.91)
Single Lepton 0.95 +0.65 ( +0.31 +0.57
(two- combined fit) - e — —0.62(—0.31 4).54)
+0.64 , +0.29 +0.57
Combined - o — 0.84 —0.51(—0.29 -0.54
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Figure 11.9: The signal strength parameter values p of the simultaneous profile likeli-
hood fit to ATLAS data in all analysis regions. Shown is the combined
result as well as the individual results of the single lepton and dilepton
channels, where the signal strengths are treated uncorrelated while keeping
all nuisance parameters correlated across the channels.
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The statistical uncertainty on u is determined by repeating the fit to data after fixing
all nuisance parameters to their corresponding post-fit values, except for the normalisa-
tion factors allowed to float freely, namely k(tt+ > 1b), k(tt+ > 1¢) and p. The total
systematic uncertainty is then computed by subtracting this statistical uncertainty in
quadrature from the total uncertainty. It is important to note that the statistical un-
certainty is only a minor component of the total uncertainty, the systematic component
is significantly more dominant.

In addition to the combined fit above, another fit configuration is studied in which the
single lepton and dilepton regions are fitted completely independently of each other. The
corresponding signal strength parameters are:

Hdilepton = 0111%?1?7
Hsingle-lepton = 0671_8(7;51) (113)

As is expected and can be seen, the total uncertainties of both results are significantly
larger than those of the combined fit. It is also important to note that the best-fit
value of both parameters is smaller than the observed combined result of 1 quoted in
Equation 11.1. This has been found to originate from the large correlations between the
systematic uncertainties associated to the simulated background contributions in both
channels [4].

The impact of each independent source of uncertainty on y in the combined fit is listed
in Table 11.1. The total systematic uncertainty is clearly dominated by the modelling
uncertainty on the tt+ > 1b background prediction. The second source in the ranking
is the limited number of events in the MC samples which leads to significant statistical
fluctuations in certain distributions, but it also includes the uncertainty component in
the data-driven estimation of the non-prompt and fake lepton background in the single
lepton channel. After these, the most highly ranked sources are the uncertainties in the
b-tagging efficiency SF's, the jet energy scale and resolution, and the MC simulation of
the ttH signal.

Figure 11.10 shows the twenty nuisance parameters from independent sources of system-
atic uncertainty that have the largest impact on the total uncertainty on p and they are
ranked by decreasing impact. Here, the best-fit value for each nuisance parameter and
its corresponding uncertainty post-fit is depicted. The nuisance parameters with the
largest impact on the signal strength parameter uncertainty, Au, are all related to the
imperfect modelling of the tt+ > 1b background: the highest contribution to the total
uncertainty originates from the comparison between the nominal prediction of tt+ > 1b
and the one simulated by the SHERPA 5F setup which represents the uncertainty in the
choice of the ME modelling. The three highest contributing nuisance parameters after
this are also related to the tt+ > 1b modelling. In addition to this, sources of system-
atic uncertainty are listed that are associated to the modelling of the ttH signal, the
tt+ > 1c and tt + light background processes and to experimental sources of uncertain-
ties, for example the b-tagging efficiency as well as the jet energy scale and resolution.
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However, their impact on Ay is significantly lower than those related to the background
modelling. The twenty nuisance parameters listed here contribute to 95% of the total
uncertainty on the best-fit value of u [4].
At this point, a trend appears indicating that the physics modelling is the critical lim-
iting factor of this search. As more data is recorded and the experimental conditions
improve over the next years, the systematic uncertainties originating from our imper-
fect understanding of these physics processes remains the biggest challenge. In order to
improve the modelling of the t£H signal and the tf + bb background processes, various
studies have been performed up until now and they show promising results. Some of
these studies are presented in Chapter 12.

Uncertainty source Ap

tt+ > 1b modelling +0.46 -0.46
Statistical uncertainty of background model +0.29 -0.31
b-tagging efficiency and mis-tag rates +0.16 -0.16
Jet energy scale and resolution +0.14 -0.14
ttH signal modelling +0.22  -0.05
tt+ > 1c modelling +0.09 -0.11
JVT and pile-up modelling 4+0.03 -0.05
Other background modelling +0.08 -0.08
tt + light modelling +0.06 -0.03
Luminosity +0.03 -0.02
Light lepton (e, ) ID, isolation & trigger uncertainty | +0.03 -0.04
Total systematic uncertainty +0.57 -0.54
tt+ > 1b normalisation +0.09 -0.10
tt+ > 1c normalisation +0.02 -0.03
Intrinsic statistical uncertainty +0.21 -0.20
Total statistical uncertainty +0.29 -0.29
Total uncertainty \ +0.64 -0.61 ‘

Table 11.1: List of sources of systematic uncertainty in the t£H (H — bb) search ranked
in decreasing order by their impact on the signal strength uncertainty Ay [4].
The ‘statistical uncertainty of the background model’ refers to the statistical
uncertainties in the number of simulated events and in the estimation of the
non-prompt and fake lepton contribution in the single lepton channel.
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Figure 11.10: List of the most significant nuisance parameters that encode systematic
uncertainties that impact the combined signal strength parameter p dur-
ing the combined fit [4]. The parameters are ranked in decreasing order
by their contribution to the total uncertainty, but only the twenty pa-
rameters with the highest impact are presented. The empty (filled) blue
rectangle represents the pre-fit (post-fit) contribution to Ap that shift
the nuisance parameter upwards, while the teal rectangles show the corre-
sponding downward shift. The black points indicate the relative pulls of
the nuisance parameters. In the bottom z-axis label, 6 (0p) refers to the
best-fit (nominal) parameter value and Af is the pre-fit uncertainty of the
parameter. k (tt+ > 1b) is freely floating in the fit with a pre-fit value and
uncertainty of 1.0 and thus has no pre-fit impact on y. Some experimental
uncertainties contain the label NP I and/or NP II, which refers to the first
and/or second nuisance parameter encoding this uncertainty, respectively,
ordered by their impact on pu.
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11 Results of the ttH(H — bb) analysis

The most precise result, quoted in Equation 11.1, shows an excess of events over the
expected SM background with an observed (expected) significance of 1.4 (1.6) standard
deviations (o). The level of significance must reach at least 5.00 to be able to claim an
observation. Using the CLg method [133-135], a signal strength larger than 2.0 is ex-
cluded at 95% confidence level as is depicted in Figure 11.11. The expected significance
and exclusion limit are determined based on the post-fit background estimate [4].

ATLAS Vs=13TeV, 36.1 fb*

Dilepton |
(two-p combined fit)

Single Lepton B
(two-p combined fit)

m, = 125 GeV

[=5=8 Expected + 1o
----- Expected + 20 _|

—— Observed
e Expectled (1=1) |
0 1 2 3 4 5
95% CL upper limit on o/ g, (ttH)

Combined

Figure 11.11: Shown are the upper limits on the signal strength at 95% CL for the in-
dividual channels and the combined result [4]. The individual limits are
derived using the same approach as the quoted p values in Equation 11.3.
The black solid line represents the observed limits, while the black (red)
dotted line shows the expected limits for the background-only (signal-
plus-background) hypothesis. The green (yellow) area depicts the 1o (20)
uncertainty range on the expected limits for the background-only hypoth-
esis.

In Figure 11.12, the event yields in data are compared to the combined post-fit prediction
for all fifteen analysis regions. They are grouped together and ordered by the signal-to-
background ratio in the respective bins of the final discriminants that enter the fit. The
predictions are shown for the two fit hypotheses, namely the background-only scenario
and the signal-plus-background scenario. The ttH signal contribution is scaled to either
the observed signal strength or to the upper limit quoted above [4].

150



11.2 Results before and after the fit to data

N 107 SRR L L R = |
e E ATLAS -¢-Data 3
%) - _ 1 - _ ]
2 (s =13 TeV, 36.11b .tEH (u,=0.84) ]
> Ee ttH (1 =2.0) 3
L E 95% excl. =
o [ ]Background .
10 7/ Bkgd. Unc. E
- _.—|_._|—0— ---- Bkgd. (u=0) 3
10 E
10° =
- ttH (bb) Combined .
102 = Dilepton and Single Lepton =
- Post-fit ]

el e by gy Ly Ly ce e b by gy by
glg F Ry
o=@ 2k =

g/ oF oAt R
© X ” 04 2
[} m - .

26 24 22 2 18 416 14 12 -1 08
Iogm(S/B)

Figure 11.12: The combined post-fit event yields of both the dilepton and single lepton
channels as a function of log,, (S/B) [4]. S (B) corresponds to the number
of observed signal (background) events after the fit. In this histogram, the
final-discriminant bins in all dilepton and single lepton analysis categories
are combined into bins of log;, (S/B) in which the signal is normalised to
the SM prediction used to determine log,q (S/B). The red (orange) area
represents the number of signal events scaled to the best-fit value (95%
CL exclusion limit) and is stacked on top of the expected background. In
addition to this, the ratio of the difference between observed data events
and B with respect to the uncertainty on B, in other words the pull on data
relative to B, is compared to the pulls from the signal-plus-background
hypothesis predictions. These are represented by the solid red line (dashed
orange line) referring to the presence of a ttH signal with = 0.84 (u =
2.0). The dashed black line shows the pull of B for the background-only
hypothesis. The error bars on the data events are purely statistical.
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CHAPTER 12

tt + bb and ttH modelling studies

In the previous chapter, the results from the combined profile likelihood fit to data in
the search for the ttH(H — bb) process at /s = 13 TeV are presented. The leading
five nuisance parameters in terms of their impact on the uncertainty on the ttH signal
strength, as shown in Figure 11.10, are the following;:

1. The comparison between the nominal ¢t +jets generator POWHEG +PYTHIA 8 and
an alternative five flavour generator SHERPA 5F. The difference between these two
generators lies in the ME calculation and the PS and hadronisation model as well
as the corresponding matching scheme. Along with the comparison to POWHEG
interfaced to HERWIG 7, the uncertainty on the chosen model to calculate the ME
can be assessed.

2. The comparison between POWHEG +PYTHIA 8 and a four flavour scheme generator
setup which is labelled SHERPA 4F and used to calculate the tf +bb ME with NLO
precision. This alternative prediction is used to model the tt+ > 1b background
with the best available precision, namely by reweighting the sub-categories (¢t + b,
tt+ B, tt 4 bb and tt+ > 3b) of the nominal prediction to this four flavour scheme
setup. Further studies about this reweighting procedure and several tests are
described in the next section.

3. The comparison between POWHEG +PYTHIA 8 and an alternative prediction from
PowHEG +HERWIG 7. Here, the ME is calculated with the same POWHEG setup,
but the PS and hadronisation models are different between the two setups, in order
to evaluate the uncertainty originating from the choice of the PS and hadronisation
models.

4. The comparison between POWHEG +PYTHIA 8 and two alternative predictions
from POWHEG +PYTHIA 8 where ISR and FSR are either increased or decreased
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12 tt + bb and ttH modelling studies

in order to estimate the impact of the associated parameter choices.

5. The comparison between the nominal ttH generator MADGRAPH5 aMC@NLO
interfaced to PYTHIA 8 and an alternative setup that is MADGRAPH5_aMCQ@QNLO
interfaced to Herwig++. Here, only the PS and hadronisation model is different
between the two predictions which allows to assess the uncertainty related to the
choice of the PS and hadronisation models.

The first four nuisance parameters affect the modelling of the tt+ > 1b background,
while the last impacts the t£H signal modelling. Since the total uncertainty on the final
result is not dominated by the statistical, but rather the systematic component, it is
clear that the physics modelling is the limiting factor of the ttH (H — bb) analysis. The
total uncertainty can be reduced from collecting more data as well as upgrading the
ATLAS detector and improving our understanding of it in the near future. However, this
will not have a significant impact on the expected significance of the t¢H (H — bb) signal
under the signal-plus-background hypothesis. Instead, it is indispensable to improve our
understanding of the tZH signal and especially the tt+ > 1b background processes in
order to create more precise predictions not only in terms of their cross-sections, but,
more importantly, event properties and kinematics.

In the next section, the reweighting procedure of the nominal ¢f +jets simulation to the
SHERPA 4F prediction is described. In the sections thereafter, efforts within the ATLAS
collaboration to improve the modelling of the t£H signal and tf+bb background processes
are presented.

12.1 Reweighting of kinematic distributions

As described in Section 7.3.1, a reweighting strategy is employed in the ttH(H — bb)
analysis to improve the modelling of the tt+ > 1b background. This strategy prescribes
to take the nominal tt +jets prediction generated with the five flavour setup, POWHEG
interfaced to PYTHIA 8, and scale the event fractions of the tt+ > 1b sub-categories,
namely tt + b, tt + B, tt + bb and tt+ > 3b, to the predicted fractions of the four flavour
setup SHERPA 4F. The tt + b(MPI/FSR) component is not reweighted in this approach,
because it is not present in the SHERPA 4F setup at NLO precision. The difference in
these event fractions between the two setups is depicted in Figure 7.3. In this procedure,
the weights of the events generated by POWHEG +PYTHIA 8 are scaled by the ratio in
the lower panel of Figure 7.3 in the corresponding sub-categories. This reweighting im-
proves the background model significantly as it increases the agreement between MC
and data. On the other hand, the nuisance parameter associated to the uncertainty on
the reweighting ranks second in the list of the variables with the highest impact on the
fit, which is shown in Figure 11.10. Thus, having a model that does not require such a
reweighting would reduce the modelling uncertainty.
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12.1 Reweighting of kinematic distributions

One additional concept has been investigated based on the assumption that the SHERPA 4F
not only predicts more precise event fractions of the tt+ > 1b sub-categories than the
nominal setup, but also provides a better prediction of the kinematic observables of the
final state particles, in particular the additional bb pair not coming from the tf decay.
The idea is thus to additionally apply the reweighting procedure to crucial observables
in events falling into the respective tt+ > 1b sub-categories. These variables are listed
in the following, ordered in the sequence they are reweighted in:

1. The pr of the tt system;
2. The pr of the individual top and antitop quarks;

3. The pr of the leading additional b-jet (for the tt + b and tt + B categories) or the
two leading additional b-jets (for the ¢t 4+ bb and ti+ > 3b categories); and

4. AR between the two leading additional b-jets for the t£+bb and tt+ > 3b categories.

These kinematic variables are expected to be modelled more precisely by the SHERPA 4F
setup within the ¢+ > 1b phase space and also play an important role in describing the
event kinematics, thus affecting the event selection in the tf+ > 1b analysis regions.
Figures 12.1-12.5 present the event fractions and observables considered in this shape
reweighting procedure as they are predicted by the various ¢t generator setups employed
in this analysis. All the distributions are shown before the shape reweighting and in the
corresponding tt+ > 1b sub-categories, except for the primary heavy flavour classification
(HFC) event fractions. Figures 12.6-12.10 depict the corresponding distributions after
the shape reweighting, excluding the event fractions which are unaffected by the shape
reweighting.
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Figure 12.1: Predictions by the various tf setups considered in the ttH(H — bb)
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search, namely the SHERPA 4F setup (green), nominal POWHEG +PYTHIA
8 (solid black), POWHEG +PYTHIA 8 with increased and decreased radi-
ation (dashed black and dotted black), POWHEG +HERWIG 7 (red) and
MADGRAPH5_aMC@NLO +PvyTHIA 8 (blue). Only the SHERPA 5F setup
is excluded. The predicted distributions are all normalised to unity and
the ratio in the lower panel is with respect to the tf + bb prediction from
the SHERPA 4F generator, such that the relative event fractions i.e. the
shape can be compared between the predictions. Shown are the general
HFC categories (top left), the tt+ > 1b sub-categories (top right), the pr
of the individual top quarks (bottom left) and the pr of the ¢t system (bot-
tom right), the latter three in the tt+ > 1b category. All distributions
are shown before the shape reweighting. The error bars reflect only the
statistical uncertainty from simulation.
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Figure 12.2: Predictions by the various ¢ setups considered in the t{H(H — bb)

search, namely the SHERPA 4F setup (green), nominal POWHEG +PYTHIA
8 (solid black), POWHEG +PvYTHIA 8 with increased and decreased radi-
ation (dashed black and dotted black), POWHEG +HERWIG 7 (red) and
MADGRAPH5_aMCQ@QNLO +PyTHIA 8 (blue). Only the SHERPA 5F setup
is excluded. The predicted distributions are all normalised to unity and the
ratio in the lower panel is with respect to the tf + bb prediction from the
SHERPA 4F generator, such that the relative event fractions i.e. the shape
can be compared between the predictions. Shown are the pr of the individ-
ual top quarks (top left), the pr of the ¢t system (top right), the pr of the
leading additional b-jet (bottom left) and |n| of the leading additional b-jet
(bottom right), all in the tf + b category. All distributions are shown before
the shape reweighting. The error bars reflect only the statistical uncertainty
from simulation.
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Figure 12.3: Predictions by the various ¢ setups considered in the t{H(H — bb)
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search, namely the SHERPA 4F setup (green), nominal POWHEG +PYTHIA
8 (solid black), POWHEG +PyTHIA 8 with increased and decreased radi-
ation (dashed black and dotted black), POWHEG +HERWIG 7 (red) and
MADGRAPH5_aMCQ@QNLO +PyTHIA 8 (blue). Only the SHERPA 5F setup
is excluded. The predicted distributions are all normalised to unity and the
ratio in the lower panel is with respect to the tf + bb prediction from the
SHERPA 4F generator, such that the relative event fractions i.e. the shape
can be compared between the predictions. Shown are the pr of the individ-
ual top quarks (top left), the pr of the ¢t system (top right), the pr of the
leading additional b-jet (bottom left) and || of the leading additional b-jet
(bottom right), all in the t¢+ B category. All distributions are shown before
the shape reweighting. The error bars reflect only the statistical uncertainty
from simulation.
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Figure 12.4: Predictions by the various tf setups considered in the ttH(H — bb)

search, namely the SHERPA 4F setup (green), nominal POWHEG +PYTHIA
8 (solid black), POWHEG +PYTHIA 8 with increased and decreased radi-
ation (dashed black and dotted black), POWHEG +HERWIG 7 (red) and
MADGRAPH5_aMC@QNLO +PyTHIA 8 (blue). Only the SHERPA 5F setup
is excluded. The predicted distributions are all normalised to unity and
the ratio in the lower panel is with respect to the ¢t 4+ bb prediction from
the SHERPA 4F generator, such that the relative event fractions i.e. the
shape can be compared between the predictions. Shown are the pr of the
individual top quarks (top left), the pr of the tf system (top right), the
pr of the leading additional b-jet pair (bottom left) and AR between the
leading additional b-jet pair (bottom right), all in the ¢ + bb category. All
distributions are shown before the shape reweighting. The error bars reflect
only the statistical uncertainty from simulation.
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Figure 12.5: Predictions by the various tf setups considered in the ttH(H — bb)
search, namely the SHERPA 4F setup (green), nominal POWHEG +PYTHIA
8 (solid black), POWHEG +PYTHIA 8 with increased and decreased radi-
ation (dashed black and dotted black), POWHEG +HERWIG 7 (red) and
MADGRAPH5_aMCQ@QNLO +PyTHIA 8 (blue). Only the SHERPA 5F setup
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is excluded. The predicted distributions are all normalised to unity and

the ratio in the lower panel is with respect to the tf + bb prediction from

the SHERPA 4F generator, such that the relative event fractions i.e. the
shape can be compared between the predictions. Shown are the p of the

individual top quarks (top left), the pr of the tf system (top right), the
pr of the leading additional b-jet pair (bottom left) and AR between the
leading additional b-jet pair (bottom right), all in the tt+ > 3b category.

All distributions are shown before the shape reweighting. The error bars
reflect only the statistical uncertainty from simulation.
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Figure 12.6: Predictions by the various tf setups considered in the t{H(H — bb)
search, namely the SHERPA 4F setup (black), nominal POWHEG +PYTHIA
8 (solid red), POWHEG +PyTHIA 8 with increased and decreased radia-
tion (dashed red and dotted red), POwHEG +HERwWIG 7 (blue), MAD-
GRrAPH5_aMC@NLO +PvyTHIA 8 (pink), and SHERPA 5F (green). The
predicted distributions are all normalised to unity and the ratio in the lower
panel is with respect to the ¢t + bb prediction from the SHERPA 4F gener-
ator, such that the relative event fractions i.e. the shape can be compared
between the predictions. Shown are the pt of the individual top quarks
(left) and the pr of the t¢ system (right), both in the tt+ > 1b category.
All distributions are shown after reweighting the tt pt followed by the top
quark pr to the SHERPA 4F prediction. The error bars reflect only the
statistical uncertainty from simulation.
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Figure 12.7: Predictions by the various tf setups considered in the ttH(H — bb)
search, namely the SHERPA 4F setup (black), nominal POWHEG +PYTHIA
8 (solid red), POWHEG +PYTHIA 8 with increased and decreased radia-
tion (dashed red and dotted red), PowHEG +HERWIG 7 (blue), MAD-

GrAPH5_aMCQ@QNLO +PyTHIA 8 (pink), and SHERPA 5F (green).

The

predicted distributions are all normalised to unity and the ratio in the lower
panel is with respect to the tf + bb prediction from the SHERPA 4F gener-
ator, such that the relative event fractions i.e. the shape can be compared
between the predictions. Shown are the pr of the individual top quarks (top
left), the pr of the ¢t system (top right), the pp of the leading additional
b-jet (bottom left) and 7| of the leading additional b-jet (bottom right),
all in the tt + b category. All distributions are shown after the full shape
reweighting to the SHERPA 4F prediction. The reweighted variables in order
are: tt pr; top quark pr; leading additional b-jet pr. The error bars reflect
only the statistical uncertainty from simulation.

162



12.1 Reweighting of kinematic distributions

P T ———3 2 L L
c E —@— tt+bb SherpaOL 3 S E —@— ti+bb SherpaOL E
S F —&— t+jets Powhegs Pythias J = F —&— ttsjets Powheg+Pythia8 J
- --¥-- tt+jets Powheg+Pythia8 radHi 4 > - --¥-- tt+jets Powheg+Pythia8 radHi m
> ¥-- th g+Pythi e
< L <@ tt+jets Powheg+Pythia8 radLow i < L - - t+jets Powheg+Pythia8 radLow _
o tt+jets Powheg+Herwig? o tt+jets Powheg+Herwig?
= L tt+jets MG5_aMC@NLO+Pythia8 1 = s ttjets MG5_aMC@NLO+Pythia8
2 tt+jets SherpaSF 2 107" = tt+jets SherpasF —
< << E =
100 R — 3
= 3 7
= - 3 - i
C ] = 3
= o ] E L E
107 = - i
= 107 5
[ Vs=13TeV 1 E Vs=13TeV 3
F t+B [ tt+B ]
3 — -
L i T S B B B 0 L b e Ly T
g T T T3 3 L L e e e e e e
> 1= | = o 11
2 E | = E | r— E
%) = - I _J_Eé --------------- 5 1’l‘+—l—!,,,, L =
Q SRR L ’ 3 g = +— E
= o9 3 = o9 3
E. P I B B R N B PRI R RSN M BRI BRI N B
100 200 300 400 500 . 600 0 100 200 300 400 500 600
p; [Gev] p¥ [Gev]
2 L M B e e B e R P ) L
< e —@— tt+bb SherpaOL = = —@— tl+bb SherpaOL
= ~ —A— tt+jets Powheg+Pythia8 — S I —A— tt+jets Powheg+Pythia8 —
> ~ --¥-. tt+jets Powheg+Pythia8 radHi — > --¥-- tt+jets Powheg+Pythia8 radHi
1 i i
T L w() tt4jets Powheg+Pythia8 radLow - I - @y tt+jets Powheg+Pythia8 radlLow —
pae o ti+jets Powhe%Her\mg? pae tt+jets Powheg+Herwig7
= = tt+jets MG5_aMC@NLO+Pythiag = L ttejets MG5_aMC@NLO+Pythiag 4
Q 107" 5= tt+jets SherpaSF - 2 tt+jets SherpasSF
= = ‘Lﬁ E L ]
- 4=—l — 03— —
C = ] L J
2 L, i _
0T E 3 e
& ] s = - 8
- . 0.2(— —
107 = r 7]
E (s=13TeV 3 r Vs=13Tev
[ tt+B i | t+B i
107 == [ 1 ] I | = 1 L I | 1 ]
g 11 T T T T ] 8 T N T T 3
2 | 7 e 3
2 = L1l | 1 } 3 R E
[ L — f 14 =|
g T 1 & e
= - | 7 = RN =
- | . E
L Lo | . [Shiirts arr IR I =S SE S - L. .3
09 700 00 300 700 “500 : 05 1 T > =5
Leading b P, [GeV] Leading b n|

Figure 12.8: Predictions by the various ¢ setups considered in the t{H(H — bb)
search, namely the SHERPA 4F setup (black), nominal POWHEG +PYTHIA
8 (solid red), POWHEG +PyTHIA 8 with increased and decreased radia-
tion (dashed red and dotted red), POWHEG +HERwWIG 7 (blue), MAD-
GRAPH5_aMC@NLO +PvyTHIA 8 (pink), and SHERPA 5F (green). The
predicted distributions are all normalised to unity and the ratio in the lower
panel is with respect to the t + bb prediction from the SHERPA 4F gener-
ator, such that the relative event fractions i.e. the shape can be compared
between the predictions. Shown are the pr of the individual top quarks (top
left), the pr of the ¢t system (top right), the pr of the leading additional
b-jet (bottom left) and |n| of the leading additional b-jet (bottom right), all
in the tt + B category. All distributions are shown after the shape reweight-
ing to the SHERPA 4F prediction. The reweighted variables in order are: tt
pr; top quark pr; leading additional b-jet pp. The error bars reflect only
the statistical uncertainty from simulation.
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Figure 12.9: Predictions by the various tf setups considered in the ttH(H — bb)
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search, namely the SHERPA 4F setup (black), nominal POWHEG +PYTHIA
8 (solid red), POWHEG +PYTHIA 8 with increased and decreased radia-
tion (dashed red and dotted red), PowHEG +HERwIG 7 (blue), MAD-
GrAaPH5_aMCQNLO +PvyTHIA 8 (pink), and SHERPA 5F (green). The
predicted distributions are all normalised to unity and the ratio in the lower
panel is with respect to the tf + bb prediction from the SHERPA 4F gener-
ator, such that the relative event fractions i.e. the shape can be compared
between the predictions. Shown are the pt of the individual top quarks
(top left), the pr of the tf system (top right), the pr of the leading addi-
tional b-jet pair (bottom left) and AR between the leading additional b-jet
pair (bottom right), all in the £ + bb category. All distributions are shown
after the shape reweighting to the SHERPA 4F prediction. The reweighted
variables in order are: tt pr; top quark pr; leading additional b-jet pair pr;
leading additional b-jet pair AR. The error bars reflect only the statistical
uncertainty from simulation.
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Figure 12.10: Predictions by the various ¢ setups considered in the ttH(H — bb)
search, namely the SHERPA 4F setup (black), nominal POWHEG +PyTHIA
8 (solid red), POWHEG +PYTHIA 8 with increased and decreased radi-
ation (dashed red and dotted red), POwHEG +HERwIG 7 (blue), MAD-
GrAPH5_aMCQ@QNLO +PyTHIA 8 (pink), and SHERPA 5F (green). The
predicted distributions are all normalised to unity and the ratio in the
lower panel is with respect to the tf + bb prediction from the SHERPA 4F
generator, such that the relative event fractions i.e. the shape can be com-
pared between the predictions. Shown are the pp of the individual top
quarks (top left), the py of the tt system (top right), the pr of the leading
additional b-jet pair (bottom left) and AR between the leading additional
b-jet pair (bottom right), all in the tt+ > 3b category. All distributions
are shown after the shape reweighting to the SHERPA 4F prediction. The
reweighted variables in order are: tf pr; top quark pr; leading additional
b-jet pair pr; leading additional b-jet pair AR. The error bars reflect only
the statistical uncertainty from simulation.
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The figures after the shape reweighting show an improved agreement between the nomi-
nal ¢t +jets and the tf + bb SHERPA 4F predictions, which would motivate implementing
this procedure into the main analysis. Especially the observables which are reweighted
last are expected to match perfectly. However, all shown distributions are obtained
using truth information exclusively. No significant difference can be observed between
distributions before and after the shape reweighting for events at the reconstruction
level. The main impact of the reweighting procedure originates from the normalisation
i.e. from reweighting the event fractions. This is illustrated in Figures 12.11 and 12.12
which compare the impact of the full shape reweighting procedure on the classification
BDT and H%ad distributions in various single lepton SRs and CRs. Aside from this, the
variables that are reweighted first often do not keep their good agreement after the other
variables are reweighted. In addition to that, the uncertainties of the shape reweighting
are often negligible. For all of these reasons, the shape reweighting is not employed in
the ttH(H — bb) search.

Multiple additional tests have been performed regarding the tf + bb reweighting. These
involve primarily the choice of variables to reweight as well as their order. Additional
variables considered were the invariant mass of the additional b-jet pair, the absolute
pseudorapidity of the leading additional b-jet and the scalar sum of the transverse mo-
menta of all final state particles, Hp. These variables proved to be either insignificant
or to cause significant discrepancies between the predictions of the other reweighted
kinematic distributions. Furthermore, the shape reweighting was tested using a different
order of the considered variables, which all led to results worse than the order presented
above. Another test involved performing a two-dimensional reweighting, first of the top
quark and ¢t system pr and afterwards the observables related to the additional b-jet or
bb pair. While the agreement after the reweighting improved, this effect is found to be
insignificant with respect to the one-dimensional reweighting sequence and is at the cost
of increased statistical uncertainties due to the difficulty of populating two-dimensional
distributions in the tt+ > 1b sub-categories.

Finally, another test has been done in which the HFC scheme was changed by modifying
the pr of the jet or the corresponding hadron it is matched to or adding a requirement
on the ratio of both transverse momenta. The event fractions of the tt +jets categories
as well as the ti+ > 1b sub-categories behave as expected under these changes while not
providing any significant advantages. The differences between the generators are stable
within the considered systematic uncertainties.

12.2 Studies on the modelling of the ¢t + bb process

One argument why the tf + bb process is modelled with suboptimal precision in the
ttH(H — bb) analysis and why the reweighting strategy discussed in the previous sec-
tion is employed is that the 4F tf + bb calculation would have to be merged with the
inclusive tt +jets sample while removing overlapping events. This procedure is not im-
plemented in current state-of-the-art MC generators used in the ATLAS experiment.
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Figure 12.11: Comparison of the nominal POWHEG +PYTHIA 8 prediction (solid black)
to the fully shape reweighted POWHEG +PYTHIA 8 setup (dashed black)
and the SHERPA 4F prediction (solid red) for the single lepton channel with
at least six jets [142]. Shown are the distributions of the classification BDT
output in the SR?j (top left), Sjo (top right) and Sjo (bottom left) as
well as H%ad in Cng;rb (bottom right). The ratio in the lower panel shows
the predictions with respect to the nominal POWHEG +PYTHIA 8 setup.

The error bars reflect only the statistical uncertainty from simulation.

Aside from the SHERPA 4F setup, another generator is able to simulate the tf 4+ bb pro-
cess in the ME at NLO precision, namely MADGRAPH5_aMCQ@QNLO which is also used
to generate a dedicated tt + c¢ sample for this analysis. However, this generator has
one critical disadvantage which lies in its matching of the ME to the PS. The merged
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Figure 12.12: Comparison of the nominal POWHEG +PYTHIA 8 prediction (solid black)

to the fully shape reweighted POWHEG +PYTHIA 8 setup (dashed black)
and the SHERPA 4F prediction (solid red) for the single lepton channel
with exactly five jets [142]. Shown are the distributions of the classification
BDT output in the SRSj (top left) and Sjo (top right) as well as Hhad
in CR?t]+>1 (bottom left) and CR?thrb (bottom right). The ratio in the
lower panel shows the predictions with respect to the nominal POWHEG
+PyTHIA 8 setup. The error bars reflect only the statistical uncertainty

from simulation.

MADGRAPH5_ aMC@NLO +PS setups in ATLAS, where the PS is either PYTHIA or
HERWIG, generate a significant amount of events with negative weight factors to com-
pensate certain other events with positive weight factors [88]. In tests, this fraction of
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negative weights has been found to be roughly 20-30%. The consequence is that the ef-
fective number of events generated, given by the sum of all event weights, is significantly
smaller than for a sample with the same number of events produced with POWHEG in-
terfaced to PyTHIA 8, which practically only generates positive event weights. Thus,
in order to have the same effective number of events, one would have to generate many
more events which requires a large amount of CPU time. Otherwise, analyses rely-
ing on this prediction are limited by MC related statistical uncertainties. The SHERPA
generator also generates events with negative weights, but significantly fewer than the
MADGRAPH5_aMC@NLO +PS setups, namely around 5%.

At the time of writing this, new methods and generator setups have been developed to
simulate the tf + bb process with improved precision. The most important one for the
ATLAS collaboration and its future t#H (H — bb) analyses is a new setup in which the
POWHEG generator is interfaced to OPENLOOPS to generate the tf + bb ME at NLO
precision using the four flavour scheme [143]. This setup is then interfaced to PyYTHIA
8 for the PS and hadronisation and will thus be referred to as POWHEG +PYTHIA 8
in the remainder of this section. Since the nominal MC setup to generate inclusive ¢t
events is still POWHEG +PYTHIA 8, both setups can be compared in a more controlled
and comprehensible way. By using the POWHEG +PYTHIA 8 setup to generate both
the inclusive tf +jets and the dedicated tf + bb processes at NLO, there is no longer
a motivation to reweight the event fractions of the tt+ > 1b sub-categories to another
completely different generator setup. As this reweighting resulted in one of the most
significant systematic uncertainties in the t#H (H — bb) analysis, it is expected that the
new tf + bb setup will reduce this uncertainty considerably.

It is important to note that a MC generator setup based on POWHEG +PYTHIA 8 is
generally preferred within the ATLAS collaboration, hence the reweighting strategy of
the event fractions in the tt+ > 1b sub-categories was employed, instead of using the
SHERPA 5F and SHERPA 4F samples as nominal predictions. This has multiple reasons,
of which most have already been discussed:

e The main reason is that samples generated with POWHEG +PyYTHIA 8 contain a
full set of modelling associated uncertainties which allows to perform systematic
variations of most simulation parameters via the implemented weights. These
include, for example, the variations of ug, ur and the Al4 tune parameters to
control ISR and FSR as well as systematic variations of the PDF set or the ag
value used to evaluate the PDF. Most other current state-of-the-art generator
setups require additional samples that incorporate these variations to be generated
at the cost of significant CPU and working time.

e The increased effective number of events generated with POWHEG +PvyTHIA 8
compared to MADGRAPH5_aMCQ@QNLO +PyYTHIA 8 and SHERPA due to negative
event weights being used by the latter two setups.

e Despite some processes and observables being modelled worse by POWHEG in-
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terfaced to PYTHIA 8 compared to other generator setups, the vast majority is
modelled very well or even better than with other setups, for example the jet mul-
tiplicity in ¢t events. Those that are known to be modelled sub-optimally can be
simulated by other setups and possibly used for a reweighting of events, similarly
to the tt+ > 1b reweighting.

Nonetheless, more new setups have been developed that are able to simulate the tf + bb
process in the ME at NLO using the 4F scheme. These will be compared to each
other in the remainder of this section. The 4F tf + bb ME generated with the POWHEG
+OPENLOOPS setup described above can also be interfaced to the HERWIG 7 generator
for PS and hadronisation. In addition to this, a new setup of MADGRAPH5_aMCQNLO
is available which uses the version 2.6.0 and changes the value of the resummation scale
pq that sets an upper limit on the hardness of the radiation at the beginning of the
showering process. This change is believed to better predict the behaviour of additional
radiation of light-jets in the PS. This new ME is then interfaced to PyTHIA 8 for the
PS and hadronisation modelling. Finally, the 4F ¢f 4+ bb ME has been generated with an
updated version of the SHERPA generator, namely v2.2.1, in contrast to v2.1.1 used in
the ttH (H — bb) search presented here.

All of these updated setups are believed to model the tt + bb process more precisely
than what was available for the analysis presented in this thesis. Thus, it is impor-
tant to study and compare their predictions to potentially improve future t¢H (H — bb)
searches. Figures 12.13-12.17 show such comparisons, namely of the event fractions of
HFC categories and tt+ > 1b sub-categories in addition to various observables in the eu
decay channel of the tf pair at truth level, simulated by the four new tf + bb predictions
mentioned above.
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Figure 12.13: Comparison of predictions of the new 4F tf + bb generator setups. The

distributions are simulated by POwWHEG +PvyTHIA 8 (black), POWHEG
+HERWIG 7 (blue), SHERPA v2.2.1 (red) and MADGRAPH5_aMC@NLO
+PvyTHIA 8 (green). The event selection requires a dileptonic ¢t decay
where the W bosons decay into an electron (positron) and an antimuon
(muon), respectively. All predictions are normalised to unity in order
to assess the shape differences. The lower panel represents the ratio of
the respective MC prediction with respect to the POwWHEG +PyTHIA 8
prediction. Shown are the fraction of events in the primary HFC categories
(top left) and in the té+ > 1b sub-categories (top right) in addition to
the distributions of the scalar sum of the transverse momenta either of all
reconstructed jets and charged leptons (bottom left) or of all reconstructed
jets (bottom right), the latter three all in the tt+ > 1b category. The error
bars reflect only the statistical uncertainty from simulation.
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Figure 12.14: Comparison of predictions of the new 4F ¢t + bb generator setups. The
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distributions are simulated by POWHEG +PyTHIA 8 (black), POWHEG
+HERWIG 7 (blue), SHERPA v2.2.1 (red) and MADGRAPH5_aMCQNLO
+PYTHIA 8 (green). The event selection requires a dileptonic ¢t decay
where the W bosons decay into an electron (positron) and an antimuon
(muon), respectively, with at least one additional b-jet not coming from
the top at truth level. All predictions are normalised to unity in order
to assess the shape differences. The lower panel represents the ratio of
the respective MC prediction with respect to the POWHEG +PYTHIA 8
prediction. Shown are the distributions of the number of jets (top left),
number of b-jets (top right), number of light-jets (bottom left) and the pr
of the leading jet (bottom right) in the tt+ > 1b category. The error bars
reflect only the statistical uncertainty from simulation.
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Figure 12.15: Comparison of predictions of the new 4F tf 4+ bb generator setups. The

distributions are simulated by POwWHEG +PyTHIA 8 (black), POWHEG
+HERWIG 7 (blue), SHERPA v2.2.1 (red) and MADGRAPH5_aMC@QNLO
+PyYTHIA 8 (green). The event selection requires a dileptonic ¢t decay
where the W bosons decay into an electron (positron) and an antimuon
(muon), respectively, with at least one additional b-jet not coming from
the top at truth level. All predictions are normalised to unity in order
to assess the shape differences. The lower panel represents the ratio of
the respective MC prediction with respect to the POWHEG +PyYTHIA 8
prediction. Shown are the distributions of the top quark pr (top left), top
quark 7 (top right), the ¢t system pp (bottom left) and the ¢ system n
(bottom right) in the ¢+ > 1b category. The error bars reflect only the
statistical uncertainty from simulation.
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Figure 12.16: Comparison of predictions of the new 4F tf + bb generator setups. The
distributions are simulated by POWHEG +PvyTHIA 8 (black), POWHEG
+HERWIG 7 (blue), SHERPA v2.2.1 (red) and MADGRAPH5_aMCQ@QNLO
+PYTHIA 8 (green). The event selection requires a dileptonic t¢ decay
where the W bosons decay into an electron (positron) and an antimuon
(muon), respectively, with at least one additional b-jet not coming from
the top at truth level. All predictions are normalised to unity in order
to assess the shape differences. The lower panel represents the ratio of
the respective MC prediction with respect to the POWHEG +PyYTHIA 8
prediction. Shown are the leading b-jet pp (top left) and n (top right),
and the subleading b-jet pr (bottom left) and n (bottom right) in the
tt+ > 1b category. The error bars reflect only the statistical uncertainty
from simulation.
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Figure 12.17: Comparison of predictions of the new 4F tf + bb generator setups. The
distributions are simulated by POWHEG +PvyTHIA 8 (black), POWHEG
+HERWIG 7 (blue), SHERPA v2.2.1 (red) and MADGRAPH5_aMCQ@QNLO
+PyYTHIA 8 (green). The event selection requires a dileptonic t¢ decay
where the W bosons decay into an electron (positron) and an antimuon
(muon), respectively, with at least one additional b-jet not coming from
the top at truth level. All predictions are normalised to unity in order
to assess the shape differences. The lower panel represents the ratio of
the respective MC prediction with respect to the POwWHEG +PyYTHIA 8
prediction. Shown are the leading light-jet pr (top left) and n (top right),
and the subleading light-jet pp (bottom left) and 7 (bottom right) in the
tt+ > 1b category. The error bars reflect only the statistical uncertainty
from simulation.
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As a general trend, the samples generated with SHERPA and MADGRAPH5_aMC@QNLO
interfaced to PYTHIA 8 show an overall larger statistical uncertainty than those gen-
erated with POWHEG. This does not only result from the fraction of negative event
weights, but also from slightly smaller sample sizes due to limited CPU capacities.

The event fractions of the primary tf+ > 1b and tt + light categories agree reasonably
well between the generators, while the ¢+ > 1c predictions show significant discrep-
ancies. However, the expected impact from these differences is not significant. More
importantly, the event fractions in the tt4+ > 1b sub-categories predicted by POWHEG
+PyTHIA 8 and SHERPA are similar to those shown in Figure 7.3. On the other hand,
changing the ME generator from POWHEG to MADGRAPH5_aMCQ@QNLO results in an
increased fraction of tf + bb and ti+ > 3b events and reduced fraction of ¢t + b events.
Most notably, changing the PS and hadronisation model from PyTHIA 8 to HERWIG 7
shows a clear trend in an increased fraction of ¢¢ + b, but reduced fraction of t£ + B and
tt+ > 3b events.

The Hp and H%ad distributions show very similar features such as large discrepancies
primarily at very low and very high values, where the amount of MC events is strongly
limited leading to high statistical uncertainties. Furthermore, discrepancies at very low
and high values are less significant since the majority of predicted events fall into the
medium range around 200 GeV (250 GeV) for HYad (Hrt), where the deviations are less
critical and, at least to some extent, covered by the statistical uncertainty. It is interest-
ing to note that changing the PS and hadronisation model from PyTHIA 8 to HERWIG 7
tends to increase the number of events with smaller Ht and H%ad values, while changing
the ME generator from POWHEG to MADGRAPH5_aMCQ@NLO tends to do the opposite.
The complete setup change from POWHEG +PYTHIA 8 to SHERPA follows the same trend
as only changing the ME calculation, which intuitively is expected, since these observ-
ables are affected mainly by the final state kinematics which are determined primarily
by the NLO tf + bb ME generation rather than the PS and hadronisation modelling.
The number of all jets, b-jets and light-jets at truth level as well as the kinematic prop-
erties of the top quarks and leading jets can be summarised as follows: the SHERPA
and MADGRAPH5_aMCQNLO +PyTHIA 8 setups tend, on average, to generate events
with more additional jets of any flavour with respect to POWHEG +PYTHIA 8, while
the POWHEG +HERWIG 7 setup tends to do the opposite. In addition to this, the
same comparison can be made in the sense that SHERPA and MADGRAPH5_aMCQNLO
+PYTHIA 8 tend, on average, to produce harder (leading) jets, while POWHEG +HERWIG
7 is more likely to produce softer jets. Overall, the agreement between the generators for
the predicted jet multiplicities and the kinematic properties of the final state particles
is very good and well within the statistical uncertainties in the most significant bins i.e.
those that contain the vast majority of simulated events.

In conclusion, the systematic uncertainties originating from the comparison of the nom-
inal t£ + bb generator to alternative setups is expected to be reduced for future t#H (H —
bb) searches and other analyses studying the tf 4 bb process. A recent publication by
the ATLAS collaboration highlights this aspect by comparing various generator setups,
including different 4F and 5F predictions of ¢ +bb, to 36.1 fb~! of ATLAS data recorded
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at /s = 13 TeV [144].

Lastly, in the following, the focus lies on the comparison between the new POWHEG
+PyTHIA 8 and SHERPA v2.2.1 setups used to simulate the tf 4+ bb process with the 4F
scheme and in particular the tt+ > 1b sub-categories. While they were not available
for the ttH(H — bb) analysis, the POWHEG +PYTHIA 8 and SHERPA setups were used
extensively for the simulation of various physics processes in the search and thus, under-
standing the differences in their respective modelling of the tf + bb process is important
for future analyses. Figures 12.18 and 12.19 show plots generated with a RIVET rou-
tine [145] prepared by the Luc Higgs ttH/t H subgroup that allows to make comparisons
of different tf + bb predictions in the dileptonic channel at truth level [143]. The distri-
butions are normalised to their respective cross-sections which for POWHEG +PYTHIA 8
and SHERPA are 2.809 fb and 2.755 fb, respectively.

Figure 12.20 shows several kinematic variables of the additional bb pair in the tZ-+bb event
in the semileptonic and dileptonic channels combined (labelled ‘nonallhad’) at truth level.
These distributions are normalised to their respective cross-sections as well, namely
11.669 + 2.809 = 14.478 fb for POWHEG +PYTHIA 8 and 11.462 4 2.775 = 14.217 fb for
SHERPA.

The conclusion of these comparisons is that the behaviour observed in Figures 12.13—
12.17 can generally be confirmed. That means that the b-jet kinematics and b-jet mul-
tiplicities agree very well within statistical uncertainties, suggesting a consensus on the
understanding of the additional bb pair in the tf + bb ME. On the other hand, the
simulated additional light-jets behave in a significantly different way. First of all, the
number of predicted additional light-jets is much higher in the SHERPA sample compared
to POWHEG +PYTHIA 8, but also the pr of these additional light-jets is larger in the
SHERPA prediction. This suggests that, in general, the radiation pattern in the PS of the
tt + bb process is harder when simulated with SHERPA compared to the one in POWHEG
+PyTHIA 8. Additional studies may be worthwhile to investigate possible differences in
the ¢t + light and ¢+ > 1c backgrounds resulting from the previous assumption.

All in all, the studies presented in this section allow to expect a significantly improved
modelling of the t{4+ > 1b process in future analyses involving the tf + bb process.
Thus, future t#H(H — bb) searches should greatly benefit from these newly developed
generator setups and be less limited by the modelling uncertainty.

177



12 tt + bb and ttH modelling studies

pr of 15! light-jet (WW3b cuts) 77 of 1%t light-jet (WW3b cuts)
S 2L
@] [ —— ttbbgF POW+PY8 = [ —— ttbbgF POW+PY8
<
.a 1073 —— ttbb4F Sherpa 3 r —— ttbbgF
£ F 3
g F L
o
z L
=Y
i) L
1074 = 1072 [~
1075 L
= /N Y S Y Y I | L1l N Y S L1l
1.6 £ 1.6
1.4 14 =
2 12 2 12
2 1 E Ly . 1 S TE HWH
~ E I ~ E
2 08 L‘_ 2 08
0.6 = 0.6 =
0'4:7\\\\‘\\\\\\\\‘\\\\\\\\‘\\\\‘\\\\‘\\\\ 0‘4}\\\\‘\\\\\\\\\\\\\\\\\\\\\\\\‘\\\\
o 50 100 150 200 250 300 350 400 -4 -3 -2 -1 o 1 2 3 4
pr [GeV] Ul
Exclusive light-jet multiplicity distribution (WW3b cuts) Exclusive B-jet multiplicity distribution
z ] z
N —— ttbbgF POW+PY8 N C —— ttbbgF POW+PY8
10" & —— ttbb4F Sherpa L —— ttbb4F Sherpa
£ 107"
- 1077 =
1072 — E
C 1073 =
7\\ I N | I N | N N I N | L1 7\\‘\\\\\\\\\\\\\\\\‘\\\\‘\\\\‘\\
1.6 1.6 &
14 = 1.4 &
éj 1? e ,—,_._'—o—\_‘_ g Li E
~ E ~ E !
2 08 F 2 08
0.6 — 0.6 —
0.4:7\\‘\\\\ I N | \\\\‘\\\\‘\\ 0‘4%\‘\\\\\\\\\\\\‘\\\\‘\\\\‘\\\\‘\\
o 1 2 3 4 o 1 2 3 4 5 6
Niight-jets NB—jets

Figure 12.18: Comparison of predictions of the new 4F tf 4+ bb generator setups. The
distributions are simulated by POWHEG +PyYTHIA 8 (red) and SHERPA
v2.2.1 (blue). The event selection requires a dileptonic ¢t decay with at
least one additional b-jet not coming from the top at truth level. The
distributions are normalised to their predicted cross-sections. The lower
panel represents the ratio of the SHERPA prediction with respect to the
POWHEG +PYTHIA 8 prediction. Shown are the leading light-jet pr (top
left) and 7 (top right), the exclusive light-jet multiplicity (bottom left),
all in the ti+ > 1b category, and the exclusive b-jet multiplicity (bottom
right). The error bars reflect the statistical uncertainties of the respective
samples, while the yellow band in the ratio panel represents the statistical
uncertainty on the POWHEG +PYTHIA 8 prediction.
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Figure 12.19: Comparison of predictions of the new 4F tf + bb generator setups. The

distributions are simulated by POWHEG +PyYTHIA 8 (red) and SHERPA
v2.2.1 (blue). The event selection requires a dileptonic t¢ decay with at
least one additional b-jet not coming from the top at truth level. The
distributions are normalised to their predicted cross-sections. The lower
panel represents the ratio of the SHERPA prediction with respect to the
POWHEG +PYTHIA 8 prediction. Shown are the leading b-jet pr (top
left), the maximum pp of all b-jet pairs (top right), the minimum AR
between all pairs built from the four hardest b-jets (bottom left) and the
maximum invariant mass of all pairs built from the four hardest b-jets
(bottom right), all in the tt+ > 1b category. The error bars reflect the
statistical uncertainties of the respective samples, while the yellow band
in the ratio panel represents the statistical uncertainty on the POWHEG
+PyTHIA 8 prediction.
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Figure 12.20: Comparison of predictions of the new 4F ¢t 4+ bb generator setups. The
distributions are simulated by POWHEG +PyTHIA 8 (black) and SHERPA
v2.2.1 (red). The event selection requires a dileptonic t¢ decay with at
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least one additional b-jet not coming from the top at truth level.

The

distributions are normalised to their predicted cross-sections. The lower
panel represents the ratio of the SHERPA prediction with respect to the
POWHEG +PYTHIA 8 prediction. Shown are several kinematic properties
of the additional bb pair in the tf4+ > 1b region at truth level. These are
the vector sum pr (top left), scalar sum pr (top right), AR (bottom left)
and invariant mass (bottom right) of the additional bb pair in the event.
The error bars reflect only the statistical uncertainty from simulation.
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12.3 Studies on the modelling of the ttH signal process

The ttH signal process in the analysis presented in this thesis is modelled with MAD-
GRAPH5_aMCQ@NLO interfaced to PYTHIA 8, which is described in Section 7.2. To
assess the modelling uncertainty of the PS and hadronisation model choice, an alter-
native sample is produced using MADGRAPH5_aMCQNLO +Herwig++. This compar-
ison is the fifth systematic uncertainty in the combined fit, ranked by its impact on
the signal strength parameter uncertainty, the first four being related to the tt+ > 1b
background modelling. However, in contrast to the ¢t +jets background process, no
other ME calculation is considered in order to evaluate the uncertainty resulting from
choosing this model. At the time this analysis was published, the other state-of-the-art
generators used in ATLAS were not able or properly setup to simulate the t¢H process
at NLO precision. But, at the time of writing this thesis, the POWHEG +PyTHIA 8
setup can be used to do so. The difference with respect to the tt production is the
value of the hgamp parameter, which is not 1.5-myop, = 258.75 GeV, but instead set to
1.5+ (2-myop + mp) /2 = 352.5 GeV.

In addition to this, an updated configuration of MADGRAPH5_aMCQNLO v2.6.0 with
a different resummation scale ¢ interfaced to PYTHIA 8 can be used to produce ttH
events, identical to the setup used for the ¢£-+bb production in the previous section. How-
ever, the corresponding setup of POWHEG +HERWIG 7 is not yet available in ATLAS to
simulate the ttH process.

Figures 12.21-12.23 show the comparison of the four different normalised predictions
mentioned above for various important kinematic variables of the top quarks, the Higgs
boson and related systems as well as Ht and the jet multiplicity. These variables are
shown at truth level in semileptonic t£H (H — bb) events.

The most striking differences are observed when comparing the old and the new MAD-
GrAPHS5 aMCQNLO +PyTHIA 8 setups: the new configuration has an increased re-
summation scale yg representing an upper limit on the hardness of the radiation during
the PS. Clearly, this new configuration predicts, on average, more events with a higher
number of jets with pr > 25 GeV and |n| < 2.5 and thus an increased Ht value, the
breaking point being roughly at Njets > 7 and Ht > 450 GeV. Aside from this, the
various kinematic distributions are almost unaffected by this change within the given
statistical uncertainty, which is not unexpected since they are observables constructed
from the ttH system and its sub-components. However, this updated simulation cannot
be simply interpreted as a more precise prediction of the ¢t H process until further studies
are performed.

A similar trend, but in the other direction, can be seen by comparing the two old MAD-
GRrAPH5_ aMCQNLO setups, because the Herwig++ PS and hadronisation model tends
to produce, on average, events with fewer pr > 25 GeV jets and thus a softer Hr. How-
ever, the Herwig++ PS predicts a less central and slightly softer ¢¢ and ttH systems,
while leaving the individual top quark and Higgs boson kinematics almost unaffected
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Figure 12.21: Comparison of predictions of the old and new ttH generator setups.
The distributions are simulated by the old MADGRAPH5_aMCQ@NLO
+PyTHIA 8 (black) and MADGRAPH5_aMCQNLO +Herwig++ (red)
setups, as well as the new POWHEG +PyTHIA 8 (blue) and MAD-
GRAPH5_ aMC@NLO +PvyTHIA 8 (green) setups. The event selection re-
quires a semileptonic ¢ decay and a H — bb decay at truth level. All
predictions are normalised to unity in order to assess the shape differ-
ences. The lower panel represents the ratio of the respective MC prediction
with respect to the old MADGRAPH5_aMCQ@QNLO +PvyTHIA 8 prediction.
Shown are the scalar sum pr of all reconstructed charged leptons and jets
(left) as well as the number of those jets (right) that fulfil pr > 25 GeV
and |n| < 2.5. The error bars reflect only the statistical uncertainty.

within statistical uncertainties.

The most important comparison, however, is between the old nominal ttH setup and
the new POWHEG +PYTHIA 8 setup, as the latter is always preferred in ATLAS simu-
lation due to the same reasons given for the tt 4+ bb production in the previous section.
The above plots all show that both generators agree exceptionally well in all distribu-
tions within their statistical uncertainties, with the small exception of an, on average,
slightly smaller ttH system pr predicted by POWHEG +PYTHIA 8. Other bins where the
agreement in these distributions is worse are not statistically significant or contain an in-
significant amount out of all generated signal events. In addition to this, two additional
ttH samples have been generated with POWHEG +PYTHIA 8 but different hdamp values,
namely one with 1.5-my., and one with oco. The impact of this change is negligible
within statistical uncertainties in all of the distributions shown above. With this, the
modelling uncertainty on the t¢H process originating from this comparison of shapes is
expected to be very small.
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Figure 12.22: Comparison of predictions of the old and new ttH generator setups.

The distributions are simulated by the old MADGRAPH5_aMCQ@QNLO
+PyTHIA 8 (black) and MADGRAPH5_aMCQ@NLO +Herwig++ (red)
setups, as well as the new POWHEG +PyTHIA 8 (blue) and MAD-
GRAPH5_aMC@NLO +PyTHIA 8 (green) setups. The event selection re-
quires a semileptonic tf decay and a H — bb decay at truth level. All
predictions are normalised to unity in order to assess the shape differ-
ences. The lower panel represents the ratio of the respective MC prediction
with respect to the old MADGRAPH5_aMCQ@QNLO +PvyTHIA 8 prediction.
Shown are the top quark pr (top left) and 7 (top right) as well as the tt
system pr (bottom left) and n (bottom right). The error bars reflect only
the statistical uncertainty.
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Figure 12.23: Comparison of predictions of the old and new ttH
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generator setups.

The distributions are simulated by the old MADGRAPH5_aMCQ@QNLO
+PyTHIA 8 (black) and MADGRAPH5_ aMC@NLO +Herwig++ (red)
setups, as well as the new POWHEG +PyTHIA 8 (blue) and MAD-
GRAPH5_aMC@NLO +PvyTHIA 8 (green) setups. The event selection re-
quires a semileptonic tf decay and a H — bb decay at truth level. All
predictions are normalised to unity in order to assess the shape differ-
ences. The lower panel represents the ratio of the respective MC prediction
with respect to the old MADGRAPH5_aMCQ@QNLO +PvyTHIA 8 prediction.
Shown are the ttH system pr (top left) and 7 (top right) as well as the
Higgs boson pr (bottom left) and n (bottom right). The error bars reflect
only the statistical uncertainty.

184



12.3 Studies on the modelling of the ttH signal process

Another important aspect is the event selection efficiency. When normalising the old
MADGRAPH5_aMC@NLO +PyYTHIA 8 sample to the new POWHEG +PYTHIA 8 sample,
the number of events predicted by POWHEG +PYTHIA 8 in two of the most sensitive
single lepton regions of the tLH (H — bb) analysis, namely SR%W and SR“;” , 18 &~ 6% and
~ 5% larger than the MADGRAPH5_ aMCQ@QNLO +PyTHIA 8 prediction, respectively.
This significantly increased selection efficiency by the POWHEG +PYTHIA 8 has been
found to originate from the increased number of jets that are b-tagged which is illus-
trated in Figure 12.24. The number of signal events with at least three b-tagged jets is
higher in the new setup compared to the old prediction. However, the reason for this is
not entirely clear at this point and needs to be studied further.

Because of the reasons mentioned above, it is sensible to employ the POWHEG +PYTHIA 8
generator setup to model the ttH signal process in future ¢tH analyses. In this case, the
ttH(H — bb) analysis would use the same generator setup for the ttH signal as well as
the main backgrounds which are the inclusive tf +jets as well as the dedicated tf + bb
production processes. In addition to this, the shapes of many predicted observables from
this new setup agree very well with the alternative setups used in previous analyses with
the exception of the jet and b-jet multiplicities. The remaining differences with respect
to other MC generator models, which are mainly acceptance effects, are understood to
a certain extent, but are still subject to further investigations at this point and will
continue to be in the foreseeable future. Therefore, systematic uncertainties originating
from the comparison of shapes modelled by different MC generators or those originating
from extrapolating information from one analysis region to another are expected to be
reduced significantly when using this new setup. On the other hand, the systematic
uncertainty resulting from the difference in the signal event acceptance is significant and
motivates a redefinition of the assessment of modelling related systematic uncertainties
in order to avoid it limiting the analyses.

Finally, with all the modelling studies presented in this chapter, the most significant
uncertainties limiting the sensitivity of the t#H (H — bb) search, which is the modelling
of signal and background, can be understood, controlled and improved for future ttH
analyses within the ATLAS collaboration.
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Figure 12.24: Comparison of predictions of the old nominal ttH generator, MAD-
GrAPH5 aMCQ@QNLO +PyTHIA 8 (black), and the new generator,
POWHEG +PYTHIA 8 (red). The event selection requires a semileptonic ¢
decay and a H — bb decay at truth level. All predictions are normalised
to unity in order to assess the shape differences. The lower panel repre-
sents the ratio of the new POWHEG +PYTHIA 8 prediction with respect to
the old MADGRAPH5_aMCQ@QNLO +PYTHIA 8 prediction. Shown are the
number of b-jets at truth level passing the 85% WP (top left), 77% WP
(top right), 70% WP (bottom left) and 60% (bottom right). The error
bars reflect only the statistical uncertainty.
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CHAPTER 13

Conclusions

In this thesis, two particle physics analyses performed with the ATLAS experiment
have been presented. These are the calibration of the b-tagging algorithm used in the
ATLAS collaboration based on an improved likelihood method and the search for the
ttH(H — bb) process. Both analyses are based on pp collision data at /s = 13 TeV, col-
lected with the ATLAS detector at the LHC. Their underlying ideas have been motivated
and the respective analysis strategies have been explained based on physics arguments
detailed in Chapter 2, while exploiting the detector features and experimental conditions
given in Chapter 3 as well as the possibilities and limitations of our physics modelling
capacities that were described in Chapter 4. The former analysis is crucial to the preci-
sion of the latter which contributes greatly to our fundamental understanding of particle
physics. Especially the search for the tZH(H — bb) process involves a complex and
challenging final state and its observation would have a significant impact on current
state-of-the-art theories regarding the Higgs boson and the top quark in the Standard
Model (SM) as well as their role in possible extensions of it.

The b-tagging calibration analysis presented in Chapter 6 discusses the concept of
b-tagging algorithms at hadron collider experiments and the specific method how such
an algorithm is constructed, trained, and calibrated in the ATLAS experiment. This
is critical, as the identification of b-jets depends on the detector properties as well as
the experimental conditions at the LHC. The baseline algorithms and further optimi-
sation studies employed during Run 2 of the LHC physics programme have been dis-
cussed [66—68]. The calibration of the ATLAS b-tagging algorithms, which are MV2¢10
and DL1, is done to provide scale factors that analysers can apply to correct the b-tagging
efficiencies obtained from simulation to the one observed in data. The previous calibra-
tion analysis employs a likelihood method based on probability distribution functions
(PDFs) in dileptonic ¢t events [75]. The results from this method are strongly limited
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by the systematic uncertainty originating from the physics modelling of the ¢t process.
Nonetheless, they are used in the t£H (H — bb) search summarised below.

The new calibration is based on an improved PDF likelihood method [76] which aims to
reduce the impact from this dominating ¢¢ modelling uncertainty. The analysis is based
on 80.4 £+ 1.6 fb~! of data [33], collected with the ATLAS detector in the years 2015,
2016, and 2017. In contrast to the previous iteration, it selects ¢t events where the two
W bosons decay into an electron (positron) and an antimuon (muon), respectively, and
exactly two jets are reconstructed. In addition to this, a new region selection as well as
a new strategy to estimate non-prompt leptons have been developed. Furthermore, the
new likelihood includes correction factors for the fraction of events containing certain
combinations of flavours of the two jets, because either could be a b-jet or not. By fitting
these fractions in the signal as well as all control regions, more information is taken from
data instead of simulation and thus the calibration depends less on physics modelling
and effectively decreases the systematic uncertainty related to the simulation of the tt
process, on average, by a factor of two, depending on the transverse momentum (pt) of
the jet.

The individual datasets for 2015 and 2016 as well as 2017 are subject to different ex-
perimental and detector conditions. Despite this, the results based on these individual
datasets as well as the combined results are all compatible with each other within the
considered uncertainties. The quoted scale factors in all jet pt bins are compatible with
unity within uncertainties, while the behaviour of the fit, the results and corresponding
uncertainties are well understood. The total uncertainty ranges from 8-9% at very low
pr to about 1% at a medium pr between 100-200 GeV to 3-4% at very high pr. The
most dominant sources of uncertainties are related to the jet energy scale and resolution.
However, the modelling of ¢ still contributes significantly. The latter involves primarily
the choice of the parton shower (PS) and hadronisation model, the scale choice for initial
(ISR) and final state radiation (FSR) and the limited amount of simulated events con-
taining reconstructed jets with a pr between 20-40 GeV. Aside from these, systematic
uncertainties related to the inclusive Z boson background modelling contributes signif-
icantly to the total uncertainty as well. Lastly, the statistical uncertainty in data is
becoming a significant contributor to the total uncertainty at high jet pr.

In the Chapters 7-12, a search for the associated production of a SM Higgs boson and a
tt pair in which the Higgs boson decays into a bb pair is presented. This search is based
on 36.1 fb~! data, collected with the ATLAS detector in 2015 and 2016. It focuses on
the semileptonic and dileptonic decay modes of the tf pair which leads to a final state
involving four b-jets, missing transverse momentum and either two charged leptons or
one charged lepton and two light-jets. The most dominant background for this analysis
is the inclusive ¢t production, in particular tf + bb production, which is an irreducible
background since its final state is identical to the signal process. The analysis strat-
egy includes a pre-selection to place events into different categories according to their
compositions, tending to enrich them either with signal events or dedicated background
events. These regions are used to constrain the corresponding background contributions
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and associated systematic uncertainties. Then, multivariate analysis techniques are used
to discriminate between signal and background events in the signal-enriched regions and
finally, a profile likelihood fit is performed simultaneously in all single lepton and dilep-
ton regions to extract the t#H (H — bb) cross-section.

The observed data is found to be consistent with both the background-only hypothe-
sis as well as the signal-plus-background hypothesis assuming a SM Higgs boson with
myp = 125 GeV. The measured signal strength parameter from the combined fit is
po= opua /oM — 084 + 0.29(stat.) 527 (syst.) = 0.84708 corresponding to an ob-
served (expected) significance of 1.4 (1.6) standard deviations. This translates into an
inclusive cross-section of o757 = 4261“%%3 fb when conservatively assuming the uncertain-
ties on p and ag\é to be fully uncorrelated for simplification. A signal strength above 2.0
is excluded at 95% confidence level, compared to an expected exclusion limit of 1.2 in
the absence of a signal. The total uncertainty is presently dominated by the systematic
uncertainty, more specifically by the uncertainty on our theoretical knowledge of the
tt+ > 1b process. A better understanding of this background will be crucial for future
efforts to observe the ttH(H — bb) process. Additionally, not only the background,
but also the signal modelling is subject to large systematic uncertainties. And while
the statistical uncertainties of data and simulation as well as the experimental uncer-
tainties related to the detector performance will decrease in the future, the modelling
uncertainties mentioned above are the limiting factor in this search and thus prevent a
significant increase in sensitivity of future t£H (H — bb) searches. This aspect motivates
the direction that future studies should make significant progress in our understanding

of physics of the top quark and the Higgs boson.

13.1 Outlook

The observation of the ttH process has been one of the main goals of the LHC physics
programme in Run 2. It is the most sensitive process to directly measure the Yukawa-
coupling of the Higgs boson to the top quark. Such a direct measurement has been
successful by combining all tH searches in the ATLAS experiment [20]. This combined
result at /s = 13 TeV is o5 = 670 + 90(stat.)ﬂ(l)gsyst.), corresponding to an observed
(expected) significance of 5.80 (4.90). The result allows to claim the observation of the
ttH production process at the LHC with a significance above five standard deviations.
By focusing on events where the Higgs boson decays into a bb pair, measuring the cross-
section of this production mode allows to extract the Yukawa-coupling to the bottom
quark as well. This effort, however, requires a lot more data to be collected and a
higher efficiency to select the t#/H(H — bb) signal events as well as reject background
events. This latter aspect can be achieved by significantly improving the modelling
i.e. our understanding of the ttH signal as well as the tf 4+ bb background processes.
New Monte Carlo (MC) generator setups have been developed by now to address this
problem. Studies based on these new setups are presented in Chapter 12 and they give
promising hints at a possible decrease of the systematic uncertainties associated to the
ttH and tt 4 bb modelling.
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The next steps for future t#H (H — bb) analyses in ATLAS may involve the following:

e change the current physics modelling strategies to the new MC setups mentioned
above;

e include the remaining data collected during Run 2 of the LHC, namely from the
years 2017 and 2018;

e include new recommendations related to the flavour tagging of jets and recon-
structed objects, especially the jet energy scale and resolution, in order to reduce
the corresponding systematic uncertainties;

e obtain a better understanding of how to correlate the modelling uncertainties en-
tering b-tagging and on the ¢t background in the t¢tH(H — bb) analysis; and

e extract the total as well as the fiducial tH (H — bb) cross-section and combine it
with the search for the V.H(H — bb) process in ATLAS to obtain a measurement
of the H — bb decay branching ratio.

From these points, the gain from implementing the new b-tagging recommendations
presented in Chapter 6 should be addressed in particular. This calibration analysis is
not a search for new physics or a rare SM process, but instead tries to optimise our
understanding and the performance of the detector and physics modelling efforts. In the
future, this analysis plans to:

e calibrate the b-tagging algorithm on data collected with the ATLAS detector during
2018;

e calibrate the new tagging algorithms which are trained using a new impact pa-
rameter based sub-algorithm that is trained with a recurrent neural network [68];
and

e include the newest recommendations regarding detector performance and physics
modelling in order to reduce the associated systematic uncertainties.

In addition to this, new strategies to calibrate the b-tagging algorithms in ATLAS have
been performed that use other methods to extract the b-tagging efficiency. These involve
the tag & probe method, or analyses that do not select dileptonic ¢t events, but, for ex-
ample, semileptonic ¢t decays or events containing two jets with a high pr and a muon.
The cross-check from another efficiency extraction method is a gain in confidence and
potentially reduces the overall uncertainty associated to the b-tagging efficiency, but se-
lecting non-tt events during a calibration might be of greater interest to many analyses.
This reason is that tf events are studied in most SM and new physics analyses in ATLAS
and thus, these efforts typically require b-tagging. However, these analyses most often
select or include tt events that are used for the calibration of the b-tagging algorithms,
hence there may be a correlation between the systematic uncertainties of both efforts,
depending on the event selection. Using a calibration not performed on tt events would
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thus be of interest to tt analyses sensitive to b-tagging related uncertainties. The same
holds for mis-tagging of c-jets or light-jets, where the former mis-tag efficiency is also
calibrated in tf events. Finally, an effort to develop a dedicated c-tagging algorithm
is highly motivated, despite being challenging given the experimental conditions at the
LHCc. Many ATLAS analyses are investigating c-jets in SM precision measurements or
try, for example, to reconstruct possible resonance decays of new BSM particles. These
analyses, however, are dominated by events containing multiple QCD-induced light-jets
and tt decays or similar processes producing a significant amount of b-jets. All of these
cases impede a precise identification of c-jets at the LHC.

Given all of these points, it is clear that the observation of the ttH process is not
the conclusion of the LHC physics programme. There are many points on which the
ttH(H — bb) search as well as the b-tagging calibration analysis can increase their
performance and both efforts can learn from each other. In general, analyses can always
be improved, uncertainties can be reduced and estimated in more sophisticated ways,
and more data can be collected to facilitate the observation of rare physics processes or
even new physics beyond the SM. The current SM is known to be incomplete and unable
to explain everything we observe in nature. And it probably never will be. Nonetheless,
trying to expand our knowledge of our Universe is essential for the future of humankind.
Therefore, motivation to continue research, to understand the underlying mechanisms
of the cosmos we live in, will and must always exist.
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alle deine Studenten und Kollegen geopfert, um sie bestmoglichst zu unterstiitzen. So
standest du auch mir dauerhaft zur Seite und hast mir viele Moglichkeiten offenbart, an
spannenden Projekten teilzunehmen und Kontakte zu kniipfen. Unsere Zusammenarbeit
hat mir Freude bereitet und mein Leben bereichert.

Selbstverstandlich bedanke ich mich bei der ganzen ATLAS HTop-Gruppe. Es ist ein
Geschenk mit einer so groflen und diversen Truppe von Genies zusammenarbeiten zu
diirfen, in der das Individuum nicht vergessen wird. Trotz der vielen Deadlines und
schlaflosen Nachte, oder vielleicht gerade deshalb, ist sowohl die Hilfsbereitschaft als
auch der Humor nie auf der Strecke geblieben.

Ein ganz besonderer Dank geht an das wundervolle, kleine und gemiitliche t¢ PDF b-
tagging Team am DESY. Ich habe einen sehr engen Kontakt zu euch aufbauen diirfen,
der tiber das von Kollegen hinaus geht. Ich habe unglaublich viel von euch gelernt und
zwar nicht nur im Bereich der Physik. Es war und ist mir eine Freude und Ehre mit
euch zusammen arbeiten zu diirfen und ich hoffe, dass ihr mir meine haufigen Patzer
sowie gelegentlichen inaktiveren Phasen wahrend stressiger Zeiten verzeiht, die den en-
gen Zeitplanen meines Studiums zu verschulden waren. Julian, Matthias und Chris, ich
wiinsche euch das allerbeste im Leben; hoffentlich sehen wir uns auch auflerhalb der
Physik in Zukunft wieder.

Dartiber hinaus bedanke ich mich bei all meinen ehemaligen und jetzigen Kollegen des
zweiten physikalischen Instituts in Gottingen. Thr seid eine Truppe an wirklich vielseit-
igen, cleveren, witzigen und lieben Menschen. Auch wenn ich mich oft zuriickgezogen
habe und nicht immer klar ausgedriickt habe, was in mir vor geht, so mochte ich jetzt
sagen, dass ich euch alle lieb gewonnen habe und sehr schéitze. Ich habe euch viel zu ver-
danken, habe viel von euch gelernt, habe mit euch gelacht, mit euch Unfug angestiftet,
mit euch zusammen gemeckert und bin insgesamt mit euch gewachsen. Wir werden stets
in Kontakt bleiben. Ich sage nur: “five minutes outside?”.

Ein kleiner Dank geht natiirlich auch an Andrea Knue. Ich kann es kaum glauben, dass
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du meine stdndigen, dummen Fragen nicht nur ertragen konntest, sondern auch hilfs-
bereit beantwortet hast. Mich mit dir und anderen Atlanten auf Dienstreisen wieder zu
treffen war stets eines der grofien Highlights. Die nédchste Runde geht auf mich!
AufBlerdem méchte ich mich bei der gesamten ATLAS Kollaboration und all ihren Mit-
gliedern bedanken. Es war spannend, Teil einer so grofien und bedeutsamen Gemein-
schaft dieser Welt zu sein und dafiir arbeiten zu diirfen. Trotz der Hohen und Tiefen, die
ich wéhrend meiner Promotion hatte, bin ich doch froh iiber die vielen Mdoglichkeiten,
die sich mir durch die Arbeit innerhalb ATLAS boten, sowie die Menschen, die ich ken-
nenlernen durfte. Meine Arbeitszeit innerhalb ATLAS ist eine groflartige und wichtige
Lebenserfahrung.

Besonders im letzten Jahr meiner Promotion muss ich einen besonderen Dank an meine
inzwischen zahlreichen neu gefundenen Freunde der veganen Gemeinschaft in Gottingen
aussprechen. Thr habt mir so unendlich viel auf meiner persénlichen Reise in diese wun-
dervolle und erfiillende Lebensweise gegeben. Durch euch habe ich neue Perspektiven,
Eindriicke und Sichtweisen uber viele Themen dieser Welt gewinnen diirfen. Ich habe
gelernt, wie wichtig und gleichzeitig erfiillend es ist, sich gemeinsam aktiv gegen die Un-
gerechtigkeiten und Grausamkeiten dieser Welt einzusetzen. Dass es mehr da drauflen
gibt, als jede Woche 40+ Stunden am Schreibtisch zu verbringen. Und ganz besonders,
dass jeder einzelne von uns einen individuellen Einfluss auf diese Welt hat und jede un-
serer tiglichen Entscheidungen zahlt. Fiihlt euch alle warm und herzlich umarmt.
SchlieBllich bedanke ich mich bei meiner Familie und meinen Freunden aus Nordhorn.
Danke, dass ihr mich wahrend meiner Promotion begleitet und ertragen habt. Danke
dafiir, dass, wenn ich ungefragt mit meinen dummen Problemen und Sorgen zu euch
kam, ihr nie abweisend oder genervt reagiert habt, sondern mir stets ein offenes Ohr
geschenkt habt und mit Mitgefiihl sowie Ratschlégen zur Seite gestanden seid. Ich liebe
euch!

Ich hoffe dass Du, der das hier liest, dir bewusst bist, dass du mich gerne zu jedem
Thema aufsuchen und es ansprechen kannst. Jederzeit. Jeder von uns hat Sorgen, aber
wir sind nicht alleine auf dieser Welt und miissen uns das Leben nicht unnétig schwerer
machen. Ich mochte Dir meine alles von mir anbieten und dieser Welt zuriick geben,
was ich von ihr erfahren durfte.

Peace + Plants.
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APPENDIX A

Estimation of non-prompt leptons in the b-tagging calibration

This chapter describes the method to estimate the background contribution from non-
prompt leptons, i.e. those coming from the decay of 7-leptons or jets, and fake leptons
which are, for example, photons or jets mis-identified as charged leptons. In the follow-
ing, such leptons are labelled NPL.

The online reconstruction of the charged leptons was discussed in Section 6.3.1. Both,
electrons and muons, must pass TIGHT identification and isolation requirements [52,54].
Consequently, the number of NPLs and thus the overall background contribution from
them is assumed to be very small. This is confirmed by the low fraction of simulated
events that contain one (two) NPL(s) which amounts to 0.3% (< 0.001%). The downside
is that this background is expected to not be well modelled in simulation. Hence, it is
estimated using a data-driven technique [76].

The events with at least one NPL consist to roughly 80% of events with a prompt muon
and a non-prompt electron which is labelled as 1NPel from now on. The contribution
from events with two non-prompt leptons (2NPL) is compatible with zero and the contri-
bution from events with a prompt electron and non-prompt muon (1INPmu) is considered
insignificant as well. Therefore, both are extracted from simulation and the following
data-driven NPL background estimation is focusing exclusively on the 1NPel component.

Most of the 1NPel events are believed to contain an electron which comes from the decay
of a heavy flavour hadron or a 7-lepton. Such events are, to a large extent, modelled
by physics processes with exactly one charged lepton in the ME such as a semileptonic
tt decay. To estimate the 1NPel background, the selection of two oppositely charged
leptons (OS) is changed such that two equally charged leptons (SS) are selected instead.
The 1NPel contribution, now considered signal, is expected to be independent of the

209



A Estimation of non-prompt leptons in the b-tagging calibration

lepton charge, while events without NPLs (ONPL), now considered background, are dis-
carded to a very large extent by this selection. This increases the purity of the 1NPel
contribution by a factor of 40, namely from 0.3% to about 12%.

The simulated SS events consist to about 45% of Diboson events, 40% tt events and
15% single top, Z+jets and W-+jets, all roughly in equal amounts. Additional sources of
non-prompt leptons, such as QCD-induced multijet processes, are not considered. Their
contribution to events with two reconstructed TIGHT leptons is expected to be small,
but it cannot be estimated properly given the limited available MC statistics. On the
other hand, leaving out contributing processes only increases the final non-prompt lep-
ton uncertainty which makes the current estimation conservative.

In the SS region, the INPmu component is compatible with zero within the available
MC statistics which further justifies the exclusive focus on the 1NPel contribution. On
the other hand, the ONPL contribution is still significant, namely about 88% of all SS
events. These events originate, to a large extent, from Diboson production where at
least one lepton is lost or from dileptonic tt, Z — 77 and Wt events where the electron
is reconstructed with the wrong charge. This latter case is referred to as charge flip.
Figure A.1 shows the pt and 7 distributions of the SS events containing a non-prompt
electron. The effects contributing to the charge flip are enhanced at high values of 7,
which is confirmed by the bottom left plot in Figure A.1 in which the fraction of ¢t
events increases with higher n. In addition to this, one can see the large fraction of [l
events which result primarily from Diboson production, since there are no b-jets expected
to be present during the hard interaction. One can also see that the data/MC ratio,
which represents the agreement between data and simulation, improves for increasing
non-prompt electron pr. This can be explained by the 1NPel contribution decreasing
with higher non-prompt electron pt as such leptons are usually expected only at low pr.

As the simulated ONPL component including charge flipped electrons is expected to
be well modelled, it is subtracted from both data and simulation. This assumption is
based on the overall good agreement between data and simulation observed in the main
analysis which contains all eu+2j events and is dominated by ONPL events. After the
subtraction, only the 1NPel component is assumed to survive and can thus be extracted.
The resulting non-prompt electron pt and 7 distributions are shown in Figure A.2.

The data/MC ratio now ranges from ~ 3 in the first pr bin (28 — 150 GeV) to ~ 1
in the other pr bins (150 — 300 GeV and > 300 GeV) which are statistically limited.
The data/MC ratio is slightly increased for small values of 1 which is attributable to
fluctuations from limited MC statistics.

In the final step, the data/MC ratio of the non-prompt electron pr distribution in Fig-
ure A.2 is propagated from the SS region to the OS i.e. signal region of the main analysis.
This is done by applying this ratio as a SF to the MC weight of events with a prompt
muon and a non-prompt electron, depending on the electron pr. This propagation is
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reasonable, because the 1NPel component should be independent of the electron charge,
as discussed before.
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Figure A.1: The predicted distributions of the non-prompt electron pr (top) and n (bot-

212

tom) compared to ATLAS data from 2015 and 2016 in the SS region. The
MC prediction is split either by the contributing physics processes (left)
or the contributing two jet flavour compositions (right). Correspondingly,
the ratio plots show, in addition to the common data/MC ratio, either the
amount of ¢t events (left) or the amount of bb events (right) compared to all
simulated events. Only statistical uncertainties from data and simulation
are included in this comparison.
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tom) compared to ATLAS data from 2015 and 2016 in the SS region. Here,
the simulated ONPL component has been subtracted from both MC sim-

ulation and data.

The remaining 1NPel prediction is split either by the

contributing physics processes (left) or the contributing two jet flavour com-
positions (right). Correspondingly, the ratio plots show, in addition to the
common data/MC ratio, either the amount of ¢t events (left) or the amount
of bb events (right) compared to all simulated NPel events. Only statistical
uncertainties from data and simulation are included in this comparison.213
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APPENDIX B

Estimation of the goodness of fit

The PDF fit method employs a procedure which simultaneously minimises 180 different
LLH functions per WP, namely one for each (pt 1, pr2) bin k for the SR and three CRs.
In order to assess the agreement between data and simulation before the fit as well as
the goodness-of-fit (GOF), a global x? variable is constructed. It is defined as the sum
of the Pearson’s estimators Xz,SR’ Xz,CR’ which for each k bin are given by [146]:

SR _ ,SR 2 CR CR)2
2 (”w1,wz ’/wl,wz) 2 (” -V ) 2 _ (2 12 )
Xk,SR = SR » Xk,CR — ———@mn X = Xk SR T Xk,CR) -
1% 12
w1,w2 wi,w2 CR k

(B.1)

The various quantities in Equation B.1 are based on the naming conventions introduced
in Section 6.2. This x? estimator only considers the statistical uncertainty of the input
data. It does not take into account the statistical uncertainty of simulated samples or
any systematic uncertainties. Nonetheless, this estimator can be used to either compare
different fit configurations or to evaluate the GOF for negligible systematic uncertain-
ties [76].

The number of degrees of freedom (dof) of the simultaneous fit of all LLH functions is
given by the sum of the dof of each LLH function in Section 6.2 minus the number of
parameters extracted from the fit which are the POIs and nuisance parameters. This
can be written as follows [76]:

Naot = N - N2+ Ni- Ncr — Nig- Ny, g, — Nppo - (N — 1), (B.2)

where N,, = 5 is the number of pseudo-continuous b-tagging bins, N, = 9 is the number
of jet pr bins, Ny = Npy - (Np, +1) /2 = 45 is the number of (pr1,pr,2) bins, Ncr = 3
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is the number of CRs and Ny, r, = 4 is the number of correction factors for the two
jet flavour configurations, namely bb, bl, [b and [l. Inserting these values into the above
equation yields Ngof = 1044 (1260) degrees of freedom after (before) the fit.

The global x? defined in Equation B.1 is expected to follow a X?Vdof distribution with
a mean value of Nyor as long as only statistical uncertainties from the input data are
considered. Now, to assess the agreement between data and simulation before the fit as
well as the GOF, one can compute x?/Ngof, which should be around unity in case of a
good agreement. In this calibration, it is 0.954 (1.12) after (before) the fit, showing not
only that the agreement improves significantly after the fit, but also that the agreement
overall is very good since the value is close to unity. Figure B.1 shows how the total x? is
distributed across all (pr 1, pr2) bins. This quantity is useful to further study which pr
bins show a considerable disagreement between data and MC and are thus potentially
problematic. In mathematical terms, this fractional x? can be expressed in the following
way:

2 2

(%Xz)k _ Xksr +2Xk:,CR' (B.3)

X

Since there are Ny, = 45 different pr bins, each bin should have a fraction of 1/45 ~ 0.022
in case the y? estimator is distributed evenly across all bins, meaning the disagreement
between data and simulation is uniform across the bins. This, however, is not observed
in all cases. Before the fit, there are five bins with a significantly large x? fraction above
0.03, for example (pr.1,pr2) = (40 — 60 GeV,30 — 40 GeV). On the other hand, the
fractions range from 0.014 to 0.037 after the fit, while only three bins have a fraction
above 0.03, showing again that the fit behaves as expected and the GOF is a good
estimator of the fit performance.
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Figure B.1: The fraction of x? as a function of the leading and subleading jet pt is shown
before (black) and after the fit (red) to data taken during the years 2015,
2016 and 2017 with the ATLAS detector. If the disagreement between data
and simulation is uniform across all two dimensional py bins, the x? fraction
should be distributed evenly with an average value of 0.022 [76].

217



B Estimation of the goodness of fit

218



apPENDIX C

Results of the DL1 calibration
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C' Results of the DL1 calibration

b-efficiency

b-efficiency

T
121- ¥C=77% Vs =13 TeV, 36.1 fb™ -
C DL1 ]
iy -
0.8[ grer " gy ]
[e 3
0.68 -
0.4F -
0.2} -¢-data {
E stat. + syst. uncertainty —
Co v b v v b v b v Ly 1 ]
0 100 200 300 400 500 600
Jet pr [GeV]
T
121- 'C=77% Vs =13 TeV, 80.5 fb* 7
r DL1 ]
iy -
0.8}_.__._-0--.-—0—0— . {
® ]
0.68 -
0.4F =
0.2} -¢- data {
E stat. + syst. uncertainty —
Cov v b v b b v b v Ly 1 ]
0 100 200 300 400 500 600
Jet pr [GeV]

b-efficiency

b-efficiency

T ]
12~ MC=77% Vs =13 TeV, 44.3 b ]
C DL1 ]
- -
; e R -
0.8 gr®= e =
e ]
06% .
0.4 -
0.2; -¢-data {
F stat. + syst. uncertainty B
oo b v b b v b Ly 1 ]
0 100 200 300 400 500 600

Jet pr [GeV]
— .
Y e =77% Vs=13TeV 7
r DL1 ]
- -
0.8}.._+=.'_"=.=.= . {
,. :
0.68 -
0.4 -
0.2 -+ data (36.1 b —¢— data (438 fb) 3
E stat. + syst. uncertainty -
Coov v v v b v L b )

0 100 200 300 400 500 600

Jet pr [GeV]

Figure C.1: The b-tagging efficiency as a function of the jet pr extracted from the LH
fit method to data for the DL1 algorithm at the 77% WP. The fit result is
shown based on ATLAS data from the years 2015 and 2016 (top left), 2017
(top right) and all three years combined (bottom left). In the bottom right
plot, a comparison of the 2015 and 2016 results (black) to the 2017 result
(red) is depicted. The individual fit results (top left and top right) show the
bin centres at the mean jet pp value of each bin. The vertical error bars
include only the statistical uncertainties from data, while the green error
band represents the sum in quadrature of the statistical and systematic
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Figure C.2: The b-tagging efficiency SF as a function of the jet pt extracted from the
LH fit method to data for the DL1 algorithm at the 77% WP. The fit result
is shown based on ATLAS data from the years 2015 and 2016 (top left), 2017
(top right) and all three years combined (bottom left). In the bottom right
plot, a comparison of the 2015 and 2016 results (black) to the 2017 result
(red) is depicted. The individual fit results (top left and top right) show the
bin centres at the mean jet pp value of each bin. The vertical error bars
include only the statistical uncertainties from data, while the green error
band represents the sum in quadrature of the statistical and systematic
uncertainties.
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Figure C.3: The uncertainty components relative to the extracted b-tagging efficiency
as a function of the jet pr from the LH fit method to data for the DL1
algorithm at the 77% WP. Shown are the statistical uncertainty from data
(blue), the total systematic uncertainty (green) and their sum in quadrature
(black). The uncertainty estimations are based on the fit to ATLAS data
from the years 2015 and 2016 (top left), 2017 (top right) and all three years
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Figure C.4: The dominant systematic uncertainties as a function of the jet pt during the
b-tagging efficiency measurement for the DL1 algorithm at the 77% WP. The
uncertainties shown are from the fit results based on ATLAS data from the
years 2015, 2016 and 2017. They represent the jet energy resolution (top
left), jet energy scale (top right), t¢ modelling (bottom left) and Z+jets
modelling (bottom right) as a function of jet pr.
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APPENDIX D

Choice of observables

The MVA training in this analysis focuses only on how to separate the ttH(H — bb)
signal from the tf + bb background as well as possible. Further attempts to discriminate
the signal from other background sources, for example Diboson production, are not con-
sidered critical for this analysis, because the ¢ + bb background is so dominant above all
other background processes. In consequence, only observables that possess significant
power to discriminate between them are considered and studied. But it is not necessarily
a simple task to find such observables, especially if not done in a structured way. A good
starting point is to motivate the choice of each observable, because this choice should
always be driven by physics reasons that explain why these observables hold the desired
or observed discriminating power. Doing so helps to improve the understanding of the
analysed processes through which analysers can choose the optimal set of variables to
train on. This allows to minimise the number of variables as well as the correlation
between them, thus minimising the associated systematic uncertainties that may result,
for example, from the variables’ model dependence.

The properties of the Higgs boson, the top quark, the bottom quark and QCD were
discussed in Chapter 2. These properties serve as the basis of this discussion. The
Higgs boson coupling to other SM particles is proportional to the mass of the involved
particle and thus, with the top quark being the heaviest SM particle, the Higgs boson
prefers to couple to the top quark, rather than other quarks, by a large margin. This is
important to consider, because the tf process at the LHC is initiated predominantly by
gluons (=~ 90%) and only to a lesser extent by quarks (=~ 10%). Gluons do not directly
couple to the Higgs boson and initial state quarks in the proton are mostly light quarks
which have a significantly suppressed Yukawa coupling to the Higgs boson. Therefore,
the Higgs boson in the ttH process is expected to be radiated off of one of the top
quarks, rather than any initial state particle or decay product of the top quark. This
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D Choice of observables

affects the tt kinematics within ¢tH production primarily after the hard interaction, as
one of the top quarks transfers a part of its momentum to the produced Higgs boson
and this propagates further into the bb pair. On the other hand, in tf + bb produc-
tion, the bb pair may be produced by gluon radiation of the initial state particles and
subsequent gluon splitting. This affects the ¢¢ kinematics and event topology before
the hard interaction, because the initial state particles lose a part of their momenta,
which would have otherwise been transferred to the tf system, and give it to the bb pair.
This is important, because the production of a bb pair in ¢t + bb is mediated via QCD,
while in t#H(H — bb) it is via the Higgs boson decay. On a fundamental level, both
interactions are differently structured, namely SU(3), compared to SU(2); x U(1)y.. As
aresult they produce different bb kinematics and an overall different event topology [7,9].

One of the first and obvious observables to consider are those related to the bb pair not
originating from the t# decay. For example, in ttH (H — bb), the additional bb pair has
an invariant mass close to the Higgs mass of my = 125 GeV within detector resolution
and should follow a Breit-Wigner distribution. In tf 4 bb production, the invariant mass
does not correspond to a high mass resonance decay and thus should follow an expo-
nential distribution. Additionally, the invariant masses of the W boson and top quark
candidates in ttH (H — bb) events follow slightly different distributions with respect to
those in tf+bb events as well. This is because of the aforementioned tf system kinematics
that are affected in a different way depending on the process which leads to different
candidate reconstruction efficiencies and mass resolutions.

Another example is the angular separation, expressed by AR, between the two b-jets
which should be much closer together if they originate from a Higgs boson decay than
from gluon splitting. This is because the bb pair is expected to have a stronger boost
through the decay of a very heavy particle such as the Higgs boson. The angular sep-
aration between the individual ¢t decay products is affected as well. If one of the top
quarks radiates off a Higgs boson, its pr is decreased significantly which propagates into
the pt of the decay products. Thus, the decay products of one top quark tend to be
closer together in the centre-of-mass system, while the decay products of different top
quarks are expected to be farther apart.

Lastly, for the final classification of reconstructed events, additional kinematic variables
depending on the general event topology as well as variables depending on the b-tagging
weights of b-tagged jets are considered. The former include the number of jets with pp
above 40 GeV, the aplanarity of the event and the scalar sum pr of jets and leptons
which is Ht. The aplanarity is the opposite to the planarity which is a measure of how
much an event evolved spatially within a plane. Its definition is given in Table 9.4.
The complete lists of variables included in the respective BDT trainings are given in
Section 9.1.
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APPENDIX E

Event yields in the ttH (H — bb) analysis

Listed in Tables E.1-E.6 are the event yields in the respective analysis regions of the
single lepton and dilepton channels before and after the fit to data. The yields are
broken down into the different signal and background categories defined in Section 7.3
and compared to the observed data yields.
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E Event yields in the ttH(H — bb) analysis

l Region [ SRY7 [ SR;J l
[ Sample [ Pre-fit Post-fit [ Pre-fit Post-fit ]
ttH 15.9 + 2.1 13.3 + 9.8 40.1 + 5.1 34 £+ 25
tt + light 15 + 33 12.5+ 9.3 500 + 210 393 + 67
tt+ > lc 30+ 17 28 + 14 436 + 92 610 + 100
tt+ > 1b 273 + 53 335 + 25 1230 + 200 1450 £ 110
tt 4+ V 6.4+ 1.3 6.4+ 1.2 19.9 £ 2.9 19.7 + 2.4
Non-tt 54 + 11 28.1 + 8.4 269 + 64 220 + 52
[ Total | 371E68 423 £23 | 2440 £390 2724 £ 70 |
[ Data | 126 I 2798 |

Table E.1: Pre-fit and post-fit event yields including the number of selected data events

for each single lepton SR with exactly five jets [4]. The uncertainties are given
by the sum in quadrature of the statistical and systematic uncertainties in the
yields. The post-fit yields are those from the combined fit in all channels to
data and the corresponding uncertainties are calculated while accounting for
correlations between the nuisance parameters and between the normalisations
of the different processes. There is no pre-fit uncertainty defined for the
normalisation factors k(tt+ > 1b) and k(tt+ > 1c¢), thus it is only included in
the post-fit uncertainties. As a consequence, the pre-fit uncertainties of the
tt+ > 1b and tt+ > lc categories are given only by acceptance effects. The
quoted ttH yields before the fit correspond to the theoretical prediction with
corresponding uncertainties. After the fit, the t¢H yields and uncertainties
correspond to those obtained by the fit of the signal strength.

N 57 57 57
Region CRyi1p CRi > CRYF flight
Sample Pre-fit Post-fit Pre-fit Post-fit Pre-fit Post-fit
ttH 68.0 + 7.6 57 + 24 18.7 £ 2.5 15 £+ 12 224 £ 22 190 £ 140
tt + light 4250 + 920 3560 + 240 2580 + 720 2300 + 210 197000 £ 26000 179900 + 4900
tt+ > 1lc 1770 £ 270 2590 + 390 1280 &£ 500 1840 £ 250 27500 4 4300 44100 £ 5500
tt+ > 1b 3400 + 440 4030 + 320 790 + 130 944 + 94 11300 + 1100 13500 + 1300
tt+ V 48.1 + 5.9 46.6 + 5.4 23.2+4.1 21.3 +2.9 589 + 55 584 + 54
Non-tt 960 + 190 860 + 160 520 4+ 180 440 + 100 21300 + 4100 20900 + 3200
[ Total | 10400 £ 1300 _ 11140 £ 290 | 5200 £ 1100 __ 5560 £ 160 | 258000 £ 29000 __ 259000 * 900 |
[ Data | 11095 I 5465 I 259320 |

Table E.2: Pre-fit and post-fit event yields including the number of selected data events
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for each single lepton CR with exactly five jets [4]. The uncertainties are given
by the sum in quadrature of the statistical and systematic uncertainties in the
yields. The post-fit yields are those from the combined fit in all channels to
data and the corresponding uncertainties are calculated while accounting for
correlations between the nuisance parameters and between the normalisations
of the different processes. There is no pre-fit uncertainty defined for the
normalisation factors k(tt+ > 1b) and k(tt+ > 1c), thus it is only included in
the post-fit uncertainties. As a consequence, the pre-fit uncertainties of the
tt+ > 1b and tt+ > lc categories are given only by acceptance effects. The
quoted ttH yields before the fit correspond to the theoretical prediction with
corresponding uncertainties. After the fit, the t¢H yields and uncertainties
correspond to those obtained by the fit of the signal strength.



[ Region | SRZ% SRZ% SRZ%
| Sample | Pre-fit Post-fit | Pre-fit Post-fit | Pre-fit Post-fit |
ttH 62 + 11 51 + 38 81 + 10 68 + 50 85 + 10 71 + 52
tt + light 14 + 10 12.1 £ 5.8 210 + 210 96 + 33 750 + 370 586 + 98
tt4+ > lc 53 + 33 44 £ 20 350 + 100 473 £+ 99 880 + 350 1330 + 190
tt+ > 1b 1010 + 240 1032 £ 59 1750 &+ 370 1850 + 130 2100 + 420 2290 + 170
tt+V 25.8 + 3.7 25.3 £ 3.2 40.8 £ 5.7 40.3 £ 4.8 51.2+7.4 50.8 £5.9
Non-tt 75 + 20 58 + 17 155 + 52 134 £ 46 303 + 82 267 + 63
l Total I 1220 +£ 250 1223 + 42 I 2550 = 510 2657 + 82 I 4140 + 850 4590 + 110 ]
[ Data | 1222 [ 2641 [ 1698 ]

Table E.3: Pre-fit and post-fit event yields including the number of selected data events
for each single lepton SR with at least six jets [4]. The uncertainties are given
by the sum in quadrature of the statistical and systematic uncertainties in the
yields. The post-fit yields are those from the combined fit in all channels to
data and the corresponding uncertainties are calculated while accounting for
correlations between the nuisance parameters and between the normalisations
of the different processes. There is no pre-fit uncertainty defined for the
normalisation factors k(tt+ > 1b) and k(tt+ > 1c), thus it is only included in
the post-fit uncertainties. As a consequence, the pre-fit uncertainties of the
tt+ > 1b and tt+ > lc categories are given only by acceptance effects. The
quoted ttH yields before the fit correspond to the theoretical prediction with
corresponding uncertainties. After the fit, the t¢H yields and uncertainties
correspond to those obtained by the fit of the signal strength.

: >6j >6j =>6j
Region CRGT CRG > 1c CR G Flight
Sample Pre-fit Post-fit Pre-fit Post-fit Pre-fit Post-fit
ttH 100 + 12 83 + 61 102 £+ 13 87 + 64 450 + 48 370 + 280
tt + light 2200 + 520 1820 + 170 4300 + 2000 3350 + 430 125000 £ 34000 108200 £ 4300
tt4+ > 1c 1460 £ 330 2080 + 300 3600 + 1300 5300 + 680 28400 + 7200 45700 £ 5100
tt+ > 1b 3670 &+ 500 4080 + 320 2660 + 540 2950 + 280 13100 & 1800 14600 £ 1400
tt+ V 70.5 + 8.5 67.9 £ 7.2 118 + 21 118 + 14 1010 £+ 120 996 + 91
Non-tt 710 + 160 600 £ 110 1060 + 340 1000 £ 210 12600 + 3000 11800 £ 2000
[ Total [ 8200 + 1100 8730 + 230 [ 11800 + 3200 12810 + 260 [ 181000 £ 39000 181690 + 860 ]
[ Data [ 8576 [ 12778 [ 181706 ]

Table E.4: Pre-fit and post-fit event yields including the number of selected data events
for each single lepton CR with at least six jets [4]. The uncertainties are given
by the sum in quadrature of the statistical and systematic uncertainties in the
yields. The post-fit yields are those from the combined fit in all channels to
data and the corresponding uncertainties are calculated while accounting for
correlations between the nuisance parameters and between the normalisations
of the different processes. There is no pre-fit uncertainty defined for the
normalisation factors k(tt+ > 1b) and k(tt+ > 1c), thus it is only included in
the post-fit uncertainties. As a consequence, the pre-fit uncertainties of the
tt+ > 1b and tt+ > lc categories are given only by acceptance effects. The
quoted ttH yields before the fit correspond to the theoretical prediction with
corresponding uncertainties. After the fit, the t¢H yields and uncertainties
correspond to those obtained by the fit of the signal strength.
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E Event yields in the ttH(H — bb) analysis

[ Region | D srRZ% SRz |

[ Sample | Pre-fit Post-fit | Pre-fit Post-fit | Pre-fit Post-fit |
ttH 15.6 + 2.5 12.9 + 9.5 29.1 £4.2 25 + 18 21.9 4+ 2.5 18 + 13
tt + light 6.4 + 9.9 11.1 +£9.3 250 + 110 215 + 43 83 + 41 95 + 30
tt+ > lc 12.6 + 9.4 25.8 £ 7.8 340 4+ 210 427 + 89 235 + 61 313 £+ 53
tt+ > 1b 247 + 61 263 + 20 590 + 96 669 + 59 819 + 85 917 £ 71
tt+V 7+ 56 7+ 57 22 + 38 22 + 39 15+ 35 15 + 34
Non-tt 13.6 + 3.8 14.6 + 3.8 115 £ 36 121 £ 29 75+ 17 78 + 16

[ Total [ 302E85 334159 [ 1350 L320 1470 £66 [ 1250 £ 140 1436 £ 55 |

[ Data ] 319 [ 1444 [ 1467 ]

Table E.5: Pre-fit and post-fit event yields including the number of selected data events

for each dilepton SR with at least four jets [4]. The uncertainties are given by
the sum in quadrature of the statistical and systematic uncertainties in the
yields. The post-fit yields are those from the combined fit in all channels to
data and the corresponding uncertainties are calculated while accounting for
correlations between the nuisance parameters and between the normalisations
of the different processes. There is no pre-fit uncertainty defined for the
normalisation factors k(tt+ > 1b) and k(tt+ > 1c), thus it is only included in
the post-fit uncertainties. As a consequence, the pre-fit uncertainties of the
tt+ > 1b and tt+ > 1c categories are given only by acceptance effects. The
quoted ttH yields before the fit correspond to the theoretical prediction with
corresponding uncertainties. After the fit, the t¢H yields and uncertainties
correspond to those obtained by the fit of the signal strength.

i =47 =47 37 37
Region CRG > 1c CR G light CRY 4t >1p CRY L light
Sample Pre-fit Post-fit Pre-fit Post-fit Pre-fit Post-fit Pre-fit Post-fit
ttH 35.3 + 3.6 29 + 22 114 +£ 11 95 + 70 8.7+ 1.1 7.3+5.4 32.2 + 3.8 27 + 20
tt + light 1730 £ 730 1410 £ 180 42500 + 9700 37100 £+ 1300 291 + 110 255 + 44 63100 £+ 5500 59100 + 1400
tt+ > 1c 1410 £+ 590 2160 + 290 6300 + 2800 10300 + 1400 360 £ 160 536 £+ 89 4800 + 2100 7700 + 1100
tt+ > 1b 1080 £+ 120 1240 £ 110 2850 + 290 2510 + 280 710 £+ 140 848 + 75 2130 + 230 2620 + 240
tt+V 52 + 41 50 + 39 350 + 180 330 + 170 7+ 27 7+ 30 113 £+ 31 112 £+ 29
Non-tt 42 + 120 460 + 100 4700 + 1100 4930 + 910 110 + 29 112 + 23 6300 + 1500 6500 + 1200
[ Total | 4700 £ 1100 5350 £ 120 | 56000 £ 11000 __ 55650 £ 420 | 1500 £ 260 1765 £ 60 | 76400 £ 6500 __ 76010 £ 390 ]
[ Data | 5389 I 55627 I 1744 I 76025 ]

Table E.6: Pre-fit and post-fit event yields including the number of selected data events
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for each dilepton CR with at least four or exactly three jets [4]. The uncer-
tainties are given by the sum in quadrature of the statistical and systematic
uncertainties in the yields. The post-fit yields are those from the combined
fit in all channels to data and the corresponding uncertainties are calcu-
lated while accounting for correlations between the nuisance parameters and
between the normalisations of the different processes. There is no pre-fit un-
certainty defined for the normalisation factors k(tt+ > 1b) and k(tt+ > lc),
thus it is only included in the post-fit uncertainties. As a consequence, the
pre-fit uncertainties of the tt+ > 1b and tt+ > lc categories are given only
by acceptance effects. The quoted ttH yields before the fit correspond to the
theoretical prediction with corresponding uncertainties. After the fit, the tt H
yields and uncertainties correspond to those obtained by the fit of the signal
strength.



APPENDIX F

Comparison to other analyses

F.1 Combination of Atlas results

Aside from the ttH(H — bb) process, other decay channels of the Higgs boson in the
ttH production are studied in the ATLAS experiment during Run 2. These include the
search for ttH production where the Higgs boson decays into:

e a pair of photons (H — ~v) [147];

e a real Z and an off-shell Z* boson which further decay into four charged leptons
(H— ZZ* — 41) [148]; or

e final states involving various combinations of leptons (H — ML) such as same-sign
lepton pairs or multiple hadronically decaying 7-leptons [149]. This is achieved by
searching for Higgs boson decays into WW™*, 77 and ZZ*. Through appropriate
event selections, this analysis is kept orthogonal to the 4l search above as well as
the t¢H (H — bb) search presented in this thesis, as was discussed in Section 8.1.

The H — vy and H — ZZ* — 4l analyses mentioned above have been performed at
/s = 13 TeV based on data recorded with the ATLAS detector in the years 2015 and
2016. They have since been updated to also include data from 2017, resulting in a total
integrated luminosity of 79.8 & 1.6 fb=! [33]. Furthermore, the analyses have been im-
proved by employing dedicated analysis strategies tailored to their respective ttH final
states as well as using improved reconstruction software [20]. The individual results of
these two analyses have been combined with the ttH (H — bb) and H — ML searches
based on 2015 and 2016 data and this combination has then been further combined with
the corresponding searches based on data recorded at /s = 7 TeV and 8 TeV during
Run 1 of the Luc [20].

The combination has been performed using a profile likelihood method, following the
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guidelines in Ref. [150]. Instead of combining the fit results of the signal strength pa-
rameter of each individual analysis, a new procedure is employed that simultaneously
fits all signal and control regions of each analysis. As written above, the analyses are
kept orthogonal by dedicated event selections. Nonetheless, there is an overlap between
selected events entering the fit, but this is found to have a negligible impact [20].

The difficulty of this combination lies primarily in the correlation of the experimental as
well as theoretical uncertainties across the analyses. This combination strategy results
in slightly different best-fit values of the signal strength parameter associated to the
individual analyses and is described in more detail in Ref. [20].

Firstly, it is interesting to look at the individual results of the analyses compared to the
ttH(H — bb) result presented in this chapter. The ttH (H — vv) analysis reaches an ob-
served (expected) significance of 4.10 (3.70), while the ttH(H — ZZ* — 4l) analysis has
an expected significance of 1.20, but does not observe any events and thus sets an upper
limit of p < 1.77 at 68% CL based on pseudo-experiments. The ttH(H — ML) search
quotes an observed (expected) significance of 4.1¢ (2.80). The ttH(H — bb) search
achieves an observed (expected) significance of 1.40 (1.60). Out of the four analyses,
the t#H (H — bb) search is the one most strongly limited by the systematic uncertainties,
more specifically those related to physics modelling. While the t¢tH(H — ZZ* — 4l)
analysis is completely limited by an insufficient amount of data events, the ttH (H — )
search is also dominated by the statistical uncertainty over the systematic one, however
only by a ratio of &~ 2 : 1. The two uncertainties on u in the ttH(H — ML) search are
almost equal, while in the t#H(H — bb) analysis their ratio is ~ 1 : 2 [20].

The dominant uncertainties in the combined result originate from the modelling of the
tt + heavy flavour background in the tH (H — bb) analysis as well as the modelling of
the ttH signal, the latter having a direct impact on the events selected by all four anal-
yses. It is important to note here that our theoretical understanding of the tt + heavy
flavour process is limited in such a way that the associated uncertainties dominate even
a combination of complex analyses of which the majority is limited by the statistical
uncertainty. Further important uncertainties are associated to the estimation of leptons
from b- or c-jet decays, photon conversions or mis-identified jets, which are mainly at-
tributable to the t¢tH(H — ML) search. In addition to this, the uncertainty on the jet
energy scale and resolution in all analyses contributes significantly to the uncertainty of
the combined result, since the ¢t decay always involves multiple jets in the final state,
regardless of the Higgs boson decay. Table F.1 summarises the most important sources
of uncertainties and their relative impact on the extracted ttH cross-section. More de-
tails on the considered uncertainties and their origin are given in Ref. [20].

The results for the extracted signal strength when combining these four t¢H analyses at
\/s = 13 TeV are shown in Figure F.1. The combined best-fit result is 1.32f8:gg, which
excludes the background-only hypothesis with an observed (expected) significance of
5.80 (4.90), respectively [20]. The t¢H cross-section at /s = 13 TeV is predicted to be
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Uncertainty source \ Aoy [ogn (%] ‘
Theory uncertainties (physics modelling) 11.9
tt + heavy flavour 9.9
ttH 6.0
Non-ttH Higgs boson production modes 1.5
Other background processes 2.2
Experimental uncertainties 9.3
Fake leptons 5.2
Jets, E%iss 4.9
Electrons, photons 3.2
Luminosity 3.0
T-lepton 2.5
Flavour tagging 1.8
MC statistical uncertainties 4.4

Table F.1: Presented are the most significant systematic uncertainties that impact the
combined signal strength parameter p during the fit based on ATLAS data
collected at /s = 13 TeV. The parameters are ranked in decreasing order
by their contribution to the total uncertainty, but only those are shown that
contribute at least 1% to the relative total uncertainty on pu. More details on
the origin of the uncertainties are given in Ref. [20].

507fgg fb (see Section 7.2) and thus, the extracted combined value for u corresponds
to a cross-section of 670 & 90(stat.) " 50 (syst.) fb. This result agrees well with the SM
prediction within the associated uncertainties. The combined fit based on the analyses
at /s =7 TeV, 8 TeV and 13 TeV allows to claim the presence of a t¢H signal with an
observed (expected) significance of 6.30 (5.1¢0). These results are depicted in Table F.2.

Finally, the combined event yields are shown in Figure F.2 as a function of log;, (S/B),
similar to Figure 11.12 for the ttH (H — bb) result. S refers to the expected (observed)
number of signal events corresponding to u = 1.0 (u = 1.32), while B is the fitted num-
ber of background events with freely floating signal [20]. In the right-most bins, a clear
excess of ttH signal-like events can be observed.
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T T T T I T T T T I T T T T I T T T T I T T T T | T T
ATLAS |-e— Total Stat. [ Syst. — SM
{s=13TeV, 36.1-79.8fb"

Total Stat. Syst.
ttH (bb) }-El-i 079+ 3% (% 02 ,+0.53)
tH (multilepton) H=— 156+ 04 (+ 0% .+ o3 )
ftH (vy) ——— 139+ 08 (0% % 05)
tHZz) & <1.77 at 68% CL
Combined H==H 132+ 022 (£0.48,% %)
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Figure F.1: The results of the best-fit values for the tH signal strength parameters
of the four analyses based on ATLAS data collected at /s = 13 TeV as
well as their combined value [20]. The red line with grey uncertainty band
represents the SM prediction and its associated uncertainties originating
from the PDF+ag choice and missing higher-order corrections during the
calculation. The black lines show the central value and total uncertainty,
while the blue (yellow) bands indicate the systematic (statistical) uncertainty
component. The ttH(H — ZZ* — 4l) analysis does not observe any ttH
signal events and thus quotes an upper limit of u < 1.77 at 68% CL.

Analysis Integrated ttH cross Observed | Expected
luminosity [fb™!] section [fb] sign. sign.
H — vy 79.8 7107755 (stat.) Toa (syst. ) 410 3.70
H — ML 36.1 790 4 150(stat.) 130 (syst.) 410 2.80
H — bb 36.1 4001150 (stat.) + 270(syst.) 140 1.60
H— Z7Z* — 4l 79.8 < 900 (68% CL) 0o 1.20
Combined (13 TeV) 36.1 — 79.8 670 + 90(stat.) "0 (syst.) 5.80 4.90
Combined (7,8,13 TeV) | 4.5,20.3,36.1 — 79.8 - 6.30 5.10

Table F.2: The results of the best-fit values for the ttH signal cross-section of the four
analyses based on ATLAS data collected at /s = 13 TeV as well as their
combined value [20]. The integrated luminosity, observed and expected sig-
nificance of the results is given in addition to the combined value of the Run 1
and Run 2 ttH analyses. The t¢tH(H — ZZ* — 4l) analysis does not observe
any ttH signal events and thus quotes an upper limit on the cross-section at
68% CL.
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Figure F.2: The combined event yields of all four ¢t H searches based on ATLAS data col-
lected at /s = 13 TeV as a function of log;, (S/B) [20]. S corresponds to the
number of observed (expected) signal events corresponding to p = 1.32 (1.0)
and B refers to the observed number of background events from the fit with
freely floating signal. The bins are ordered such that log,y(S + B) decreases
approximately linearly. The H — ~+v component only includes events in the
smallest m.~, window that contains 90% of the expected signal events. The
ratio of the observed events in data with respect to B is compared to the
expected distribution in case of a ttH signal presence given by p = 1.32 (full
red line) and p = 1 (dashed orange line). The error bars on the data events
are purely statistical.
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F.2 Comparison to results from the Cms experiment

Comparing the ttH (H — bb) searches

In this last section, the ATLAS results are compared to the ones obtained by the CMs
experiment, starting with the corresponding t£H (H — bb) analysis [151]. This analysis
is based on data recorded with the CMsS detector in the years 2015 and 2016, corre-
sponding to an integrated luminosity of 35.9(+2.5%) fb=! [152]. The analysers select
the semileptonic and dileptonic decay channels of the ¢t pair and perform a simultane-
ous binned maximum likelihood fit to data across all analyses categories, similarly to
the ATLAS analysis. The result of this fit is depicted in Figure F.3 in the form of the
signal strength parameters p for the two channels as well as the combined result. The
single lepton result is fisingle-lepton = 0.84f8%(stat.)fg:ig(sys‘u.) = 0.84f8:§(2), the dilep-
tonic result is fdilepton = —0.24f8:gg(stat.)fé:8§ = —0.24"3:% and the combined result
iS flcombined = 0.72 £ 0.24(stat.) &+ 0.38(syst.) = 0.72 + 0.45. This corresponds to an
observed (expected) significance of 1.60 (2.20) of the ttH signal above the background-
only hypothesis.

35.9 fb™ (13 TeV)
T I T T T
CMS
u tot stat syst
Single-lepton ,....L... 0.84 1052 +027 +0.44

-0.50 -0.26 -0.43

+1.21 +0.63 +1.04

Dilepton | +——=—— -0.24 "7 0% Toe

. | +0.45 +0.24 +0.38
Combined mme 072 045 024 038

1 1 ‘ 1 i 1 ‘ 1 1 ‘ 1 1

-2 0 2 4 6
Best fit u=o/o_ atm, =125 GeV
SM

Figure F.3: The signal strength parameter values u of the simultaneous binned maximum
likelihood fit to 35.9 fb~! of CMs data collected at /s = 13 TeV in all analysis
regions [151]. Shown is the combined result as well as the individual results
of the single lepton and dilepton channels.
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F.2 Comparison to results from the CMS experiment

The central value of the measured signal strength in the dilepton channel is strik-
ingly similar to the corresponding measurement in ATLAS, which is pgilep ATI.AS =

—0.247032 (stat.) T8 (syst.) = —0.247192. In addition to this, the total systematic
uncertainty on ficombined 1S significantly smaller than the one of the combined ATLAS
+0.57

result, which is 7j2). Since the physics modelling uncertainties are the dominating con-
tributions to the systematic uncertainty on the ATLAS measurement, it is important to
understand the origin of this observed difference. Figure F.4 lists all systematic uncer-
tainties considered in the CMS measurement and notes whether the uncertainty affects
the normalisation (‘rate’) or the shape of the distributions that enter the fit.

First of all, the t¢H signal and the ¢t +jets background processes are modelled using
different MC generators with respect to those employed in the ATLAS search (see Sec-
tions 7.2 and 7.3.1). In the CwmsS search, both processes are modelled using the same
setup, namely POWHEG +PYTHIA 8 with the CUETP8M2T4 tune for the UE [153,154].
However, all samples are generated at NLO precision with the NNPDF3.0NLO PDF set
in the ME calculation.

The CMS analysis also considers the tf + bb, tf + B, tt + b and tf + c¢ processes to
be important sources of irreducible background [151]. Despite existing measurements
of the tf 4+ heavy flavour component [155] and higher-order theoretical calculations for
the tf + bb cross-section [143,156], the analysers find that the normalisation uncertainty
on the backgrounds mentioned above cannot be constrained to a better accuracy than
35% [151]. Thus, a 50% uncertainty is associated to the normalisation of these back-
ground components [151].

The CMS analysis team also considers another ¢ + heavy flavour prediction, namely by
using a sample generated with SHERPA (v2.2.2) with the 4F scheme in the ME interfaced
to OPENLOOPS, which is similar to the SHERPA 4F setup used in the ATLAS analysis. By
comparing the nominal #¢ prediction to this alternative sample, a subset of the systematic
uncertainties related to the t£+bb, tt+ B and tf+ b background contributions considered
by the ATLAS team is taken into account.

The robustness of the binned maximum likelihood fit is tested via the following two
methods [151]:

1. Increasing the normalisation of the t#+bb background by 30% according to Ref. [155];
or

2. Replacing the nominal ¢t + heavy flavour background predictions with the alter-
native 4F scheme sample from CMms.

For both scenarios, the fit is able to retrieve the injected signal within the range of a few
percent which is within the uncertainties assigned to these processes [151].

In terms of further MC generator uncertainties, the uncertainty in the scheme of match-
ing the t¢ ME to the PS is accounted for by comparing the nominal sample to two
alternative samples in which the hgamp parameter is varied up or down. Additionally,

237



F Comparison to other analyses

Source Type Remarks

Integrated luminosity rate  Signal and all backgrounds

Lepton identification/isolation shape Signal and all backgrounds

Trigger efficiency shape Signal and all backgrounds

Pileup shape Signal and all backgrounds

Jet energy scale shape Signal and all backgrounds

Jet energy resolution shape Signal and all backgrounds

b tag hf fraction shape Signal and all backgrounds

b tag hf stats (linear) shape Signal and all backgrounds

b tag hf stats (quadratic) shape Signal and all backgrounds

b tag If fraction shape Signal and all backgrounds

b tag If stats (linear) shape Signal and all backgrounds

b tag If stats (quadratic) shape Signal and all backgrounds

b tag charm (linear) shape Signal and all backgrounds

b tag charm (quadratic) shape Signal and all backgrounds

Renorm. /fact. scales (ttH) rate  Scale uncertainty of NLO ttH prediction

Renorm./fact. scales (tt) rate  Scale uncertainty of NLO tt prediction

Renorm. /fact. scales (tt+hf) rate  Additional 50% rate uncertainty of tt+hf predictions

Renorm./fact. scales (t) rate  Scale uncertainty of NLO single t prediction

Renorm. /fact. scales (V) rate  Scale uncertainty of NNLO W and Z prediction

Renorm./fact. scales (VV) rate  Scale uncertainty of NLO diboson prediction

PDF (gg) rate  PDF uncertainty for gg initiated processes except
ttH

PDF (gg ttH) rate  PDF uncertainty for ttH

PDF (qq) rate  PDF uncertainty of qq initiated processes
(f+W,W,Z)

PDF (qg) rate  PDF uncertainty of qg initiated processes (single t)

R scale (tt) shape Renormalisation scale uncertainty of the tt ME gen-
erator, independent for additional jet flavours

uE scale (tt) shape Factorisation scale uncertainty of the tt ME genera-
tor, independent for additional jet flavours

PS scale: ISR (tt) rate  Initial state radiation uncertainty of the PS (for tt

events), jet multiplicity dependent rate uncertainty,
independent for additional jet flavours

PS scale: FSR (tt) rate  Final state radiation uncertainty (for tt events), jet
multiplicity dependent rate uncertainty, indepen-
dent for additional jet flavours

ME-PS matching (tt) rate. NLO ME to PS matching, hdamp [? ] (for tt events),
jet multiplicity dependent rate uncertainty, indepen-
dent for additional jet flavours

Underlying event (tt) rate  Underlying event (for tt events), jet multiplicity
dependent rate uncertainty, independent for addi-
tional jet flavours

NNPDF3.0NLO (ttH, tt) shape Based on the NNPDF replicas, same for ttH and ad-
ditional jet flavours

Bin-by-bin event count shape Statistical uncertainty of the signal and background
prediction due to the limited sample size

Figure F.4: The list of the systematic uncertainties considered in the ttH(H — bb)
analysis by the CMs collaboration based on 35.9 fb~! data collected at
Vs = 13 TeV [151]. It is also noted whether an uncertainty affects the
normalisation (‘rate’) or the shape of the distributions that enter the fit and
additional remarks are given.

uncertainties in the renormalisation and factorisation scales, ur and up, as well as the
tuned parameters are also considered by appropriate variations [151].

According to Figure F.4, the systematic uncertainties related to physics modelling are
mainly considered to only affect the normalisation of the distributions of the discrim-
inants that enter the fit. The exceptions are the variations in ur and pp in the tt
—+jets simulation as well as the uncertainty originating from the PDF set choice which
is NNPDF3.0NLO for the ttH signal and tt +jets background predictions. However,
the CMs analysis does not consider any effects on the shape of the discriminant dis-
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tributions that are caused, for example, by the choice of the ISR and FSR scales, the
ME to PS matching scheme or the UE modelling. In addition, systematic uncertain-
ties related to the ME and PS models themselves are not taken into account as they
are in the ATLAS analysis, for example by comparing the nominal ¢ +jets prediction
with an alternative 5F generator setup such as MADGRAPH5_ aMC@NLO +PyTHIA 8
or SHERPA 5F+OPENLoOOPS. Especially the nuisance parameter associated to this lat-
ter systematic uncertainty has the highest impact on the signal strength in the ATLAS
search, as is depicted in Figure 11.10. The above points may explain the significant dis-
crepancy between the estimated systematic uncertainties of both analyses. Despite this,
the results of both searches are well in agreement with each other and compatible with
both the background-only as well as the signal-plus-background hypotheses assuming a
SM Higgs boson with my = 125 GeV.

Comparing the combined ttH search results

Lastly, the combined results of all ttH searches by the CMs collaboration are detailed
in Ref. [149]. Figure F.5 is the corresponding version of the combined ATLAS result in
Figure F.2 and shows the event yields from the combined fit as a function of log;, (S/B),
based on 35.9 fb~! of data recorded at /s = 13 TeV. As in the ATLAS result, a clear
excess of ttH signal-like events is visible in the right-most bins, meaning for high values
of logyq (S/B).

The different individual best-fit signal strength parameters by the CMs analyses as well
as the combined values for the analyses at /s = 13 TeV; 7 and 8 TeV; and all three
results combined are presented in Figure F.6. The final result is p;z7 = 1.26f8:§é, which
excludes the background-only hypothesis with an observed (expected) significance of
5.20 (4.20), allowing the CMS collaboration to claim the observation of the t¢H process
as well. This result is well compatible with the SM expectation as well as the ATLAS
result quoted above.

The uncertainty on the CMS result is decomposed into a statistical component of 4+0.16;

an experimental component of fg&g; and two theoretical components for the signal (fg:ég)
and the background modelling (*]3) [149]. The latter three sum up in quadrature to
+0.26

a total systematic uncertainty of Tj37. In contrast to this, the statistical uncertainty
of the ATLAS result is +0.18 and thus larger than the corresponding CMS component,
while the total systematic uncertainty is significantly smaller, namely fg:%. Since the
ATLAS measurement uses a larger dataset, the higher statistical uncertainty may orig-
inate from including the statistical uncertainty on the freely floating fit parameters in
this component. The differences in the systematic uncertainties may result from the
different experimental and detector conditions as well as the assessment of simulation
related uncertainties [20,149]. This has a particularly significant impact on those uncer-
tainties associated to the tf + heavy flavour background modelling in the t¢H (H — bb)
search, which are one of the leading uncertainties of the combined result in ATLAS [20].
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Figure F.5: The combined event yields of all CMs ttH searches based on Run 1 and
Run 2 data as a function of logy, (S/B) [149]. S corresponds to the number
of observed (expected) signal events post-fit corresponding to p = 1.26 (1.0)
in the red (yellow) hatched histograms. B refers to the expected number
of background events after the fit in the shaded light grey histogram. The
ratio of the observed events in data with respect to B is compared to the
expected distribution in case of a ttH signal presence given by p = 1.26 and
the SM expectation of u = 1, respectively.
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Figure F.6: Summary of the best-fit values for the ttH signal strength parameters of

the CmMs analyses based on /s = 13 TeV data as well as their combined
value, the corresponding value for the Run 1 analyses and the total combined
result from all Run 1 and Run 2 searches [149]. The thick blue (red) band
represents the total (systematic) uncertainty on p and the thin blue line
indicates the 20 uncertainty window. The dashed vertical line represents
the SM expectation. The result of the H — ZZ* analysis, ug—? = 0.00'_%:38,

is constrained to be positive to avoid negative event yields [149].
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