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Introduction

Biological systems are famously complex [1-3]. The interplay of different hierarchical levels at
different length scales renders the investigation of multiple scales in the same experiment highly
desirable and often necessary. Moreover, the variability that comes with complexity imposes
caution in the generalization of experimental results: for example, a property displayed by a
single organism is not necessarily possessed by all members of its species. The characterization
of a highly variable statistical population calls for high-throughput experimental methods, that
is, a large number of members of the population needs to be assessed in order to discern
individual properties from properties of the population as a whole. For instance, biological
cells are highly variable: differences in e. g. gene expression emerge even among monoclonal,
thus genetically identical, cells in the same culture dish [4, 5]. Therefore, the importance of
high-throughput single cell assays is on the rise [6-10]. In cell imaging, a way to achieve high-
throughput, which in this context means acquiring images of a large number of cells, consists
in imaging a large field-of-view. At the same time, high spatial resolution is desirable, so
that subcellular details can be captured. Large field-of-view and high spatial resolution have
been combined in super-resolution fluorescence microscopy |11} [12] and electron microscopy
[13,14]. Despite the material differences between these two kinds of microscopy, the challenges
presented by collecting high spatial resolution, large field-of-view images are similar: they
include long acquisition times that need to be reduced and large amounts of data that need
to be properly stored and analyzed. Similarly, large field-of-view small-angle X-ray scattering
(SAXS) scans are possible [15]. With this particular scanning X-ray technique, the resolution
associated to the scan position is not as impressive as with electron microscopy or super-
resolution fluorescence microscopy. However, the scattering data contain structural information
stemming from nanometer-sized structures, so the requirement of high resolution is satisfied.

In this work, we transfer this high-throughput scanning SAXS approach, that has been
demonstrated on cardiac tissue, to the single cell level. In order to speed up the acquisition
process, short exposure times are employed, with potentially negative consequences on the
signal quality but positive consequences on radiation damage. The theory underlying scanning
SAXS is presented in Chapter [I} along with elements of image processing necessary to pre-
process the vast amount of data that large field-of-view scanning SAXS provides. Chapter
introduces the samples and the experimental techniques employed to study them. Chapter
describes and discusses the results of the experiments: in particular, Section focuses on the
image segmentation strategies adopted to sort the scattering data and on the data analysis
possibilities they unlock; Section [3.2] applies such analysis to the comparison of different cell
populations; Section offers some preliminary results of measurements obtained after the
recent “Extremely Brilliant Source” upgrade of the European Synchrotron Radiation Facility.
The results are summarized and further commented in Chapter 4] with some suggestions of
future developments.
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Chapter 1

Theoretical background and state of
the art

The theoretical groundwork necessary to analyze and interpret the results of the current work
18 latd in this chapter. The fundamentals of X-ray-matter interaction, with a focus on coherent
scattering, are introduced in Section along with the state of the art for scanning small-
angle X-ray scattering of adherent mammalian cells. FElements of image segmentation and
morphological operations are presented in Section |1.2,

1.1 Basic interaction of X-rays and matter

The X-ray region of the electromagnetic spectrum, located between ultraviolet radiation and
gamma-rays, spans energies between about 250 eV and 100 keV, corresponding to wavelengths
from several nanometers down to angstroms [16]. This energy range is further divided into
“soft” X-rays, for energies lower than about 5keV, and “hard” X-rays for higher energies.
Since the transition energies of core electrons to valence states fall into the soft X-ray range for
most light atoms (such as hydrogen, carbon, nitrogen and oxygen), soft X-rays offer insights
into chemical composition and bonding states [16H18] and are employed in several microscopy
and spectroscopy techniques [18-21]. Hard X-rays have a much higher penetration power
through light materials than soft X-rays |16, [22]. Like many other applications of hard X-rays
(including, but not limited to, fluorescence microscopy and tomography [23], photoelectron
spectroscopy [24, 25] and phase-contrast microscopy and tomography [26]), diffraction and
scattering techniques take advantage of their high penetration depth. Because of their high
energies, the interaction of hard X-rays with matter is unlikely, thus it is reasonable to assume
that a single photon travelling through a sample interacts at most once, disregarding multiple
interactions (Born approximation). Macroscopically, the interaction between an incident X-ray
beam of intensity [y and a material of thickness z and mass density p,, can be quantified by
measuring the transmitted intensity I, ¢. e. the intensity that passes unperturbed through the
sample. It is found that the transmitted intensity decreases exponentially as the thickness x
increases:

1

=
where 1 is called the linear absorption coefficient. The linear absorption coefficient depends
on the composition of the material and on the energy of the incident radiation. Since the
linear absorption coefficient is directly proportional to the mass density of the material, it is
customary to express equation in the form

e he, (1.1)

[io — exp [ (14/ pm) (P} (1.2)
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and to use the quantity pu/p,, instead, called the mass absorption coefficient.

Microscopically, the decrease of the transmitted intensity can be caused by four kinds of
interactions: coherent scattering, incoherent scattering, photoelectric absorption and pair pro-
duction. Scattering is the process in which an electron is accelerated by an incoming electromag-
netic radiation, thus becoming a secondary source of electromagnetic radiation. In particular,
coherent scattering is elastic and is treated in more detail below, while incoherent scattering is
inelastic. Photoelectric absorption occurs when a strongly-bound electron absorbs the energy
of an incoming photon. Pair production is a relativistic process that results in the formation of
an electron-positron pair. It is only possible when the energy of the incoming electromagnetic
radiation is at least equal to the rest mass energy of the pair, that is, twice the rest mass of an
electron, namely 1022 keV.

&
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Figure 1.1: Mass absorption coefficients for an average protein of empirical formula HzqC3s9NgO10S,
representing the average cellular composition [27], in the hard X-ray and gamma-ray re-
gions of the electromagnetic spectrum. a) Mass absorption coefficient for energies between
1keV and 100 GeV. The black box indicates the hard X-ray region shown in panel b. b)
Mass absorption coefficient for energies between 5keV and 100keV (hard X-rays). The
black dashed line corresponds to an energy of 13.0keV. All values were obtained using
the XCOM: Photon Cross Sections Database [28] of the National Institute for Standards

and Technology.

The mass absorption coefficients for the four kinds of interactions listed above can be calcu-
lated for substances of known composition |29], and the total mass absorption coefficient used
in equation is their sum. As shown in Figure , photoelectric absorption dominates at
lower energies and in most of the hard X-ray range. For high-energy X-rays and low-energy
gamma-rays, incoherent scattering becomes dominant, while pair production is the most im-
portant contribution to the mass absorption coefficient for extremely high energies. The black
dashed line in Figure marks an energy of 13.0keV, that is the value used in all the ex-
periments presented in this work. At this energy value, incoherent scattering occurs slightly
more frequently than coherent scattering. However, incoherent scattering is negligible for small
scattering angles |22} |30, 131] and it appears in typical small-angle X-ray scattering data as a
background contribution only emerging at large angles [32, [33].

1.1.1 Scattering of X-rays

The scattering of X-rays by one or more electrons can be satisfactorily described with a semi-
classical model, in which X-rays are treated as waves and bound electrons are treated as har-
monic oscillators characterized by different resonance frequencies. Such a description can be
found, for instance, in Reference |16]. The simplest case of X-ray scattering is the scattering
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by a free electron. As a consequence of Maxwell’s equations and Newton’s second law, a free
electron subjected to an incident electromagnetic wave of electric field E; becomes a source
of secondary spherical electromagnetic waves. At a distance 7 from the electron and at time
t from the generation of the secondary wave, the magnitude of the secondary electric field
EThomson(F, t) is given by:

eE'i i
EThomson(ﬁ t) = _TTIQ_WG_T/C)7 (1.3)

where E; r is the transverse component of the incident electric field (that is, perpendicular to
the direction of propagation of the incident radiation), w is the angular frequency of the wave,
c is the speed of light in vacuum and 7, is the classical electron radius,

62

e ™ Aregmec?’ (1.4)
with e the charge of the electron, gy the dielectric constant of vacuum and m, the mass of the
electron. This kind of scattering is called Thomson scattering. The scattering from one or more
bound electrons can be compared to Thomson scattering and the magnitude of the scattered
electric field can be expressed as a multiple of Ernomson(7,t), thus using the results obtained for
Thomson scattering as a sort of unit of measurement. In practice, an expression for the intensity
of the scattered radiation is more useful than the scattered electric field, as the intensity is the
physical quantity measured in scattering experiments. The intensity of an electromagnetic wave
is retrievable as the magnitude I of the Poynting vector S(7,t) = E(r,t) x H(7,t), averaged in
time (H is the magnetic field of the wave). As a consequence of this definition and of Maxwell’s

equations, it can be shown that
1 €0, =
I=-,/=|EP 1.5
3/ LI (15)
where po is the magnetic permeability of vacuum. Therefore, for Thomson scattering the

scattered intensity Itnomson at position 7 from the free electron is given by

1 [gy o T2 721 + cos?(26)
I omson — —FE!.—= =1 _e—’ 1.6

with I the incident intensity and 260 the angle between the direction of propagation of the
1 + cos?(20)

incident wave and 7. The term is called the polarization factor and it is due to

the fact that only the transverse component of the incident electric field contributes to the
scattered wave. Importantly, for small scattering angles 6, the polarization factor is practically
equal to 1.

When the incident electromagnetic wave is scattered by a multi-electron atom, the electrons
are no longer free, and the s-th electron behaves in our semi-classical model as a harmonic
oscillator of characteristic angular frequency ws. Additionally, each electron is a secondary
source of electromagnetic waves, thus the waves emitted by different electrons can interfere with
each other. Using once more Maxwell’s equations and Newton’s second equation of motion, it
is possible to obtain the magnitude of the scattered electric field E(F, t) far from the scattering
atom (7. e. r is much larger than the dimensions of the atom):

E(ﬁ t) = EThomson(Fv t)f((f, OJ), (17)

where ¢ is the scattering vector, defined as the difference between the incident wave vector
and the scattered wave vector. f(q,w) is the atomic scattering factor. For an atom with Z
electrons,

W2e—idEs

z
f(@w):Zm, (1.8)

s=1
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with @ describing the position of the s-th electron within the atom and ¢ accounting for energy
dissipation.

1.1.2 Small-angle X-ray scattering

Equations describe a very generic case of scattering, in which the effects of binding
energies are taken into account (presence of the characteristic angular frequencies w;) and
energy loss is possible (presence of the factor ¢). Small-angle X-ray scattering (SAXS), in
contrast, deals with a very special case of scattering: several assumptions are made that simplify
equation greatly. This process is coherent, elastic and each single scattering electron is
considered free. Indeed, at small angles (up to 10°) between the incident wave vector and the
scattered wave vector, incoherent scattering is negligible [22, 30, [31]. As the energy of X-rays,
and hard X-rays in particular, is large compared to the binding energy of electrons, it is possible
to treat all electrons as they were free. With these considerations, each electron simply deviates
the incident X-rays, without modifying the energy. Therefore, the incident wave vector and
the scattered wave vector have the same magnitude 27/, thus the scattering vector ¢ has

magnitude

g = 47” sin(0). (1.9)

In this case, the atomic scattering factor of equation ([1.8]) simplifies to

F(qw)=> e @ . (1.10)

all of the differences between this kind of scattering and the scattering from one electron (Thom-
son) are due to interference of waves originating from electrons located at different positions
in the atom. f(¢,w) can be modified to describe a generic scatterer, for example a molecule
or a macromolecule, characterized by a continuous electron density p(Z): the continuous scat-
tering factor is then the Fourier transform of the electron density. Thus, the magnitude of the
scattered electric field is

—

E(F7 t) = EThomson(Fu t) /dfezqf (111)

Equation is the starting point for the theoretical treatment of SAXS thoroughly presented
in References |30, |31].

SAXS is commonly applied to the study of proteins or other polymers in solution, as an
alternative to crystallography when crystallization of the sample is impractical or impossible.
In this case, the sample solution ideally contains many identical copies of the studied polymer;
the scattered intensity measured by the detector is a result of all polymers present in the
irradiated volume, thus it comes from an orientational average. The effects of the orientational
average need to be taken into account in order to retrieve the structure of the sample, that is,
its electron density p(7), from the scattered intensity. In the current work, however, SAXS is
employed in a different way: the SAXS signal is recorded by scanning the sample (an adherent
murine cell) through an X-ray beam much smaller than the sample itself. Thus, the beam
no longer encounters many identical copies of the same scatterer in different orientations, but
rather a heterogeneous set of scatterers. The electron density within the irradiated volume
can still be described by a function p(Z) of the position # within the irradiated volume V', so
that the SAXS intensity originating from the irradiated volume is given by the very generic
expression

1(§) = Ithomson { /V p(f)eiq'fd3w} 2. (1.12)
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Not much can be said in general about I(g) unless some kind of model for p(Z) is known.
Nevertheless, a few very useful observations can be made about the behaviour of the SAXS
intensity at large ¢ values. In the treatment of Debye and Bueche [30, [34], p(Z) = po + (%),
where pg is the average density and n(Z) accounts for density fluctuations from the average
value (and therefore, by definition, [ n(Z)d*z = 0).

By substituting this expression for p(¥) into equation and after a few approximations,

the scattered intensity can be rewritten as:

I1(Q) ~ [Thomson/ d3rei‘ﬁ/ d>an(Z)n (T + 7). (1.13)
v v

Note that the second integral only depends on 7, and it is proportional to the mean value of
the square of the density fluctuations n? when r = 0, so we can define

/Vd?’xn(f)n(f—i— 7) = N2V (7). (1.14)

By this definition, v is a function that describes the density fluctuation correlation. Conse-
quently,
1(q) = IThomsonn_ZV/ (7T d3r. (1.15)
1%
It is reasonable to assume that there is no long-range density fluctuation correlation, that is,

~(7) —+> 0. Thus, we can extend the integral to all space instead of just the irradiated
r—r+00

volume V. Additionally, for an isotropic system, (7) depends only on r; therefore,

sin qr
qr

[((T) = [Thomson772v/ V(T) 4’/T7“2d’/". (116)
0

A particular case, treated by Porod [35], is the case of a random distribution of matter of
constant density. This means that, inside the irradiated volume V/,

. 0, Z occupied,
o(7) = { ' (1.17)
0, Z empty,

where p is no longer a function, but a constant (the value of the density). Let ¢ be the fraction
of the volume occupied by matter: then, the average density of the sample is py = pc, so

. p(l—c), & occupied,
n(7) = { R (1.18)
—pC, @ empty,
and 12 = p?c(1 — ¢). With these hypotheses and definitions,
2 i sin(gr) , 5
1(@) = IthomsonV p c(1 — ¢) y(r)——=4mrrdr. (1.19)
0 qr

The asymptotic properties of (r) for large values of ¢, or equivalently, large values of r,
determine the asymptotic behavior of 1(¢). In particular, it can be shown [30, |35, |36] that

N (1.20)

&y _ 5
0 4e(1 =)V’

dr —

with S total surface area of the matter in the irradiated volume V. From this property we can
conclude that, for large angles,

27 p*S
]Porod((f) ~ IThomsonq—iu (121)
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which is known as Porod’s law. This kind of asymptotic behavior, where the scattered intensity
decreases with ¢=*, with a proportionality constant dependent on the squared electron density
p? and on the surface area of the scattering matter S is also valid in the case of numerous,
distinct and different scatterers, with the k-th scatterer characterized by a constant electron
density pg, a surface area Si and present in the irradiated volume with probability ps. In this
case, Porod’s law holds in the form [30]:

2T

o (1.22)

IPorod(q) ~ IThomsonN (Z kai&c)
k

where N is the average number of scatterers. In all of the above, the scatterers have implicitly
been assumed to be in vacuum: more rigorously, the electron density p should be substituted
by the electron density contrast Ap, that is, the difference between the electron density of
the scatterers and that of the medium in which the scatterers are immersed, such as air or
water. In a typical SAXS experiment, the intensity /(g) scattered at small angles is collected
by an area detector, thus one individual SAXS measurement consists in a two-dimensional
intensity image, the so-called scattering pattern. As equations (1.16] [1.21] [1.22)) only depend
on the magnitude g of the scattering vector, they predict point-symmetric scattering patterns
(this is rigorously true only when the irradiated volume is perfectly isotropic). Therefore, it is
customary to azimuthally integrate the two-dimensional scattering patterns, obtaining radial
intensity profiles that only depend on ¢ and follow Porod’s law in their terminal part (large ¢
values).

1.1.3 Scanning SAXS of adherent mammalian cells

When studying a heterogeneous sample, the structure of which is different at different positions,
it is very useful to collect the SAXS signal generated from different positions of the sample.
This is the reason why scanning SAXS, or position-resolved SAXS, was first developed and
applied to bone and wood in 1997 [37]. Ever since, scanning SAXS usage spread widely, with
numerous applications not only to bones [38-44], but also to teeth [45-48], tendons [49, 50],
plastics [51], rocks [52], amyloid fibrils and wormlike micelles in microfluidic flow [53], corneas
[54], cardiac tissue |15} 55-57], calcifications in breast tissue [58] and artery aneurism tissue [59],
decellularized pericardium tissue [60] and lipid vescicles in a free-standing gel [61]. In all these
cases, the sample is raster-scanned through an X-ray beam; at each position, a two-dimensional
scattering pattern is recorded by an area detector located far from the sample, so that the small
angle condition is met. Since the majority of the high-energy beam travels undisturbed through
the sample, the detector is shielded from the unscattered beam intensity by a beam stop. As
evident from the examples above, scanning SAXS is mostly used on relatively strongly scattering
samples (in the context of biological and soft matter), thanks to either their mineral content
or their ordered structure. However, in the last decade scanning SAXS has been successfully
applied to single mammalian cells. The low electron density contrast of cellular material in its
natural aqueous environment can be improved by freeze-drying the cells [56| 62-69], so that the
cellular material is immersed in air instead of water. Scanning SAXS was also demonstrated
on chemically fixed, hydrated samples [70, 71| and on (initially) living, hydrated cells [56} 71].
Freeze-dried samples not only scatter more, but they are also less subject to radiation damage,
as the aqueous environment contributes to the formation and spreading of radical species that
are responsible for secondary radiation damage [72, 73]. Nevertheless, the development of
effective ways to apply scanning SAXS to hydrated cells is highly advisable, in order to gain
information on systems closer to physiological conditions. Because of the problems caused by
aqueous environments to the quality of the signal and to radiation damage, any satisfactory
sample environment for hydrated cells should contain as little water as possible.
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Another challenge in the study of mammalian cells, actually pervasive in all biological con-
texts, is the necessity of collecting a large pool of data: cells are highly variable, thus the
properties of one cell do not necessarily translate to the population to which it belongs. In
imaging techniques, this translates into a contraposition between the need for a large field-of-
view and that for high spatial resolution. Several solutions to the problem have been presented
for different imaging techniques, such as simultaneous scanning of different regions of a sam-
ple thanks to multiple electron beams in scanning electron microscopy [13] or changes in the
illumination strategy in super-resolution fluorescence microscopy [11}, |12]. In scanning SAXS,
a large field-of-view can be achieved by speeding up the scanning as much as possible: this was
realized by a continuous movement of the sample and by careful synchronization of the detector
acquisition [15]. Once a large field-of-view dataset is obtained, it needs to be analyzed; a useful
tool for navigating the scan and relating the position on the sample with its corresponding
SAXS scattering pattern is the so-called dark field contrast image of the scan [50]. Each pixel
of a dark field contrast image corresponds to a different scan position; the intensity value of a
pixel is the sum of all the intensity values that make up the scattering pattern acquired at the
corresponding position. In other words, the two-dimensional scattering pattern is integrated
over the detector area. This operation yields a pseudo-real space image of the sample, thus it
can be used to associate different points within the sample with their corresponding scattering
pattern.

1.2 Image processing and segmentation tools

The large field-of-view dark field contrast images obtained by scanning SAXS can be segmented
to define different regions of interest to be used in the analysis of scattering patterns. To this
end, a few fundamental image processing concepts, particularly concerning image segmentation
strategies and morphological operations on binary images are presented. Image segmentation
is a vast field, and a complete review of the methods used in digital image processing and
computer vision to recognize objects in an automated way is far beyond the scope of the current
work. Reference [74] defines image segmentation as “a process of partitioning the image into
some non-intersecting regions such that each region is homogeneous and the union of no two
adjacent regions is homogeneous”. The paper reviews numerous image segmentation techniques,
including histogram thresholding, iterative pixel classification, surface based segmentation, edge
detection and methods based on fuzzy set theory. A key concept in this context is that there is
no universal answer for the image segmentation problem: different approaches are suitable to
different kinds of images. A segmentation method can be adapted to a given kind of image by
using a model of the way the image is formed, or exploiting a particular property of the objects to
be segmented. Alternatively, neural network- and deep learning-based segmentation techniques
can be used, the advantage being that they require no model: in principle, the segmentation
will be good if the training data set is representative of the images to be analyzed. Therefore,
these type of techniques has been widely developed and used in recent years. As an example, a
review of deep learning segmentation techniques for the particular case of medical images that
focuses on the difficulty to have perfect training data sets and how to address the issue can be
found in Reference [75]. As will be shown in Section a segmentation based on intensity
thresholds is effective in the case of our dark field contrast images of adherent cells: thus, this
relatively straightforward kind of strategy is presented below. The concrete result of image
segmentation is a set of binary images, or “masks”, that indicate which pixels of the original
image belong to a given region of interest. The quality of a mask can be improved by a suitable
use of morphological operations, that can for instance smooth out the contours of an object or
remove undesired noise or holes from the mask.
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1.2.1 Intensity thresholding

Image thresholding techniques aim to divide the pixels of a given gray scale image into two
classes: foreground pixels, that constitute the objects of interest in the image, and background
pixels, i. e. all the pixels that do not belong to an object of interest. The division is based on a
threshold value: the pixels with intensity above the threshold belong to one class, the ones with
intensity below the threshold to the other class (which class is the foreground and which is the
background depends on the kind of image). This kind of operation is also called “binarization”
of the image, as its result is expressed as a binary image of the same size as the original image,
customarily having ones marking the foreground positions and zeros marking the background
positions. While the concept of binarization itself is simple enough, the choice of a threshold
value can be a challenging operation. An extensive survey of image thresholding techniques can
be found in Reference [76], where 40 different methods are classified into different categories
and their performances are evaluated and ranked based on five quantitative criteria.

A very popular threshold selection method is Otsu’s method [77]. Otsu’s method is a
histogram shape-based, clustering thresholding method [76]. An intensity threshold is viewed
as an intensity value that divides the gray-level histogram of a given image into two classes, the
foreground and the background. Each intensity value ¢ can be considered a candidate threshold.
Any given candidate threshold ¢ defines two classes of intensity and their variances o (t) and
o3(t) can be calculated for every possible t. Additionally, class weights w1 (t) and wo(t) can be
associated to each class, defined as the probability that a pixel belongs to the class. Otsu’s
threshold is the intensity value t* that minimizes the weighted sum of variances

o2 = wy(t)or(t) + wa(t)os(t). (1.23)
Otsu’s method works best when the intensity values have a bimodal distribution and when
background and foreground contain a similar number of pixels, and it is by no means perfect
[76,[78]. Nevertheless, it is comparatively effective, easy to implement and the underlying theory
is easy to extend to multithresholding: therefore, it is a very popular thresholding technique,
available in most image analysis software packages.

Otsu’s method is an example of global thresholding: a single threshold value is chosen and
applied to all pixels of the image. Global thresholds tend to fail when the foreground objects are
considerably smaller than the background, and when the foreground and background intensity
distributions overlap. Local intensity thresholds can help solving this problem, particularly
when the foreground and background intensity distributions are still distinct in smaller portions
of the image, but not all throughout the full image. In this case, a different threshold is
associated to each pixel of the image by computing it within a neighbourhood centered on the
pixel itself. The local threshold can be defined in a variety of ways, for instance using the local
intensity variance or the local intensity contrast [76]. A very simple case that proved to be very
effective on dark field contrast images of adherent mammalian cells (see Section [3.1]), consists
in calculating the local mean intensity and defining the threshold as a fraction of it (Bradley’s

method [79]).

1.2.2 Morphological operations

After an image segmentation method such as intensity thresholding has been applied, the result-
ing binary image is not necessarily a perfect representation of the foreground and background
of the original image. For instance, small background regions might have been included into
the foreground, especially if the original image is noisy. The foreground region might present
unwanted holes or gaps that need to be filled, or there could be objects connected by thin fea-
tures that we would want to be separated. In these instances of purely morphological defects,
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that only depend on the relative positions of the foreground pixels and not by their intensity,
morphological operations can vastly improve the binary image. Rigorously, morphological op-
erations are operations defined between two sets of N-dimensional vectors, with N = 2 for
two-dimensional images [80]. Each set of vectors represents a binary image, with each vector
indicating the position of a foreground pixel. In more practical terms, a morphological opera-
tion uses a small binary image, called structuring element, to reshape the foreground objects of
a given binary image. For example, dilation is a way to expand the foreground [81]. Formally,
considering the original binary image and the structuring element as two sets of two-dimensional
vectors, in order to dilate the image by the structuring element, all possible pairs of vectors
with one vector belonging to the image and the other belonging to the structuring element
should be formed. The dilated image is the set of all vectors obtained by summing the two
elements of a pair [80]. Effectively, the dilation can be obtained from the original image by
adding copies of the structuring element to it: as many copies as the number of pixels forming
the perimeter of the objects in the foreground, with each copy centered on one of the pixels of
the perimeter [82].

Figure 1.2: Simplified interpretation of dilation and erosion. a) Original object (black) and structural
element (outlined in blue). b) Original object (black) with the pixels of its perimeter
in red. Each pixel of the perimeter is also the center of a copy of the structural element
(outlined in blue). c) Dilation of the original object by the structuring element. d) Erosion
of the original object by the structuring element.

An example of binary object is shown in Figure in black, along with an example of
structuring element outlined in blue. In Figure [I.2b, the same object is shown again, with
the pixels of its perimeter depicted in red. Each red pixel is also the center of a copy of the
structuring element (blue). The dilation of the object is obtained by adding all of the pixels
within blue outlines to it (Figure[1.2k). The dual operation to dilation is called erosion. Erosion
is also formally defined using vector subtraction [80], and it amounts to overlapping the center
of the structuring element with the perimeter pixels of the foreground objects and subtracting
the pixels of the intersection between object and structuring element (Figure ) In the
example, each pixel outlined in blue in Figure needs to be subtracted from the object.

Erosion and dilation of a slightly more complex binary image by the same structuring el-
ement are shown in Figure The original image is shown in Figure [I.3h, the structuring
element in Figure [1.3p, the result of dilation in Figure [I.3¢ and the result of erosion in Fig-
ure[1.3[d. Erosion and dilation can be applied after one another, and changing the order in which
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Figure 1.3: Example of application of basic morphological operations. a) Original binary image (fore-
ground in black, background in white). The blue circles mark one-pixel or few-pixels
objects. The red circles mark small holes. The green circle marks an object of the same
size and shape as the structuring element. b) Structuring element. c) Dilation of the
image in panel a by the structuring element in panel b. d) Erosion of the image in panel
a by the structuring element in panel b. e¢) Opening of the image in panel a by the struc-
turing element in panel b. The green circles mark objects of the same size and shape as
the structuring element. f) Closing of the image in panel a by the structuring element in
panel b.

they are applied changes the outcome. An erosion followed by a dilation is called an opening,
because it tends to “open up” small cracks in the foreground objects [80-82]. Morphological
opening can be used to separate barely touching objects and to remove objects smaller than
the structuring element. For example, the opening of Figure by the structuring element
shown in Figure results in Figure [I.3p, where the small objects marked in Figure by
blue circles have been removed. Additionally, opening can be used to detect objects of the same
size and shape as the structuring element (green circles in the example). Conversely, a dilation
followed by an erosion is called a closing, as it tends to “close” small cracks in the foreground
objects [80-82]. Morphological closing can fill holes smaller than the structuring element, such
as those marked by red circles in Figure [I.3h, that are no longer present in the closed image
(Figure ) This simplified overview of the four fundamental morphological operations is
sufficient to put them to good use in the refinement of binarized dark field contrast images, as

will be shown in Section B.1l



Chapter 2

Materials and methods

This chapter is devoted to the description of the materials, instrumentation and methods em-
ployed to perform the experiments presented and discussed in this work. Section[2.1] introduces
the cell lines measured. Section[2.9 details how the samples are prepared for measurements, and
Section explains how the measurements take place.

2.1 Cell culture

2.1.1 NIH-3T3 fibroblasts

3T3 mouse embryonic fibroblasts are a widely used adherent cell line, originally developed as a
target for transformation by oncogenic viruses [83, [84]. NIH-3T3 fibroblasts, in particular, are
currently considered a standard fibroblast cell line, being relatively easy to culture and contact
inhibited. The cells we use are purchased through DSMZ (ACC-59-NIH-3T3 fibroblasts [85-
87], Leibniz Institute DSMZ — German Collection of Microorganisms and Cell Cultures GmbH,
Braunschweig, Germany).

The cells are cultured in high glucose (4.5gL~!) Dulbecco’s Modified Eagle’s Medium
(DMEM, D6429; Sigma-Aldrich, Merck KGaA, Darmstadt, Germany), supplemented with
1% (v/v) glutaMAX (35050-061; Gibco, Thermo Fisher Scientific, Waltham, MA, USA),
100 units/mL penicilin-streptomycin (pen-strep, 15140-122; Gibco) and 10% (v/v) fetal bovine
serum (FBS, F0804; Sigma-Aldrich). The culture vessels are kept in a cell incubator (Heracell
150 or Heracell VIOS 160i, Thermo Electron LED GmbH, Langenselbold, Germany) at 37°C
and 5% COs in a water-saturated atmosphere. Cell passaging is carried out every 3-4 days,
when the cells are at least 70% confluent. To this end, the cells are rinsed with 0.02% (w/v)
ethylenediamine tetraacetic acid (EDTA, 8040.2; Carl Roth GmbH, Karlsruhe, Germany) in
phosphate buffered saline (PBS; either prepared in-house by dissolving 0.137 M NaCl, 2.7 mM
KCl, 4.3mM Na,HPO,4 and 1.4mM KH;PO, in ultra pure water to obtain a pH of 7.2 or
purchased: Dulbecco’s phosphate buffered saline, D8537; Sigma-Aldrich). Trypsin solution
(0.02% (w/v) EDTA in PBS, 0.05% (w/v) trypsin, T4799; Sigma-Aldrich) is added and the
cells are subsequently incubated at 37°C and 5% CO, for 2.5 min. Cells are then resuspended
in medium and plated at a suitable concentration (the usual volume ratio is 1:5 cell suspension
to medium).

2.1.2 Vimentin knockout fibroblasts

Three vimentin knockout fibroblast lines are kindly provided by prof. Harald Herrmann (Uni-
versitéatsklinikum Erlangen, Germany). The first of these cell lines, mouse embryonic fibroblasts
lacking vimentin (vim -/- cells), were originally developed in order to investigate the role of

11
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the intermediate filament protein vimentin in cells [88-90]. As their name suggests, they are
derived from mice embryos. Once established, vim -/- cells are fairly easy to culture. As they
do not express any cytoplasmic intermediate filament proteins, they can be used as a model sys-
tem to study the structures that different cytoplasmic intermediate filaments form in a minimal
cellular environment, e. g. different mutants of the human intermediate filament protein desmin
[91-93]. In particular, the other two cell lines considered in this work are vim -/- cells stably
expressing human wild-type desmin (vim -/- + hDes WT) and vim -/- cells stably expressing
the human R406W mutant desmin (vim -/- + hDes R406W).

These cells are cultured in high glucose (4.5gL™') DMEM (41965-039; Gibco, Thermo
Fisher Scientific), supplemented with 1% (v/v) glutaMAX, 100 units/mL pen-strep and 10%
(v/v) FBS (S0115; Biochrom, Merck KGaA). For the cells expressing desmin, 2% (v/v) geneticin
(10131027; Gibco, Thermo Fisher Scientific) is added to the medium. The cells are passaged
every 3-4 days, when they are at least 70% confluent. First, they are rinsed with 0.02% (w/v)
EDTA in PBS. They are subsequently wetted with trypsin solution (0.25% (w/v) trypsin, 0.02%
(w/v) EDTA in PBS), which is removed prior to incubation at 37°C and 5% CO, for 5 min.
Finally, the cells are resuspended in medium and plated at a suitable concentration (the usual
volume ratio is 1:10 cell suspension to medium for vim -/- cells and 1:4 for vim -/- + hDes
cells).

2.2 Sample preparation

In order to obtain samples for X-ray measurements or optical microscopy imaging, cells
are grown on appropriate supports: to optimize the quality of the X-ray and optical mi-
croscopy images, cells are grown on silicon nitride membranes and glass coverslips, respectively.
For the X-ray samples, silicon nitride membranes (frame size 5mm x 5mm, membrane size
1.5mm X 1.5 mm, frame thickness 200 pm, membrane thickness 1000 nm; Silson Ltd, Warwick-
shire, UK) are plasma-cleaned (Zepto low-pressure plasma cleaner; Diener Electronics GmbH,
Ebhausen, Germany) with air plasma at 40 W for about 30s, so that their flat side becomes
hydrophilic. Each silicon nitride membrane is then transferred to an individual cell culture
Petri dish filled with medium, with their flat side facing upwards. 8 x 10* to 15 x 10* cells are
plated on the dish and they are left to adhere and proliferate on the silicon nitride membrane
in the cell incubator as for usual cell culture. The cell growth is regularly monitored by phase
contrast imaging (CKX53 Cell Culture Microscope; Olympus Europa SE & CO. KG, Hamburg,
Germany). A similar strategy is adopted to culture cells on glass coverslips (no. 1.5H, 18 mm
diameter; LH23.1, Carl Roth), although in this case plasma cleaning is not needed; the cov-
erslips are simply placed in ultra pure water and autoclaved in order to sterilize them before
use.

2.2.1 Cell fixation

Cells grown on either silicon nitride membranes or glass coverslips are chemically fixed 12h to
136 h after plating, depending on the cell growth rate, on the cell number at the time point of
plating and on the desired final cell concentration. Chemical fixation aims to prevent autolysis
and degradation of the cell while preserving its structure and components in time, effectively
acting as a snapshot of the cell status at the moment of fixation [94, 95]. As some chemical
and/or physical modification is inevitable to ensure cell preservation, no fixed cell is identical
to its living form, and different fixatives are prone to different artifacts. Therefore, a fixative
is chosen depending on the technique that will be used to investigate the sample.

For X-ray samples 3.7 % formaldehyde, obtained by diluting 37 % formaldehyde solution
(stabilized with 10 % methanol; 104002, Merck KGaA) in PBS 1:10 (v/v), is routinely used.
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The cells are rinsed twice with PBS, fixed in 3.7 % formaldehyde for 15min to 20 min, rinsed
three times with PBS and finally stored in PBS at 4°C until further use. After fixation,
phase contrast images of each silicon nitride membrane are taken (IX81 Inverted Microscope
or IX83 Inverted Microscope, Olympus, equipped with a 20x objective, UCPLFLN20XPH,
Olympus, numerical aperture 0.70) and stitched together to obtain an overall view of the
complete membrane. For cells intended for actin staining via phalloidin [96], formaldehyde
stabilized with methanol cannot be used, as methanol can destroy the native conformation
of filamentous actin, thus preventing phalloidin binding [97-100]. In this case, methanol-free
formaldehyde (28906; Thermo Fisher Scientific) is used instead, following the same procedure
as described above.

2.2.2 Freeze-drying

The majority of the X-ray samples are freeze-dried [62-66, |73}, 101, 102] before measurements.
Freeze-dried (or lyophilized) samples yield a stronger scattering signal than hydrated ones, as
the electron density contrast between cellular constituents and air is larger than that between
cellular constituents and an aqueous environment [27, [103]. The first step to freeze-dry a
sample is plunge-freezing, that is, freezing the sample as rapidly as possible, such that the
formation of ice crystals, which would destroy the cellular structures, is avoided. To this end,
a grid plunger (Leica EM GP; Leica Microsystems, Wetzlar, Germany) is used to ensure fast
immersion of the sample in a liquid ethane-propane mixture (37 % ethane, 63 % propane, kept
at about —196 °C). The sample (chemically fixed cells on a silicon nitride window) is taken out
of its storage PBS and briefly dipped in ultra pure water in order to minimize the presence of
salt crystals in the sample. The window is then mounted on the forceps of the grid plunger
and loaded into the sample chamber, where it is kept in a water saturated environment (99 %
humidity) to prevent the cells from drying. Here, the window is further rinsed with ultra pure
water and then carefully blotted with filter paper, until only a thin water membrane embeds
the cells. At this point, the cells are quickly submerged into the liquid ethane-propane mixture,
that is kept at low temperatures by an underlying liquid nitrogen bath. The ethane-propane
mixture is preferred over using liquid nitrogen directly: when liquid nitrogen is in contact with
a room-temperature object a thin vapor layer will form all around it, thus the cooling of the
sample is much less efficient [104].

After plunge-freezing the samples are stored in liquid nitrogen until the second step, drying,
is performed. The cells are dried by Jochen Herbst (Institute for X-ray Physics, Gottingen)
in a home-built freeze-drier, where a cryostat keeps them at —196°C while the pressure is
reduced under the triple point pressure of water (611.657 Pa [105]). The temperature is then
increased such that the aqueous contents of the cells sublimate. Finally, the temperature and
pressure are gradually brought back up to room temperature and atmospheric pressure. The
complete drying process takes about three days. After the freeze-drying process phase contrast
images of each silicon nitride membrane are taken (Olympus IX81 or IX83 Inverted Microscope,
Olympus UCPLFLN20XPH 20x objective) and stitched together to obtain an overall view of
the complete membrane. To avoid rehydration from ambient humidity, freeze-dried samples are
kept in a desiccator until they are needed for measurements.

2.2.3 Sample chamber for wet samples

Freeze-dried cells have many advantages: the drying process improves the scattering signal
and renders the cells less prone to radiation damage when compared to hydrated samples
[72, 73]. Furthermore, freeze-dried cells can be measured in air and at room temperature
without the need for a special sample environment. However, freeze-dried cells are very far
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from physiological conditions and undergo shrinkage and, often, fragmentation (Figure .

Figure 2.1: Example of cell fragmentation due to freeze-drying. a) Fixed-hydrated cells. b) Same cells
as in panel a, freeze-dried. White arrows point out examples of fragmentation. Scale bars:
50 pm.

Fixed-hydrated cells, although still different from living cells, are a step closer to real-life
conditions. The need to keep the cells hydrated during measurements comes with a set of
challenges which are addressed by designing and implementing a sample chamber for hydrated
cells on silicon nitride windows. The challenges are due to the fact that the aqueous environment
lowers the electron density contrast and facilitates the spreading of radiation damage. Thus,
the water layer in the sample chamber needs to be as thin as possible. Consequently, the
cells will dry very easily, unless the chamber is absolutely leak-tight. A previously developed
1106] wet sample chamber was manifactured using silicon nitride membranes in a “sandwich”
configuration, where the concave side of one silicon nitride window was glued to the flat side of
a second window, as shown in Figure

b
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Figure 2.2: Schematic of a simple silicon nitride “sandwich” wet sample chamber (not to scale). a)
Silicon nitride window, top view. b) Silicon nitride window, side view. c¢) Wet sample
chamber obtained by sandwiching the cells between the flat membrane they are grown on
and a second window with its well side facing the cells.

In this configuration the thickness of the window frame determines the thickness of the water
layer, i. e. 200 pm. With hard X-rays, this amount of water results in a strong background that
disturbs the signal originating from the cell itself. To circumvent this risk, the aforementioned
sample chamber design is modified such that the two flat sides of the membranes face each
other, as shown in Figure [2.5] Furthermore, there is a considerable risk that the glue enters the
chamber. Thus, in our design the silicon nitride window “sandwich” is held together not by
glue, but by placing it between two metallic frames that are screwed together. A photograph
of two such frames is shown in Figure 2.3l One of the frames (Figure [2.3h) has an indention
as deep as twice the thickness of the silicon frame of a window, so that the two windows are
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kept as close as possible. This frame hosts a sealing ring outside of the indented area, and four
holes around the sealing ring that match the holes in the other frame (Figure ), where the
screws are placed.

a b

Figure 2.3: Photograph of the metallic frames used to keep the wet sample chamber together. a)
Indented frame. b) Flat frame.

Polydimethylsiloxane spacer

A thin polydimethylsiloxane (PDMS, Sylgard 184 Silicone Elastomer Kit; Dow Silicones Corpo-
ration, Midland, MI, USA) spacer is placed on the silicon nitride frame to define the thickness
of the chamber. The spacer is obtained as a soft lithography replica of a structured master.

a b c

4.5 mm

Figure 2.4: PDMS spacer. a) Photomask used to obtain the master. b) Schematic of the PDMS spacer
on top of a silicon nitride window (not to scale). ¢) Photo of a PDMS spacer on top of a
silicon nitride window.

The master is fabricated by photolitography in a class 100 cleanroom using SU-8 negative
photoresist (SU-8 3025, Kayaku Advanced Materials Inc., Westborough, MA, USA). The pho-
toresist is spin-coated on a 2-inch silicon wafer (MicroChemicals GmbH, Ulm, Germany) at a
final velocity of 4000 rpm, resulting in a 17 pm—20 pm thick photoresist layer. The wafer is then
soft-baked at 65°C for 1 min and at 95°C for 9min. Next, a film photomask (Figure . De-
signed with AutoCAD 2020, Autodesk Inc., San Rafael, CA, USA and printed by Selba S. A.,
Versoix, Switzerland) is overlaid and aligned to the wafer (MJB4 Mask-Aligner; Siiss MicroTec
AG, Garching, Germany). The wafer is exposed to UV light for 5s, so that the irradiated
area of the photoresist is crosslinked. Afterwards, the wafer is baked at 65°C for 1 min and at
95°C for 5min. The wafer is then developed (MR-Dev-600; Micro Resist Technologies GmbH,
Berlin, Germany) to remove the non-exposed photoresist and hard-baked at 200 °C for 10 min.
Outside the clean room, the wafer is vapor-coated with (heptafluoropropyl)-trimethylsilane
(431044; Sigma-Aldrich) overnight. This step facilitates the removal of the PDMS replicas
from the master. One master wafer can be used to obtain 12 PDMS spacers (corresponding to
the white squares in the photomask shown in Figure )
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In order to obtain the PDMS spacers, a 10:1 PDMS-to-crosslinker mixture is degassed and
spin-coated (G3P-8 Spin Coater; Specialty Coating Systems Inc., Indianapolis, IN, USA) onto
the master wafer at 2500 rpm for 30 s yielding spacers of approximately 30 pm thickness, which
is slightly thicker than a typical cell. The PDMS is then baked at 65 °C for about 1h. It should
be noted that the spacers are thicker than the photoresist structures of the master. This helps
removing the spacers from the wafer: after backing, the PDMS is a thin layer that covers
all of the wafer and it is thicker in correspondence of the spacer-shaped holes of the master.
Therefore, it is possible to cut all around the holes, to keep some excess PDMS all around the
spacer. This excess PDMS margin can be used to peel the spacer away from the master and it
helps with handling it. The outer and inner perimeter of the spacer appear like indentions in
the thin PDMS layer, which can be used as guidelines when the margin and inner square part
are cut out and removed to obtain the actual spacer.

When needed, a spacer is cut out of the mold with a scalpel, gently removed with the help
of some tweezers and isopropanol and placed on a flat piece of aluminum foil. The central
square part and the excess PDMS margin are removed. The PDMS spacer is plasma-cleaned
together with an empty silicon nitride window (with its flat side facing upwards) at 40 W for
about 30s. The silicon nitride window is then immediately placed on top of the spacer under
a stereomicroscope (Olympus SZ61), transferred onto a hot plate at about 95°C and gently
pressed to facilitate the bond between the silicon frame and the PDMS spacer. After a few
minutes, the window is removed from the hot plate and the aluminum foil is peeled away. A
typical result of this procedure is shown in Figure 2.3k. The window is then plasma treated
once more, to render its membrane hydrophilic, and is subsequently stored in ultra pure water
for at least 24h. During this time the membrane stays hydrophilic and the PDMS spacer
gets water-saturated. Indeed, PDMS is permeable to water [107-109], so to avoid drying of
the sample chamber the spacer is saturated with water and its sides are sealed with a two-
component silicone (Twinsil Extrahart; Picodent, Dental-Produktions- und Vertriebs-GmbH,
Wipperfiirth, Germany). The two-component silicone is easy to apply, fast to cure and the risk
that it enters the chamber is low as it is highly hydrophobic.

Assembly of the sample chamber

The assembly of the wet sample chamber starts by taking a silicon nitride window with PDMS
spacer, hereinafter referred to as “PDMS window”, from its storage water and blotting it dry,
taking particular care to dry the portion of silicon frame outside of the PDMS spacer. A
rim of silicone is then added along the perimeter of the PDMS spacer (Figure , b), and
the window is placed into the indented part of the metallic frame mentioned above. A silicon
nitride window containing fixed-hydrated cells, hereinafter referred to as “cell window”, is taken
from the fridge, and a small droplet (roughly 6 pL)) of storage liquid of the cells is placed on
the membrane of the PDMS window (Figure [2.5¢, d). The cell window is dipped in ultra pure
water to remove PBS from the concave part of the window: if salt crystals formed outside of
the wet chamber, they would disturb the scattering signal. The frame of the cell window is
quickly blotted and then laid on top of the PDMS window, with the cells facing downwards,
so that they are inside the chamber and submerged in their storage liquid (Figure , f).
Finally, the flat metallic frame is placed on top of the indented one, and the two are screwed
together (Figure ) By imaging a wet sample chamber in a time series started right after
assembly (phase contrast, Olympus 1X83 Inverted Microscope, Olympus UCPLFLN20XPH 20x
objective), we found that evaporation from the chamber starts about 4h after assembly, and
it slowly proceeds until about 19h after assembly. This would allow measurements if they
were started directly after assembly; however, since the samples are assembled in-house and
then shipped to the synchrotron, the sample chambers are put in ultra pure water right after
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Figure 2.5: Assembly of the sample chamber. a) Photograph of the PDMS window with Twinsil
Extrahart silicone sealing the PDMS spacer. b) Schematic of the PDMS window with
Twinsil Extrahart silicone, side view (not to scale). ¢) Photograph of the PDMS window
in the metallic frame, with a PBS droplet on top of the membrane. d) Schematic of
the PDMS window with PBS, side view (not to scale; the metallic frame is omitted). e)
Photograph of the cell window being transferred onto the PDMS window. d) Schematic of
the complete wet sample chamber, side view (not to scale; the metallic frame is omitted).
f) Photograph of the sample chamber being screwed together.
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assembly and kept there at all times until right before they are measured, to avoid drying.

2.3 Sample characterization

The cellular samples are mainly characterized by scanning small-angle X-ray scattering (SAXS).
As described above, cells are grown on silicon nitride windows and then measured at a syn-
chrotron, in either the freeze-dried or fixed-hydrated state. Visible light phase contrast mi-
croscopy is used to monitor cellular changes during all steps of the sample preparation process.
In addition, micrographs are recorded yielding overview images of the samples, which are use-
ful when navigating a sample to find suitable regions to measure during X-ray measurements.
Moreover, we use fluorescent dyes to label the actin network and the desmin in the vim -/-,
vim -/- + hDes WT and vim -/- + hDes R406W cell lines, in order to visualize the expression
of the two different kinds of desmin, and to verify if obvious differences in the actin network of
the three cell lines can be seen.

2.3.1 Fluorescence microscopy

In preparation of fluorescence microscopy, cells are grown on glass coverslips and fixed with
methanol-free formaldehyde, as described above. The cells are permeabilized by placing them
on a shaker for 10 min after addition of 0.1 % (v/v) Triton X 100 (3051.3; Carl Roth) in PBS.
The permeabilizing solution is then removed and the cells are washed three times in PBS; each
time, they are left on the shaker for 5min. The coverslips are then placed in 1% (m/v) bovine
serum albumine (BSA, BSA-1U; Capricorn Scientific GmbH, Ebsdorfergrund, Germany) in PBS
and left on the shaker for 60 min, to block unspecific binding. Subsequently, the coverslips are
placed in a simple wet chamber, consisting of a plastic box containing wet tissue paper covered
with parafilm. The coverslips are laid on top of the parafilm, so that a small drop of liquid can
be added to the coverslips and stays in place, as parafilm is hydrophobic; the wet tissue paper
underneath ensures that the sample does not dry out. A 100 L droplet of staining solution
is added to the coverslips, containing 1:40 (v/v) Alexa Fluor 647 Phalloidin (A22287; Thermo
Fisher Scientific) and 1:400 (v/v) Alexa Fluor 488 Anti-Desmin antibody [Y66] (ab185033;
Abcam, Cambridge, UK) in 1% BSA. The wet chambers are wrapped in aluminum foil to
protect them from light and left at 4 °C overnight. The coverslips are then washed three times
in PBS (each time, they are left on the shaker for 5min) and finally mounted on rectangular
glass slides (76 mm x 26 mm, 1.0 mm thick, 631-1550; VWR International GmbH, Darmstadt,
Germany) with ProLong Diamond Antifade Mountant (P36965; Invitrogen, Thermo Fisher
Scientific). The glass slides are kept at 4°C in the dark until they are imaged. Imaging is
performed using a confocal microscope (Olympus 1X81), equipped with a 100x oil immersion
objective (UPLSAPO100XO, Olympus, numerical aperture 1.4) and a digital CMOS camera
(ORCA-Flash4.0 LT+, C11440; Hamamatsu Photonics Deutschland GmbH, Herrsching am
Ammersee, Germany). An excitation wavelength of 488 nm (provided by an argon laser) is
used to image desmin; an excitation wavelength of 635 nm (provided by a laser diode) is used
to image actin.

2.3.2 Scanning SAXS: fast scanning at ID13

All X-ray measurements described in this work are performed at the micro-branch (experi-
mental hutch II) of beamline ID13 of the European Synchrotron Radiation Facility (ESRF,
Grenoble, France), in the course of three different experiments in April 2017, October 2018
and September 2020. A simplified schematic of the experimental setup is shown in Figure [3.1]
Parabolic beryllium compound refractive lenses (Be-CRLs) of 200 pm radius at the apex (R4)
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are used to pre-focus the beam. A channel-cut Si(111) monochromator is used to obtain a pho-
ton energy of 13.0keV. The beam is then focused down to micrometric dimensions by Be-CRLs
(R4 = 50 pm), conditioned with a 20 pm aperture and cleaned with a 80 um guard aperture.
The specific beam sizes and photon fluxes used in the different experiments are listed in Ta-
ble 2.1} A sample is mounted on a piezoelectric scanning stage that is mounted on a hexapod
stage: the hexapod stage provides coarse movements for sample positioning and alignment, the
piezoelectric stage is used for the finer movements of the scans. A 70 mm flight tube filled with
helium is placed downstream of the sample to reduce air scattering. When needed, a visible-
light microscope can substitute the flight tube to align the sample. Right outside of the flight
tube, the primary beam is blocked by a beam stop, thus protecting the detector, an Eiger X
4AM (2017 x 2167 pixels, pixel size 75 um x 75 num; Dectris Ltd., Baden-Daettwil, Switzerland).
Along with the “traditional” raster scanning mode, in which the sample is stationary during
acquisitions, a “fast scanning” mode is possible, by moving the sample continuously at constant
speed while the data acquisition is in progress |15, |50].

The setup used during the September 2020 experiment is similar to the one just described,
with a noteworthy difference: the experiment takes place after the “Extremely Brilliant Source”
(EBS) upgrade of ESRF [110]. The increased brilliance and coherence of the EBS-ESRF allow
for a clean, focused beam using fewer CRLs to be rendered, thus resulting in a higher photon
flux (see Table [2.1]).

Table 2.1: Experimental parameters for the three different experiments presented in this work.

Experiment Photon flux [cps] Beam size [pm| Sample-detector distance [m]
April 2017 1.7-10* 2x3 0.935
October 2018 1.2-10% 1.5x 3 0.962
September 2020 2.5-1012 2x2 0.778

Unless otherwise stated, all the analysis of scanning SAXS data is performed by using Matlab
(The MathWorks, Inc., Natick, MA, USA), version R2017b or later releases, including the
Image Processing Toolbox and the Parallel Computing Toolbox. The power law fits discussed
in Chapter |3| are all obtained by a non-linear least-squares minimization.
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Chapter 3

Results and discussion

In this chapter, the results of scanning small-angle X-ray scattering (SAXS) on mouse embry-
onic fibroblasts are presented and discussed. Section [3.1] illustrates the way that large field-of-
view dark field contrast images from scanning SAXS can be segmented into regions of interest,
and how such segmentation enables further analysis. Section uses scanning SAXS to com-
pare three different cell lines. Section compares the scanning SAXS signal of biological
cells obtained the at the European Synchrotron Radiation Facility (ESRF) before and after its
“Extremely Brilliant Source” (EBS) upgrade.
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3.1 Segmentation of dark field contrast images from scan-
ning SAXS

Scanning small-angle X-ray scattering (SAXS) in “fast” scanning mode of mouse embryonic
fibroblasts on silicon nitride membranes provide low-intensity, membrane-wide scans consisting
of up to 9 x 10° scattering patterns. The dark field contrast image of a scan is key in connecting
the sample position with its corresponding scattering pattern: therefore, no analysis can take
place without dividing the dark field contrast image into regions of interest, such as cell bodies
or nuclei. The large dimensions of a membrane-wide dark field contrast image, and the low
intensity of the signal due to the short exposure times necessary for fast acquisition present a
series of challenges that need to be resolved by adequate treatment. The article reproduced
below exemplifies the kind of analysis enabled by a good segmentation strategy.

3.1.1 Large field-of-view scanning small-angle X-ray scattering of
mammalian cells

This section has been published as Chiara Cassini et al. “Large field-of-view scanning small-angle X-ray
scattering of mammalian cells”. In: J. Synchrotron Radiat. 27.4 (2020), pp. 1059-1068. DOI: [10.1107/
51600577520006864. The article is reproduced in accordance with the Creative Commons Attribution Licencel

Chiara Cassini,»” Andrew Wittmeier,® Gerrit Brehm,»” Manuela Denz,* Manfred
Burghammer® and Sarah Koster®P

aInstitute for X-Ray Physics, University of Gottingen, Friedrich-Hund-Platz 1, 37077 Gottingen, Germany
PCluster of Excellence “Multiscale Bioimaging: from Molecular Machines to Networks of Excitable Cells”
(MBExC), University of Gottingen, Germany

“European Synchrotron Radiation Facility, 71, Avenue des Martyrs, 38043 Grenoble, France

Author contributions: S. K. conceived and supervised the project. C. C., S. K., A. W., G.
B. and M. D. collected SAXS data with the support of M. B. A. W. prepared the samples. C.

C. analyzed the data. C. C. and S. K. wrote the manuscript, with input from all authors.

Keywords: biological cells, nanostructures, high throughput, scanning SAXS, image segmen-
tation.

X-ray imaging is a complementary method to electron and fluorescence microscopy for studying
biological cells. In particular, scanning small-angle X-ray scattering provides overview images of
whole cells in real space as well as local, high-resolution reciprocal space information, rendering
it suitable to investigate subcellular nanostructures in unsliced cells. One persisting challenge in
cell studies is achieving high throughput in reasonable times. To this end, a fast scanning mode
is used to image hundreds of cells in a single scan. A way of dealing with the vast amount of
data thus collected is suggested, including a segmentation procedure and three complementary
kinds of analysis, 4. e. characterization of the cell population as a whole, of single cells and of
different parts of the same cell. The results show that short exposure times, which enable faster
scans and reduce radiation damage, still yield information in agreement with longer exposure
times.
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Introduction

Imaging biological cells with a spatial resolution sufficient for identifying subcellular struc-
tures is a very challenging task, currently tackled mainly by three kinds of probes: electrons,
visible-light fluorescence and X-rays. Electron microscopy [1, [2] yields the best spatial resolu-
tion, resolving details down to the subnanometer range. However, it requires extensive sample
preparation, typically including slicing and staining of the sample. Thanks to super-resolution
techniques [3|, fluorescence microscopy is widely used in labeled, intact cells [4] [5] and can
resolve details on the order of tens of nanometers. X-ray imaging techniques [6], [7] rely on
the small wavelength and high penetration depth of X-radiation. In particular, scanning small-
angle X-ray scattering (SAXS) [8] is used on unsliced, unstained samples to obtain both real and
reciprocal space information. A large variety of samples can be examined with this technique,
including, but not limited to, bone [8-H11], wood [8, 12] and teeth [13| [14]. In real space, the
dark-field contrast image |15] offers an overview of the scanned area. The real-space resolution
is limited by the dimensions of the X-ray beam and the step size of the scan. In reciprocal
space, scanning SAXS can access the nanometer range via scattering patterns collected at each
position of the scan. Thus, moderate resolution in real space is complemented by high resolu-
tion in reciprocal space. Thanks to this unique combination, several subcellular structures were
studied in whole cells, including keratin bundles in SK8/18-2 cells [16/118], actin bundles in hair
cell stereocilia [19] and in Dictyostelium discoideum [20] and chromatin in 3T3 fibroblasts [21].
A model-free diffraction pattern analysis was demonstrated for several cell types [22]. Notably,
all these studies typically took into account only about 2-30 cells in total; when different cell
types [22], differently prepared samples |17, 20] or cells in different stages of the cell cycle [21]
were compared, each of the compared groups included at most ten cells.

Since cell-to-cell variability occurs even within the same monoclonal population [23], any
cellular assay should include a statistically significant number of cells. However, achieving
high resolution for a large number of cells in a single experiment is very challenging. The
conditions for high spatial resolution usually limit the accessible field-of-view. This results in
a low number of cells per acquisition, thus longer times are needed for large numbers of cells
to be assessed. Recent attempts to overcome these limitations include, for super-resolution
fluorescence techniques, the development of a large and uniform epi-illumination [24] or the
decoupling of illumination and detection pathways with slab waveguides [25]. Multiple electron
beams can extend the field-of-view of scanning electron microscopy by simultaneously scanning
as many regions as the number of beams employed [26]. Field-of-view expansion has been
demonstrated for scanning SAXS on cardiac tissue, thanks to a novel fast scanning mode [27]
that resulted in a field-of-view of 6 mm x 5mm with a pixel size of 5pm for the dark-field
contrast image.

Here, we use fast scanning SAXS to study single cells, thus accessing the subcellular struc-
tural information provided by the scattering patterns, corresponding to typical lengths of few
nanometers to few tens of nanometers, while obtaining a panoramic view of the entire cell
population (1.5 mm x 1.5 mm field-of-view) from the dark-field contrast image. Regardless of
the imaging method, measurements carried out with high resolution over a large field-of-view
lead to vast amounts of data that need to be handled in a time-efficient manner [26-28|. Here,
we present a segmentation strategy for the dark-field contrast image that is key to dividing the
data into regions of interest (ROIs), thus enabling further analysis in feasible times. Different
levels of analysis, focusing on the overall cell population, on the characteristics of different cells
or on the properties of different parts of the same cell are illustrated, as well as an application
example that corroborates previous results with data from a more substantial number of cells.
In particular, we pay attention to effects of radiation damage, which still pose a major chal-
lenge when imaging biological matter by X-rays. We thus enable statistically meaningful data
acquisition and analysis by scanning SAXS and render it a complementary method to other
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nanoscale imaging methods.

Materials and methods

Cell culture and sample preparation NIH-3T3 fibroblasts derived from Swiss albino
mouse embryos [29] were cultured in high glucose (4.5gL™1) Dulbecco’s Modified Eagle’s
Medium (DMEM, D6429; Sigma-Aldrich, Merck KGaA, Darmstadt, Germany) supplemented
with 10% (v/v) fetal bovine serum (F0804; Sigma-Aldrich), 100 units mL~' penicillin and
0.1gL~! streptomycin. The culture flasks were kept in a cell incubator at 37°C in a water-
saturated atmosphere with 5% CO,. The cells were transferred onto the flat side of SisN, mem-
branes (frame size 5mm X 5 mm, window size 1.5 mm x 1.5 mm, membrane thickness 1000 nm;
Silson Ltd, Warwickshire, UK) when they reach 80% confluence, by detaching them from the
culture flasks using 0.05% (v/v) trypsin (T4799-5G; Sigma-Aldrich) and 0.02% (w/v) EDTA
(8040.2; Carl Roth GmbH, Karlsruhe, Germany) in phosphate buffered saline (PBS). The mem-
branes were seeded with an initial concentration of about 3.8 x 10% cellsmL . After about 24 h,
the windows were washed with PBS, fixed [21] for 15 min with 3.7% formaldehyde solution sta-
bilized with 1% methanol (104003; Merck, diluted 1 : 10 in PBS) and then washed three times
with PBS. Fixed samples were washed in ultrapure water and plunge-frozen [16| [20-22] by
fast immersion in a liquid ethane-propane mixture using an automatic grid plunger (EM GP2;
Leica Microsystems GmbH, Wetzlar, Germany). The frozen samples were then lyophilized in a
home-built freeze-drier |16, 20-22]. Visible-light phase contrast imaging was carried out before,
between and after these steps for quality control.

Scanning SAXS We performed scanning SAXS experiments at the micro-branch (experi-
mental hutch II) of beamline ID13 at the European Synchrotron Radiation Facility (ESRF,
Grenoble, France). The beam was pre-focused by parabolic beryllium compound refractive
lenses (Be-CRLs) of 200 pm radius at the apex (R4) and monochromated by a Si-111 channel-
cut monochromator to a photon energy of 13.0keV. The beam was then focused by Be-CRLs
with an R4 of 50 pm with 2 pm x 3pm spot size and a flux of 1.7 x 102 photonss™!. Close
to the sample, the beam was conditioned with a 20 pm aperture and cleaned with an 80 pm
guard aperture (pinhole camera). The sample was aligned with an on-axis visible-light micro-
scope. Downstream the sample, a 70 mm helium-filled flight tube was employed to reduce air
scattering. A beam stop right outside the exit window of the flight tube blocked the primary
beam, while the scattered radiation was recorded by an Eiger X 4M detector (2070 rows x 2167
columns 1. e. &~ 4 megapixels, pixel size 75 pm x 75 pm; Dectris, Baden, Switzerland), located
about 0.9m away from the sample. A fast scanning mode [27] was achieved by continuously
moving the sample at constant speed during data acquisition.

We used the fast scanning mode on the freeze-dried NIH-3T3 fibroblasts grown on SizNy
windows. FEach window contained about 800 cells on a 1.5mm x 1.5mm area. Scans of a
window were obtained by moving the window horizontally (2974 positions) and vertically (2991
positions) through the X-ray beam (Fig. in steps of 0.5 pm. These window-wide scans were
performed using the minimum exposure time allowed by the detector, i.e. 1.34ms per scan
position. This way, each scan consisted of 8895234 scattering patterns in total, acquired in
about 7 hours (25602 s, including about 1.54 ms overhead per scan position). For comparison,
we also performed scans of smaller regions containing single cells with longer exposure times
(20 ms per scan position), comparable to cell scans performed in the past [17} |18, 21]. For both
short and long exposure time scans, the step size was 0.5 um x 0.5 um. The radiation dose D
can be estimated as shown by Weinhausen et al. [16] and Hémonnot et al. [21] following Howells
et al. [30], who approximate the cellular material with an ‘average protein’ of empirical formula



3.1. DARK FIELD SEGMENTATION 25

........................ 20
' )
—>
Incoming
X-ray beam Beam stop

Sample

Detector

V4
y\L&
Figure 3.1: Experimental setup. A SisN4 membrane with freeze-dried cells is moved along the y- and
z-axes through the X-ray beam to obtain a raster scan. The undiffracted beam is blocked
by the beam stop; the scattered X-rays are collected by the detector. The red dashed
lines illustrate the relationship between the scattering angle 20 and the direction of the
corresponding scattering vector ¢.

H50C39NgO10S. Accordingly, we use the equation

 AyAz

where 1/p, = 2.55cm?/g is the ratio between mass attenuation coefficient and mass density
of the cellular material [31], [ is the photon flux, hv is the photon energy, T" is the exposure
time per scan point and Ay and Az are the step sizes of the scan in the horizontal and vertical
direction, respectively. The resulting doses were 4.8 x 106 Gy for 7' = 1.34ms and 7.2 x 107 Gy
for T'= 20 ms.

Data analysis For each scan, a dark-field contrast image [15-17, 20, 21] of the scanned
region was obtained by integrating the 2D scattering patterns within a region of interest on
the detector corresponding to a maximum ¢ value of 2.99nm~! and by plotting the resulting
intensity values in a color-coded fashion at the corresponding scan positions. ¢ is the magnitude

of the scattering vector ¢,
q= 4Tﬁsing, (3.1)
where ) is the wavelength of the incoming X-rays and @ is half the scattering angle (see Fig.|3.1)).
In order to define ROIs for our large datasets, we segmented the corresponding dark-field
contrast image, where we could distinguish the cells from the background and the nuclei from
the cytoplasm, as exemplified in Fig. [3.2h, b. The large number of cells grown on one window
renders manual ROI selection unreasonable. Therefore, we used a semi-automated segmentation
procedure detailed in the supporting information. In brief, we use local intensity thresholds
[32] to separate the cells from the background (Fig. [3.2¢) and a different Otsu threshold [33]
for each cell to find the nuclei (Fig.[3.2d). The final ROIs are shown in Fig. for the portion
of the dark-field contrast image in the white box in Fig. and in Fig. for the complete
frame.
One-dimensional radial intensity profiles I(q) were obtained from the 2D scattering pat-
terns by azimuthal integration [15-17, |20, [21] in the same ¢ range as used for the dark-field
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Figure 3.2: Dark-field contrast image segmentation. a) X-ray dark-field contrast image for the com-
plete scan of the entire window. Scale bar: 200 pm. b) Detail of the region inside the white
box in a. ¢) Result of local thresholding, showing the same region as in b, but the pixels
identified as background have been masked out. The contours of the mask are shown in
white. d) Result of global thresholding on single cells, showing the same region as in b,
but only the nuclei. The contours of the cell bodies are shown in white. e) Final regions
of interest for the region shown in b. Background is shown in blue, cytoplasm in green
and nuclei in red. Black pixels are disregarded. The color scales have been readjusted
individually in a-d for better visualization.

contrast image computation and are represented as a function of the scattering vector mag-
nitude ¢ (equation (3.1)). The radial intensity profiles were then normalized by the exposure
time and the background intensity was subtracted from the nuclear and cytoplasmic intensi-
ties. The background-corrected radial intensity curves were fitted by a non-linear least-squares
minimization to a power law in the ¢ range [0.185,1.723] nm~!, corresponding to real-space
features between 3.6 nm and 34.0 nm.

All data analysis was carried out using self written MATLAB R2017b (The MathWorks,
Inc., Natick, MA, USA) scripts, including the Image Processing Toolbox and functions from
the Nanodiffraction toolbox developed by Nicolas et al. [27].

Results and discussion

Analysis of cell populations, single cells and subcellular positions The segmentation
of the dark-field contrast image described above is used to compute the average scattering
pattern for each ROI (Fig. , b and c). Each ROI consists of a large number of scattering
patterns — 3610683 for the background, 700 766 for the cytoplasm and 419836 for the nuclei
— and possible anisotropies due to local orientations are not visible in these average scattering
patterns. Indeed, all anisotropies stem from the background scattering pattern, as confirmed
by background scattering pattern subtraction (see the supporting information). Thus, the
isotropy of the averaged patterns justifies the computation of one-dimensional radial intensity
profiles through azimuthal integration of the two-dimensional scattering patterns. The resulting
intensity values I are plotted in Fig. against ¢ (see equation ({3.1))). The background radial
intensity profile (blue curve in Fig. ) is then subtracted from the two curves containing
the actual signal (red and green curves in Fig. ) to obtain the background-corrected radial
intensity profiles shown in Fig. [3.3. These profiles follow a power law decay,

I(q) = Kq¢* + B. (3.2)

The additive constant B accounts for small density fluctuations in the sample, inelastic and
incoherent scattering |10} 34]. The exponent « is related to the morphology of the sample.
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For instance, monodisperse rods would lead to &« = —1, monodisperse platelets to a = —2 and
monodisperse spheres to a = —4 , . Non-integer exponents can be caused by polydisperse
and/or fractal scatterers [37-39]. In particular, fractals are characterized by a@ > —4 and values
< —4 indicate polydispersity and heterogeneity. In the latter case, predictions on the precise
value of o can only be made if a model for the electron density distribution is assumed. When
a = —4 at large ¢ values, equation is Porod’s law 35| 36]. In this case, Porod’s constant
K depends on the electron density of the sample and the surface area of the interface between

scatterers and air [35] [36].
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Figure 3.3: Data reduction and fitting. a) Average scattering pattern for the background region. b)
Average scattering pattern for the cytoplasmic region. c) Average scattering pattern for
the nuclear region. The white lines in a-c delimit the fitting range (see e). d) Radial
intensity profiles for the background, cytoplasmic and nuclear regions, respectively ob-
tained by azimuthal integration of the average scattering pattern shown in a, b, ¢. The
vertical dashed lines delimit the fitting range (see e). e) Radial intensity profiles for the
cytoplasmic and nuclear regions after background subtraction, fitted with equation .
The vertical dashed lines delimit the fitting range.

The same analysis can be repeated on ensembles of scattering patterns, allowing us to
compare different cells, or groups of cells. By accessing one cell at a time, we can compute
background, cytoplasmic and nuclear average scattering patterns for each cell. For example,
for the ROIs shown in Fig. [3.4c, we obtain the radial intensities shown in Fig. [3.4¢ (teal
curve for the cytoplasm, orange curve for the nucleus). These curves are very similar to those
obtained from averaging over the entire window (ROIs shown in Fig. |3.4h), also plotted in
Fig. for comparison (light green curve for the cytoplasm, red curve for the nucleus). The
main difference is that the single cell curves are slightly noisier for high ¢ values, which is not
surprising since they were obtained by averaging a much smaller number of scattering patterns,
i.e. 1373 instead of 700766 for the cytoplasm and 461 instead of 419836 for the nucleus. It
is now possible to select a subpopulation of cells, for instance imposing conditions on the cell
size. An example is shown in Fig. [3.4b, where only the ROIs belonging to the cells satisfying
Npue > 30, Npue < Neyt < 5000 and Neyy < Npie < 10000 are shown (Npye, Neyt and Npy, are
the numbers of pixels included in the nuclear, cytoplasmic and background region, respectively).
We empirically set these conditions to reduce the number of connected components that are
fragments of cells instead of whole cells, while retaining a statistically significant number of
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Figure 3.4: Analysis of different data ensembles. a) ROIs, entire window analysis. Background is
shown in blue, cytoplasm in green and nuclei in red. b) ROIs, cell-by-cell analysis. Back-
ground is shown in black, cytoplasm in teal and nucleus in orange. ¢) Enlargement of the
region in the red box in b: example of ROIs for one cell. d) Dark-field contrast image
for the cell shown in c¢. The positions of the scattering patterns used to exemplify single
scattering pattern analysis (see e, f, g) are marked by crosses in yellow for the cytoplasm
and pink for the nucleus. e) Radial intensity profiles for the cytoplasmic and nuclear re-
gions, after background subtraction. The curves were obtained by azimuthal integration
of average scattering patterns coming from different ensembles: averaged over the entire
window (ROIs shown in a), averaged over an individual cell (ROIs shown in ¢) or single
(not averaged) scattering patterns (marked in d). f) Distribution of K values obtained
from the cell subset shown in b. The values obtained from the entire window analysis
and from the single scattering pattern analysis are also shown. g) Distribution of « values
obtained from the cell subset shown in b. The values obtained from the entire window
analysis and from the single scattering pattern analysis are also shown. For each bin in f
and g, the frequencies are obtained by dividing the counts by the total number of values
and then normalized by dividing them by the width of the bin.

cells. For further details, see the supporting information. K and « are analyzed with respect to
this subpopulation by computing the average nuclear, cytoplasmic and background scattering
patterns for each of the cells shown in Fig. [3.4b, by plotting the corresponding radial intensities
and fitting them with equation . The result is a set of fit parameters, in particular K and
a, for each of the 444 analyzed cells. The corresponding distributions are shown in Fig. and
g. For comparison, the K and « values obtained for the entire window are depicted as vertical
solid lines. These values are close to the average values of the corresponding distributions
(see also the supporting information, Table S2), suggesting that the subpopulation used here
is representative of the total population. The highly overlapping distributions of « for nuclei
(orange) and cytoplasm (teal; Fig. [3.4k) suggest that all cells have a similar nanostructure,
with little difference between nuclear and cytoplasmic regions. Differences between nuclei and
cytoplasm emerge in the K distributions (Fig. [3.4f) that have large standard deviations (as
shown in Table S2 in the supporting information), reflecting the high variability occurring even
among the same cell line.

The radial intensities can also be evaluated for each scan point within the cell body sep-
arately, 7.e. without any averaging, so that the local variability is accessed. In this case, the
assumption of isotropic scattering patterns is valid in first approximation only. An example is
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shown for just two positions, indicated in Fig. by a yellow cross (cytoplasm) and a pink
cross (nucleus). The background is computed by averaging those background scattering pat-
terns belonging to the surroundings of this cell (black pixels in Fig. [3.4k) that are on the same
row as the cytoplasmic or nuclear scattering pattern considered. Due to the considerable length
of one row, scattering patterns in different rows are acquired at very distant time points and, as
the incoming beam intensity can fluctuate in time, using only background scattering patterns
acquired very soon before or after the considered scattering pattern ensures that the incident
X-ray intensity levels are not significantly different for the considered scattering pattern and its
background. The resulting background-subtracted radial intensities, shown in Fig. [3.4k, follow
the curves for the whole window well, but are visibly noisier than the others. Moreover, they
show an increase at large ¢ values, which is actually an artifact of the azimuthal integration
procedure for low intensity values (see the supporting information). However, the fits of these
lower-quality data with a power law are still possible, and the resulting K and « values (vertical
dashed lines in Fig. and g) fall within the boundaries of the distributions obtained for the
single cell averages.

Validity of data from short exposure times The fits of the comparatively noisy individual
radial intensity profiles shown in Fig. yield results in good agreement with those obtained
from averages over whole cells (see Fig. 3.4, g), suggesting that even these low-intensity, non-
averaged single scattering patterns contain valuable information that can be analyzed. The
analysis of non-averaged scattering patterns from scanning SAXS has already been successfully
applied not only on strongly scattering materials such as bone [8, (9} [11] [10], wood [8] [12] or
teeth [13] [14], but also on weakly scattering samples, such as biological cells [16-18, 21} 22].
However, in all previous examples, the exposure times ranged from 30 ms to 10 s per scan point,
with typical doses |16} 22, |30] on the order of 10" Gy-10® Gy, thus being considerably longer
and more invasive than here (1.34ms, corresponding to a dose of 4.8 x 10 Gy), and therefore
preventing the recording of large data sets. The scattering patterns obtained with longer
exposure times do not necessarily yield more information than those from shorter exposure
times, as radiation damage plays an increasingly more important role when more dose is imposed
on the sample [40-42].

We compare the results obtained from a specific region in our full window fast scans to slower
scans of the identical cells, using the same step size but a different exposure time, 7.e. 20 ms per
scan point, corresponding to a dose of 7.2x 107 Gy, added to the dose from the previous exposure,
thus 7.68 x 107 Gy. This exposure time is chosen to maximize the signal-to-noise ratio (SNR)
of the dark-field contrast image (for more details, see the supporting information). Fig.
shows a portion of the dark-field contrast image from Fig. [3.2h, while Fig. shows the
dark-field contrast image for a scan, carried out later, on the same region, with 20 ms exposure
time. Despite the intensities being normalized with respect to the different exposure times, the
two images are not identical: the background appears brighter for the longer exposure time.
This might be due to a change in the cell-to-substrate contrast caused by radiation damage, to
artifacts introduced by the detector, to intensity fluctuations of the incoming X-ray beam, to
undetected defective detector pixels randomly switching on and off, or to a combination of the
factors above.

A single scattering pattern analysis is performed on the two central cells of the region, with
the procedure described above, yielding the K and a maps in Fig.[3.5c, d, f, g. The K maps look
very similar to each other, although the one for the shorter exposure time (Fig. ) appears
more pixelated. Their similarity is supported by the strong agreement of the distributions
of K for cytoplasmic and nuclear regions as shown in Fig. 3.5p. The two distributions also
have similar, although not identical, medians, standard deviations and averages, as reported
in Table S3. The distributions of « resemble each other as well (Fig. [3.5h) and their ranges
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Figure 3.5: Comparison of fast and slow scans. a) Dark-field contrast image of one particular region
from a fast scan (exposure time: 1.34 ms). b) Dark-field contrast image of the same region
from a slow scan (exposure time: 20 ms). ¢) Map of K values, fast scan and d) slow scan.
e) Violin plots of the K values shown in ¢, d. f) Map of « values, fast scan and g) slow
scan. h) Violin plots of the o values shown in f, g. In the violin plots |43| [44] in e and
h, the gray circles mark the median value and the white boxes represent the interquartile
range.
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strongly overlap, although the cytoplasmic distributions differ in their extreme values and
the nuclear distribution for the long exposure time is shifted to larger values with respect to
the distribution for the short exposure time. Of note, the o maps (Fig. B.5f, g) are fairly
homogeneous, indicating a similar local morphology throughout the cell, in agreement with
previous work [21]. In fact, all four distributions shown in Fig. have similar medians and
averages, as can be seen in Table S3. At a closer look, these values are more similar within the
same scan (i.e. between the different cellular regions) than within the same cellular region (i.e.
nucleus or cytoplasm) in different scans. This suggests that « is determined by the exposure
time rather than by the point in the cell that the signal originated from. Indeed, a previous
study on the same cell line [21] suggests that evident differences among « values are related
to different severity of radiation damage. The authors show that freeze-dried samples lead to
a ~ —3.6, freeze-dried samples scanned with an attenuated beam intensity to o ~ —4 and
cryoprotected freeze-dried samples to o =~ —4.3. Moreover, the sample preparation seems to
influence the power law exponent values, as found for SK8/18-2 cells [17] and for Dictyostelium
discoideum [20]. Regardless of the cell type, living cells have larger exponents than chemically
fixed cells, which in turn have larger exponents than frozen-hydrated cells, and freeze-dried cells
yield the smallest exponents. It is possible that the low variation we observe for a throughout
a cell is due to the freeze-drying procedure we apply. The aforementioned study of SK8/18-2
cells reports a larger difference between the average nuclear and cytoplasm exponents, for both
living and hydrated cells, than what we measure here. However, it should be kept in mind
that in this work we are dealing with a different cell line and with a single scattering pattern
analysis rather than an average scattering pattern analysis.

In addition to radial intensity profiles the analysis of orientation and anisotropy of scattering
patterns has recently been used on biological tissues and cells to obtain orientation maps for
Dictyostelium discoideum [20], several types of human and murine cells [22], cardiomyocytes
[45] and cardiac tissue [27]. We perform an analysis of orientation and anisotropy for the
scattering patterns of the fast and slow scans shown in Fig. 3.5 following Bernhardt et al.
[22] and Nicolas et al. [27], as explained in the supporting information, including Fig. S5. We
find that, regardless of the exposure time and of the examined cell, a predominant orientation
of about 21° emerges. This is an indication that the signal form the sample is not strong
enough to allow for this kind of analysis. Indeed, orientations significantly different from 21°
are only visible in some parts of the nuclei, where the signal is stronger, i.e. more scatterers
are present in the beam, as the nucleus is thicker and denser than the cytoplasm. Analysis of
orientation and anisotropy will strongly benefit from new-generation synchrotrons such as the
current ESRF-EBS upgrade, as a higher brilliance will compensate for the faintness of cellular
signals.

Dependence of the fit parameters on the cell size The possibility to analyze one cell
at a time allows us to compare various properties of a large number of cells. As an example,
we show (Fig. the dependence of K and « on the cell area, for the subpopulation shown
in Fig. [3.4p. For each cell, the cell area is quantified by counting the pixels belonging to the
given cell, according to the cell body mask discussed above. Although there is no perfect
anticorrelation, K evidently tends to decrease with increasing cell area (Fig. [3.6h). This is
true for both the nucleus and the cytoplasm. Conversely, no dependence of o on the cell area
emerges in Fig. [3.6f.

The cell size is related to the phase of the cell cycle [46]: the cellular volume grows during
gap 1 (G1) phase; the DNA is duplicated during synthesis (S) phase; the cellular volume grows
again during gap 2 (G2) phase, then the cell divides (mitosis, M, and cytokinesis) into two
“daughter” cells that usually enter their own G1 phase |[47]. These volume changes appear in
our two-dimensional dark-field contrast image of adherent cells (Fig. ) as changes in the
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Figure 3.6: Dependence of K and « on the cell area for a subpopulation of cells. a) Dependence of K
and c¢) a from the cell-by-cell analysis (see Fig. on the cell size. b) Same as a, rescaled
for the cytoplasm. d) Distributions of the K and e) « values for the cytoplasmic regions, for
the cells in the first (light blue) and fourth (dark blue) area quartile. f) Distribution of the
cell areas for the subpopulation. The vertical dashed lines (corresponding to 1510 pixels,
2015 pixels and 2550 pixels) delimit the quartiles of the area distribution. g) Distributions
of the K and h) « values for the nuclear regions, for the cells in the first (pale orange)
and fourth (dark orange) area quartile. For each bin in d, e, g and h, the frequencies are
obtained by dividing the counts by the total number of values and then normalized by
dividing them by the width of the bin.
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cell (projected) area. Since there is no one-to-one correspondence between cell size and phase
of the cell cycle |46], it is not possible to tell the exact point of the cell cycle for a cell looking
at its area only; nevertheless, among the smaller cells there is a higher incidence of cells in the
G1/S phase, and among the bigger cells there is a higher incidence of cells in the G2/M phase
[21]. Therefore, we expect the cells in the first quartile of the area distribution (see Fig. [3.6f)
to be mostly in the G1/S phase and the cells in the fourth quartile to be mostly in the G2/M
phase. For the sake of simplicity, in the following we refer to the cells in the first quartile of
the area distribution as ‘small’ cells and to those in the fourth quartile as ‘large’ cells.

The distributions of « for small and large cells are globally different, as the two-sample
Kolmogorov-Smirnov test [48] yields a p-value of 9.23 x 1078 for the cytoplasmic distributions
and of 4.60 x 10~® for the nuclear distributions. Both values are well below the commonly used
0.05 p-value threshold. However, only a very small shift to larger values is observed for the large
cells, both for the cytoplasm (Fig. [3.6¢) and for the nucleus (Fig. [3.6h). The average values
of these distributions are equal within experimental error (see also Table S4 in the supporting
information). As already discussed, the exponent « is determined by the morphology of the
sample. In the present case, the exponents are quite close to —4, which is the exponent
associated with identical three-dimensional scatterers with well defined boundaries [34-37].
However, all exponents we find are slightly but systematically smaller than —4, thus hinting
to three-dimensional, heterogeneous scatterers, possibly having diffuse boundaries. Additional
information is provided by K, that displays a much more evident difference in the distributions
for small and large cells, both for the cytoplasm (Fig. [3.61d) and for the nucleus (Fig. [3.6k).
The distributions for the small cells are wider, i. e., they have larger standard deviations (see
also Table S4 in the supporting information) and are centered on larger values. The difference
between the average values is evident (as can be seen in the supporting information, Table S4),
and the two-sample Kolmogorov-Smirnov test produces extremely low values (1.16 x 1071°
for the cytoplasmic K distributions and 5.52 x 1072¢ for the nuclear K distributions). This
suggests a decrease of K from the earlier to the later phases of the cell cycle. When @ = —4
and the scatterers have a uniform electron density, K coincides with Porod’s constant, which
is proportional to the square of the electron density contrast Ap and to the surface area S of
the interface between scatterers and air |35, [36]:

K o< S(Ap)?. (3.3)

Assuming this holds for our data in first approximation, it follows that, during the cell cycle,
there is a decrease in Ap, or in S, or both. As we perform our measurements in air, changes
in the electron density contrast Ap are equivalent to changes in the electron density of the
scatterers, which, in turn, is directly proportional to the mass density of the scatterers. We
speculate that a decrease in mass density could be caused by a rearrangement of proteins that
are expressed anew during the growth phases of the cell cycle into their final conformation. A
decrease of S is supposedly due to scatterers being packed in a different manner, and thus with
a smaller exposed surface, in later phases of the cell cycle compared with the earlier phases.

Conclusions

We demonstrate that fast scanning SAXS experiments on a large number of mammalian cells
are possible, thanks to the synchronization of the continuous movement of the sample stage
with the data acquisition [27]. This approach brings scanning SAXS to an entirely new level as
it is now possible to acquire and analyze data from reasonably large populations of cells so as
to draw statistically valid conclusions, despite cell-to-cell variability. The requirement for high
resolution is fulfilled as each individual scattering pattern is determined by all structures within
the illuminated area and we detect typical dimensions between 3.6 nm and 34.0 nm. At the same



34 CHAPTER 3. RESULTS AND DISCUSSION

time, we achieve high throughput, as we examine roughly 800 cells, storing 8 895 234 scattering
patterns in about 7h. Furthermore, the vast amount of data provided by one acquisition can be
dealt with thanks to the semi-automated segmentation of the corresponding dark-field contrast
image.

Such segmentation enables three different kinds of analysis. First, the properties of the
nuclear and cytoplasmic ROIs are analyzed as averages over the entire scanned area, thus
characterizing the entire cell population. Second, a single cell is characterized globally: the
nuclear and cytoplasmic scattering patterns belonging to the same cell are averaged, providing
information about the ‘overall properties’ of that specific cell. To exemplify a statistically
relevant analysis of a cell subpopulation, we examine the dependence of quantitative structural
parameters (K and «) on the cell size. Assuming the cell size to be indicative of the cell cycle
phase, we find a decrease of K as the cell cycle proceeds from earlier phases (small cells) to later
phases (large cells) of the cell cycle, thus supporting previous results [21] with data from many
more cells, that is, 444 instead of 16. Third, a single scattering pattern analysis characterizes
single cells locally: the scattering patterns are not averaged, so that the pseudo-resolution
provided by the step size of the scan, 0.5 pm x 0.5 nm, is not lost.

The exposure time for a single scattering pattern is comparatively low (1.34 ms); however,
this does not significantly impair the results of the power law fits with respect to those obtained
using a longer exposure time, as shown by the comparison with a 20 ms exposure time scan,
similar to what has been successfully used for cell scans in the past |17, |18, [21]. Importantly,
while the radiation dose of the slower scans is comparable with values [7] typical of scanning
SAXS, i. e. about 107 Gy-108 Gy, with our method the dose is considerably lowered, ~ 10 Gy,
comparable with ptychography. Overall, our approach lends itself to a variety of applications
in the studies of subcellular structures and can be used as a high-throughput, label-free com-
plementary method for other popular techniques such as fluorescence or electron microscopy.
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Supporting Information

Detailed segmentation procedure

In the following, the complete procedure employed to obtain the segmentation presented in
Fig. 2 in the main text is outlined. The results of the main steps of this procedure are summa-

rized in Fig. [S1]

1.

Local thresholding. We first separate the background from the cells. Since the back-
ground is much darker (lower signal, fewer photons) than the cells, which are bright
enough to be easily recognized by the human eye, a simple intensity threshold should
in first approximation be sufficient. However, the background intensity is not constant
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Figure S1: Schematic of the main steps of the segmentation procedure. The effects of the various steps

are presented for a portion of the dark-field contrast image shown in Fig. 2a in the main
text (the region inside the white box, also shown in Fig. 2b in the main text).

throughout the dark-field contrast image, but varies, particularly along the vertical direc-
tion. This is caused by variations in the intensity of the incoming X-ray beam over the full
duration of the scan of about 7 hours. Furthermore, there is a rather large variability in
the intensity between different cells. As a result, some cells in the lower-intensity regions
have parts of the cytoplasm that are roughly as intense as the background of the higher-
intensity regions. For this reason, a single intensity value does not work as a threshold.
A local thresholding strategy is more suitable. For each pixel of the dark-field contrast
image, a local average intensity is computed within a 129 px x 79 px box centered on the
considered pixel itself. The pixel is regarded as foreground if its intensity is above the
local average, otherwise it is included in the background (Bradley’s threshold |1]). The
result is a logical mask with ‘1’ at the locations of the foreground pixels and ‘0’ at the
positions of the background pixels.

. Background definition. The first step in the background definition is a local thresh-

olding step, where the threshold is 95% of the local average, so that a larger region than
what was defined above is considered as foreground. The resulting mask then undergoes:
(a) inversion, to switch from foreground to background;

(b) morphological closing with a 4 px radius, disc-shaped structuring element, so that
the contours of the region are smoothed and slightly expanded;

(c) intensity selection on the background region, where only pixels with intensity values
within one standard deviation from the average are retained.

3. Cell bodies definition. The foreground mask obtained in Step [I| is refined to yield

single-cell contours through the following operations:

(a) morphological erosion with a 2 px radius, diamond-shaped structuring element;

(b) size selection, where only connected components containing a number of pixels equal
to or greater than 250 are retained;
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(¢) manual cleaning, where connected components are visually checked one by one and
their contours are manually modified if necessary. Each of the final connected com-
ponents must have exactly one nucleus.

4. Cytoplasm definition. In order to define the cytoplasmic region in each connected
component, the cell bodies region obtained in the previous step undergoes:

(a) cell by cell contrast expansion, where the intensity within each connected component
is rescaled so that all available values are used. This step is just performed for better
visualization and is not strictly necessary for the rest of the procedure to work;

(b) cell by cell global thresholding, in which a nuclear mask is obtained for each connected
component by selecting the pixels more intense than Otsu’s threshold [2], calculated
for the intensity distribution of the considered connected component.

After this first raw nuclear region mask is obtained, it is

(¢) morphologically dilated with a 4 px radius, diamond-shaped structuring element;

(d) subtracted from the cell bodies region mask. The resulting mask defines the cyto-
plasmic region.

5. Nuclei definition. Finally, the raw nuclear region mask obtained in Step [4b| is refined
by:

(a) cell-by-cell morphological opening with a disk-shaped structuring element, with a
surface area equal to 1/17 of the surface area of each cell’s bounding box. This
operation smooths the nuclear boundaries so that they assume a more disk-like
shape;

(b) morphological erosion with a 1px radius, diamond-shaped structuring element;

(¢) real nucleus selection, where for each cell, only the biggest connected component is
considered to be the nucleus, and other connected components in the cell body, if
present, are rejected.

Isotropy of the 2D scattering patterns

The isotropy of the average X-ray scattering signal from the cells clearly emerges if we carry
out the background subtraction on the two-dimensional scattering patterns (Fig. averaged
over the entire window. This shows that the anisotropy visible in Fig. 3a, b and ¢ in the main
text are due to the setup only. Contributions may come from optics and collimation upstream
of the sample and/or flight tube and beam stop downstream of the sample. The background
subtraction step is therefore essential for a correct data analysis. Local anisotropies of the
sample are lost in the averaging process, but they can be present in the individual scattering
patterns.

Selection of a subpopulation of cells

For the cell by cell analysis presented in the main text, only a subpopulation of the cells detected
during image segmentation is considered. This is done mainly to reduce the computation time,
but also to reduce the number of cellular fragments in the population. Indeed, our segmentation
procedure cannot distinguish between a cell and a fragment of a cell, provided that the fragment
is big enough and that it contains part of the nucleus. In our experience, fragmentation of the
cells is not uncommon for freeze-dried samples such as ours. As a result, about 23% of the 912
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Figure S2: Isotropy of the average scattering patterns. a) Difference between the cytoplasmic average
scattering pattern (Fig. 3b in the main text) and the background average scattering pattern
(Fig. 3a in the main text). b) Difference between the nuclear average scattering pattern
(Fig. 3¢ in the main text) and the background average scattering pattern (Fig. 3a in the
main text). The white lines in a, b delimit the fitting range.

cellular regions identified by our segmentation are really cellular fragments. By selecting only
the cellular regions satisfying

L NTLUC Z 307
b Nnuc S Ncyt S 50007
o eyt < kag < 10000,

with Npye, Neye and Ny numbers of pixels included in the nuclear, cytoplasmic and background
region of the given cellular region, respectively, we are left with 444 cellular regions, constituting
the subpopulation of cells shown in Fig. 4b in the main text, of which only about 6% are
fragments.

Artifacts of azimuthal integration

In order to obtain radial intensity profiles from the measured scattering patterns, an azimuthal
integration needs to be performed. This means, in practice, that for each ¢ value considered,
a corresponding circumference is defined; subsequently, all the photon counts registered along
that circumference are summed up; finally, this total number of counts is divided by the number
of pixels along the circumference, so that the result is the intensity value I(q) for the specific ¢
value. The pixels corresponding to detector segments or to the beam stop are masked out (black
pixels in Fig. ) Since these purely geometrical features are always the same throughout
the scans (we use the same mask for all scans), for each ¢ value the number of counts along a
circumference is always divided by the same number, shown in Fig. [S3ld. Therefore, if we had
only one photon count per ¢ value, we would get just the reciprocal of the points in Fig. [S3{,
that is, the lowest black line in Fig. [S3p, ¢, e and f. All the intensity values obtained as one
count per circumference fall on this line; all the intensity values obtained as two counts per
circumference fall on a line obtained multiplying the one-count line by two, and so on. The 15
black lines in Fig. [S3b, ¢, e and f correspond to the values due to 1 to 15 photon counts per
circumference. All intensity values lie on one of the lines that are multiples of the one-count
line. This “discretization” effect, due to the fact that the possible radial intensity values are
ratios of two integer numbers, is less visible for higher intensities, where the black lines would
lie closer and closer together. The effect is reduced, or even eliminated, by averaging, as can
be clearly seen in the background curves in Fig. and c that are calculated from average
scattering patterns. Since these background curves are much smoother because of the averaging,
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Figure S3: Artifacts due to the azimuthal integration of low-intensity scattering patterns. a) Logical
mask defining which detector pixels are taken into account during the azimuthal integration
procedure: red pixels are used, black pixels are ignored. b) Radial intensity profiles for the
background (cyan for the cytoplasm, purple for the nucleus), for a cytoplasmic (yellow)
and for a nuclear (pink) scattering pattern (the same ones as used in Fig. 4 in the main
text). ¢) Enlargement of the region in the red box in b. d) Number of pixels whose value
is averaged along a circumference corresponding to ¢, to obtain the intensity value I(q).
e) Background-subtracted radial intensity profiles for a cytoplasmic (yellow) and a nuclear
(pink) scattering pattern (the same ones as used in Fig. 4 in the main text). f) Enlargement
of the region in the red box in e. The black lines in b, ¢, e and f represent the intensity
profiles we would get if we had only one photon count per ¢ value (lowest line), only two
(line just above the lowest) and so on up to 15 counts per ¢ value (highest line). Note that
the lowest black line is not exactly the reciprocal of the values in d, because it is normalized
by the exposure time in order to match the data (also normalized). The other black lines
have been normalized as well.

the background subtraction on the curves shown in Fig. reduces this effect, as can be seen
in Fig. and f. However, the curves remain visibly noisy, displaying an increase in their
terminal part due to the decrease of pixels associated with high ¢ values (see Fig. ) as well
as many extremely small intensity values (because the signal and the background differs only
slightly) or even missing points (when the signal is lower than the background, the difference
is negative, so it can not be shown in a logarithmic plot).

Determination of the optimized exposure time

Four 300 pm x 300 pm scans, each with the same step size (2pm both horizontally and ver-
tically) but with different exposure times (5ms, 10ms, 20 ms and 100 ms per scan point) are
carried out in order to determine an optimized “long exposure time”, used in the main text
for comparison with the shorter exposure time of our window-sized scans (1.34ms). The corre-
sponding dark-field contrast images are shown in Fig. [S4h-d. In order to evaluate the quality of
the scans, the signal to noise ratio (SNR) of each dark-field contrast image is computed. The
SNR is defined as

SNR — Irra — IBKG) (S4)

OBKG

where Iprq is the average foreground intensity, gk is the average background intensity and
oBkG 1s the standard deviation of the background intensity. The foreground is determined with
a local threshold, in analogy to the first step of the segmentation procedure illustrated above;
in this case, the local average intensity is calculated within a 35 px x 35 px box. Since only an
estimate of the foreground region is needed here, the foreground mask is not further processed;
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the results are shown in Fig. [S4e-h. All the pixels of the dark-field contrast images that do not
belong to the foreground are considered background. According to the resulting SNR values,
presented in Table , the best (highest) value corresponds to an exposure time of 20 ms.
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Figure S4: Dark-field contrast images obtained with different exposure times. a-d) Dark-field contrast
images for exposure times of 5 ms, 10 ms, 20 ms and 100 ms per scan point, respectively; one
pixel corresponds to 2pum x 2pm. e-h) Same as a-d, but the background region, obtained
by local thresholding, is masked out. All images (a-h) are normalized by the exposure time
and depicted on the same color scale.

Table S1: SNR for the dark-field contrast images shown in Fig. e -d.

Exposure time [ms] SNR

5 7.8
10 9.8
20 10.4
100 8.4

Orientation and anisotropy of single scattering patterns

In order to quantify the local anisotropy and orientation of the scanned points of the sample,
a principal component analysis (PCA) [3] is performed on individual scattering patterns. The
complete PCA procedure is explained in detail in Refs. |4} 5]. Briefly, the covariance matrix
of the scattering vector in the detector plane is diagonalized. The eigenvector corresponding
to the larger eigenvalue defines the orientation of the scattering pattern. The corresponding
orientation in real space is perpendicular to this direction. The anisotropy is defined as the
absolute value of the difference between the two eigenvalues, divided by their sum. The PCA
is performed in the ¢ range [0.1744,0.7664] nm ™!, corresponding to real space features between
8.2nm and 36.0 nm. The results are shown in Figure

Additional tables



3.1. DARK FIELD SEGMENTATION 43

Short exposure time Long exposure time
b Cytoplasm Nucleus

] 035 © 035 |
03}/ \ |

. - 0.3 4 \
2 } 0255, 5, 025 g/ ) | !
o a a2 2 ! & |
=] 5 . 5 02 2 9 02 | | |

<) S ] X 5 ©° \
* a 152 & 0152 .2 0.5 | |
S : 01 < < o4 \ [
< - 0.05 0.05 } }
50 100 150 200 50 100 150 200 0 i i
pixel pixel | |
e 60 fow | |
c 50 50 I |
§ ‘V . 0T T 40 } }
c c c

E £ 3 08 g 30 | ‘

s 2 2 0g £ 20 'r
(7] k) g 8 4 w/ ‘ ‘
= o] s S \ ‘
o 0 0 \ \
10 -10 ‘

50 100 150 200
ixel

50 100 150 200
pixel ixel

pixel

Short \ Long  Short | Long
expos. | expos. expos. | expos.

Figure S5: Comparison of anisotropy analysis for the fast and slow scans examined in the main text
(Fig. 5). a) Map of anisotropy values, fast scan. b) Map of anisotropy values, slow scan.
c¢) Violin plots of the anisotropy values shown in a, b. d) Map of orientation values, fast
scan. e) Map of orientation values, slow scan. f) Violin plots of the orientation values
shown in d, e. In the violin plots, the gray circles mark the median value and the white
boxes represent the interquartile range.

Table S2: K and « obtained from the different data ensembles illustrated in Fig. 4 in the main text.
Note that for the entire window and single scattering pattern analysis, the fit coefficients K
and « are given, with the standard error computed from the fit in parentheses. For the cell
by cell analysis, instead, the average value for each distribution is given, with the standard
deviation of the distribution in parentheses.

Entire window Cell by cell Single scattering pattern
Fit value (Std. err.)  Average (Std. dev.) Fit value (Std. err.)
K, cytoplasm [arb. unit] 0.468 (0.004) 0.48 (0.16) 0.56 (0.07)
K, nucleus [arb. unit] 1.71 (002) 1.7 (06) 2.08 (011)
o, cytoplasm —4.265 (0007) —4.26 (004) —4.36 (010)
a, nucleus —4.277 (0.009) —4.27 (0.03) —4.33 (0.04)

Table S3: Selected statistical descriptors (median, standard deviation, average and standard error of
the average) of the distributions shown in Fig. 5e and h in the main text. The cytoplasmic
region consists of of 3394 data points, the nuclear region of 1393 data points. Values
obtained with the short exposure time (1.34ms) are shown in blue, values obtained with
the long exposure time (20 ms) are shown in red.

Exposure  Median  Standard deviation  Average (Std. err.)

K, cytoplasm [arb. unit] short 0.470 0.224 0.519 (0.004)
long 0.428 0.234 0.493 (0.004)
K, nucleus [arb. unit] short 1.401 0.320 1.420 (0.009)
long 1.476 0.366 1.461 (0.010)
a, cytoplasm short —4.235 0.129 —4.244 (0.002)
long —4.1841 0.0748 —4.1785 (0.0013)
a, nucleus short —4.2610 0.0548 —4.2610 (0.0015)
long ~4.1898 0.0268 —4.1906 (0.0007)
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Table S4: Average values of the distributions of K values (Fig. 6d, g in the main text) and of « values
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distribution is given in parentheses. Note that the standard deviation of the distribution is
preferred here to the standard deviation of the mean, in order to highlight the properties
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3.1.2 Detection of cell bodies

The local thresholding process described above can be improved by implementing a way to
automatically select the size of the neighbourhood within which the local threshold is computed.
The size of the neighbourhood should be on the order of that of the objects to be detected.
Thus, we start the process with the default neighbourhood of the Matlab (The MathWorks,
Inc., Natick, MA, USA) adaptthresh() function (Image Processing Toolbox), namely a rectangle
each side of which is 1/8 of the sides of the full dark field contrast image. The average area
of the resulting segmented objects is then used to define a new neighbourhood with the same
area as the average area of the segmented objects. As there is no reason to prefer one direction,
the neighbourhood should be a square, so the value of its area fully defines it. The default
neighbourhood is much bigger than the typical size of one cell, therefore the procedure tends
to reduce the size of the neighbourhood. The procedure is iterated until the new side of the
square differs from the old one by two pixels or less.
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Figure 3.6: Example of local thresholding with different neighbourhood sizes. a) Dark field contrast
image of a SAXS scan of freeze-dried vim -/- + hDes WT cells on a silicon nitride mem-
brane. b) Binarization of the dark field contrast image shown in panel a with the default
neighbourhood (329 pixel x 323 pixel). The foreground is shown in red, the background in
black. ¢) Background region of the dark field contrast image in panel a according to the
mask in panel b. d) Binarization of the dark field contrast image shown in panel a with
the neighbourhood determined by iteration (67 pixel x 67 pixel). The foreground is shown
in red, the background in black. Each pixel represents a different scan position, so the
pixel size is 0.5 pm x 0.5 pm.

An example is shown in Figure [3.6] where the local thresholding is applied to the dark field
contrast image in panel a. The default neighbourhood and the neighbourhood determined by
iteration are compared. The use of the larger default neighbourhood produces a binarization
that overestimates the foreground (Figure [3.6b). Therefore, its negation can be used to define
the background region (Figure ) Conversely, the iteratively determined neighbourhood
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results in a binarization that recognizes the gaps between cell fragments, but it also includes
many background pixels into the foreground (Figure ) The background pixels included in
the foreground in Figure can be removed using the background mask to exclude them.
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Figure 3.7: Intensity normalization and local thresholding. a) Median background intensity for each
row of (Figure ) b) Result of normalizing the intensity of the dark field contrast image
in Figure[3.6 panel a by dividing each of its rows by the corresponding median background
intensity value. c¢) Binarization of the dark field contrast image shown in Figure
with the neighbourhood determined by iteration. The foreground is shown in red, the
background in black. The white outlines represent background regions to be excluded from
the foreground, detected by smoothing and expanding the background region obtained with
the default neighbourhood. d) Normalized dark field contrast image with the foreground
region outlined in white. Each pixel represents a different scan position, so the pixel size
is 0.5 um X 0.5 pm.

As a result of temporal variations in the intensity of the incoming X-ray beam, the overall
intensity of the dark field contrast image can undergo significant changes, particularly along
the slow (vertical) scan direction (Figure [3.6h, ¢). This impairs both the segmentation and the
subsequent analysis, as the intensities of scattering patterns obtained with different incoming
intensities cannot be consistently compared to each other. In order to correct for this, we take,
for each horizontal line of the scan, the median intensity value of the background (Figure )
Each horizontal line of the dark field contrast image is divided by the corresponding median
background intensity value: the resulting dark field contrast image (Figure ) displays a
much more uniform intensity level. The scattering patterns can also be corrected in the same
way, by dividing their intensity by the median background intensity value of the horizontal
line they belong to, so that scattering patterns of different parts of the scan can be compared.
The intensity thresholding is repeated on the corrected dark field contrast image, resulting
in the binarization shown in Figure [3.7c. The white contours outline background regions to
be excluded from the foreground. These background regions are obtained by binarizing with
the default neighbourhood followed by morphologically opening the foreground mask with a
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disk-shaped structuring element with a two pixel radius. Regions composed of less than 100
pixels are excluded. A diamond-shaped structuring element with a radius of 25 pixels is used to
morphologically close the mask and regions with less than 1200 pixels are excluded. The mask
is then dilated with a 20 pixel radius disk-shaped structuring element. The logical negation of
this mask includes regions of the background that were mistakenly included into the foreground.
The final foreground region is outlined on the dark field contrast image in Figure [3.74d.
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Figure 3.8: Manual check of the cell body mask. a) Portion of a dark field contrast image of a SAXS
scan of freeze-dried vim -/- + hDes R406W cells on a silicon nitride membrane. Outlines
of the foreground mask obtained by local thresholding are shown in white. b) The same
dark field contrast image portion as in panel a is shown here in gray scale. Overlaid
on it in different colors are the cell bodies after manual exclusion of unwanted regions.
Different colors represent different labels. c¢) Final cell bodies for the dark field contrast
image shown in panel a. The dark field contrast image is shown in gray scale, and the cell
bodies are overlaid on it in different colors. Each color represents a different cell. Each
pixel represents a different scan position, so the pixel size is 0.5 pm x 0.5 pm.

While this procedure distinguishes the foreground fairly well from the background, a manual
check on the mask is still needed to exclude unwanted debris and where cells overlap. An
example of this exclusion is shown in Figure for a portion of a dark field contrast image.
Figure displays the contours of the “raw” mask obtained by local thresholding, while
Figure shows the same cells where unwanted regions have been masked out. Each fragment
is “labelled”, i. e. it is assigned a unique number; each color in Figure [3.8p represents a different
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label. Next, fragments belonging to the same cell are manually grouped to be assigned the
same label. Finally, portions of the cells mistakenly excluded from the foreground are manually
included. The result is shown in Figure [3.8c, where fragments belonging to the same cell are
displayed in the same color (same label).

3.1.3 Background definition

As mentioned above, the background region can be obtained via a logical negation of an over-
estimated version of the foreground mask (Figure ) A typical background region thus
defined contains about 3 x 10° scattering patterns; as a comparison, typical cells comprise
about (4-10) x 103 scattering patterns. It is therefore reasonable to decrease the number of
scattering patterns used in the analysis, so that computation times are reduced. To this end,
only background positions with dark field intensity values within one standard deviation from
the average background intensity are used. Moreover, only background scattering patterns
belonging to the same horizontal line as the foreground scattering pattern should be used for
background subtraction: as the horizontal direction is the fast scanning direction, scattering
patterns belonging to the same horizontal line are acquired at close time points. Therefore, we
expect little to no variation of the incoming X-ray beam along a horizontal line, so the correct
background subtraction needs to be performed with scattering patterns belonging to the same
horizontal line. In order to limit the computation times even further, only a fixed number of
background scattering patterns per horizontal line are averaged together. For the same hor-
izontal line, averaging 100, 200, 300, 400, 500 or 600 randomly picked background scattering
patterns always yields the same radial intensity curve I,(q) within experimental error, as can
be seen in Figure [3.9] The only effect of a larger number of averaged background scattering
patterns is a decrease in the uncertainties of the radial intensity values. Thus, the number
of scattering patterns to be averaged per line should be the largest number allowing for the
averaging to take a reasonable amount of time: we use 300 scattering patterns per line. With
our current computational setup, the average background scattering pattern determination for
a full window scan takes about 24 h.
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Figure 3.9: Background radial intensity profiles obtained via azimuthal integration of average scat-
tering patterns. The different scattering patterns are a simple average of 100 (red), 200
(green), 300 (blue), 400 (black), 500 (orange) and 600 (yellow) background scattering
patterns randomly selected from the same row of the scan.
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3.1.4 Detection of nuclei

In the article reproduced above, each fragment belonging to the foreground of the dark field
contrast image is treated as a cell. In that case, each fragment needs to have a nucleus and
it can happen that parts of the same cell are treated separately. In contrast, when multiple
fragments are considered as belonging to the same cell, it is no longer advisable to retain only
one region of the cell as the nucleus and discard other bright regions, because the nucleus might
be fragmented. Moreover, because of fragmentation, the nucleus is not necessarily circular- or
oval-shaped, therefore a morphological opening with a disk-shaped structuring element is not
indicated.

Figure 3.10: Detection of cell nuclei. a) Optical phase contrast image of freeze-dried vim -/- + hDes
R406W cells on a silicon nitride membrane. b) Dark field contrast image of a SAXS scan
of the cells in panel a. c¢) Separation of the cells in panels a and b into a high (orange)
and a low (blue) intensity region by a single intensity threshold. The black arrows point
out examples of regions that are included in the high intensity region and do not belong
to the nuclei. d) Separation of the cells in panels a and b into a high (yellow), a medium
(orange) and a low (blue) intensity region by two intensity thresholds. Scale bars: 35 pm.

The simplest way to distinguish a nucleus from the rest of the cell remains an intensity
threshold, different for each cell as different cells scatter more or less intensely. An example of
nuclei detection is shown for a portion of a sample in Figure|3.10} Figure displays a phase
contrast image of freeze-dried vim - /- + hDes R406W cells on a silicon nitride membrane. The
dark field contrast image of a SAXS scan of the same cells is shown in Figure [3.10p, where the
cell bodies have already been segmented and the background is omitted. For each cell, the dark
field intensity distribution is considered and Otsu’s criterion [77] is applied to obtain either one
(Figure [3.10k) or two (Figure [3.10) intensity thresholds, using Matlab multithresh() function.
While the single threshold is already very effective in separating nuclei (Figure , orange)
and cytoplasm (Figure , blue), few bright regions of the cytoplasm are sometimes included
in the nuclear region (black arrows in Figure[3.10¢). In contrast, the use of two thresholds (Fig-
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ure ) divides each cell into three intensity levels: the high intensity region (Figure ,
yellow) almost always coincides with the nucleus of the cell; the medium intensity region (Fig-
ure , orange) includes the brightest portions of the cytoplasm, usually located around
the nucleus; finally, the low intensity region (Figure [3.10ld, blue) accounts for the peripheral

cytoplasm.
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3.2 Comparison of different cell lines

In this section, scanning SAXS is applied to a biological problem: we quantitatively compare
three different cell lines. Thanks to scanning SAXS, we are able to combine a moderate-
resolution overview of the sample, offered by a dark field contrast image of the scan, with
nanometer-resolution quantitative structural information from the single scattering patterns
acquired at each sample position. The fast scanning mode allows us to obtain SAXS scans
of a large number of cells (several tens to hundreds), thus rendering the comparison more
statistically sound than simply measuring 30 cells or less, as is typical for traditional (slower)
scanning SAXS. A quantitative analysis is achieved by examining both the dark field contrast
images and the scattering patterns. The dark field contrast images allow us to retrieve quantities
pertaining to individual cells, such as the cellular area or the intensity scattered by one cell.
The scattering patterns reveal properties of the local position of the cell that was irradiated
to obtain them. Such properties emerge by characterizing the radial intensity profile and the
azimuthal intensity profile of a given scattering pattern, i. e. by quantifying how the scattered
intensity decays as the distance from the beam center increases, and by quantifying how much
the scattered intensity deviates from an isotropic distribution around the beam center.

3.2.1 Biological system

Desmin is an intermediate filament protein expressed in smooth, skeletal and cardiac muscle
cells [112-121]. It is believed to play a fundamental role in the organization of the cellular
architecture of myocytes, in their resistance to mechanical stress and in the alignment and
cohesion of myocytes within muscular tissue |[112-4117 119, 120, [122+126]. The importance
of desmin in muscle tissue is confirmed by a class of degenerative muscular diseases, called
desminopathies and cardiodesminopathies, caused by mutations in the human desmin gene (93
116} 117, 121}, [125H134]. Mutations in the desmin gene can encode for a mutant version of the
desmin protein: mutant desmin can present anomalies in the formation of filaments. While
it is possible to quantify and compare the ability of different mutants to form filaments in
vitro, using for instance electron microscopy or atomic force microscopy [93, 118,119, 125 129,
130], a quantitative comparison in cells is more challenging, as the system is more complex and
resolution at different scales is required: ideally, both the entire cell and subcellular positions
should be monitored. Scanning SAXS offers moderate resolution in real space, limited by the
beam dimension and by the step size of the scan, and high resolution in reciprocal space,
where it is limited at large angles (nanometers in real space) by the noise level and at small
angles (tens of nanometers in real space) by the beam stop size. Thus, scanning SAXS is
an ideal candidate to compare subcellular structures of different cell lines. In particular, the
fast scanning capabilities of the microbranch of ID13 (ESRF, Grenoble, France) allow for large
scans, so that, for each cell line, tens to hundreds of cells, instead of up to 5 cells [64], can be
assessed. With fast scanning SAXS, we can therefore safely state that we are comparing cell
lines, capturing the specific properties of a population of cells rather than of few individual
cells, where the variability of the single cell could bias the conclusions drawn for the entire cell
line. Here, we apply fast scanning SAXS to mouse embryonic fibroblasts lacking vimentin and
expressing either wild type human desmin or mutant R406W human desmin (vim -/- + hDes
WT cells and vim -/- + hDes R406W cells, respectively, as explained in Section . Both cell
lines derive from vimentin knockout mouse embryonic fibroblasts (vim -/- cells), that are also
measured as a control. The use of these specific cell lines reduces the complexity of the system:
we use the vim -/- cells as a common environment where two different types of human desmin,
wild type or R406W, are expressed. We therefore expect differences within the three cell lines
to stem from the differences in their desmin proteins (or their lack of any intermediate filament
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protein, in the case of vim -/- cells).
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Figure 3.11: Confocal images of desmin and actin in vim -/- + hDes WT, vim -/- + hDes R406W
and vim -/- cells. Desmin in a) vim -/- + hDes WT, b) vim -/- + hDes R406W and
c) vim -/- cells is shown in green. Actin in d) vim -/- + hDes WT, e) vim -/- + hDes
R406W and f) vim -/- cells is shown in red. g) Overlay of panels a and d. h) Overlay of
panels b and e. i) Overlay of panels ¢ and f. Scale bars: 25 pm.

In order to observe the different structures formed by the wild type and mutant desmin in
these cell lines, we fluorescently stain the desmin and actin in the three cell lines and image
them with a confocal microscope, as detailed in Section . Typical fluorescence micrographs
are shown in Figure 3.1} We cannot see any evident differences within the actin networks of
the different cell lines (Figure [3.11d-f). Vim -/- + hDes WT cells display well-developed
desmin networks (Figure ), confirming that we can confidently use them as a model for
healty desmin expression. In stark contrast, vim -/- + hDes R406W cells do not display any
network-like structure in the desmin channel (Figure ), but rather few regions of stronger
fluorescent signal, where brighter dots appear, particularly at the periphery of the cells. A
comparison between the desmin antibody signal from vim -/- + hDes R406W cells and from
vim -/- cells (Figure [3.11f), where the latter are used as a control, since they do not express
desmin at all, highlights the faintness of the R406W desmin signal: while differences emerge
clearly, particularly at the cell periphery, the high laser power necessary to clearly see desmin
signal in the vim -/- + hDes R406W cells make some bright spots emerge also in the images
of vim -/- cells, most likely due to autofluorescence of the cell. The same observations can
be made for Figure |3.12, which displays the desmin signal of two additional cells per cell line.
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All the desmin images were acquired with the same experimental settings and the intensity
scale used in Figure [3.12] is the same for all cells, so that the different strength of the signals
can be directly compared. These observations suggest that the desmin aggregates formed by
R406W desmin in the cytoplasm are very small, comparable with the resolution of the confocal
microscope (0.215pm). It is therefore importat to use caution when interpreting the desmin
fluorescent signal from vim -/- + hDes R406W cells.

vim -/- + hDes WT vim -/- + hDes R406W vim -/-
a b c

Figure 3.12: Confocal images of desmin in vim -/- + hDes WT, vim -/- + hDes R406W and vim -/-
cells. The same intensity scale is used for better comparison of the different images. a,
d) Desmin network in vim -/- + hDes WT cells. The half images containing the scale
bar are displayed using an intensity scale suitable for visualizing the network well; the
other halves employ the same intensity scale necessary to see the desmin signal from the
mutant expressing cells (shown in b, e). b, e) Desmin channel in vim -/- + hDes R406W
cells. ¢, f) Desmin channel in vim -/- cells. Using the same intensity scale as in panels b,
e, some signal emerges, although these cells do not express desmin. Scale bars: 25 pm.

The maximum thickness of the three cell lines is also measured, as detailed in Appendix [A]
Briefly, the maximum thickness is defined as the distance between the surface of the cell culture
dish, where the cells adhere, and the last plane where at least a portion of the nuclear surface is
still in focus. As the nucleus is the thickest part of the cells that we measure, for each cell the
maximum thickness of the nucleus is measured. As reported in Table[A ] an average thickness
value is computed for each cell line. No relevant difference in thickness among the three cell
lines emerges.

3.2.2 Cell area and scattered intensity

Four silicon nitride windows containing vim -/-, vim -/- + hDes WT (two windows) or vim -
/- + hDes R406W cells are scanned during the October 2018 experiment in fast scanning
SAXS mode. All scans are performed in Ay = Az = 0.5pm steps in both horizontal and
vertical direction, with an exposure time of 7" = 3ms. Each sample is irradiated with a dose
D = 7.6 x 10° Gy, obtained as:

p = M/ pmlohT

e (3.5)
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with hv = 13.0 keV the photon energy; u/p, = 2.55cm? g~ ! the ratio between mass attenuation
coefficient and mass density of the cellular material at 13.0keV (assuming the average
composition of the cellular material to be HsoC3oNgO1S); Iy = 1.2 x 102 cps the photon flux.
In total, one window-wide scan per window is taken, with slightly different fields of view. The
number of horizontal and vertical steps of each scan is listed in Table 3.5 together with the
corresponding field-of-view.

Table 3.5: Number of scan steps, corresponding field-of-view and number of cells for the four window-
wide scans performed during the October 2018 experiment.

Scan Hor. steps  Vert. steps Field-of-view [mm?] Number of cells

vim - /- 2832 2154 14x1.1 72
vim -/- + hDes WT (1) 2633 2626 13%x1.3 189
vim -/- + hDes WT (2) 2633 2562 13%x1.3 244
vim -/- + hDes R406W 2832 2487 1.4 % 1.2 192
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Figure 3.13: Dark field contrast images of window-wide scans. a) Vim -/- + hDes WT (1). b) Vim -/-
+ hDes WT (2). ¢) Vim -/- + hDes R406W. d) Vim -/-. Each pixel represents a different
scan position, so it equals 0.5 pm x 0.5 pm.

A dark field contrast image is computed for each scan. For each scan position, all intensity
values in the scattering pattern are summed together, obtaining the intensity scattered in total
from that position; each summed scattered intensity value is plotted at the corresponding
position to form the dark field contrast image. Each dark field contrast image is segmented
into cells and background with the procedure explained in Section [3.1} In order to account for
variations in the primary beam intensity, each horizontal line of the dark field contrast image is
divided by the median intensity value of the background. Thus, each horizontal line is associated
with a normalization factor, used not only to display the dark filed contrast images, but also, in
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later analysis, to normalize the intensity of the scattering patterns belonging to the same line.
The segmented dark field contrast images of the four scans are shown in Figure [3.13] where
the intensity normalization has already taken place, the background is not displayed and all
images are shown in the same intensity scale. For each scan, the number of cells segmented and
used in the subsequent analysis is listed in Table A simple visual inspection of Figure [3.13
suggests that larger cells occur more likely among vim - /- cells (Figure[3.13[), and that a larger
scattered intensity is more commonly found among vim -/- + hDes R406W cells (Figure ).

a

10000

=l
1

8750

=
T

7500

3750 L
2500 L
1250 t & ﬂ

vim -/- + hDes WT [vim -/~ + hDes R406W| [vim -] vim -/- + hDes WT

cell area [pm?]
wn N
(=3 [
(=3 wn
S S
) - W (=)} ~

average cell intensity [arb. unit] =2

(]

x 10*

7

vim -/- + hDes R406W R
vim -/- + hDes WT (1) | 7
vim -/- + hDes WT (2)
vim -/-

6 F

0
[N N N J

5 F

4 +

average cell intensity [arb. unit]
(8] w E W (=)} =
°
[ ]
°
[ ]
total cell intensity [arb. unit]

e ® o ° °
1 L L L | L L L L L 0 L L L
0 2000 4000 6000 8000 10000 ()
2
cell area [pm?] vim -/~ + hDes WT [vim -/~ + hDes R406W

Figure 3.14: Areas and scattered intensities of the cells shown in Figure a) Violin plots of the
distributions of cell area. b) Violin plots of the distributions of average cell scattered
intensity. c¢) Average cell scattered intensity plotted against cell area. d) Violin plots of
the distributions of total cell scattered intensity. The median values are shown in the
violin plots by white circles, while the gray boxes indicate the interquartile
range and the gray whiskers mark the interval outside of which the data are considered
outliers by Tukey’s criterion [137].

In order to verify these impressions, the distributions of the cell areas and of the intensity
scattered on average by each cell are compared among the four scans in Figure [3.14h, b respec-
tively. The area occupied by a cell is defined by the number of pixels in the dark field contrast
image belonging to the cell, multiplied by the area of one pixel, i. e. 0.25um?. The average
cell intensity is computed from the dark field contrast image by summing all the scattered
intensity values belonging to the cell and dividing the sum by the number of pixels belonging
to the cell. The cell area distributions compared in Figure present similar but different
median values (white circles) and interquartile ranges (gray boxes). In agreement with the
qualitative considerations emerging from a visual inspection of Figure the vim -/- 4+ hDes
R406W cells have the smallest median area (1147 um?), while the vim -/- cells have the largest
(2156 pm?). In addition, the distribution of the the vim -/- cellular areas is wider than the
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others and it reaches larger extreme values. The area distributions of the two vim -/- 4+ hDes
WT scans are noticeably different, as confirmed by a two-sample Kolmogorov-Smirnov test
[138], that yields a p-value of 8 x 107> for the null hypothesis that the two data sets have the
same distribution (it is customary to reject the null hypothesis when p < 0.05). The four scans
differ even more when the average cell intensity is considered (Figure ) In this case, the
largest median intensity value is that of vim -/- + hDes R406W cells (3.46), the lowest is that
of vim -/- cells (1.71). A two-sample Kolmogorov-Smirnov test on the average cell intensity
distributions of the two vim -/- + hDes WT scans yields an extremely low p-value (5 x 10738)
for the null hypothesis that the two data sets have the same distribution. Considering how
large area values seem to correspond to small average intensities and vice versa, it is reasonable
to ask if there is a dependency between the area of a cell and the average intensity scattered by
the cell. Indeed, when plotting the average cell intensity against the cell area (Figure MC),
it is clear that the two variables are not independent of each other. Specifically, lower average
intensities seem to occur more likely for larger cells and, conversely, large average intensities
appear to be more frequent for smaller cells. In order to explain this, let us make the irrealistical
assumption that the electron density of the cellular material is homogeneous throughout the
cell and that all cells have the same volume. This would mean that each cell scatters globally
the same amount of radiation, thus the averaging process over the cell area would yield average
intensities inversely proportional to the cell area. If these conditions were exactly valid, then
for each cell line the total scattered intensity (i. e. the sum of all the scattered intensity values
belonging to one cell, not divided by the number of pixels belonging to the cell) would be a
constant, dependent on the electron density and on the volume of a cell. For each cell line, the
distributions of total cell intensity would therefore be normal distributions centered on this cell
line-specific value. This is not the case in reality, as shown in Figure|3.14d: all distributions are
asymmetric, with “tails” elongated towards large intensity values. This comes as no surprise,
as volume variability within the same cell line is well documented, as well as local density vari-
ations within a single cell |4}, 139-143]. Nevertheless, the two distributions of vim -/- + hDes
WT values resemble each other more than in the case of cell areas or average intensities, even
though we still cannot consider them as one distribution (the two-sample Kolmogorov-Smirnov
test gives here p = 4 x 107%). Thus, it is reasonable to conclude that the dependency between
average cell intensity and cell area is indeed caused by the fact that larger cells tend to be
overall thinner and thus they scatter less on average, although the dependency is not a perfect
inverse proportionality.

3.2.3 Radial intensity profiles

While the dark field contrast images provide information about “global” properties of the cells,
such as their area, each scattering pattern is determined by the local structures irradiated
to obtain it. Specifically, the irradiated volume is defined by the beam size (1.5 pm x 3pm)
and by the thickness of the cell in that position. Within that volume, all structures with
dimensions corresponding to the accessible ¢ range contribute to the signal: in this case, q €
[2.2,36] nm™!, corresponding to real space lengths of about 2nm to 36 nm. As more extensively
explained in Section [3.2.4] the individual scattering patterns in these scans are fairly isotropic,
so most of the information they can provide resides in the way that the scattered intensity
changes as the distance from the beam center grows, regardless of the azimuthal angle ¢. Each
scattering pattern is therefore azimuthally integrated, to obtain radial intensity profiles I;(q).
Additionally, the signal is not very strong: thus, it is advisable to look at averaged radial
intensity profiles. In particular, as desmin imaging suggests that the vim -/- + hDes R406W
cells express desmin mostly in the cell periphery (Figures and [3.12)), the cell periphery
of the three cell lines should be compared. As detailed in Section [3.1] each cell is segmented
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into three regions of interest by the use of two Otsu’s thresholds on the intensity of its dark
field signal. For each cell, the thresholds are chosen using Matlab multithresh() function on the
intensity distribution of the cell, so different thresholds are used for different cells.

OC
[

Figure 3.15: Cellular regions of interest corresponding to the dark field contrast images of Figure
(same dimensions). a) Vim -/- + hDes WT (1). b) Vim -/- 4+ hDes WT (2). ¢) Vim -/-
+ hDes R406W. d) Vim -/-. The high intensity region is shown in yellow, the medium
intensity region in orange and the low intensity region in blue.

Figure displays the resulting high (yellow), medium (orange) and low (blue) intensity
regions for the dark field contrast images shown in Figure |3.13] For the vast majority of the
cells, the high intensity region corresponds to the nucleus, the medium intensity region to
cytoplasm close to the nucleus and the low intensity region to cytoplasm far from the nucleus.
For a few cells, the high intensity region only includes bright spots in the nucleus and the
rest of the nucleus belongs to the medium intensity region. However, the low intensity region
reliably excludes the nucleus and accounts for the peripheral cytoplasm, which can be used
to obtain average radial intensity curves. In practice, individual scattering patterns belonging
to the peripheral cytoplasm are first azimuthally integrated; the radial intensity profiles thus
obtained are background-corrected and the intensity is normalized with the median background
intensity value of the horizontal line they belong to; finally, all peripheral cytoplasm curves
belonging to the same scan are averaged. The resulting average radial intensity profiles are
shown in Figure [3.16h.

In accord with the analysis of the dark field contrast images, vim -/- cells (green filled
circles) display the lowest intensity, vim -/- + hDes R406W cells (red filled circles) the highest.
Additionally, the vim -/- curve drops at relatively small ¢ values (¢ ~ 0.7 nm™!), meaning that,
for this scan, the noise level starts at lower ¢ values than for the other scans. This is most
probably due to the very faint signal of the vim -/- scan. The two vim -/- + hDes WT curves
differ, though slightly, in intensity; they appear to have similar shapes at lower ¢ values, but
they significantly deviate from each other in their terminal part: the vim -/- + hDes WT (1)
curve (dark blue filled circles) starts to decrease more slowly, resembling the vim -/- + hDes
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Figure 3.16: Radial intensity decay for the peripheral cytoplasm region. a) Average radial intensity
curves for the peripheral cytoplasm (blue regions in Figure@ of the four window-wide
scans. b) Results of the power law fits, ¢ € [0.1798,1.925] nm~!. ¢) Results of the power
law fits, ¢ € [0.1798,0.6677] nm~!.
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R406W behaviour, while the vim -/- + hDes WT (2) curve (light blue filled circles) continues
its power law decay. Interestingly, while the total scattered intensity is lower for the vim -/- +
hDes WT (2) scan than for the vim -/- + hDes WT (1) (Figure[3.14b, d), their radial intensity
profiles are “swapped” for lower ¢ values, with the vim -/- + hDes WT (2) curve above the vim -
/- + hDes WT (1) curve. A more quantitative description of the radial intensity profiles can be
provided by fitting them with a suitable function. A power law is suggested by the seemingly
linear decay displayed by all profiles in most of the ¢ range in the double logarithmic plot of
Figure [3.16h. The power law behaviour has been observed in various studies on freeze-dried
cells and the functional form

I(q) = Kq¢“+ B (3.6)

is usually sufficient to describe this kind of radial intensity profile |56, 62, 64, 65, 67, 68, |71}
73]. Ideally, the fit should be executed in the largest possible ¢ range. The largest ¢ value
is usually chosen as the value where the noise level starts. As the noise level for the vim -/-
curve starts at much lower ¢ values than for the other curves, two fits are presented, one with
q € [0.1798,1.925] nm~! (Figure[3.16p), the other with ¢ € [0.1798,0.6677) nm~! (Figure[3.16f).
The larger fitting range is chosen so that the noise level of the vim -/- + hDes R406W curve
is reached and corresponds to real space distances of 3.26 nm to 34.9nm; the smaller fitting
range stops before the noise level of the vim -/- curve and corresponds to real space distances
of 9.41nm to 34.9nm. The fit coefficients for the larger fitting range are listed in Table [3.6],
those for the smaller fitting range are listed in Table . The fitting curve for vim -/- cells
in the larger fitting range evidently deviates from the data at large ¢ values, confirming that
the vim -/- radial intensity profile can only be correctly fitted in the smaller fitting range. The
larger-range fit of this profile is dominated by the small-¢ data because the large-¢ data have
very large uncertainties (not shown). The shape of the fit function is effectively fully described
by the the power law exponent «; a larger absolute value for « indicates a faster decay of the
radial intensity. In both fitting ranges, the vim -/- curve decays much faster than the other
curves, that are almost parallel in the smaller range, as indicated by their a values there, that
are equal within experimental error. In the larger fitting range, the vim -/- +hDes WT (2)
exponent resembles that of the vim -/- + hDes R406W curve more than that of the vim -/-
+hDes WT (1) curve. The two vim -/- +hDes WT curves also differ significantly in their K
values, thus they cannot be considered as coinciding even in the smaller fitting range. For both
fitting ranges, the vim -/- curve has the smallest K value, followed by the vim -/- 4+ hDes
WT (1) curve and by the vim -/- + hDes WT (2) curve; the largest K value is that of the
vim -/- + hDes R406W curve. This resembles the comparison of total scattered intensity of
Figure , d, but with the vim -/- + hDes WT order swapped, as already qualitatively noted
in the description of the radial intensity profiles above.

Table 3.6: Fit coefficients of the curves shown in Figure [3.16b. Fitting range: [0.1798,1.925] nm™!.
Values are not accompanied by their uncertainty when Matlab reported a fixed at bound
warning for them

Scan K [x107° arb. unit] « B [x107% arb. unit]
vim /- 12.7+ 1.0 —4.66 =+ 0.06 ~1-107
vim -/- + hDes WT (1) 36.5 £0.2 —4.189 £+ 0.005 11.8+04
vim -/- + hDes WT (2) 48.3+0.3 4151 £ 0.004 ~1-107°
vim -/- + hDes R406W 74.0£1.0 —4.126 £ 0.008 11.3+1.3

The values of the additive constant B, that is usually included in equation (3.6)) to account
for inelastic and incoherent scattering, are very small and effectively negligible in this analysis.
The B values reported without error were given as fixed at bound by Matlab’s non linear least
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Table 3.7: Fit coefficients of the curves shown in Figure . Fitting range: [0.1798,0.6677] nm~".
Values are not accompanied by their uncertainty when Matlab reported a fixed at bound
warning for them.

Scan K [x107% arb. unit] o) B [x107% arb. unit]
vim -/- 15.6 £0.6 —4.51 £0.03 ~1

vim /- + hDes WT (1) 36.7 4 0.4 4184 4 0.008 ~ 2

vim - /- + hDes WT (2) 46.0 + 1.0 4190 £ 0.014 10 + 10

vim -/- + hDes R406W 67+ 3 —4.20 £0.03 10 =30

squares fitting routine, meaning that B would have gone below 0 if the condition B > 0 was
not enforced. All B values for the smaller fitting range are either fixed at bound or they present
an error equal to or greater than the value itself, suggesting that in this range B = 0. Thus,
the fitting function

I, = Kq¢* (3.7)

is used in the smaller range, yielding the results in Table |3.8 As visually these fitting curves
do not appear particularly different from those of Figure [3.16f, their plots are omitted. For
these results, similar considerations to those above can be made; importantly, in this case the a
values of the vim -/- + hDes WT (1), (2) and vim -/- + hDes R406W are no longer equivalent.

Table 3.8: Fit coefficients for equation (3.7), fitting range: [0.1798,0.6677] nm~!.

Scan K [x107% arb. unit] o

vim -/- 17.2+ 0.6 —4.46 =+ 0.03
vim /- + hDes WT (1) 36.9 % 0.4 4,182 4 0.008
vim -/- + hDes WT (2) 50.0 + 0.5 4,128+ 0.007
vim -/- + hDes R406W 747+ 1.7 —4.119 £ 0.016

3.2.4 Local anisotropy and orientation

SAXS is frequently used to determine sample orientation [144-148], also when combined with
scanning the sample [37], 44, |47, 50]. As a scattering pattern is related to the electron density
that generated it by a Fourier transform, if the scattering pattern displays a preferred orienta-
tion, then the corresponding scatterers also have a preferred orientation, perpendicular to that
of the scattering pattern. We test three different methods to automatically compute orientation
and anisotropy of our SAXS scans and determine the most suitable for our kind of signal. The
anisotropy is meant as a way to quantify how “strongly” the scattering pattern (and thus, the
scatterers that originated it) is oriented. Therefore, it is important to always accompany the
orientation value with an anisotropy value, as the orientation of isotropic or nearly isotropic
scattering patterns is not particularly meaningful. We then look into whether longer exposure
times could lead to a better orientation analysis.

Comparison of different methods

We use three different orientation analyses, all successfully employed in the past on scattering
patterns from scanning SAXS of biological samples [15, |56, 57, (62, 64, 66-68, |102]. For all
three methods, we pre-process the scattering patterns in the same way: we consider a small
region of interest around the beam center (Figure , b), corresponding to ¢ values in the



3.2. COMPARISON OF DIFFERENT CELL LINES 61

range [0.1969, 1.6572] nm™!; the beam stop, detector gaps and invalid (hot or dead) pixels are
masked out (Figure ) and replaced with their point-symmetric counterparts with respect
to the beam center (Figure|3.17d).
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Figure 3.17: Scattering pattern pre-processing for orientation analysis. a) Original scattering pattern.
Th red box marks the region of interest, centered on the beam center. b) Enlarged
detector region of interest. c¢) Enlarged detector region of interest; the invalid pixels
have been masked out. d) Enlarged detector region of interest; wherever possible, the
invalid pixels have been replaced by their point-symmetric counterparts with respect to
the beam center.

The first method we use to determine the orientation of a given scattering pattern consists in
binarizing the scattering pattern and fitting an ellipse to it: the angle formed by the major axis
of the ellipse with the horizontal direction is taken to be the orientation of the scattering pattern.
The Matlab code for this analysis is kindly provided by Jan-Philipp Burchert. Following [62], we
compute an average background scattering pattern (Figure ) from “empty” scan regions
(where no cells are present) and subtract it from the scattering pattern (Figure [3.17d), coming
from a cellular position, that we are analyzing. The result of the background subtraction is
shown in Figure [3.18b. Subsequently, we reduce the noise in the scattering pattern with a
median filter (Figure [3.18¢). An intensity threshold is used to binarize the scattering pattern
(Figure ) The beam stop is added to the binary image as a circular region to avoid artifacts
(Figure ) Finally, an ellipse is fitted to the largest connected component of the binary
image using the regionprops() function of Matlab’s Image Processing Toolbox (Figure )
This function returns the centroid of the connected component, the minor and major axis of
the ellipse having the same second moments and the orientation . of the major axis of such
an ellipse. The eccentricity e of the ellipse can be regarded as a measure of the anisotropy
of the scattering pattern, with 0 (a circle) corresponding to perfect isotropy and 1 (a segment
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identified with the major axis) corresponding to maximum anisotropy.
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Figure 3.18: Illustration of the ellipse-fitting method. a) Average background scattering pattern, pre-
processed as explained in Figure b) Background-subtracted scattering pattern. c)
Scattering pattern after median filtering. d) Binarized scattering pattern. e) Binarized
scattering pattern; the beam stop is added as a circle of radius 0.1969 nm~!. f) Binarized
scattering pattern, with the ellipse resulting from the analysis plotted in green.

Since the ellipse fitting method includes some arbitrary choices (namely, the choice of a
filter kernel for the median filter and the choice of an intensity threshold for binarization), we
decided to also test a parameter-free method, based on principal component analysis (PCA).
In this case, the Nanodiffraction Toolbox [15], a set of Matlab scripts developed by dr. Jan-
David Nicolas and prof. Tim Salditt at the Institute for X-Ray Physics of the University of
Gottingen, is used. The method was described in several publications [15, |64} [66]; briefly, an
average background scattering pattern is subtracted from the scattering pattern being analyzed
just like for the ellipse fitting method (Figure [3.18b). The covariance matrix of the background-
subtracted scattering pattern is computed and diagonalized. The direction of the eigenvector
corresponding to the largest eigenvalue (Figure blue arrow) coincides with the line of best
fit [149], thus its orientation ¢, can be used as the orientation of the scattering pattern. Here,
the anisotropy is quantified as the ratio w between the absolute value of the difference of the
two eigenvalues \;, Ay and their sum:

_ A1 — A
A+ A2

A perfectly isotropic scattering pattern has Ay = Xy, thus w = 0; conversely, a scattering pattern
made of perfectly aligned points has Ay = 0, thus w = 1 corresponds to maximum anisotropy.
It should be noted that, while PCA is equivalent to fitting an ellipse to the scattering pattern,
the eccentricity e found by the ellipse fitting method and the parameter w defined by equation
are not the same quantity.

The Nanodiffraction Toolbox mentioned above contains a second way to obtain the orienta-
tion of a given scattering pattern, particularly useful when the signal is low and other scattering

(3.8)
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Figure 3.19: Illustration of the PCA method. The blue and red arrows represent the eigenvector of the

covariance matrix corresponding to its largest and smallest eigenvalues, respectively. The

directions of the two arrows coincide with the directions of the respective eigenvalues.

The length of the blue arrow is proportional to the largest eigenvalue, while the length
of the red arrow is proportional to the smallest eigenvalue.

contributions, coming e. g. from the X-ray optics or from the beam stop, cause artifacts in the
PCA . This alternative method consists in radially integrating the scattering pat-
tern we are analyzing (Figure [3.17d) and the background scattering pattern (Figure [3.18p)
separately, to obtain two azimuthal intensity profiles, respectively Ip(y) (Figure , pur-
ple) and Ing(p) (Figure .20k, red). The background-subtracted azimuthal intensity profile
(Figure [3.20b, blue) is then computed as I,,(¢) = Itg(p) — Inkg(p). Finally, the circular mean
and variance of I,(p) are calculated. The circular mean ¢, (Figure , green) is
taken to be the orientation of the scattering pattern, while the circular variance v can be used
to quantify its anisotropy. In particular, v = 0 means that the angle does not vary, thus cor-
responding to maximum anisotropy, while v = 1 means that the angle is uniformly distributed
within 360°, that is, the scattering pattern is perfectly isotropic.
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Figure 3.20: Illustration of the circular mean method. a) Azimuthal intensity profiles, from radial
integration of the foreground scattering pattern (purple) and of the background scatter-
ing pattern (red). b) Background-subtracted azimuthal intensity profile (blue) and its
circular mean value (green line).

In order to compare the three methods, we apply them to the same SAXS scan, performed
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at ID13, ESRF during the September 2020 experiment. The scan was performed on freeze-
dried vim -/- + hDes R406W cells, with a 0.5pm step size in both directions and 1.4ms
exposure time, in fast scanning mode. The dark field contrast image of the analyzed cell is
shown in Figure , and the positions used as background (empty regions without cellular
material) are shown in blue in Figure . All of the background scattering patterns belonging
to the same horizontal line of the scan (same vertical position of the sample) are averaged
together (simple average), so that a different average background pattern is obtained for each
line. All the background subtraction steps described above for the three different methods
are always carried out line-by-line, that is, for a given scattering pattern being analyzed, the
corresponding background scattering pattern is the one belonging to the same horizontal line.
All the scattering patterns of the scan are analyzed, including the background ones, as a control:
for the results of the analyses to be meaningful, we expect to see differences between the cellular
body and the empty regions. The anisotropy values of the background, in particular, should help
in establishing a threshold to distinguish isotropic (or nearly isotropic) scattering patterns, for

which the orientation value is not relevant, from the scattering patterns for which an orientation
value is relevant.
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Figure 3.21: Comparison of the different orientation analyses. a) Dark field contrast image of the an-
alyzed scan. b) Eccentricity map obtained with the ellipse-fitting method. ¢) w map ob-
tained with the PCA. d) Circular variance map obtained with the circular mean method.
e) Regions of interest of the analyzed scan: the dark field contrast image shown in a
is presented here in gray scale; the positions used as background are shown in blue. f)
Orientation map obtained with the ellipse-fitting method. g) Orientaion map obtained
with the PCA. h) Orientation map obtained with the circular mean method. The white

arrows in the orientation maps f-h point out examples of similar orientations detected by
all three methods at the same position.

The eccentricity and orientation maps from the ellipse-fitting analysis are shown in Fig-
ure [3.21p, f, respectively; the w and orientation maps from the PCA are shown in Figure [3.21f,
g, respectively; and the variance and orientation maps from the circular mean analysis are
shown in Figure|3.21id, h, respectively. In all of the maps, the background region is outlined in
white; the orientation maps are all depicted in the same color map, that identifies —90° and
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90°, as they represent the same orientation. All orientation maps represent real space orienta-
tions, thus they show angles perpendicular to the orientation of the corresponding scattering
patterns.

The first observation we can make when seeing these results is that, regardless of the method
used, all of the positions in the scan appear to be very isotropic. Additionally, in the anisotropy
maps (Figure -d), the regions belonging to the cellular body are either indistinguishable
from the background region or more isotropic than the background region: therefore, the corre-
sponding orientation values are not very meaningful, as the “strength” of the local orientation,
quantified by the values e, w or v, is very low. The most isotropic part of the cell appears to be
the nuclear region. The nucleus is denser than the cytoplasm, that is, it contains more material:
keeping in mind that the SAXS signal is the average result of the scattering from everything
inside the irradiated volume, this means that the signal from the nucleus is an average over a
larger number of scatterers than the cytoplasm. Consequently, only a strong anisotropy within
the scale of the irradiated volume would show in the nuclear signal; the similarity between
the cytoplasm and the background e, w and v values is probably due to the faintness of the
cytoplasmic signal.

As the scattering patterns appear to be, for the most part, at least as isotropic as the
background, the values shown in the orientation maps (Figure —h) should be regarded
as not particularly significant. However, it is striking how the results of the circular mean
approach show differences between the empty membrane regions, where the angles seem to be
randomly distributed, and the cellular regions, where groups of adjacent positions with similar
orientations appear. In contrast, the other two methods seem unable to detect differences
between the background and the cellular morphology, excluding few regions of the nucleus
and of the cellular membrane (white arrows). Importantly, these regions where the cellular
orientation emerges as different from the background orientation show similar angular values
regardless of the method used.

Comparison of different exposure times

As observed above, the limited effectiveness of the orientation analyses (i. e. the similarity of
the results obtained for empty membrane and cell, and the high isotropy of all of the scattering
patterns) might stem from the weakness of the signal, in particular the cytoplasmic signal. In
order to check if a longer exposure time (meaning better photon statistics) could improve the
signal, we investigate the orientation and anisotropy of scans performed with the same step size
but different exposure times.

The scans are obtained at ID13, ESRF during the April 2017 experiment, on freeze-dried
NIH-3T3 cells on a silicon nitride window. A 2pum step size is used in both directions; four
scans are performed on adjacent regions of the same sample with increasing exposure times:
5ms, 10ms, 20 ms and 100 ms. The orientation analysis is carried out using the circular mean
method, as it seems to perform best with our type of data, being the only method that yields
an orientation map where the cellular body can be distinguished from the background. Prior to
application of the circular mean method, the dark field contrast image of each scan is segmented
into background and foreground using a local intensity threshold (that is, we use Matlab Image
Processing Toolbox adaptthresh() function, with the sensitivity parameter set at 0.6 and the
neighborhood parameter set at [35,35]), without any further mask refinement (see also the
“Determination of the optimized exposure time” in the Supporting Information of [111]). For
each horizontal line in the scan, the average background scattering pattern is determined as the
simple average of all the background scattering patterns belonging to that line. The foreground
region of each scan is outlined in white in each of the anisotropy and orientation maps presented

in Figure [3.22
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Figure 3.22: Comparison of orientation analysis results for different exposure times. Circular variance
map for a) 5ms exposure, b) 10ms exposure, ¢) 20ms exposure, d) 100ms exposure.
Orientation map for map for e) 5ms exposure, f) 10ms exposure, g) 20 ms exposure, h)
100 ms exposure.

Independent of the exposure time, the circular variance maps (Figure -d) display large
values, meaning that most of the scattering patterns are isotropic or nearly isotropic. Moreover,
it is very difficult to distinguish foreground and background by only looking at the circular
variance maps. A notable exception is represented by a few very intensely “red” cells, i. e. cells
displaying variances very close to one. This seems to be particularly evident for the longest
exposure time, 100ms (Figure [3.22/1). Indeed, if we count the number N; of occurrences of
v = 1 in the foreground region of each variance map, and divide the count by the total number
Niot of pixels in the foreground region, we find that the fraction f; = N;/Nyo, of v =1 in the
foreground increases with increasing exposure time, as shown in Table[3.9, Table|3.9|also shows
the ninth decile Dy of each foreground v distribution, 4. e. 10 % of the distribution is larger
than or equal to Dy. Dy also increases with increasing exposure time, meaning that the cells
display larger and larger circular variance values as the exposure time grows longer. We take
this to mean that either the cells are very isotropic within the irradiated volume, and we are
only able to see this properly with long exposure times as the signal is too faint otherwise, or
the longest exposure times cause more severe radiation damage, in the form of a destruction of
local order in the sample, that emerges here as increased isotropy.

Table 3.9: Fraction f; of circular variance equal to 1 and ninth decile Dy of the circular variance
distributions for the foregrounds of Figure |3.22p-d.

Exposure time [ms] fi Dy

) 0.28% 0.979
10 1.05% 0.981
20 2.07% 0.990
100 7.29% 1.000

Analogously to Figure [3.21h, the orientation maps in Figure [3.22e-h display a seemingly
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random background and a distinguishable, non-random foreground.

As the cells appear to be at least as isotropic as the background, if not more, we cannot
guarantee that the orientation values are well defined, therefore we decided not to use the
orientation analysis to compare different cell lines.

3.2.5 Discussion

The capability of scanning SAXS to provide wide “overview images” of the samples is employed
to examine how the cell area and the intensity scatterd by a cell are distributed within one cell
sample. The total cell intensity distributions of the vim -/- and vim -/- + hDes R406W scans
are characterized by a long tail of larger values, suggesting that these cell lines possess a larger
variability than vim -/- + hDes WT cells. In the case of vim - /- cells, this could just be an effect
of the smaller number of cells examined (see Table [3.5]). However, it is not unreasonable to
suggest that the presence of a well developed network of intermediate filaments could “stabilize”
the cell properties, resulting in samples less variable in size and density, which would imply a
smaller variability in the total scattered intensity. The differences in the distributions for the
two vim -/- + hDes WT samples are unlikely due to differences in the sample preparation,
as all the sample preparation steps for these two samples were performed on the same days
in the same conditions. Nevertheless, slight variations cannot completely be ruled out: for
instance, a pipetting error might have changed the number of cells initially deposited on the
silicon nitride membrane, or a small difference in the fixation time could have affected the
samples. The differences in scattered intensity might also be due to differences in the scan
conditions: as an example, it is possible that dividing the intensity by the median intensity
value of the background of each line is not sufficient to correct for differences in the intensity
of the incoming beam. It is worth noting that, during the October 2018 experiment, the beam
was slightly unstable and frequent realignments of the optical elements upstream of the sample
were necessary. Regardless of their cause, the differences between the two vim -/- + hDes WT
scans suggest that we cannot conclusively attribute the differences among the other scans to
properties of the cell lines as a whole.

Confocal imaging of vim -/-, vim -/- + hDes WT and vim -/- + hDes R406W cells reveals
the formation of seemingly normal desmin networks in vim -/- + hDes WT cells, while no
network is visible in vim -/- + hDes R406W cells. Herrmann et al. [93] have observed an
accumulation of desmin signal around the nucleus and in the cellular periphery of vim -/-
+ hDes R406W cells. Our results are in agreement with those observations (Figure [3.11p).
However, the desmin signal from our vim -/- + hDes R406W cells is so low, that at the same
conditions some signal from the vim -/- cells is also visible, particularly as bright spots in the
nucleus (Figure [3.12, ). Conversely, the cellular periphery of vim -/- cells is barely visible.
Thus, we elect to limit the analysis of SAXS patterns to the ones belonging to the cellular
periphery.

The power law fits of the average intensity profiles of the cellular periphery yield exponents
lower than —4, 4. e. faster decays than those predicted by Porod’s law. Porod’s law is the name
of equation when o = —4 for large ¢ values. It describes the terminal part of the radial
intensity profile for three-dimensional scatterers with smooth interfaces 30, 32, 35, [151]. As
discussed in Section [1.1| when Porod’s law is valid, Porod’s constant K is directly proportional
to the surface area of the interface between scatterers and air and to the electron density
contrast squared (equation (|1.21])). If the differences in the K values obtained from the fit
were only due to the surface area contribution, while the electron density remained constant
within the irradiated volume, then it would make sense for the vim -/- + hDes R406W K
value to be larger than that of the vim -/- + hDes WT cells: a set of scatterers organized in an
interconnected network of filaments would expose a smaller surface area than the same quantity
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of scatterers “broken up” into small aggregates. However, this interpretation is very far-fetched,
as all exponents are significantly different from —4. Additionally, comparisons between K values
should not be attempted when there are doubts on the validity of the intensity normalization.

Three methods for the determination of anisotropy and orientation of the scattering patterns
are compared. The cellular orientations yielded by the circular mean method are significantly
different from the orientations of the background positions, so the circular mean method seem-
ingly outperforms the other two methods. The reason resides in the different background
subtraction strategy employed by this method. The background subtraction of 2D scattering
pattern treats each pixel of the detector singularly. This can prove to be ineffective when the
scattering signal is low and noisy and the background is anisotropic: for instance, after back-
ground subtraction an anisotropic gray halo, most probably not belonging to the cell signal,
is still present in Figure |3.18p. Thanks to radial integration, this anisotropy is captured in
both I (p) and Ie(p), appearing as a small peak between 40° and 60° in both curves of Fig-
ure . In this case, the background subtraction effectively removes the peak (Figure )
All cellular positions are quite isotropic according to all of the methods used. This probably
means that local preferred orientations, if present, are averaged out in the irradiated volume of
the cells, which is in the order of 1 m?. In other words, the insensitivity to local orientation
is most likely caused by the beam size rather than its intensity. This is confirmed by the fact
that increasing the exposure time does not reduce the isotropy of the signal.
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3.3 EBS upgrade

The measurements taken in September 2020 were performed after the “Extremely Brilliant
Source” (EBS) upgrade of ESRF. According to the ESRF website [152], the upgrade increased
the brilliance and coherence of the primary beam by a factor of 100. Effectively, this resulted
in our particular case in approximately a two-fold increase in the photon flux, with the same
photon energy and a comparable beam size; the exact numerical values are given in Table 2.1]
In order to compare this new setup with the previous one, vim -/- + hDes R406W cells grown
on a silicon nitride membrane and freeze-dried were scanned with a step size of 0.5pm in
both scan directions and an exposure time of 1.4ms per position. The radiation dose was
therefore 7.4 x 10° Gy, very similar to that employed in the window-wide scans of October
2018 (7.6 x 105 Gy). The vim -/- + hDes R406W sample was prepared on the same day and in
the same conditions as the vim -/- + hDes R406W sample measured in October 2018, described
in Section[3.2] For the sake of simplicity, the October 2018 scan will be referred to as the “earlier
scan”, the September 2020 scan as the “later scan”. At the moment of acquisition, the 2020
window-wide scan was divided into 42 square sub-scans comprising 401 x 401 scan position
each, in order to facilitate the data transfer from the detector to the storage. Without this
strategy, the detector would often crash before scan completion.

3.3.1 Comparison of scanning SAXS of freeze-dried cells before and
after the EBS upgrade

The intensity of the dark field contrast image of each square sub-scan is normalized with the
background median intensity, as described in Section [3.2] The dark field contrast image of the
complete window is segmented into cells and background, and each cell is divided into three
intensity levels, in the same way as reported above. The results are shown in Figure The
dark field contrast image in Figure is compared with the vim -/- + hDes R406W cells
of the earlier scan, shown in Figure mc (the color map is the same). The dark field contrast
image of Figure is more “fragmented” than the other image, with missing vertical and
horizontal segments. The missing vertical segments are positions at the end of each horizontal
line of a sub-scan: for a minor bug in the software controlling the data acquisition, the detector
keeps acquiring scattering patterns while the sample motors are decelerating at the end of the
line. This causes the inclusion of a few unwanted scattering patterns into the data set that need
to be excluded from the analysis. The missing horizontal segments occur when a horizontal line
in a sub-scan does not contain any background position. In such a circumstance, the intensity
normalization fails and the horizontal line must be excluded from the analysis.

Despite these missing portions, the distributions of cell areas of the two samples are very
similar, as can be seen in Figure . While the earlier scan (red) presents a longer “tail” of
particularly large outliers, the interquartile ranges and median values of the two distributions
resemble each other very much. A two-sample Kolmogorov-Smirnov test [138] yields a p-value
of 0.64 for the null hypothesis that the two data sets have the same distribution, confirming
that the two distributions most likely represent the same population.

Conversely, the average cell intensity distributions are very different from each other (Fig-
ure[3.24p), with the average cell intensities of the earlier scan (red) much larger than those of the
later scan (blue). This fact suggests that a better intensity normalization strategy is needed
than the one used here, as such inconsistencies among different scans prevent any intensity
comparison.

Average radial intensity curves can also be computed, similarly to what is presented in
Section [3.2.3] separately for the three intensity levels shown in Figure and Figure [3.15
(Figure [3.25 red, green and blue symbols for the high, medium and low intensity regions,
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Figure 3.23: Dark field contrast image and cellular regions of interest of the later window-wide scan.
a) Dark field contrast image (183 cells). b) Cellular regions of interest for the dark field
contrast image shown in a. The high intensity region is shown in yellow, the medium
intensity region in orange and the low intensity region in blue. Each pixel represents a
different scan position, so it equals 0.5 pm x 0.5 pm.
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Figure 3.24: Area and scattered intensity distributions of the cells shown in Figure and Fig-
ure a) Violin plots of the distributions of cell area. b) Violin plots of the distri-
butlons of average cell scattered intensity. The median values are shown in the violin
plots [135 - by white circles, while the gray boxes indicate the interquartile range and
the gray whiskers mark the interval outside of which the data are considered outliers by
Tukey’s criterion [137].
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Figure 3.25: Radial intensity decay for matching regions of interest of the samples shown in Fig-
ure and Figure . a) Average radial intensity curves and power law fits for
q € [0.1798,1.925] nm~*, earlier scan (Figure @c) b) Average radial intensity curves
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respectively) or for all the cells in Figure and Figure 3.13f (Figure [3.25] black symbols).
The power law decay of the average radial intensity curves is fitted with equation . Because
of the intensity mismatch highlighted by Figure [3.24b, a comparison of the different K values
would be meaningless. However, the shape of the curve, described by the value of the exponent
a, can still be examined. We expect similar exponents for curves corresponding to the same
region of interest in the two different samples, represented by the same color in Figure [3.25k,
b for the earlier and later scan, respectively. The fit curves are plotted as dashed lines. The
corresponding « values are listed in Table |3.10f From their comparison, it is evident that
exponents of corresponding curves do not perfectly match. Therefore, the differences in the
two scans cannot be fully attributed to a faulty intensity normalization: differences are also
present in the steepness of the radial intensity decay, with the later scan showing a steeper
decay for every region of interest except for the low intensity region, where the opposite is true.
Steeper decays have been associated with a lower radiation damage, that is, with a reduction
of the radiation dose achieved by either attenuating the beam or cryoprotecting the sample
[65]. While the dose in the later experiment was indeed smaller than in the earlier one, the
difference was small (roughly, 3 %), so the lower o values are not necessarily due to a smaller
radiation damage.

Table 3.10: Power law exponents « for the fits of the curves shown in Figure Fitting range:
[0.1798,1.925] nm L.

Region of interest  Earlier scan Later scan

Cell —4.142 + 0.008 —4.234 4+ 0.009
High intensity —4.151+0.009 —4.2874+0.011
Medium intensity —4.146 £ 0.007 —4.220 % 0.009
Low intensity —4.126 £ 0.008 —3.917 £ 0.010

Interestingly, the curves obtained from the later scan (Figure ) appear to be noisier
than those obtained from the earlier scan, particularly in their terminal part. It is possible
that the September 2020 setup offered a poorer contrast than the October 2018 setup. It
should also be noted that, while the computation of the radial intensity curves was performed
with as similar a procedure as possible for the two scans, a few differences were inevitably
introduced by the division in sub-scans of the later scan. In particular, for each horizontal
line of the earlier scan, 300 random background positions were averaged to obtain the average
background radial intensity for that line. To be consistent with this method, for each horizontal
line of each sub-scan of the later measurement 40 random background positions were averaged
to obtain the average background radial intensity for that line. The number 40 was chosen
because the total scan is horizontally divided into 7 sub-scans, and 300/7 ~ 40. This different
background statistics might explain, at least in part, why the later measurements present
noisier background-subtracted radial intensity curves. Additionally, while the two samples are
as similar to each other as possible in terms of their preparation, the sample measured in
September 2020 was kept in storage for about a year longer than the other sample before the
measurements took place, so modifications of the sample due to prolonged storage cannot be
excluded.

3.3.2 Scanning SAXS on fixed-hydrated cells

In September 2020, chemically fixed, hydrated cells were also measured. The samples were
prepared as detailed in Section [2.2] where a description of the wet sample chamber can also
be found. As the access to ESRF was restricted due to the COVID-19 pandemic, the mea-



3.3. EBS UPGRADE 73

surements at the synchrotron took place remotely, meaning that we monitored the experiment
via videoconference, with limited remote access to the computer system of the control hutch,
and all on-site operations had to be performed by the beamline responsible for D13, Man-
fred Burghammer (ESRF, Grenoble). Therefore, all samples had to be shipped to the ESRF.
In order prevent the cells from drying, sample chambers were fully assembled and completely
immersed in ultra pure water. The chambers were taken out of the water and their exteriors
were carefully dried only just before X-ray measurements, meaning that they remained stored
in water for up to two weeks. The exterior part of the silicon nitride membranes of the samples
was partially covered in some sort of dirt when they were measured at the synchrotron, that
was not present when the samples were shipped. Reportedly, the dirt was visible by naked eye,
it could be partially removed by very careful blotting and rinsing and different samples carried
different amounts of dirt.
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Figure 3.26: Examples of hydrated cells measured in September 2020. a) Dark field contrast image of
a fixed-hydrated vim -/- cell on a silicon nitride membrane. Pixel size: 1pum x 1 pm. The
white circles are centered on positions whose scattering patterns are shown in Figure
b) Optical microscopy image of the cell shown in a. ¢) Dark field contrast image of two
fixed-hydrated vim -/- cells on a silicon nitride membrane. Pixel size: 1pm x 1pm. The
white circles are centered on positions whose scattering patterns are shown in Figure|3.2
d) Optical microscopy image of the cells shown in c.

Two examples of dark field contrast images from scanning SAXS of the cleanest sample we
could measure (containing vim -/- cells) are shown in Figure , along with optical microscopy
images taken with the inline microscope prior to scanning the sample. The step size of the scans
is 1 pm in both directions and the exposure time is 50 ms, corresponding to a radiation dose of
6.6 x 107 Gy. The dirt is visible in the optical micrographs (Figure , d) as dark spots. The
dark field contrast images (Figure , b) show cellular signal disturbed by many bright spots
of various shapes. It is difficult to tell if the dark spots in the optical micrographs correlate
with the bright spots in the dark field contrast image, so the unwanted signal might come from
the external dirt, from something happening inside of the chamber, or from a combination of
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the two.
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Figure 3.27: Examples of scattering pattern from SAXS scans of hydrated cells. a) Scattering pattern
for position 1 in Figure (dirt). b) Scattering pattern for position 2 in Figure
(background). c¢) Scattering pattern for position 3 in Figure (cytoplasm). d)
Scattering pattern for position 4 in Figure (cytoplasm). e) Scattering pattern for
position 5 in Figure (nucleus). f) Scattering pattern for position 6 in Figure
(dirt).

The scattering patterns corresponding to the positions marked in the dark field contrast
images of Figure [3.26] are shown in Figure [3.27 As reasonably expectable, the background
(Figure [3.27b) and cell (Figure [3.27k, d and e) scattering patterns are fairly isotropic, with the
nucleus (Figure [3.27k) scattering more than the cytoplasm (Figure [3.27k, d) and the cytoplasm
more than the background. In contrast to this finding, the bright spots correspond to scattering
patterns (Figure , f) presenting one or more well-defined streaks, suggesting the presence
of a preferred orientation in the scatterers that originated them.

3.3.3 Discussion and outlook

From the results obtained for the freeze-dried cells, it is evident that a better way than the
median background intensity-based normalization is needed to account for differences in the
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experimental setup and particularly in the incident X-ray beam intensity, in order to satis-
factorily compare different scans. An examination of the radial intensity decays reveals that,
regardless of the absolute value of the intensity, the two scans are different, both in the quality
of the curves, that appear less noisy for the scan performed before the EBS upgrade, and in the
steepness of their decay, that is found to be faster for the scan performed after the upgrade.
It should be noted that the apparent lower quality of the later scan does not necessarily imply
a lower quality of the X-ray beam. Our measurements were among the first performed after
the upgrade, so the setup was not necessarily optimized to fully take advantage of the new
X-ray features. The experiment was carried out remotely, meaning that one person alone had
to materially set up the beam, handle the samples and launch the scans, thus the time devoted
to each operation was inevitably reduced. Additionally, the beamline control software had just
migrated from SPEC [153] to BLISS |154] and not all functionalities were running smoothly.
Moreover, the samples were shipped from Gottingen to Grenoble, increasing the chance of a
diminished sample quality. The problems with the hydrated samples are most likely related
to the shipment, or rather from the necessity to have the samples already mounted in the
wet sample chamber for several days before measuring them. The dirt observed on the sam-
ples might come to the aluminum frames of the chamber, or from the silicone glue used to
seal the PDMS spacers, or even from the boxes that contained the chambers in water during
transportation. Further experiments are necessary to determine and eliminate the cause of
this inconvenience. Nevertheless, the shape of the scanned cells can be distinguished in the
dark field contrast images. An orientation analysis similar to that presented in Section [3.2.4]
could be used in the future to find the unwanted strongly scattering positions of hydrated cells,
so that they can be excluded from further analysis. The remaining scattering patterns might
be already good enough to learn something about the scattering signal from fixed cells in an
aqueous environment.
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Chapter 4

Summary, outlook and conclusion

The results presented in this work prove that high-throughput in scanning SAXS of adherent
mammalian cells can be achieved. In a single experiment, we manage to image an unprece-
dented number of cells, in the order of hundreds instead of tens. This auspicious outcome has
been attained thanks to the continuous movement of the sample stage during data acquisition
combined with short exposure times. The choice of short exposure times presents a double
advantage: not only does it reduce the overall acquisition time, contributing to the realization
of fast scanning SAXS, but it also decreases the radiation dose applied to the sample. As a high
radiation dose causes severe radiation damage [55, 155-157], low-dose techniques are always
sought after. Within scattering- or diffraction-based hard X-ray imaging techniques, scanning
SAXS is the most dose-demanding, with typical doses for biological samples of few 10® Gy, as
opposed to the doses necessary for ptychography (about 10* Gy — 10° Gy) or holography (on
the order of 10* Gy only) [158]. In our experiments, we bring the radiation dose of scanning
SAXS down to 10° Gy — 107 Gy, thus being comparable with high-dose ptychography. The
downside of low radiation doses is the loss in contrast: a minimum dose is required to be able to
distinguish the signal from the background [27]. A way to improve the contrast is freeze-drying
the samples: the electron density of cellular material is similar to that of water, so eliminating
the aqueous content from the sample increases the difference between the electron density of the
sample (lyophilized cellular material) and its environment (air). Nevertheless, the radial inten-
sity profiles of unaveraged scattering patterns collected with low exposure times are very noisy,
as shown in Figure [3.4] A solution to this problem is the analysis of averaged radial intensity
profiles, as discussed in Section [3.1.1] Section and Section [3.3.1] The high-throughput of
fast scanning SAXS allows for averages over large pools of data, resulting in smooth curves and
ensuring that all of the cell population is represented.

In order to average scattering patterns or radial intensity profiles belonging to the same cell,
or to the same region of interest (e. g. the peripheral cytoplasm or the nucleus), the dark field
contrast images of SAXS scans are segmented. Thanks to the negligible scattering of silicon
nitride in the energy range and g¢-range employed, the cells are clearly distinguishable from
the empty membrane in membrane-wide dark field contrast images (Figure , Figure ,
as intense objects on a dark background. Our segmentation strategy is therefore based on a
local intensity threshold. The size of the neighbourhood used to compute the local threshold is
similar to the size of the cells or smaller and we find that the local average intensity works best
to detect the cells. Once the cells have been detected, the intensity distribution of each single
cell can be divided into three intensity levels using Otsu’s method [77] extended to multiple
thresholds. The highest intensity level works strikingly well to detect the nucleus of the cell,
as it almost always coincides with the nucleus (Figure [3.10)). Problems with the segmentation
arise when the incident beam intensity substantially varies in time, which is not unlikely during
long scans (Figure . A normalization of the dark field contrast image intensity based on
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the median background intensity of each horizontal line of the scan corrects for the temporal
variations of the incoming beam intensity (Figure . Also thanks to a manual refinement,
the final result of the segmentation reflects very well the real-life position and shape of the cells
in the sample. In the future, the segmentation could be fully automated with the use of neural
networks, with the segmentations obtained with our method as training data.

If we interpret the median background intensity value as an estimate for the incident beam
intensity, it seems appropriate to use the same kind of correction on the scattering patterns and
radial intensity curves, so that they can be compared even when they belong to different scans.
With this in mind, we compare three different cell lines, one lacking cytoplasmic intermediate
filament proteins (vim -/- cells), one expressing a wild-type desmin network (vim -/- + hDes
WT) and one expressing a mutant kind of desmin that tends to form abnormal aggregates
instead of networks (vim -/- + hDes R406W). A comparison of the distributions of the dark
field intensity scattered by the cells of the different cell lines (Figure reveals that the
thickness of the cells determines the amount of scattering. Therefore, it would be interesting to
combine future scanning SAXS measurements with a mapping of the cell thickness at various
points, for example by fluorescence microscopy [159] or by atomic force microscopy [157]. The
distributions of the intensity globally scattered by each cell are wider in the case of vim -
/- and vim -/- + hDes R406W, suggesting that the presence of a wild-type desmin network
reduces cell to cell variability within the same cell line. As cytoplasmic intermediate filament
networks are believed to play an important role in the determination of cellular architecture
[112], it is conceivable that cells lacking them have more variable structure, resulting in more
variable scattering. The averaged intensity profiles of the desmin-expressing cell lines show
similar intensity decays, while the radial intensity curve of vim -/- cells decreases more rapidly
(Figure . However, the vim -/- curve presents an anomalous drop at small ¢ values, most
likely due to a lack of contrast between this curve and the background. All of the curves are
averages over the lowest intensity level region of interest, representing the peripheral cytoplasm:
this is the thinner part of the cells, so it scatters the least, particularly in the case of the vim - /-
cells, that have the largest incidence of large cells (Figure , which likely correlates with
smaller thicknesses. The larger K values observed for the mutant-expressing cells might be
interpreted as a result of the large surface area exposed by the mutant desmin aggregates,
although this interpretation would be a consequence of Porod’s law, that is not strictly valid in
this case (the exponent of the power-law fit is close, but not equal to —4). Additionally, doubts
arise on the validity of our intensity normalization, as the intensity distributions and radial
intensity profiles of two different samples containing the same cell line (vim -/- + hDes WT
cells) do not coincide. These doubts are confirmed by comparing the vim -/- + hDes R406W
scan with a scan of a different vim -/- + hDes R406W sample obtained during a different
experiment (Figure [3.24] Figure [3.25). While the cell area distributions are compatible with
each other, the scattered intensity is not. Therefore, it will be important to monitor the
incident X-ray beam intensity at each scan position, if we want to achieve a truly quantitative
comparison of scattered intensity for different scans. In the meanwhile, the datasets lacking
this information should be only compared using intensity-independent parameters. It is worth
noting that the exponents of the power law fits of radial intensity profiles are indicative of the
shape, and not the intensity, of the profiles, thus they can be safely compared.

The orientation and anisotropy of scattering patterns are also intensity-independent param-
eters. We show that a radial integration of the scattering patterns, followed by a computation
of the circular mean and variance of the resulting azimuthal intensity curve, works best for
the orientation analysis of our low-intensity scattering data. For the most part, our samples
turn out to be at least as isotropic as the empty silicon nitride membrane (Figure , and
longer exposure times do not reveal relevant anisotropies. Thus, we conclude that the samples
are very isotropic within the irradiated volume of about 1pm?, which justifies our intensive
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use of azimuthal integration. Local anisotropies might be present within volumes smaller than
1 pm?, thus scanning SAXS of the same kind of sample with a nanofocused beam would be very
interesting. The orientation and anisotropy analysis will probably also help in the examination
of data from fixed-hydrated samples. As shown in Section the cell signal is disturbed by
some dirt that scatters strongly. The scattering patterns from the dirt are characterized by
evident streaks, so a good way to exclude them is a selection on anisotropy values: positions
associated with large anisotropy values should be disregarded. Despite this issue, the sample
chamber for wet samples is effective in keeping the cells hydrated during X-ray measurements,
that can last for as long as six hours. Further development of the chamber design, including a
better understanding of the nature of the dirt observed at the synchrotron and its prevention,
as well as experimenting with even thinner spacers, could result in the future in a standardized
environment for X-ray imaging of hydrated, adherent cells.

On the whole, while low-dose, high-throughput scanning SAXS of adherent cells can be
achieved, quantitative characterization of cell populations remains elusive. Nevertheless, our
results demonstrate that a quantitative, statistically sound description of cell lines by means of
scanning SAXS is within reach and point out the strategies that should be adopted in future
developments to take advantage of the full potential of this technique.
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Appendix A

Measurements of cell thickness

A confocal microscope (Olympus [X81, equipped with a 40x objective, UPLSAPO40X2, numer-
ical aperture 0.95) is used to measure the average cell thickness of all of the cell lines examined
in this work. The cells are grown on glass-bottom Petri dishes (81158; Ibidi GmbH, Gréfelfing,
Germany) and fixed with 3.7% formaldehyde as described in Chapter 2l A negative staining
approach is used, meaning that the aqueous environment of the cell, rather than the cell itself,
is fluorescent. In particular, we use 20nm diameter fluorescent beads (FluoSpheres F8888;
Invitrogen), diluted 1 : 10 (v/v) in PBS. For the measurements, we scan the sample with a
vertical (i. e. the direction of the cell thickness) step size of 0.5um and an axial resolution
of 1.009 pm. The thickness of a cell is defined as the distance between the surface of the cell
culture dish (Figure ), where the cell adheres, and the last plane where at least a portion
of the nuclear surface is still in focus (Figure [A.1[d). Thus, it is actually a measurement of
maximum thickness.

While the use of fluorescent beads is not optimal (for instance, fluorescent aggregates forming
bright spots can be seen in Figure [A.1)), the mean nucleus thickness of NIH-3T3 fibroblasts,
1. e. 5.7 £ 0.4 pm, is of the same order of magnitude as the maximum height of a NIH-3T3
fibroblast measured by atomic force microscopy and by a fluorescence displacement technique
in Reference [160], that is, about 3.5 pm. Considering our axial resolution of 1.009 pm, the
maximum thicknesses of the examined cell lines (Table do not display significant differences.

Table A.1: Results of maximum cell thickness measurements.

Cell line Number of cells Mean thickness [pm]| Error of the mean [pm]
NIH-3T3 15 5.7 0.4
vim - /- 26 48 0.2
vim -/- + hDes WT 41 4.0 0.2
vim -/- + hDes R406W 45 3.76 0.11
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Figure A.1: Example of confocal stack for the determination of the maximum thickness of a NTH-3T3
cell. a) Surface of the cell culture dish. b) 1 pm over the surface of the cell culture dish. ¢)
3um over the surface of the cell culture dish. d) 7pm over the surface of the cell culture
dish. Scale bars: 20 pm
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