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1 Introduction 
 

The search for novel phenomena that exceeds and interconnects our existing knowledge is at 

the heart of every scientific effort. Physics, and particularly solid-state research, is no 

exception. If anything, the technological advancements of the last decades have made the 

need for new concepts even more apparent. A prototypical example here is the beginning 

breakdown of Moore’s law in the semiconductor industry, where electronic components shrunk 

down to a few nanometres in size. This greatly enhanced the performance of, e.g., integrated 

circuits, but leads to a dead end since the further shrinking of structures is inhibited by their 

instability on a nanoscale [1], [2]. Such an issue cannot be solved by engineering efforts alone 

since it is the very physics that blocks the way. In the foreseeable future, disruptive 

technological advancement will rely on new physical concepts as a basis, and current efforts 

in solid-state physics research reflect this, as considerable resources are assigned to the study 

of phenomena that are yet described as “exotic”.  

One of such novel phenomena is the existence of non-trivial topological phases of matter. 

Theoretically proposed by Haldane in 1988 [3], [4], the concept of topology lied mostly dormant 

until 2007, when König et al. identified HgTe quantum wells as the first real world system with 

non-trivial topology [5], [6]. Besides the interesting implications for fundamental research, the 

emergence of the so-called bulk-boundary correspondence (BBC) from non-trivial topology 

initiated an ever-growing research field within the physics community. The BBC enforces a 

conductive channel at the interface between a topologically trivial and a non-trivial material, in 

which electron backscattering is prohibited [3]–[8], yielding robust metallic conductance 

independently of defects and local structural instabilities. This potentially opens a pathway for 

completely new concepts in (micro-) electronics. 

To this day, all experimentally confirmed topologically non-trivial materials either have an 

exceedingly small bulk band gap [9], rendering them uninteresting for technological 

applications since a substantial share of the overall electric current would flow though the bulk, 

diminishing the advantages of the topologically protected interface conductance, or exhibit 

microscopic sample sizes like bismuthene on SiC substrates [10]. Additionally, all 

experimentally found topological insulators are band-insulators [9], [11].  

The honeycomb transition metal oxide sodium iridate (Na2IrO3) is a promising material in this 

context, as it exhibits a band gap (Mott gap) comparable to the band gaps of common 

semiconductors and a rich variety of proposed and experimentally reported electronic and 

magnetic properties [12]–[20]. Among the anticipated properties is the emergence of a non-

trivial topological phase, which was first proposed in 2009 [21]. This prediction was reinforced 
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several times, with the latest according work being published in 2019 [22]–[25]. The Mott gap 

arises from concurrent crystal field splitting, spin-orbit coupling and Hubbard repulsion 

apparent on similar energy scales in the material, making Na2IrO3 a strongly correlated Mott 

insulator. Non-trivial topology would render Na2IrO3 to be the first topological insulator with a 

large energy gap as well as the first strongly correlated topological insulator. Combined with 

sample diameters of up to 1 cm, the material would be interesting for technological application. 

Yet, after more than a decade of research, the experimental findings on the Na2IrO3 electronic 

structure are largely incoherent, where even the reported Mott gap size varies between          

0.34 eV and 1.2 eV [18], [26]–[29] and the role of the surface with its different terminations is 

poorly understood. 

This thesis provides a comprehensive study of the electronic properties of Na2IrO3, focusing 

on its surface. For this, scanning probe and transport measurements on freshly cleaved 

samples were performed in ultra-high vacuum (UHV). The new findings yield insights to a 

variety of disputed properties of Na2IrO3, including the spectral characteristics at the surface 

and their interpretation in the context of strong electron correlation as well as macroscopic 

transport properties and the physical picture behind them. Most important, the new results 

evidence the existence of a highly conductive surface channel as well as states within the Mott 

gap at the surface. 

In this work, various physical phenomena apparent in Na2IrO3 are covered, ranging from strong 

correlation over topology to transport phenomena. To provide a basis for this, a comprehensive 

introduction to the predicted and examined properties of Na2IrO3 is given in the chapters 2 and 

3. Here, chapter 2 focuses on the Na2IrO3 bulk as well as the related Mott physics, while 

chapter 3 covers the surface characteristics as well as physical properties associated with 

topology. Additional physical properties found in experiments that do not arise from the Mott 

physics or the surface electronic structure are presented in chapter 4. This is followed in 

chapter 5 by the presentation of the experimental techniques and sample preparation 

procedures used in the scope of this thesis. All measurement setups are home-built and new 

techniques were developed specifically for the work on this thesis. For the two central methods, 

being scanning tunnelling microscopy and macroscopic transport measurements, an 

introduction to the relevant theoretical concepts and to applicable transport phenomena is 

given in chapter 5 as well. The scanning probe results are then presented and discussed in 

chapter 6. Chapter 7 covers the transport results and their discussion. Finally, a joint discussion 

on the Na2IrO3 surface electronic structure, incorporating the findings from both methods, is 

given in chapter 8, before the thesis is concluded with a summary and an outlook. 
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2 Bulk Sodium Iridate: Structural and Electronic Properties 
 

In 2010, single crystalline sodium iridate (Na2IrO3) was synthesized for the first time [28]. This 

chapter provides an overview over the bulk properties. It will start with the description of the 

Na2IrO3 crystal structure. Afterwards, the electronic structure and the concepts required to 

understand why the bulk of Na2IrO3 is Mott insulating are presented. Finally, experimental data 

from the literature on the Mott gap will be shown.  

  

 

2.1 Bulk Crystal Structure 
 

The layered crystal structure of Na2IrO3 is depicted in Figure 2.1, introducing the 

crystallographic directions a, b (in-plane) and c (out of plane). The material consists of 

alternatingly stacked Na6 and Na2Ir4O12 layers, which are referred to as sodium layers (Na6) 

and iridate layers (Na2Ir4O12) in this thesis [18], [19], [22], [28], [30], [31]. The sodium layers 

consist of a quasi-hexagonal arrangement of Na [18], [19], [22], [28], [30], [31]. The iridate 

layers have a higher complexity, where the iridium atoms form a characteristic honeycomb 

structure and are surrounded by edge sharing oxygen octahedra. A single sodium atom sits in 

the centre of every honeycomb [18], [19], [22], [28], [30], [31], see Figure 2.1 a). The resulting 

unit cell is monoclinic and belongs to the C2/m space group [32]. X-ray diffraction experiments 

revealed the unit cell parameters to be auc = 5.427(1) Å, buc  =  9.395(1) Å, cuc  =  5.615(1) Å 

and βuc  =  109.037(18)° at 300 K [19], [32]. The oxygen octahedra were shown to be distorted 

with Ir-O-Ir bond angles of 98° − 99.4° [33], influencing the overlap of the iridium and oxygen 

orbitals.  

The iridium atoms donate their 6s2 and two 5d7 valence electrons to the oxygen atoms, 

resulting in an Ir4+ state [22], [34]. Similarly, the sodium atoms donate their 3s1 valence electron 

leading to an overall O2- state for the oxygen atoms [22], [34]. Consequently, the sodium layer 

is positively charged, where the iridate layer has a negative net charge, resulting in ionic 

interlayer bonding [17]. Within the iridate layer, iridium and oxygen atoms are covalently 

bonded to each other and ionically bonded to the sodium atoms at the honeycomb centre [17], 

[18], [30], [31].  
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Figure 2.1 Crystal structure of Na2IrO3. a) Top view of the NaIr2O6 layer, showing the edge-sharing IrO6 
octahedra forming a honeycomb lattice. The centre of every honeycomb is occupied by a single Na 
atom. b) Side view of the Na2IrO3 layer structure. c) Unit cell of Na2IrO3, consisting of alternatingly 
stacked honeycomb NaIr2O6 and Na3 layers [28], [31]. 

 

These binding characteristics are relevant for three reasons: firstly, the anisotropy between 

intra- and interlayer bonding results in the preference for cleaving between the crystal layers. 

Secondly, such layered materials with comparably weak inter-layer bonding are prone to 

stacking faults, which complicates their synthesis and requires sophisticated accompanying 

characterization measurements to evidence good quality [17]. And thirdly, the spatial alignment 

of the Ir 5d orbitals with respect to the neighbouring oxygen p orbitals within the honeycomb 

structure determines the electronic properties. 

 

 

2.2 Bulk Electronic Structure 
 

The 5d orbitals of the iridium atoms dominate the electronic properties of sodium iridate close 

to the Fermi level [28], [34], [35]. It was discussed that Na2IrO3 exhibits an energy gap, and 

that the existence of this gap can only be explained by considering crystal-field splitting, spin-

orbit coupling and on-site electron-electron correlation simultaneously [19], [30]. As on-site 

correlation is required, the Na2IrO3 is thought as a spin-orbit assisted Mott insulator and the 

band gap as Mott gap [25], [26], [36], [37]. The size of this Mott gap is comparable to the band 

gap sizes of common semiconductors (e.g. GaAs with a band gap of ~1.43 eV at room 

temperature [38]). However, the quantitative results regarding the Mott gap size vary between 

0.34 eV and 1.2 eV among different investigations [18], [19], [26].  

The donation of the Ir 6s2 electrons and two Ir 5d7 electrons to the surrounding oxygen atoms 

changes the iridium electronic configuration from [Xe]6s25d74f14 to [Xe]5d54f14, with the Fermi 
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level lying within the Ir-5d states. Moreover, one has to consider that the primitive unit cell 

contains two iridium atoms [19], [24], [25]. Hence, five electrons per iridium atom, i.e. ten 

electrons for the primitive unit cell, occupy ten 5d-bands [25]. In the following, the picture 

behind the Na2IrO3 band gap between iridium 5d states is presented. 

 

 

2.2.1 Crystal Field Splitting and Trigonal Distortion in Na2IrO3 

 

Crystal field splitting describes the impact of interactions of overlapping neighbouring orbitals 

on the energy level of the orbitals in a crystal in a single particle picture. An overview over the 

Ir 5d orbitals and their spatial coordination within the surrounding oxygen octahedron is 

illustrated in Figure 2.2. 

 

 

Figure 2.2 Spatial extension of the Ir-5d-orbitals in Na2IrO3. a) Depiction of a single IrO6 octahedron 
without distortion and oriented in accordance with the orientation in b)-f). b), c) The eg orbitals dz

2 and 
dx

2
-y

2 are oriented towards the surrounding oxygen atoms. d)-f) The t2g orbitals dyz, dxy and dxz are 
oriented towards the edges of the surrounding oxygen octahedron, i.e. between the oxygen atoms. After 
[39]. 

 

As every oxygen atom in the system accepts two electrons, being donated by the iridium and 

sodium atoms, their charging is twofold negative (O2-), resulting in a repulsive interaction for 

electrons in spatially close orbitals [40]. As a consequence, the iridium 5d-orbitals that reach 

closer to the oxygen 2p orbitals, i.e. the two eg orbitals as seen in Figure 2.2 a)-c), shift to a 

higher energy compared the three t2g orbitals [39], [41]. The crystal field induced energy 

difference between the Na2IrO3 t2g and eg orbitals was reported to be ∆Eegt2g
≈ 2 − 3 eV from 
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resonant inelastic X-ray scattering (RIXS) measurements [42], [43]. It is worth noting, that the 

RIXS investigations measure the relative energetic position of the Ir 5d orbitals with crystal 

field splitting, spin-orbit coupling and Hubbard repulsion in effect, and that the assignment of 

spectral features form the RIXS measurements to the respective Ir 5d orbital is disputed [44]. 

The energetic situation in a single iridium atom picture is shown in Figure 2.3 a). Since the 

three t2g states can be occupied by six electrons (two spin directions per orbital), the eg states 

remain empty and all five 5d electrons occupy t2g orbitals [34]. 

 

  

Figure 2.3 Energy levels, band structure and resulting density of states for the Ir 5d t2g states in Na2IrO3 
simulated via DFT in the LDA. a) Scheme of the energy level splitting due to crystal field effects and 
trigonal distortion of the IrO6 octahedra considering a single Iridium atom. Filled red dots mark the 
occupation of a state with one electron. Red circles indicate unoccupied states. Adapted from [34] and 
[42]. b), c) Results from DFT and LDA calculations considering both Ir-atoms in the primitive unit cell, 
incorporating crystal field effects and showing a Fermi level crossing of t2g bands and an apparent 
density of states at the Fermi level [19]. 

 

The anisotropy due to trigonal distortion further impacts the 5d energy levels by splitting the t2g 

states into a lower a1g and two upper e’g states [42], [45]. However, the energetic impact of the 

distortion on the states is only ~2 % of the influence due to crystal field splitting [42]. Since, in 

a single Ir-atom picture, two of the five iridium 5d-electrons occupy the energetically lower a1g 

orbitals, the remaining electrons occupy three out of four e’g states.  

Crystal field splitting and trigonal distortion alone do not open a band gap in Na2IrO3, which is 

reflected by density functional theory (DFT) calculations in the local-density approximation 

(LDA) considering both Ir-atoms in the primitive unit cell, as shown in Figure 2.3 b) and c). 

Here, the six t2g bands (three t2g orbitals and two Ir in the unit cell) are shown in b), while the 

corresponding density of states is depicted in c), showing no band gap at the Fermi level.  
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2.2.2 Spin-Orbit Coupling in Na2IrO3 

 

Spin-orbit coupling (SOC) describes the interaction of an electrons spin with the orbital angular 

momentum in a single particle picture and is modelled either via LS-coupling or JJ-coupling, 

depending on the atomic number [46]. Typically, an atomic number of Z=30 is used as the 

threshold above which the system needs to be described via JJ-coupling [46]. Iridium has an 

atomic number of Z=77, and JJ-coupling has to be considered. The effective angular 

momentum for the iridium 5d orbitals is then described via 

 

 

jeff = leff + s   , 2.1 

with the orbital angular momentum leff and the electron spin s [21]. Since the orbital angular 

momentum for the t2g orbitals is leff = 1 [21], the SOC causes a splitting into two energetically 

lower jeff = 3/2 states and one energetically higher jeff = 1/2 state, as depicted in Figure 2.4 a), 

showing the energy scheme considering a single Ir atom. 

 

Figure 2.4 Energy levels, band structure and resulting density of states for the Ir 5d t2g states in Na2IrO3 
simulated via DFT in the LDA with incorporation of SOC. a) Scheme of the energy level splitting due to 
crystal field effects and trigonal distortion of the IrO6 octahedra and SOC in a single iridium picture. The 
SOC strength was modelled to be ≈ 0.5 𝑒𝑉, violet arrow. Filled red dots mark the occupation of a state 
with one electron. Red circles indicate unoccupied states. Adapted from [34] and [42]. b), c) Results 
from DFT and LDA calculations incorporating crystal field effects and SOC, showing t2g bands in the 
direct vicinity of the Fermi level. Even though the DOS at the Femi-level is considerably reduced, no 
open band gap emerges level [19]. 
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All jeff = 3/2 states are occupied by 5d electrons, leaving only one valence electron left, resulting 

in a half filled jeff = 1/2 orbital [34], [42]. DFT-LDA calculations where SOC is being incorporated 

and both Ir-atoms in the primitive unit cell are considered are shown in Figure 2.4 b) and c). 

Here, the SOC strength was modelled to be λ ≈ 0.5 eV. Even though the density of states 

corresponding to the jeff = ½ bands has a minimum at the Fermi level, no band gap is found. 

 

 

2.2.3 Hubbard Repulsion in Na2IrO3 

 

Hubbard repulsion incorporates the on-site electron-electron repulsion, that occurs when a 

given orbital is occupied by two electrons with opposing spin, into band theory, leaving the 

single particle picture [28], [47], [48]. Even though the Pauli-principle does not restrict the 

occupation of an orbital with two electrons with opposing spin, a Coulomb repulsion between 

the electrons is always apparent. However, only in strongly correlated electron materials, this 

repulsion is strong enough to have a considerable impact. This is the case for the iridium jeff = 

1/2 orbitals in Na2IrO3. 

The Hubbard-model was the first ansatz to describe the dynamics of correlated electrons, with 

the Hamiltonian [48]–[51]: 

 

 

 

H = U∑ci↑
† ci↑ci↓

† c↓

i

− t ∑(ciσ
† cjσ + cjσ

† ciσ)

〈ij〉,σ

   , 
2.2 

Here, summation is done over all lattice sites i and all neighbouring lattice sites <ij> as well as 

over both spin directions σ. c†
iσ and ciσ are the fermionic creation and annihilation operators of 

an electron at lattice site i with spin σ. The so-called Hubbard U is a measure of the Coulomb 

repulsion. t is the hopping amplitude for neighbouring hopping sites, i.e. t describes the 

wavefunction overlap for adjacent lattice sites. The Hamiltonian describes the competition 

between the repulsive on-site Coulomb interaction raising the energy level (equation 2.2, first 

term) with the electrons kinetic energy stemming from inter-site hopping (equation 2.2, second 

term). For half-filled bands, the ratio U t⁄  gives qualitative information about the material. For 

U t⁄ ≪ 1, the Coulomb repulsion is small, and the electrons have high mobility, resulting in 

metallic behaviour [51], [52]. For U t⁄ ≫ 1, the Coulomb repulsion dominates, and the electrons 

are localized causing insulating behaviour. In this case, the initial band is split into the lower 

Hubbard band (LHB) and the upper Hubbard band (UHB). The energy gap between LHB and 

UHB is referred to as the Mott gap EMott. Considering a half-filled orbital, the splitting into a 

LHB and an UHB results in the LHB being filled and the UHB being empty, with the Fermi level 
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sitting at the centre of the Mott gap, as can be seen in Figure 2.5. Such insulators are referred 

to as Mott insulators. The size of EMott can be determined from the bandwidth W and the 

Hubbard repulsion U via [39], [48]: 

 

 

EMott ≈ U − W   . 2.3 

 

 

Figure 2.5 a) The effect of increasing Hubbard repulsion U on the density of states for a single orbital 
with a given band width at U=0 (left) and half filling. For a small U, the DOS begins to split, as the 
occupation of an orbital with a second electron costs energy. With increasing U, the DOS gets further 
teared until it is fully split into two sub-bands (the upper and lower Hubbard band), when U is large 
enough to overcome the bandwidth. Both bands contain half the number of initial states. In a half-filled 
system, this leads to a filled lower and an empty upper Hubbard band, separated by a band gap – and 
the system becomes a Mott insulator. b) Situation for Na2IrO3 in a single iridium picture. Here, Hubbard 
repulsion splits the half-filled jeff=1/2 band into upper and lower Hubbard bands, driving the system into 
the Mott insulating phase. This is possible, as crystal field splitting and spin-orbit coupling energetically 
separate the jeff = 1/2 band from the other Ir-5d-bands, reducing the bandwidth that U needs to overcome.  

 

In summary, the existence of an energy gap in Na2IrO3 can be understood. Three ingredients 

are required: high U, low W, and half-filled orbitals. The high Coulomb repulsion is achieved 

by the localization of the Ir 5d orbitals within the surrounding O2- octahedron. The low W and 

the half-filling result from the crystal field splitting and spin-orbit coupling, that energetically 

isolate the jeff=1/2 bands from the other Ir 5d bands, significantly decreasing the bandwidth 

(and therefore t) that needs to be overcome by the Coulomb repulsion [19].  

The occurrence of all three effects – crystal field splitting, spin-orbit coupling and Hubbard 

repulsion – on similar energy scales renders Na2IrO3 to be a spin-orbit assisted Mott insulator 

[19], [28], [42], [43], as schematically depicted in Figure 2.6 a) in a single iridium picture. In the 

scope of this work, the band gap between the Na2IrO3 jeff=1/2 LHB and UHB will be referred to 

as the Mott gap EMott. Other gaps, e.g. the gap between the jeff=3/2 and the jeff=1/2 bands, will 

be referred to as energy gap, where the notation will include the bands that are separated by 

the energy gap, e.g. Ej3 2⁄ , j1 2⁄
 for the energy gap between the jeff=3/2 and the jeff=1/2 bands. 
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Importantly, the physical pictures underlying the Mott gap and the energy gaps are 

fundamentally different. The energy gaps can be described in a single-particle picture, while 

the Mott gap arises from many-body interactions in the form of on-site electron-electron 

correlation. This is reflected in the energy diagram for Na2IrO3 in a single iridium picture in 

Figure 2.6 a). 

 

Figure 2.6 Energy levels, band structure and resulting density of states for the Ir 5d t2g states in Na2IrO3 
simulated via DFT in the LDA with incorporation of SOC and the Hubbard repulsion U. a) Scheme of the 
energy level splitting due to crystal field effects and trigonal distortion of the IrO6 octahedra, SOC and 
Hubbard repulsion in a single iridium picture. Filled red dots mark the occupation of a state with one 
electron. Exemplary energy gaps are marked in violet, while the Mott gap is marked in green, with 
EMott ≈ 0.34 eV. Red circles indicate unoccupied states. Adapted from [34] and [42]. b), c) Results from 
DFT and LDA calculations incorporating crystal field effects, SOC and U, as well as both Ir-atoms in the 
primitive unit cell, showing the emergence of an energy gap when all three effects are considered 
simultaneously. [19]. 

 

It is worth noting that the exact parameters for the strength of the crystal field splitting, the spin-

orbit coupling and the Hubbard repulsion are still the subject of ongoing investigations [53].  
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DFT results incorporating an energy shift between the jeff=1/2 bands and arguing that such a 

shift could only arise from Hubbard repulsion are shown in Figure 2.6 b), c), where ARPES 

and optical conductivity data were used to find suitable parameters. For the spin-orbit coupling, 

λ ≈ 0.5 eV was suggested and for the Hubbard repulson a value of U ≈ 3 eV was proposed to 

fit the simulations to the experimental data [19]. The doubling of the number of bands in Figure 

2.6 b) is due to the consideration of antiferromagnetism once an energy gap is apparent, 

effectively doubling the unit-cell size and hence the number of bands. Since the DFT 

simulations could not explain the existence of a band gap without the incorporation of Hubbard 

repulsion, it was argued that Na2IrO3 is a Mott insulator [19].  

 

 

2.3 Experimental Findings on the Bulk Mott Gap of Na2IrO3 
 

The identification of the mechanisms that render Na2IrO3 to be a Mott insulator is based on 

experimental results from angle resolved photoemission spectroscopy (ARPES) combined 

with optical conductivity measurements as depicted in Figure 2.7 [19]. 

 

 

Figure 2.7 Experimental findings on the Na2IrO3 band gap by means of photoemission spectroscopy 
and optical conductivity measurements. a) Angle integrated photoemission spectrum of O and Ir valence 
band b) Energy distribution curve for the valence band at the Γ-point measured with ARPES. The 
spectrum was fitted using four Gauss-peaks that were attributed to Ir 5d t2g states. The steep inset at 
~2.6 eV is due to oxygen 2p states. At the chemical potential no spectral weight is apparent. c) Optical 
conductivity data as well as a fit to model the data using again four Gauss-peaks representing Ir 5d t2g 
states. For the fit, both ARPES and optical data were used. The colours and the numerations correspond 
to b). The inset shows the measured band gap for T=250 K and T=8 K, showing no significant 
temperature dependence [19].  

 

Integrated photoemission spectra show a broad spectral weight below the Fermi level (Figure 

2.7 a), 0-3 eV) that was attributed to Ir 5d t2g states. Further below the Fermi level at ~ 2.6 eV, 

spectral weight emerges due to oxygen 2p states. At 0 eV, no considerable spectral weight is 

apparent in agreement with the existence of a Mott gap. In Figure 2.7 b), the energy distribution 
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curve for the valence band at the Γ-point measured with ARPES is depicted. The energy 

distribution was modelled using four Gauss-peaks, being the minimum number of peaks that 

was needed in the model. This highlights the difficulty to disentangle the contributions from 

different t2g bands and the considerable energy shifts from the degenerated Ir 5d states due to 

crystal field splitting, spin-orbit coupling and Hubbard repulsion. Optical conductivity 

measurements paint a similar picture, Figure 2.7 c). Again, four peaks related to the optical 

transitions from t2g states as well as the optical transmission from the oxygen 2p states to the 

valence band, i.e. the UHB, were used to model the experimental data. Between 0 eV and 

~0.34 eV photon energy, no signal is observed due to the existence of a Mott gap. The zoom-

in in the inset in Figure 2.7 c) shows that no substantial temperature dependence of the optical 

gap, and hence the Mott gap, was found [19]. 

It is worth noting that the role of the Na2IrO3 surface and its reconstruction was not yet 

investigated at the time the measurements presented above were reported. This role is 

illuminated in chapter 3. 
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3 Sodium Iridate Surface: Structural and Electronic Properties 
 

After the presentation of structure, physical concepts and experimental data for the Na2IrO3 

bulk in the previous chapter, the properties of the surface are outlined in this chapter. This will 

begin with the structure of the surface. After this, a brief introduction to non-trivial topology and 

the implications for the boundary of a topological material will begiven. Then, the theoretical 

predictions regarding non-trivial topology in Na2IrO3 will be presented. The chapter is closed 

with a presentation of reported electronic properties of the Na2IrO3 surface from ARPES and 

scanning tunnelling spectroscopy (STS).  

 

 

3.1 Na2IrO3 Surface Structure  
 

For investigations of the Na2IrO3 surface, samples are cleaved and probed in UHV to protect 

the surface from contaminations and degeneration. The layered nature of the crystal resulting 

in the weaker inter-layer bonding compared to the intra-layer bonding determines the feasible 

cleaving direction to be in the crystallographic ab-plane [29]. This results in two possible 

cleaves: either between a sodium layer and an adjacent iridate layer or within a sodium layer, 

effectively splitting it in half. Both scenarios are depicted in Figure 3.1. 

 

Figure 3.1 Possible cleaving planes in Na2IrO3. a) Cleaving plane between two different layers resulting 
in two distinct terminations with opposing charge b) Cleaving plane within the sodium layer where one 
half of the layer remains on either side of the crystal and the resulting surfaces are charge neutral. 
Adapted from [29].  
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STM work of Lüpke et al. [18], [29] showed the existence of two different surface terminations, 

which was later confirmed by spatially resolved ARPES measurements [26]. This makes a 

cleaving process that splits the sodium layer unlikely, as both resulting surfaces would be 

identical, resulting in only one apparent surface termination. The two terminations correspond 

to either the sodium or the iridate layer at the surface. The chemical compositions of the 

surface layer is not identical with the respective bulk layer. In both cases, 2/3 of the sodium 

content of the topmost layer vanishes [18], [29]. In case of an iridate-termination, the remaining 

topmost sodium atoms further relax by ~2 Å out of the surface. Sodium terminated surfaces 

are (1x1)-reconstructed and iridate terminated surfaces are (√3x√3)R30°-reconstructed, as is 

detailed in Figure 3.2. Both surface unit cells are marked in red. 

 

 

Figure 3.2 Structural models for the (1x1)- and (√3x√3)R30°-reconstructed surfaces in a top view (a), 
b), top pictures) and a side view (a), b) bottom pictures). Na: blue, Ir: grey, O: red. c) Experimental STM 
images at 2 V and -2 V bias voltage for both surface terminations. d) Simulated STM topographies for 
the data depicted in c), showing good agreement, and confirming the structural model. The surface unit 
cells are marked in red. From [18].  

 

To identify the reconstruction in STM measurements, the surface Na-Na distance is used. 

From the lattice parameters of the bulk unit cell (chapter 2.1), the characteristic distances are 

d1,Na-Na = 5.427(1) Å for the (1x1)-reconstructed surface and d2, Na-Na ≈ 9.395(1) Å for the 
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(√3x√3)R30°-reconstructed surface, under the premise that relaxation does not change these 

spacings on the surface. The height of single step edges between two terraces with different 

termination would be estimated from the bulk unit cell to h = sin(βuc) 
cuc

2
= 2.653(19) Å. STM-

investigations at step edges, where the upper terrace was (1x1)- and the lower terrace 

(√3x√3)R30°-reconstructed, showed an apparent step height of ~3 Å for a bias voltage of 2 V, 

and ~1.5 Å for a bias voltage of -2 V [29], deviating from the 2.65 Å suggested by the 

considerations using the height of the bulk unit cell. This deviation was explained by the fact 

that STM topographies map the local density of states and not the surface morphology as well 

as by surface relaxation [29]. Since all found (1x1)-(√3x√3)R30° step heights were greater than 

0 Å and smaller than 2h, it is still possible to identify single steps between the two differently 

reconstructed terraces by means of STM. 

 

 

3.2 Topology and Topologically Protected Conductive States in Solids 
 

Since the first discovery of a real material exhibiting topological non-triviality, the previously 

solely theoretical concept of topology gained great attention, as it promises new approaches 

in microelectronics and spintronics [3]–[9], [54]. In the following, a brief introduction to the 

relevant concepts of topology in solid state physics, that are required to understand the idea 

of Na2IrO3 being topologically non-trivial, will be given. The theory of topology in solid state 

physics classifies materials into topologically trivial and topologically non-trivial by assigning a 

so-called topological invariant [8], [9], [55]. Non-trivial materials are often simply referred to as 

topological materials, or as topological insulators (TI) if they exhibit an open band gap. The 

naming “topological invariant” roots from the analogy to the integer genus in the mathematical 

field of topology that categorizes geometric forms [8], [55]. Here, two forms have the same 

genus if they can be smoothly deformed into each other without doing something “radical” like 

cutting them or punching a hole. In physics, the topological invariant is derived from the Berry 

phase, which represents the geometric phase acquired when a Hamiltonian undergoes an 

cyclic adiabatic evolution [55]–[58]. Details on this can be found in [8], [57]. Importantly, it is 

the bulk Bloch-Hamiltonian that determines the topological invariant, and the band theory is 

the foundation of the theory of topology in solids.  

For a system to be topologically non-trivial, band inversion as well as time reversal symmetry 

(TRS) are prerequisites [8], [55]. The implications from band inversion will be presented first, 

before coming to the role of time reversal symmetry. A schematic depiction of band inversion 

is seen in Figure 3.3. 
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Figure 3.3 Schematic plot showing the transition of the band structure from a trivial insulator phase (a)) 
to a topological insulator phase (b)) due to band overlap and a spin-orbit induced gap opening. The 
valence band is plotted ion red, the conduction band in blue.  

  

Figure 3.3 a) shows the valence (red) and conduction band (blue) of a trivial insulator. In a 

topological material, the highest valence band states lie energetically above the lowest 

conduction band states, i.e. the bands overlap [8], [55]. If sufficiently strong spin-orbit coupling 

is apparent, perturbation theory starting from atomic orbitals yields additional terms 

representing the mixing of valence and conduction band that inhibit a crossing of the bands 

[11]. Consequently, a gap opens at the crossing points of the bands as depicted in Figure 3.3 

b), while valence band states remain above, and conduction band states remain below the 

gap. This situation is referred to as band inversion, and materials showing such a band 

structure are potential topological insulators [5], [8], [55], [59].  

As mentioned, to change the genus of a geometric object “something radical” needs to take 

place. The equivalent for “something radical” in topological materials is a closing of the band 

gap. This can be understood when considering what happens with the inverted bands when a 

trivial and a topological material are brought into contact. This situation is sketched in Figure 

3.4 a). 

At the interface region between a topological and a trivial material, the valence band bends 

down where the conduction band bends up upon transition from the non-trivial to the trivial 

phase, leading to a band crossing and therefore to a closing of the band gap in the case of 

topological insulators. This is the so-called bulk boundary correspondence, leading to robust 

metallic conductivity at the boundary of a topological material.  
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Figure 3.4 Interface between a topologically trivial and a non-trivial material. a) The inverted valence 
band (VB) bends down, and the inverted conduction band (CB) bends up at the interface to the trivial 
material, resulting in a band gap closing. b) Due to time-reversal symmetry, the band gap closing occurs 
via a Dirac-cone, where spin and momentum are locked, and direct electron backscattering is forbidden.  

 

The second characteristic of topological materials is TRS, which enforces a linear dispersion 

for the boundary states at the band crossing and that the wavevector k⃗  is coupled to the 

electron spin (upon time reversal t → −t, the wavevector is also reversed, k⃗ → −k⃗ . Symmetry 

now requires the spin to also change its sign). The consequence is depicted in Figure 3.4 b): 

the boundary states within the bulk band gap form a Dirac-cone at the crossing point where 

backscattering requires the electron spin to flip, i.e. the charge carriers are spin-momentum 

locked. Such spin-flip is prohibited in absence of magnetic impurities. Hence, boundary 

channels emerging from topology provide robust metallic conductivity that is not dependent on 

the structure of the boundary and where backscattering is forbidden. 

The dimensionality of the conductive boundary is determined by the dimensionality of the 

topological system. For topological 2D materials, the conductive channel emerges at the edge, 

forming a 1D channel [8], [9], [55]. In 1D channels, electron scattering only occurs in forward 

and backward direction. Since backscattering is prohibited, the transport mediated by the edge 

channels of 2D topological materials is ballistic. Stacks of 2D topological insulators are referred 

to as weak 3D topological insulators [8], [55].  

For topological 3D materials, the conductive channel emerges at the surface. Transport in such 

surface channels is not ballistic, as the prohibition of backscattering does not forbid scattering 

to other directions [8], [9], [55]. Such 3D-TI’s are also referred to as strong 3D topological 

insulators when the bulk of the material is insulating. 
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3.3 Theoretical Predictions of Non-Trivial Topology for Na2IrO3 
 

Multiple theoretical works from 2009 to 2019 predict the existence of a topological phase in 

sodium iridate [21]–[25]. In the following, a brief introduction to such predictions is provided.  

Incorporating crystal field splitting and spin-orbit coupling λ, it was proposed that band 

inversion occurs for the spin-orbit coupled iridium 5d bands, leading to 2D-non-trivial 

topological behaviour [21]. Here, each iridate layer acts as an own topological system where 

a conducting edge would appear at the border of every layer. The situation within each 

respective layer is commonly known as a Quantum-Spin-Hall (QSH) system.  

Further theoretical work that incorporated hopping beyond nearest neighbours, parameterized 

by tn, where tn = 0 denotes the absence of hopping beyond nearest neighbours, found both 

possibilities: that Na2IrO3 may consist of stacked 2D-Ti’s (i.e. is a weak 3D TI), or that it may 

be a strong 3D-TI. Starting with the 2D-case, the nearest neighbour hopping amplitudes were 

fixed, and the initial values for all other parameters were taken from first principles tight-binding 

calculations [24]. Figure 3.5 shows the considered hopping paths in a) and b) and the evolution 

of the jeff=1/2 bands with tn close to the Fermi level in c). 

 

  

Figure 3.5 Theoretical work on the prospect of nontrivial topology in Na2IrO3 adapted from [24]. Different 
hopping paths within the iridate layer of Na2IrO3 depending on the consideration of either nearest-
neighbour hopping (NNH, a)) or second-nearest-neigbour hopping (SNNH, b)). As illustrated, for NNH 
only the iridium d-orbitals and the oxygen p-orbitals are considerd, where for SNNH the hopping occurs 
via the sodium orbitals. c) Na2IrO3 jeff=1/2 band structure calculated in a tight binding model for different 
values of the tight binding-parameter tn reflecting hopping via sodium atoms, i .e. hopping beyond 
nerarest neighbour hopping. In a pure NNH situation (tn = 0 eV), Na2IrO3 was calculated to be 
topologically insulating. At tn = -0.021 eV, the system transitions from topologically non-trivial to trivial 
and the band gap closes with linear dispersion. 

 

In absence of hopping beyond nearest neighbours (tn = 0, red curve in Figure 3.5 c)), a band 

gap exists, and a band inversion is apparent in vicinity of the M-point of the Brillion zone. With 

rising |tn|, the gap size decreases until the gap vanishes, and a Dirac-cone is apparent in the 
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vicinity of the Fermi level. With |tn| further rising, a band gap opens again but without a band 

inversion. Hence, increasing |tn| drives the system from a topological to a trivial phase. It is 

important to note that the here described band gaps (with and without band inversion) are not 

Mott gaps, as electron-electron correlation is not considered in Figure 3.5. Instead, the gap 

between the two jeff=1/2 bands, that arise since two iridium atoms are apparent in the primitive 

unit cell, is considered. Hence, the theoretical work underlying Figure 3.5 implies that crystal 

field spitting and spin-orbit coupling alone might introduce the band gap in Na2IrO3, 

alternatively to the picture of Na2IrO3 being Mott insulating (chapter 2.2). 

tn is not the only relevant parameter, and varying the trigonal crystal field splitting ∆ and the 

spin-orbit coupling λ results in the phase diagram depicted in Figure 3.6 

 

Figure 3.6 Na2IrO3 phase diagram calculated from a first principles tight binding model showing the 
dependency of the 2D topological phase (topological insulator = TI, normal insulator = NI)) on the trigonal 
crystal field splitting ∆, the spin-orbit coupling λ and the hopping via second (tn1) and third (tn2) nearest 
neighbors. As band inversion is apparent in the TI phase, the effective electron mass m is negative, 
while m is positive for the NI phase without inverted bands. The pink dot indicates the expected values 
in the real material. All values are in eV. |tc| denotes the asymptotic line for ∆= 0.6 eV [24]. 

 

Due to the band inversion, the electron effective mass m is negative in the topological phase, 

while it is positive in the trivial phase without band inversion. It becomes clear that high λ, low 

tn and low ∆ favour a topologically non-trivial phase. Above tn ≈ 0.067 eV, no topological phase 

is possible independently of λ according to Figure 3.6. It was further reported that the 

incorporation of out-of-plane hopping amplitudes leads to a 3D topological phase if the 

interlayer distance is virtually enhanced by 30 % [24].  

Even though the theory of topology is based on band theory, i.e. a single particle picture, it 

was proposed that some iridates might exhibit a topological Mott insulating phase [60]. 

Theoretical examinations incorporating strong on-site electron-electron correlation for the 
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investigation of possible topological phases in Na2IrO3 used a similar ansatz as above as basis, 

i.e. the consideration of crystal field splitting and spin-orbit coupling, to identify topologically 

trivial and non-trivial band insulating phases [25]. From there, it was argued that increasing the 

Hubbard repulsion U would monotonically decrease the band gap size due to inhibiting its 

kinetic effect until the gap vanishes. Upon further increase of U, a Mott gap would form and 

grow monotonically in size with U. It was proposed that the topological invariant stays the same 

if the gap closing between band insulating and Mott insulating phase occurs at a point in the 

Brillouin zone that is not a time-reversal invariant momentum (TRIM) point [25]. In such a case, 

the Mott insulating phase “inherits” the topological invariant from the band insulating phase. 

Using cluster perturbation theory, it was shown that a Hubbard repulsion driven transition from 

the topologically non-trivial band insulating phase to the Mott insulating phase can occur, 

where the valence and conductance band meet at the non-TRIM K-point at the phase 

boundary. A phase diagram showing both, topologically non-trivial band and non-trivial Mott 

insulating phases in dependence of the Hubbard repulsion U/t, parametrized with the hopping 

amplitude for neighbouring hopping sites t, and the nearest neighbour hopping parameter Θ, 

is shown in Figure 3.7. Θ parametrizes the relative strength between hopping via oxygen p-

states t1, and direct hopping t1
′  between t2g orbitals, with t1 = t ∙ cos (Θ) and t1

′ = t ∙ sin (Θ). The 

spin-orbit coupling is fixed at λ = 1.6 ∙ t. 

 

 

Figure 3.7 Phase diagram for fixed spin-orbit coupling λ = 1.6 ∙ t with respect to the Hubbard repulsion 
U/t and the nearest neighbour hopping parameter Θ. Here, Θ parametrizes the relative strength between 

hopping via oxygen p-states t1, and direct hopping t1
′  between t2g orbitals, with t1 = t ∙ cos (Θ) and t1

′ =
t ∙ sin (Θ). t denotes the hopping amplitude for neighbouring hopping sites. Violet (red) as well as cyan 
(orange) areas represent the band and the Mott insulator phase, respectively, with the topological 
invariant -1 (+1). BI = band insulator phase, TBI = topological band insulator phase, MI = Mott insulator 
phase. From [25]. 
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In the phase diagram, the cyan coloured region represents a Mott insulating phase with the 

identical topological invariant (-1) as the topologically non-trivial band insulating phase marked 

in violet, giving the theoretical prospect of a topologically Mott insulating phase in Na2IrO3. 

Additionally, it was argued that a transition from a trivial to a non-trivial Mott insulating phase 

might be possible without a band gap closing at the phase boundary (light pink line in Figure 

3.7) [25]. 

Up to now, it is not clear if sodium iridate exhibits topologically non-trivial characteristics, as 

experimental findings paint a very diffuse picture and the quantitative tight-binding parameters 

are disputed [30]. The next chapter provides in overview over reported Na2IrO3 surface 

electronic properties. 

 

 

3.4 Na2IrO3 Surface Electronic Properties 
 

Different experimental investigations of the Na2IrO3 surface electronic structure report vastly 

different results for the size and existence of a band gap at the Na2IrO3 surface.  

ARPES datasets showing states in the vicinity of the Fermi level are depicted in Figure 3.8 

[37], [61]. The measurements did not distinguish between different surface terminations. 

Hence, the data in Figure 3.8 can be understood as an averaging over both terminations. The 

in-gap states seen in a)-c) were argued to have linear dispersion throughout the whole Mott 

gap, purple dotted line, and it was discussed that this results in surface metallicity [61]. 

However, the quality of the data is not high enough to prove a linear dispersion of the in-gap 

states. Furthermore, in the context of the Mott insulating nature of the Na2IrO3 bulk, it is worth 

noting that the width of the valence band (i.e. the LHB) was found to be rather high with ~1 eV. 

The ARPES data published in another work (Figure 3.8 d), e) also show an apparent in-gap 

density of states, i.e. between the valence band edge at ~0.3 eV - ~0.4 eV and the Fermi level 

[37], with no linear dispersion attributed to the in-gap states.  

 

 



 

22 
 

 

Figure 3.8 Band structure of Na2IrO3 measured with ARPES. Data along the high symmetry directions 

Γ̅ − K̅ (a)) and Γ̅ − M̅ (b)) of the Brillouin zone measured with ARPES averaged over both surface 
terminations. On top of the graphics, the momentum distribution curves at the Fermi level are plotted in 
purple. c) Zoom-in on a) showing states in the vicinity of the Fermi level. The dashed purple lines mark 
linear dispersion. The width of the valence band is ~1 eV [61]. d) Measured electronic band structure 
along the Γ − M symmetry direction from another ARPES work [37], showing density of states between 

-0.4 eV and the Fermi level. e) Energy distribution curves integrated over 0.04 Å−1 around Γ (black curve) 

and at 0.65 Å−1 (red curve) as is indicated by the black and red lines in d) [37]. 

 

Investigations using spatially resolved ARPES with a spot size of ~10-20 μm combined with 

photoemission electron microscopy (PEEM) and photoemission spectroscopy (XPS) were 

performed to distinguish between the two surface terminations. An according dataset is shown 

in Figure 3.9 [26]. 

The combination of XPS and PEEM measurements reveal surface patches with different 

termination having a size between 10 μm and 40 μm. It was reported that at all investigated 

surface positions, small cracks and spurious areas are present, Figure 3.9 c) [26]. ARPES 

measurements showed two different gap sizes for the two reconstructions. The sodium 

terminated, (1x1)-reconstructed surface was shown to have a gap of ~0.4 eV, while the iridate 

terminated, (√3x√3)R30°-reconstructed surface, has a gap of ~1.0 eV. The interpretation of 

this difference is based on doping in the context of the Mott physics in the system. Both, iridium 

and sodium atoms in Na2IrO3 donate valence electrons to the oxygen atoms. If sodium atoms 

are locally missing (e.g. at the iridate terminated surface), fewer electrons will be donated. It 
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was argued that due to electron correlations, different electron donation leads to a qualitatively 

different DOS, indicated by the pre-edge peaks in Figure 3.9 f) B. This pre-edge DOS was 

attributed to the emergence of a quasiparticle density of states appearing close to the Fermi 

level (Figure 3.9 f), effectively reducing the size of the Mott gap, resulting in termination 

dependent Mott gap size [26]. 

 

 

Figure 3.9 Spatially resolved ARPES results on the two different Na2IrO3 surface reconstructions. 
Distinguishing between the two reconstructions was done using XPS and PEEM. a) Classification of the 
terminations. “A” = iridate terminated, “B” = sodium terminated. b) XPS Na-2p spectra used to distinguish 
between the terminations. c) PEEM image of the Na2IrO3 surface. The energy window of the 
photoelectrons is indicated by the shaded grey area in b). d), e) Valence band dispersion measured with 
spatially resolved ARPES for the (√3x√3)R30°-reconstructed surface (“A”) and the (1x1)-reconstructed 
surface (“B”) at the Γ-point. Even though the latter dataset seems to have a non-zero density of states 
up to the Fermi level, an open Mott gap was reported to be apparent. f) Estimated gap size for the two 
different terminations. From [26]. 

 

An alternative method to investigate the termination dependent surface electronic structure is 

scanning tunnelling microscopy (STM) and spectroscopy (STS). A dataset showing such an 

investigation on the freshly cleaved Na2IrO3 surface in UHV is depicted in Figure 3.10. 
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Figure 3.10 Investigation of the surface electronic properties of Na2IrO3 by means of STM and STS. a) 
Differential conductivity spectra for both terminations as marked in the inset above. The inset itself 
depicts a zoom-in revealing gaps of ~1.2 eV for the (1x1)- and ~0.6 eV for the (√3x√3)R30°-
reconstructed surface, in contrast to the ARPES findings, where the larger gap was found for 
measurements on the (1x1)-reconstructed surface. b) STM constant current topography across a step 
edge separating two (1x1)-reconstructed surfaces. c) Differential conductivity spectra along the red line 
in a), showing the gap to remain apparent across the step edge. d) STM constant current topography 
across a step edge separating two (√3x√3)R30°-reconstructed surfaces. e) Differential conductivity 
spectra along the red line in d), again showing a gap across the step edge. Adapted from [18]. 

 

The (1x1)-reconstructed surface was reported to have a Mott gap of EMott ≈ 1.2 eV, where for 

the (√3x√3)R30°-reconstructed surface it is EMott ≈ 0.6 eV, Figure 3.10 a). These values are 

higher than the ones obtained by ARPES and photo conductivity [18], [19], [26]. Additionally, 

STS reveals that the sodium terminated surface has the larger Mott gap, where spatially 

resolved ARPES assigned the larger gap to the iridate terminated surface. An advantage of 

STM/STS investigations is the ability to probe the surface on an atomic scale, allowing for 

examinations of local structures like step edges. According data is depicted in Figure 3.10 b)-

e), showing that the Mott gap remains apparent, independently of the termination of the 

terraces adjacent to the respective step edge. Hence, no in-gap states were found by means 

of STS, i.e. no hallmark of topologically insulating behaviour was observed. 

In summary, the picture regarding the electronic properties of the Na2IrO3 surface remains 

unclear as both, an apparent Mott gap and in-gap states were reported. Furthermore, the 

quantitative size of the reported Mott gaps varies considerably among the different 

investigations, making interpretations of the findings difficult. Transport measurements on 

freshy cleaved surfaces were not yet performed to the best knowledge of the author. In the 

context of topology, only the ARPES data presented in Figure 3.8 a)-c) point to metallic surface 

conductance accompanied by a linear dispersive band gap closing that might suggest a 

topologically non-trivial phase in Na2IrO3. Up to this point, Na2IrO3 is predominantly viewed as 

a trivial Mott insulator [18], [26]–[28], [30], [37], [61], [62].  
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4 Supplementary Experimental Data of Na2IrO3  
 

This chapter covers experimental results that are not directly related to the Na2IrO3 bulk or 

surface electronic structure but are important in the context of the experimental work conducted 

for this thesis.  

 

 

4.1 Electronic Transport Properties of the Na2IrO3 Bulk 
 

Transport measurements firstly evidenced that Na2IrO3 does not show metallic conductance. 

Such macroscopic bulk electronic transport measurements were performed by multiple groups 

[28], [37], [62], [63] and a representative dataset is shown in Figure 4.1. Both, in-plane (Figure 

4.1 a) and out-of-plane (Figure 4.1 d), e)) conduction was shown to be mediated by 3D variable 

range hopping (VRH) below 300 K, identified by the characteristic R ∝ exp (T−1/4) temperature 

dependence of the materials resistivity, as seen in Figure 4.1 c).  

 

 

Figure 4.1 Macroscopic electronic transport characteristics of Na2IrO3. a) Resistivity versus temperature 
measured for a Na2IrO3 single crystal in crystallographic ab-direction (in-plane). The insets show the 
same data in a ln(ρ) vs 1/T plot (b)) and a ln(ρ) vs 1/T1/4plot (c)). The plot in c) shows a nearly linear 
behaviour with deviation from this linearity at high temperatures. This indicates a dominant 3D variable 
range hoping mechanism below room temperature. d) Schematic of the setup for comparative in-plane 
and out-of-plane resistance measurements. e) Data taken with the measurement geometry depicted in 
d), plotted in a semi-log plot. The out-of-plane resistance is higher by two to three orders of magnitude 
compared to the in-plane resistance [63]. 
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VRH conductance arises from electron hopping between localized states in a narrow energy 

interval around the Fermi level (for details, see chapter 5.7.3). Since Na2IrO3 exhibits a Mott 

gap, no Ir 5d states are expected to be available for VRH at the Fermi level. It is disputed which 

states mediate the VRH conduction, with impurity sates being mostly proposed [63], [64]. 

At higher temperatures, the resistivity shows a R ∝ exp (T−1) dependence on the temperature 

(Figure 4.1 b)), that was assigned to a thermal excitation effect similar to the case for intrinsic 

semiconductors. The thermal excitation ansatz allows for the extraction of a excitation energy 

above 300 K, which was quantified to Eg ≈ 350 meV [44], [63], being in accordance with the 

size of the Mott gap reported from ARPES and optical conductivity measurements [19]. 

The out-of-plane transport characteristics are similar, but with the absolute resistivity being two 

to three orders of magnitude higher compared to the in-plane resistivity, as shown in Figure 

4.1 e). The anisotropic crystal structure was reported as the reason for this enhanced out-of-

plane resistivity [63]. 

 

 

4.2 Chemical Instability of Na2IrO3 in Air 
 

The investigation of the Na2IrO3 surface requires pristine surfaces that are neither 

contaminated nor chemically degenerated. In the process of synthetization, pre-

characterization and preparation for further measurements, the exposure of the Na2IrO3 

samples to ambient air is not avoidable. This is particularly relevant as degeneration of sodium 

iridate under the simultaneous exposition to H2O and CO2 was reported, where ambient air 

concentrations are sufficient to cause substantial damage to the material, as X-ray diffraction 

spectroscopy revealed (see Figure 4.2) [65]. 

 

Figure 4.2 XRD-spectra taken on Na2IrO3 at room temperature. a) Measurement on pristine Na2IrO3 in 
Ar-atmosphere. b) Measurement on fully decomposed Na2IrO3 that was left in air, showing a peak 
broadening as well as additional peaks. The peaks marked with a black arrow (zoom-in in the inset) 
were attributed to a Na2CO3∙H2O phase emerging upon decomposition of the sample. 
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It was proposed that degenerated Na2IrO3 consists of a mixture of Na2CO3∙H2O and Na 

deficient sodium iridate. The degeneration of Na2IrO3 powder begins immediately in air and full 

decomposition is observed within ~20 h [65]. 

 

4.3 Surface Modification due to Effusion of Na form the Na2IrO3 Bulk to the 

Surface 
 

From combined atomic force microscopy (AFM) and energy-dispersive X-ray spectroscopy 

(EDX) measurements, it was reported that clusters of material form on the freshly cleaved 

Na2IrO3 surface in air [66]. These clusters grow over time, as is shown in Figure 4.3. 

 

 

Figure 4.3 Formation of clusters on the freshly cleaved Na2IrO3 surface in air. a)-f) AFM topographies 
on the Na2IrO3 surface after cleaving (a), 10h after cleaving (b), 20h after cleaving (c), 30h after cleaving 
(d), 40h after cleaving (e) and 50h after cleaving (f). Over time, the clusters grow in size. This growth is 
displayed in g), showing the evolution of cluster cross section area parallel to the sample surface. 

 

As depicted in the AFM-topographies in Figure 4.3 a)-f), small clusters emerge directly after 

cleaving in air. The size of these clusters grows over time, reaching a saturation at cluster 

cross sections of ~ 12 μm2 after ~ 50 h. Subsequent conductivity measurements of the clusters 

using conductive AFM cantilevers showed metallic conductance of the clusters [66]. Combined 

with EDX-investigations, it was argued, that the clusters consist of sodium effusing from the 

Na2IrO3 bulk to the surface [66]. 
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5 Introduction to the Experimental Methods 
 

In the following the experimental methods used in the scope of this work are presented. This 

chapter is arranged according to the consecutive steps being performed practically, beginning 

with the crystal synthetization and characterization done by Ina-Marie Pietsch in the group of 

P. Gegenwart at the Augsburg University. Afterwards, the sample preparations for both, the 

macroscopic transport measurements and microscopic scanning tunnelling investigations are 

described. This is followed by an introduction to scanning tunnelling microscopy as well as the 

used STM methods. The chapter is closed with a description of the technical realization and 

methodology of the transport measurements as well as an overview over applicable transport 

phenomena. 

 

 

5.1 Sample Synthesis of Na2IrO3 
 

Investigations using STM methods as well as macroscopic conductivity measurements require 

single crystals of sufficient size (>0.5 mm in diameter) and high quality. Suitably sized Na2IrO3 

single crystals cannot be directly grown from the educts. Instead, polycrystalline Na2IrO3 

powder is produced in a first step that serves as source material for the aspired large single 

crystals. The Na2IrO3 powder is synthesised using the solid-state reaction method in an open 

furnace [28]. High purity Na2CO3 is mixed with Ir powder in a 1.05:1.0 ratio and grinded for 

several minutes before being heated in an alumina (Al2O3) furnace. Primary calcination 

reaction is done at 800°C and therefore below sodium iridates melting temperature of 823°C, 

being described by: 

Na2CO3 + Ir + O2 → Na2IrO3 + CO2, 

where the additional oxygen on the educts side is provided by the surrounding ambient air. 

The excess CO2 volatilises into the surrounding atmosphere. Subsequently, the material is 

grinded repetitively and heat treated at successively higher temperatures of up to 900°C. 

Details on this process can be found in [28], [31]. 

To grow large single crystals, 10 % (atomic %) IrO2 is mixed to the Na2IrO3 powder. The 

material is then heated again in an alumina crucible to 1050 °C and held at this temperature 

for up to two weeks, before cooling back to room temperature. The resulting plate-shaped, 

shiny, black crystals grow vertically out of the powder as seen in Figure 5.2. Since they are 

stacked on each other in random angles, the crystals need to be separated with sharp tools, 

occasionally resulting in breaking of crystals or marks on the facets. Diameters of up to a few 
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millimetres in the crystallographic a-b-direction (in-plane) and thicknesses of usually around 

100 µm in the c-direction (out of plane) are achieved [28], [31]. 

 

 

 

 

5.2 Sample Pre-Characterization via XRD and SQUID 
 

Sodium iridate is prone to defects like stacking faults that may have a considerable impact on 

the sample quality. To provide good quality, crystals are hand-picked considering their 

macroscopic shape. Small crystals and crystals with deformations or cracks are discarded after 

synthetisation.  

Detailed structural pre-characterization is done using X-ray diffractometry (XRD), where the 

diffraction of incident radiation at the samples crystallographic planes yields information about 

the lattice structure as well as defects like stacking faults according to Braggs refraction law 

[67]. The occurrence of defects that impact the lattice periodicity only in a minor way are difficult 

to identify using XRD-methods alone. For further examination of the sample quality, the 

structural analysis is complemented by measurements of the magnetic susceptibility with a 

superconducting quantum interference device (SQUID) over a large temperature range, 

covering the regimes below and above the Néel temperature TN, below which Na2IrO3 enters 

the antiferromagnetic phase. Generally, the magnetic exchange interaction is described via 

competing Heisenberg and Kitaev type interaction, where the distortion of the IrO6 octahedra 

results in a deviation from the Kitaev-ideal [16], [68], [69]. Such distortions are influenced by 

nearby defects, and a high TN indicates low distortions of the IrO6 octahedra and good crystal 

quality. The Néel-Temperature varies between 13 K and 18 K [28], [33], [70] depending on 

crystal quality [30]. In the scope of this work, values for TN above 15 K are considered 

sufficiently good. Datasets showing XRD and magnetic susceptibility data for a Na2IrO3 sample 

are depicted in Figure 5.2. 

Figure 5.1: Plate shaped sodium iridate crystals grown out of Na2IrO3 powder during the synthesis. 
Suitably large and stable crystals are harvested for investigation. Usual sizes are a few millimetres in 
diameter and thicknesses of around 0.1 mm. 
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Figure 5.2 Examinations of the Na2IrO3 sample quality using XRD and SQUID. a) XRD-spectrum of a 
Na2IrO3 sample considered to have good quality. The refraction peaks are sharp and distinct. b) 
Temperature dependent in-plane magnetic susceptibility of Na2IrO3. between 1.8 K and 300 K for 1 T 
(black line) and 7 T (dashed red line). c) Zoom-in on the sharp feature around TN = 15-16 K from (a), 
confirming good crystal quality. 

 

XRD and SQUID measurements were performed in the group of P. Gegenwart at the Augsburg 

University. For XRD investigations, a FDI NTX from Photonic Science using a Philips PW 1830 

X-ray generator was used with acceleration voltages between 10 kV and 30 kV and a current 

of 30 mA. The magnetic susceptibility measurements were done using a MPMS3 (Magnetic 

Property Measurement System) from Quantum Design.  

 

 

5.3 Sample Preparation  
 

The sample preparation varies depending on the intended measurement. Surface sensitive 

examinations require crystal cleaving in UHV, as the chemical instability of sodium iridate 

degenerates any surfaces that were simultaneously in contact with CO2 and H2O [65]. Both, 

STM and transport measurements require electrical contacting, where a single contact is 

sufficient for STM. Even though transport measurements need at least two contacts, four 

contacts (two on top and two at the bottom of the respective plate-shaped sample) were 

applied. This geometry allows for reference measurements after the crystal is cleaved, as only 

the top pair of contacts is influenced by such a cleave. In the following, the sample preparation 

for both measurement methods is described.  
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5.3.1 Sample Preparation for STM Measurements 

 

Single-tip STM requires the ability to apply a bias voltage to the sample and a sufficiently high 

conductivity of the probed material to establish a tunnelling current. For temperatures ≥77 K, 

the conductivity of Na2IrO3 is high enough. It is therefore sufficient to contact the crystal on its 

backside by gluing it to a substrate using conductive epoxy and ensure electric contact of the 

epoxy layer to the measurement electronics. As substrates, copper blocks and Macor plates 

were used. The epoxy was applied in liquid form and dried for one hour at 150°C in air. The 

same procedure was used to apply a cleaver on the top side of the crystal. Steel rods of 1 cm 

length and a diameter of 1 mm were used as cleaver. A picture of the geometry is shown in 

Figure 5.3. To minimize the time under ambient air, all samples were stored in a desiccator at 

a pressure of ~10-3-10-2 mbar before transferring them to the designated UHV-chamber for 

STM measurements. 

 

 

Figure 5.3 Sample holder with sample prepared for cleaving. 

 

To mount and transport the samples within the UHV-chambers, a home-build, standardized 

dovetail geometry was used, see Figure 5.3. This system allows for sample transfer across 

interconnected UHV-chambers as well as placement into a probing stage without the 

application of any forces to the sample.  

 

 

5.3.2 Sample Preparation for Transport Measurements 

 

For transport measurements a refined method to attach contacts is used. Instead of conductive 

epoxy, four high-purity gold contacts are grown using gold evaporation from a tungsten 
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crucible. The first two contacts are directly grown onto the Macor substrate using shadow 

masks. Afterwards, epoxy is applied on the substrate between the contacts, and the sample is 

pressed on the glue using a clamp. Here, non-conductive epoxy is used to avoid a shorting of 

the contacts. Before letting the epoxy dry out, the electrical contact between the gold patches 

- bridged by the sample - is measured. This measurement is re-done after the epoxy hardened.  

In the next step, a second set of shadow masks is used, protecting the sample and the already 

existing contacts. With this, the two top contacts are evaporated on top of the package, leaving 

enough space on the top side of the sample for the application of a cleaver. In this work, a 

contact-contact spacing of 1 mm was used.  

Electrical contact of all four gold patches with the sample is checked using a multimeter at 

room temperature, where a resistance below 10 kΩ between two contacts is accepted. 

Afterwards, the cleaver is glued on top of the sample in the centre between the top gold 

contacts using again non-conductive epoxy. Conductive glue needs to be avoided to enable 

reference transport measurements before cleaving the crystal.  

An overview of the geometry is depicted in Figure 5.4. 

 

 

Figure 5.4 Overview over the contact and cleaver geometry for transport measurements on Na2IrO3. 

 

After preparation, the samples are stored in a desiccator to minimize air exposure. Including 

all steps, the average time of any sample in ambient air is ~5 hours.  
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Before finally transferring a sample to a UHV-chamber, the substrate is attached to a sample 

holder with the standard dove-tail design. Here the dovetail is segmented, and each gold 

contact is electrically connected to its own single segment via a screw. This design allows for 

easy contacting in the UHV chamber to employ transport measurements. The whole sample 

holder setup is depicted in Figure 5.5. 

 

 

Figure 5.5 Overview over the sample holder and contact setup used for transport measurements. a) 
Angled view of a sample holder with contacted sample. Blue: dovetail segments, red: sapphire plate to 
enhance thermal coupling, dark yellow: sapphire rod to enhance mechanical stability, white: insulating 
substrate, gold: gold contacts attached to the sample and connected to the dovetail segments via 
screws, black: sample. b) Bottom view of the setup in a). The central round cut-out in the middle dovetail 
segments is only for technical inter-compatibility purposes. c) Photograph of a sample prepared in 
accordance to a).  

 

 

5.4 Crystal Cleaving  
 

Crystal cleaving was done under vacuum conditions at a base pressure of 10-9 mbar by 

applying a lateral force to the cleaver. The required force is slightly different for every sample. 

This is intuitive, as the sample size and geometry should influence the needed force. 

Consequently, at any cleaving attempt the applied force to the cleaver is raised gradually until 

the crystal cleaves. A cleaved sample is depicted in Figure 5.6. 
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Figure 5.6 Cleaved Na2IrO3 sample for transport measurements. On the left, the contacted sample 
mounted on the holder for transport measurements is seen. On the right, the hole-base with cleaver and 
second half of the sample is visible.  

 

To check for a good cleave in UHV, both halves of the sample are preserved. To ensure that 

the resulting sample halves do not touch each other after cleaving (avoidance of contact 

induced damages of the fresh surface), a special holder (“hole base”) is used, where the 

cleaver can be threaded in (see Figure 5.6) and fixed after cleaving. With this, both halves of 

the sample can be checked visually in-situ and in detail after transferring out of the UHV 

chamber. The geometry of the hole base and the used cleaver rods was chosen in a way that 

makes it usable for STM investigations, i.e. both crystal halves can be used for STM if desired. 

To avoid long delays of the overall measurement process, multiple samples were prepared for 

each measurement. As it turns out, around 1 in 3 samples cleave appropriately.  

 

 

5.5 Scanning Tunnelling Microscopy 
 

The invention of the scanning tunnelling microscope (STM) by Gerd Binnig and Heinrich 

Rohrer in 1982 enabled real space measurements on the nanoscale for the first time, opening 

up new research fields in surface science and solid-state physics [71]. This breakthrough was 

awarded the Nobel Prize in physics just four years later and laid the foundation for various 

other scanning probe methods, e.g. the atomic force microscopy [72]. The fundamental 

working principle behind STM measurements is the quantum mechanical tunnelling effect, 

where a particle may pass through a potential barrier if the barrier is sufficiently narrow. 

Conventional tunnelling experiments use a thin insulating layer serving as such a potential 

barrier between two conductive materials [73]. Similarly, in STM the positioning of a conductive 

tip in close proximity to a conductive sample and the application of a bias voltage between 

both results in a tunnelling current IT. Since the decay of IT with increasing tip-sample-distance 

d is exponential, the width of the tunnelling barrier is usually smaller than d = 1 nm in the 
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experiment. This exponential relation not only allows for precise height adjustments of the 

probe, but also results in atomic lateral resolution for atomically sharp probes.  

The experimental requirements for the motion of the probe relative to the sample are met using 

piezoelectric crystals accompanied by sophisticated damping setups. If required, this is paired 

with cooling to low temperatures, further enhancing the stability of the measurement.  

 

 

5.5.1 STM Theory 

 

The basic phenomenon underlying STM efforts is the quantum mechanical tunnel effect. Even 

though the most important requirement for the tunnelling process is the availability of an 

unoccupied electron state behind the potential barrier, experimentally usable electric currents 

require the barrier to be sufficiently small and narrow. In a rather simple one-dimensional 

approach, the corresponding transmission coefficient T is given by: 

 
T ∝ e

−2d√
2m
ħ2 (ϕ−E)

   , 
5.1 

 

with the barrier width d, the barrier height ϕ, the electron mass m and the electron energy E 

[74]. Equation 5.1 provides an estimation of the involved dimensions. Assuming for example 

ϕ = 4 eV (i.e. a typical ionization energy) and E = 1 eV (corresponds to 1 V applied to the 

tunnelling junction), increasing the tip-sample distance - and therefore the barrier width - by 

0.1 nm results in a decrease of T by ~87 %. This sensitive T-d-dependence is the reason for 

the atomic resolution obtained with STM techniques and immediately displays the need to 

position the probe extremely close to the sample (usually d ≤ 1 nm). 

Originally starting with the transfer-Hamiltonian ansatz on macroscopic tunnel junctions 

between two metal electrodes, Bardeen formulated the transfer matrix element: 

 
Mµν = −

ħ2

2m
∫[ψµ

∗∇ψν − ψν∇ψµ
∗] d𝐒

 

S

   , 5.2 

 

with the sample wavefunctions ψµ
∗ and the tip wavefunction ψν, providing the transition 

probability [75], [76]. The integration is done over a surface S within the tunnelling junction 

separating tip and sample, as depicted in Figure 5.7 (further information is found in [77]).  
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Figure 5.7 a) Scheme of the perturbation ansatz formulated by Bardeen, where the system is described 
by the tip- and sample as subsystems separated by the surface S. b) Scheme of the potential landscape 
of the whole system, visualizing all involved parameters. Adapted from [77].  

 

With the transfer matrix element, the tunnelling current is given by [76], [78]: 

 
IT(V)  =  

2πe

ħ
 ∑[f(Eµ) − f(Eν)]

µ,ν

|Mµν|
2
δ(Eν + V − Eµ)  

≈  
2π

ħ
e2V∑|Mµν|

2

µ,ν

δ(Eµ − EF)δ(Eν − EF) , 

5.3 

 

with the Fermi-Dirac distribution f(E) and the applied voltage V. The approximation in equation 

5.3 is only valid for small voltages, where the summands equal the transfer rates provided by 

Fermi’s golden rule [78]. The sum can be replaced by an integral over the tip and sample 

densities of states ρT and ρS, respectively [77]:  

 
IT(V)  ∝  ∫[fs(ε − eV) − ft(ε)]ρS(ε − eV)ρT(ε)|M(ε, eV)|2 dε   . 5.4 

 

However, this needs to be taken with a grain of salt as it simplifies the transition matrix element 

(equation 5.2) to a function of energy only. Further conceptional development was provided by 

Tersoff and Hamann by taking the actual tip-sample geometry of the STM tunnel junction into 

account. To represent the sharp tip, a spherical s-orbital was modelled to the position r0 of the 
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tip apex. For small voltages and low temperatures, the tunnelling current can then be related 

to [76] 

 IT(V)  ∝ V ρS(EF, 𝐫𝟎)   ,  5.5 

 

i.e. the tunnelling current is linearly proportional to the applied voltage V times the local density 

of states (LDOS) of the sample ρS. Here, the matrix elements M are constant and therefore 

energy independent. This does not hold for significant voltages and is handled in the Hamers 

model by replacing the matrix element with an energy and distance dependent transmission 

term, i.e. |M(ε, eV)2| -> T(ε, eV, d) [79]. Using the Wentzel-Kramers-Brillouin (WKB) 

approximation, this transmission term was found to be [79]: 

 

T(ε) = exp(−
2d√2m

ħ
√

ϕS + ϕT

2
+

eV

2
− ε)   . 

5.6 

 

With the work function of tip and sample, φT and φS, the tunnel current is then: 

 

IT(V)  ∝  ∫ [fs(ε − eV) − ft(ε)]ρS(ε − eV, r)ρT(ε, r)T(ε, eV, d) dε 

eV

0

≈ ∫ ρS(ε − eV, r)ρT(ε, r)T(ε, eV, d) dε

eV

0

 , 

5.7 

 

where the integral goes over the energy corresponding to the applied bias voltage. With this 

expression, the STM-methods described in the subsequent chapters can be understood. A 

complete discussion on the tunnelling theory and its applications is found in the books of 

Bonnell, Chen and Voigtländer instructive [77], [78], [80], giving an deeper insight into the 

matter.  

 

5.5.2 Role of the STM Tip Orbital  

 

To model the STM tip with an s-orbital at the apex as introduced by Tersoff and Hamann, 

resulting in equation 5.7, is an approximation that does not reflect any situation for real STM 

tips. If knowledge on the tip wavefunctions is available, the transition matrix element Mµν 

(equation 5.2) can be determined quantitatively. Then, it is possible to simplify Mµν by using 

the so-called derivative rule [77], where the wavefunction of the tip apex atom is described as 

Green’s function to transition the integral in equation 5.2 into an expression that is only 
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dependent on the wavefunctions decay constant in vacuum κ = √2mϕ/ℏ with the work 

function ϕ, and the sample wavefunction ψµ
∗ (i.e. ψ in Table 5.1) at the centre of the tip-apex 

atom r0. The resulting expressions for the transfer matrix elements for s-, p- and d-tip-orbitals 

are summarized in Table 5.1. 

 

Table 5.1 Real transfer matrix elements for different tip wavefunctions of the apex atom at position r0. κ 

denotes the decay constant in vacuum, ψ is the sample wavefunction and C a constant. From [77].  

 

 

As can be seen from Table 5.1, the tip state determines which derivative of the sample 

wavefunction at the tip-apex must be considered. Hence, depending on the combination of 

sample wavefunction and tip state, the transfer matrix element can take vastly different values 

for different tip states and even vanish for one tip state while it is non-zero for another tip-state. 

 

 

5.5.3 Constant Current Topography 

 

In constant current topography (CCT) measurements, while scanning, the tunnelling current 

for a given bias voltage is kept constant by adjusting the tip-sample distance. Consequently, 

by laterally scanning the probe over the sample one gets a map of constant current. 

Considering equation 5.7, this constant current contour equals a constant LDOS in the interval 
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[0, eV]. This is important, since CCT-examinations do not directly yield the surface morphology 

but can be used to identify this morphology in combination with theoretical work (e.g. density 

functional simulations). Another implication from equation 5.7 is, that the LDOS of the tip needs 

to be constant within the probed energy range to make the connection between the constant 

current contour and the surface morphology. 

 

 

5.5.4 Scanning Tunnelling Spectroscopy 

 

Further insight to the energy dependent electronic structure can be gained by scanning 

tunnelling spectroscopy (STS). Here, at every probed lateral tip position above the sample 

surface, the scanning process is interrupted, and the tip height is adjusted according to the 

chosen current setpoint. Then, the bias voltage is swept through a given interval so that an 

energy sensitive I(V) curve is recorded. The local differential conductance is then given by the 

derivative of this I(V) curve. This in turn can be related to the energy resolved sample and tip 

LDOS’s and the transmission probability T via the Hamers approximation: 

 dIT
dV

(V)  ∝  ρS(eV, r)ρT(0, r)T(eV, V, d) + 

∫ ρS(ε, r)ρT(ε − eV, r)
dT(ε, eV, d)

dV
 dε

eV

0

   . 

5.8 

 

For an energy independent tip LDOS and energy independent transmission probability, this 

simplifies to a proportionality of the obtained dI/dV-curves with the sample local density of 

states ρS: 

 dIT
dV

(V)  ∝  ρS(eV)   . 
5.9 

 

This expression must be handled with care for large voltages applied to the tunnelling junction, 

as then the voltage dependence of T cannot be neglected. This issue can be addressed by 

renormalizing the data via dI/dV → (dI/dV)/(I/V) as proposed by Feenstra [81]. However, in the 

scope of this work this renormalization provides two pitfalls: firstly, for a vanishing conductivity, 

e.g. the bulk band gap of sodium iridate, (dI/dV)/(I/V) is not well defined. And secondly, for 

measurements containing tunnelling channels that are not “easily” explainable by the standard 

model, (dI/dV)/(I/V) may not be physically justified and could even introduce artifacts. The 

spectroscopic data presented in this work is therefore not renormalized and shown as dI/dV 

curves.  
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As mentioned above, the tip sample distance is set before each spectroscopy measurement 

according to the current and voltage setpoints. The current setpoint equals the integral over 

dI/dV from the voltage setpoint to 0 V. Hence, the LDOS (i.e. dI/dV) within the interval between 

the voltage setpoint and 0 V impacts the initially adjusted tip-sample distance. This makes a 

comparison of different dI/dV data difficult, as potentially different tip-sample distances would 

have to be considered. To account for this, STS data can be normalized via [82]: 

 dI

dV
(V, x, y)|d=d′ =

dI

dV
(V, x, y) ∙ e2κ(d(x,y)−d′) , 5.10 

 

with the decay constant in vacuum κ and the tip-sample distance d. The normalization projects 

the dI/dV data to a constant height contour d’. Such a projection is reasonable only for 

structurally flat surfaces, where the corrugation in constant current measurements arises from 

electronic contrast. Hence, at step edges or defects, a normalization according to 5.10 is not 

meaningful.   

 

 

5.5.5 Barrier Height Spectroscopy 

 

As stated in equation 5.7, the dependence of IT on the tip-sample distance d stems from the 

transmission factor T. Consequently, in a tunnelling experiment where both, the lateral tip 

position and the voltage across the tunnelling junction is fixed, but the tip-sample distance d is 

varied, the tunnelling current will be proportional to T according to equation 5.6 to [80]: 

 

IT  ∝  ∫ ρS(ε − eV, r)ρT(ε, r)T(ε, eV, d) dε

eV

0

 

= T(ε, eV, d) ∫ ρS(ε − eV, r)ρT(ε, r)dε

eV

0

 

∝  T(ϕ̅, d)  ∝ exp(−2d√
2m

ħ2
ϕ̅)  , 

5.11 

 

with the average tunnelling barrier ϕ̅ =  (ϕS + ϕT)/2. Consequently, measurements at the 

same lateral position while varying d yields an estimate for the apparent tunnelling barrier 

height, i.e. for the involved work functions.  
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5.5.6 Experimental STM Setup 

 

The scanning tunnelling experiments in this work have been conducted with two different 

home-built STMs: one room temperature STM and one cooled STM (“Kryo-STM”) that is 

equipped with a LN2 and LHe cooling setup. Since the Kryo-STM is capable of everything the 

room-temperature setup allows, there will be no separate description for the room temperature 

STM. 

The STM’s scanning unit is of the beetle type invented by Besocke [83]. A photograph of the 

unit is shown in Figure 5.8.  

 

Figure 5.8 Beetle type scanning tunnelling measurement unit. Sample holders with a dovetail base are 
positioned in the segmented sample stage, allowing for multiple electrical contacts to the sample. Each 
of the three piezo tubes consists of four piezoelectric crystals, allowing for scanning and coarse 
movement of the steel disc resting on the piezo tubes. Coarse movement is achieved via ramps at the 
steel disc edge that translate tangential piezo-tube movement into coarse movement. STM tips are 
mounted to the z-piezo in the centre, providing fine movement of the tip perpendicular to the sample 
surface.  

 

It has a segmented dovetail-negative at the bottom where sample holders are inserted via a 

manipulator. The segmentation allows for the usage of multiple contacts at the respective 

sample without losing mechanical or thermal stability. The segmented stage is surrounded by 

three piezo tubes that serve as rest for a steel disc. At the edges, the disc has ramps cut into 

the material. Depending on the type of piezo movement, two different disc-motion types are 

possible: lateral displacement in the horizontal plane (all piezo tubes simultaneously move in 

the same direction) and rotation of the disc (each piezo tube performs a slip-stick motion in 

tangential direction to the disc). The lateral displacement motion provides the scanning ability 

needed for STM. The rotation movement causes a vertical displacement of the disc due to the 

ramps and is used to approach the sample. The STM tip is mounted to another piezoelectric 
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crystal (“z-piezo”) at the centre of the bottom side of the disk. This additional piezo provides 

fine adjustment of the tip height, i.e. the tip-sample distance.  

The beetle scanner setup is mounted to a reservoir of liquid helium or liquid nitrogen. By 

leaving the reservoir empty, measurements at room temperature are possible. The whole unit 

is situated within a gold-plated copper cup to shield it from outside thermal radiation. All cables 

are aligned along the coolant reservoir to avoid heating of the sample via those cables. 

Temperature measurements are done with a DT670 diode placed next to the sample stage. At 

equilibrium, a temperature of 8 K is reached when cooled with LHe.  

The STM measurement unit is mounted within a UHV chamber that is evacuated by an ion-

getter pump and a titanium sublimation pump. In combination with frequent baking-out of the 

chamber between measurement sessions, a pressure of <10-10 mbar is achieved. The 

chamber itself is supported by an air suspension to reduce low frequency vibrations. The inner 

coolant reservoir is additionally suspended with springs reducing high frequency vibrations.  

To produce suitable conductive tips for the tunnelling experiments, polycrystalline tungsten 

rods with a diameter of 0.25 mm are etched in a KOH-solution, transferred into UHV and further 

prepared. The tips are heated to remove dirt and oxide from the tip apex. Afterwards, the tips 

are sputtered using an Argon beam to enhance their sharpness and to remove instable 

structures. This enhances both, the measurement resolution and its stability. Finally, the tip 

sharpness is checked using field emission to discard bad tips immediately. Suitable tips are 

transferred to the STM without leaving UHV conditions. A detailed description of the tip 

preparation can be found in [84]–[86]. 

 

 

5.5.7 STM Measurement Electronics 

 

Like the general experimental STM setup, the according measurement electronics and the 

accompanying software are home-build. An overview over the electronics is depicted in Figure 

5.9. The software runs on a conventional PC and a digital signal processor (DSP) card. PC, 

DSP and I/O board are galvanically isolated from the rest of the STM setup to inhibit electronic 

cross talk. All signals coming from the PC side are converted via digital analogue converters 

(DAC’s) and all signals coming from the experiment side are converted via analogue digital 

converters (ADC’s). 

Piezoelectric crystals require high voltages for the desired movements, which is provided by 

using a high voltage amplifier having a range of -300 V to 300 V. At tip sample distances of a 

few angstroms, the resistance of the tunnelling junction is usually in the 109Ω range, resulting 
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in tunnelling currents that do not exceed a few nanoampere. An I/V-converter that converts 

1 nA → 1 V is mounted as close as possible to the tunnelling junction but outside the UHV 

chamber. The voltage signal is transmitted to the DSP card that controls the z-piezo movement 

via a feedback loop. This setup allows to keep the tunnelling current at a given setpoint by 

adjusting the tip height. Combined with the scanning ability in the beetle design, all 

requirements for STM/STS measurements are met. A further in-depth description of the utilized 

STM setup can be found in [87]. 

 

Figure 5.9 Scheme of the utilized STM-electronics. The upper part, including a PC running the 
measurement software, the I/O-bard and the DSP’s are situated in a separated control room and 
galvanically isolated from the rest of the experiment. The output voltage of the DSP’s is amplified before 
addressing the piezoelectric crystals. The exception is the 16-bit DAC addressing the sample directly. 
Current passing the tunnelling junction is converted to a voltage. The resulting signal is used as input 
for the feedback-loop to adjust the tip-sample distance via the z-piezo. After [29], [88]. 

 

 

5.6 Transport Measurements 
 

After preparation according to chapter 5.3.2, the samples were transferred to an UHV-chamber 

with a segmented stage, allowing to electrically contact the dovetail segments of the sample 

holder separately. The used chamber is the “Proben-Präparations-Shuttle I” (PPS I). The 

actual contacting is achieved via pins mounted to beryllium-copper springs to account for 

imperfect geometries of the sample holder as well as thermal contraction/expansion depending 

on the stage temperature. Photographs of the stage are depicted in Figure 5.10. 
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Figure 5.10 Photographs of the sample stage used for transport experiments. a) Sample stage without 
sample holder, showing the contact pin geometry. Every pin is mounted via a spring to account for 
thermal extension of the stage and to avoid contact losses upon temperature changes. The segments 
of the dovetail-negative are electrically isolated from the rest of the chamber. b) Sample stage with 
mounted sample holder. 

 

Cooling is done via a liquid nitrogen reservoir thermally connected to (but electrically isolated 

from) the sample stage. Since active heating was not used, temperatures between the 

minimum temperature (equilibrium with filled LN2-reservoir) and room temperature were 

achieved by letting the LN2 evaporate so that the stage – and therefore the sample holder and 

sample – slowly warms up to room temperature. Two k-type thermocouples at the stage were 

used to measure the temperature. Temperature values measured in such a way are not 

identical with the actual temperature at the very sample. This mismatch was accounted for by 

employing a calibration measurement, where a third thermocouple was directly mounted on a 

Na2IrO3 sample, yielding the sample temperatures relative to the stage temperatures.  

Measuring the resistance in dependence of the temperature for uncleaved crystals and 

calibrating them showed good agreement of the qualitative behaviour for the top-side of the 

sample when compared to measurements done with a PPMS in the group of Philipp 

Gegenwart, Augsburg University. For the bottom side of the sample, the calibration 

overestimated the temperature by 25 K at the low temperature equilibrium and the calibration 

was adjusted accordingly. The 25 K difference is plausible, since the samples top facet is 

directly exposed to thermal radiation, while the bottom crystal side is directly attached to the 

cooled sample holder. 

For transport measurements, the first step is the recording of reference data by probing the 

uncleaved sample. For this, one voltage-sweep per minute was done from -1 V to 1 V. Every 

sweep took 20 seconds, followed by 40 seconds of rest to allow potentially induced heat from 

Joule heating to dissipate. Simultaneous temperature measurements allowed to correlate 
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temperature, applied voltage and measured current. After cleaving, the transport 

measurements were performed again using the same procedure. Finally, to quantify the impact 

of degeneration of the freshly cleaved surface in air, the chamber was vented to 1 bar of 

ambient air and re-evacuated after a chosen time-interval. This is followed again by transport 

measurements using the same procedure as before. An overview over the procedure is found 

in Figure 5.11. 

 

 

Figure 5.11 Overview over the general procedure for the transport measurements on Na2IrO3. Before 
cleaving, both, the top channel (top contacts) as well as the bottom channel (bottom contacts) are used 
to get reference data. After cleaving in UHV, both channels are investigated again, where the bottom 
channel provides a reference to check for the occurrence of cleaving-related effects. The top channel 
addresses the freshly cleaved surface. Finally, the sample is exposed to air for several hours to 
degenerate the fresh surface and investigate the impact of this degeneration on the surface 
conductance.  

 

Voltage application and simultaneous measurement of the resulting current was done using a 

Keithley source-meter 2606B. The signal to noise ratio was minimized by integrating over 5 

power grid cycles (0.1 s per data point). The precision of the current measurements was < 10 

nA for the source-meter.  

 

 

5.7 Applicable Transport Phenomena 
 

In the following, an introduction to the transport phenomena that are considerable for the 

discussion of the experimental transport results on Na2IrO3 is given. This introduction exceeds 

the reported Na2IrO3 transport characteristics to account for new results gained in the scope 

of the work on this thesis. 



 

46 
 

5.7.1 Metallic Conduction 

 

Metals have no bandgap at the Fermi energy and their valence electrons are delocalized. The 

valence electrons with energy close to the Fermi level contribute to electrical conductivity, as 

unoccupied states are available at close energies. These electrons can be treated as a Fermi-

gas and their occupation of available states is described via the Fermi-Dirac distribution, that 

is influenced by temperature, local variations of the charge density, external electric fields and 

scattering processes. Using the Boltzmann-equation, one can derive an expression for metallic 

conductivity: 

 
σ =  

ne2

m∗
τ(EF)   , 

5.12 

 

with the effective electron mass m∗, the charge carrier density n in the vicinity of the Fermi 

level and the scattering relaxation time τ. Since only τ has a significant temperature 

dependence, scattering determines the σ(T) behavior in metals. The relevant scattering 

mechanisms are defect and phonon scattering. Defects introduce a local alteration of the 

potential that is not temperature dependent. Hence, defect scattering is temperature 

independent, i.e. τD = const. Electrons scatter at such defects elastically, i.e. k⃗ →  k⃗ ′ with 

E(k⃗ ) = E(k⃗ ′). In contrast, phonon scattering is an inelastic process, and its temperature 

dependence is given by the Bloch-Grüneisen law, yielding τph
−1 ∝ T5 for low temperatures and 

τph
−1 ∝  T for high temperatures. The Matthiesen rule states that phonon and defect scattering 

are independent from each other. Hence, the resistivities emerging from the two scattering 

types can be summed: 

 ρ =  
m

ne2τ
=  ρD + ρph = 

m

ne2τD
+ 

m

ne2τph(T)
   . 5.13 

 

In metals close above 0 K, the resistivity increases with ~T5 until it reaches the linear phonon 

scattering regime, as depicted in Figure 5.12 a).  
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Figure 5.12 Temperature dependence of metallic conductivity. a) Schematic course of the temperature 
dependence according to the occurring scattering effects and the Matthiesen rule. At low temperatures, 
phonons are frozen out and the constant resistance due to defect scattering determines the ρ(T)-curve. 

With rising temperature, normal-electron-phonon scattering occurs yielding a ρ ∝ T5 behavior. Above 
the Debye temperature θ, Umklapp-electron-phonon scattering becomes increasingly dominant, yielding 
a linear ρ(T) curve. b) Resistivity versus temperature for Zr42Cu42Ag8Al8. The upper curve was taken at 
a freshly prepared amorphous sample, showing a nearly constant temperature dependence, as the 
scattering is dominated by defect scattering. The lower curve was taken after heating the sample to 
873K and cooling it down again. The amorphous material crystallizes in the process, reducing the defect 
density significantly. Consequently, the linear electron-phonon-scattering ρ(T)-characteristic becomes 
apparent. From [89].  

 

Typical ratios between high and low temperature resistivities are ρ(300 K) ρ(4.2 K)⁄  ≈  103 

[90]. However, metals with particularly high defect densities – and therefore strong defect 

scattering – like highly alloyed materials show smaller ratios. The extreme on this defect 

spectrum are amorphous metals, were the potential landscape shows no periodicity at all, 

which could effectively be treated as a saturation with defects. An exemplarily dataset is shown 

in Figure 5.12 b). Here, defect scattering is the dominant source of resistivity which can lead 

to ratios of ρ(300 K) ρ(4.2 K)⁄  ≈  1 [89], [90]. The corresponding ρ(T)-curveas appear to be 

temperature independent, as phonon scattering is negligible.  

 

 

5.7.2 Electrical Transport in Semiconductors and Mott Insulators 

 

Semiconducting (SC) solids and Mott insulators (MI) exhibit an energy gap Eg > 0 eV. In the 

case of Mott insulators, this gap is referred to as the Mott gap. In SC’s, the band gap separates 

the valence band (VB) and the conduction band (CB), while in MI’s the Mott gap separates the 

lower (LHB) and the upper Hubbard band (UHB). Even though the VB/CB and LHB/UHB are 

not fundamentally the same (e.g. the VB and CB correspond to different orbitals, while LHB 

and UHB correspond to the same orbital), the conduction mechanism emerging in SC’s and 

MI’s is similar if the Mott gap size is comparable to semiconductor band gap sizes [91]. The 

thermal excitation ansatz used for SC’s is also applicable for MI’s like Na2IrO3. In the following, 
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when MI’s are mentioned it is presumed that the Mott gap is comparable to common 

semiconductor band gaps.  

 

5.7.2.1 Intrinsic and Lightly Doped Semiconductors and Mott Insulators 

 

In the intrinsic case, i.e. the absence of doping, the density of thermally excited electrons 

determines the overall conductivity. These exited electrons can be modelled as a free electron 

gas. Hence, the conductivity of the excited electrons can be described by using equation 5.12 

and adapting the parameters for the semiconducting or Mott insulating case.  

The number of charge carriers that are thermally excited into the CB/UHB (electrons) and 

VB/LHB (holes) is characterized by the Fermi-Dirac distribution. From the number of excited 

charge carriers, the temperature dependent conductance for an intrinsic SC as well as an MI 

can be approximated by [90]–[92] 

 
σ ≈ σ0e

−Eg

2kBT   , 
5.14 

 

where σ0 depends on the effective masses of the involved electrons and holes as well as on 

the temperature with σ0 ∝ T3/2 [90]–[92]. Since the exponential term in σ dominates the 

temperature dependence, σ0 is often approximated as temperature independent. In contrast 

to metallic systems, the overall carrier density is lower by several orders of magnitude and 

screening of charged defects is less efficient.  

Light doping introduces defects to the system that act as acceptors and/or donators. Electron 

scattering at charged defects can be modelled by Rutherford scattering, yielding a temperature 

dependence of the relaxation time of τD ∝ T3 2⁄  [90], [92]. In metals, the carrier velocity 

approximately equals the Fermi velocity and is temperature independent. For excited carriers, 

the carrier velocity is determined by the equations of states of the kinetic and the ideal gas, 

yielding v ∝ √T. Incorporating this results in τph ∝ T−3 2⁄  for T ≫ θD [90], [92], where θD 

denotes the Debye temperature. According to the Matthiesen rule (equation 5.13), defect and 

phonon scattering are independent from each other. Scattering has only a minor effect on the 

σ vs T dependence, that is dominated by the thermal excitation of charge carries between 

different band and/or defect states, and is often neglected [90], [92]. 
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5.7.2.2 Band Tailing, Transport Heavily Doped Semiconductors and Anderson Localization 

 

When the spatial distance between defects in a semiconductor is sufficiently small, the overlap 

of the defect wave functions becomes considerable, and energy splitting of the defect states 

occurs to lift the degeneracy, as depicted in Figure 5.13 a) [93].  

 

Figure 5.13 Energy shifting due to heavy doping and band-tailing. a) Schematic depiction of the potential 
(solid curve) an energy levels (dashed lines) for a system of attractive impurities [93], [94]. b) Band-

tailing in p-doped GaAs with doping concentrations 5.4 ∙ 1018 cm−3(top) and 9.9 ∙ 1018 cm−3(bottom) 
showing a broad acceptor DOS (dots) merging into the valence band (dashed line) [93], [94]. 

  

If the defects are randomly distributed, the defect density varies locally, resulting in a broad 

energy spectrum of the defect states. The in-gap defect density of states peak is energetically 

broadened accordingly. Since shallow dopant states are located energetically close to either 

the valence or the conduction band of the host material, sufficiently low inter-defect distances 

cause a broadening of the defect DOS large enough to close the gap between the defect states 

and the valence/conduction band. The system is then described as heavily doped (also: 

degenerated) [93]. It was found that the energetic broadening of such a defect DOS does not 

occur symmetrically. Instead, the DOS forms a “tail” at the according band, and the situation 

in referred to as “band-tailing”, Figure 5.13 b), [93], [94]. When the Fermi level EF lies within 

the defect DOS, band tailing can push EF into the respective semiconductor band, resulting in 

metallicity of the system [93]–[96].  

States “deep” in the band tail correspond to spatial regions with particularly high defect density, 

resulting in a large energy shift of the defect states. Charge carriers within such deep sates 

are localized [93], [97], [98]. The energetically closer the state in the band tail to the 

semiconductor band, the weaker the localization of the charge carriers, as the probability to 

find spatially close states with similar or lower energy rises. This connection is valid for 

randomly distributed states [93], [96], [99], [100], i.e. if defect states were spatially ordered, the 
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related wavefunction overlap would be similar for each defect state and no deep potential wells 

occur.  

The connection between disorder and localization was first theoretically described by P. W. 

Anderson, and disorder induced localization is commonly referred to as Anderson localization 

[93], [96], [99], [100]. In 1D and 2D systems, any disorder immediately results in Anderson 

localization, where in 3D systems small randomness can be treated as perturbation without 

immediately causing localization [93], [97], [98]. The transport mechanism mediated by such 

localized states is (variable range) hopping.  

 

 

5.7.3 Hopping Conduction and Variable Range Hopping 

 

The microscopic picture behind the transport of localized charge carriers is a hopping between 

localized states. The general picture is as follows: electrons occupy energy levels within 

randomly distributed deep potentials, so that any hopping site is separated from other hopping 

sites by potential barriers, preventing electrons to move freely like in metals, even though the 

energetic and spatial differences of the sites may be small. The situation is schematically 

depicted in Figure 5.14.  

 

Figure 5.14 Schematic situation for electron hopping conductivity. Top: when the Femi level lies in the 
localized state region, electrons need to overcome a potential barrier to get to a different unoccupied 
state and therefore move in real space. For sufficiently deep potential wells, the dominant mechanism 
for such changes of occupied site is the electron tunnelling through the respective potential barrier. 
Bottom: sketch of s-electron wavefunctions corresponding to the localized states to illustrate their 
overlap and the localization length α. Adapted from [93], [98], [101] 
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For temperatures too low to excite the respective electron over the potential barrier (i.e. to lift 

the electron into a delocalized state), the quantum mechanical electron tunnelling is required 

for a site change (hopping) of electrons. Electron hopping from state i to state j (see Figure 

5.14) depends on the spatial separation rij and the energetic separation ∆Eij = Ej − Ei of the 

states, leading to the inter-site resistance Rij proportionality [98], [102]: 

 
Rij ∝  e

(
rij

α
+

∆E
kBT

)
   . 5.15 

 

For high temperatures, i.e. ∆E kBT⁄ ≪ rij α⁄ , the inter-site resistance governed by the spatial 

separation and therefore hopping occurs between nearest neighbours. To relate the local inter-

site resistance to a macroscopic resistance throughout a sample, a percolation ansatz is used. 

For this a percolation threshold is defined using the exponent from equation 5.15 to xc =

r c α⁄ + ∆Ec kBT⁄  [51],[105]–[107]. Hopping site pairs that fulfil Rij ∝ exp(rij α⁄ + ∆E kBT⁄ )  <

exp (xc) are categorized as “bonded”, all other site pairs as “unbonded”. In the percolation 

picture, only chains of bonded sites contribute to the macroscopic electric conductance. This 

is schematically depicted in Figure 5.15, where to paths are available for conduction but only 

the top path fulfils the percolation requirements.  

 

Figure 5.15 Scheme for the percolation model underlying nearest neighbour hopping conductance. 
Electric current between electrodes 1 and 2 is realized by electron hopping to the nearest neighbours is 
the two involved hopping sites are bonded in the percolation sense. Here, for the top path, all site-pairs 
are bonded, allowing for hopping conductance. For the bottom bath, an unbonded site pair inhibits 
conductance. Upon raising the percolation limit, this unbounded can transform into a bonded pair, 
allowing for conductance through the bottom path. Adapted from [106]. 

 

For the macroscopic resistance of a material to change, closed (bonded) paths need to emerge 

or to get disconnected. In a solid, the spatial position of the hopping sites is fixed. Considering 

a site pair for which R(T) > exp (xc) but R(T + ∆T) < exp (xc) holds, a finite raise in temperature 

transitions the site pair from unbonded to bonded. For site pairs that are infinitesimally close 

to the percolation threshold, an infinitesimal temperature raise is sufficient. Considering the 

bottom path in Figure 5.15, this can lead to the closing of a path and therefore to a reduction 
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of the overall macroscopic resistance. With this, the macroscopic nearest neighbour hopping 

resistance is described by 

 
R(T) =  R0e

(
rc
α

+
μ

kBT
)
   , 

5.16 

 

with the activation energy μ, representing the average energy difference between hopping site 

pairs close to the percolation threshold [107], [108].  

The lower the temperature, the higher the chance to find hopping site pairs where the energetic 

difference ∆E is too large to consistently get thermally overcome. In such a situation, hopping 

beyond nearest neighbors can be favorable, depending on the ratio between rij α⁄  and ∆E kBT⁄  

[102]. This type of conduction is referred to as variable range hopping (VRH). The VRH model 

is based on the physical picture shown in Figure 5.16. The ansatz is to translate the inter-site 

resistances Rij into a macroscopic VRH resistance R is to reduce the Rij network into a network 

of identical resistors, so that the network-character itself can be modelled by a single pre-

factor. 

 

Figure 5.16 Physical Picture underlying variable range hopping conductance. Defect states are 
randomly distributed in space, where the energy of the defect states lies in the vicinity of the Fermi level 
(left). The defect states form a defect-band (right). Electron transport is mediated by states within a 
narrow interval [EF − E0, EF + E0] around the Fermi level. With this interval, the defect band is 

approximated to be constant vs the energy, i.e. D(E) = D(EF). Adapted from [106]. 

 

Since the thermal activation of charge carriers at low temperatures is not sufficient to address 

empty states far away from the Fermi level EF, hopping takes place in a narrow energy interval 

[EF − E0, EF + E0] around the Fermi level. In such a narrow interval, the density of states can 

be approximated to be constant, i.e. D(E) ≈ D(EF). The number of states nV is then constant 

within a given volume V ∝ rd with the dimensionality d. Hence, the spatial distance r is 

proportional to E0 and the density of states via r ∝  1 (2 ∙ E0 ∙ D(EF))
1 𝑑⁄

⁄ . With this, the local 
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resistance Rij is translated into an average resistance R by identifying E0 as the average 

required activation energy, i.e. 〈∆E〉 = E0 [107], [108] and the average hopping distance as 

〈rij〉 = (2 ∙ E0 ∙ D(EF))
−

1

d. From equation 5.15, one gets [102]: 

 

R ∝  e

(
1

α(2∙E0∙D(EF))
−

1
d

+
E0
kBT)

   . 

5.17 

 

The physical picture behind the exponent in equation 5.17 is that the spatial overlap of the 

electron wavefunctions and the average energy separation compete, leading to a resistance 

minimum when both terms in the exponent are equal. From this, one obtains: 

 
E0 =  

(kBT)d d+1⁄

[2 ∙ D(EF) αd]1 d+1⁄
∝ T

d
d+1    . 5.18 

 

Plugging equation 5.18 into equation 5.17 yields 

 

R = R0 e
((

T0
T

)
1 d+1⁄

)
 . 

5.19 

 

This is the temperature and dimensionality dependent low field variable range hopping 

resistance. T0 is a system dependent constant: T0 = β kBD(EF)α
d⁄  with the numerical constant 

β = 21.2 ± 1.2 [109] for 3D-VRH and β = 13.8 [110] for 2D-VRH.  

From equation 5.19 it becomes clear that the resistance of VRH mediated transport in 2D and 

3D shows the proportionalities: 

 
ln(R) ∝

1

T1 3⁄
 , 2D 

ln(R) ∝
1

T1 4⁄
 , 3D 

5.20 

 

 

5.7.4 Effect of Electron-Electron Correlation on Variable Range Hopping 

 

To account for inter-site electron correlation in the framework of VRH, the energy difference 

between two given hopping sites i and j is modified by a Coulomb term [111], [112], i.e. 

 
∆E = Ej − Ei −

e2

κrij
   , 5.21 
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with the absolute dielectric constant κ oft he material. In the ground state, all sites below EF 

are occupied, all site above EF are unoccupied. Using the derived 〈rij〉 from uncorrelated VRH, 

one obtains ∆E = Ej − Ei − e2 κrij⁄ = Ej − Ei − e2κ(2 ∙ E0 ∙ D(EF))
1 𝑑⁄

> 0. Considering now a 

site pair ij infinitesimally close to EF, the condition ∆E > 0 enforces e2κ(2 ∙ E0 ∙ D(EF))
1

d = 0 and 

therefore D(EF) = 0. Hence, a pseudo gap emerges that is referred to as the Coulomb gap. 

Hopping that includes inter-site correlation, resulting in the emergence of a Coulomb gap, is 

named after their pioneers to Efros-Shklovskii Hopping (ESH). Since the macroscopic 

transport characteristics are mostly influenced by the density of states close to EF, the 

characteristics of the Coulomb gap are important. From the expression for ∆E, the condition 

rij ≥ e2 κ∆Eji⁄  is derived, with ∆Eji = Ej − Ei, leading to the expression for the spatial hopping 

site concentration n(∆Eji) ≤ κd∆Eji
d e2d⁄ , that in turn leads to the density of states via 

D(∆Eji) = dn d∆Eji⁄  ≤ c ∙ κd∆Eji
d−1 e2d⁄ , with the numerical coefficient c in the order of unity 

[111]. The density of states vanishes with E0 → 0 at least as fast as E0
2 and a quicker decrease 

of D would mean an average hopping site separation greater than e2 κE0⁄ , leading to a weaker 

Coulomb interaction. It is argued that such a weak interaction is not sufficient for the 

emergence of a coulomb gap [111], resulting in 

 
D(∆Eji) = c ∙

κd∆Eji
d−1

e2d
   . 

5.22 

 

Hence, the Coulomb gap is parabolic for 3D-systems and linear for 2D-systems. Using this 

expression for the density of states in the derivations for low and high electric field VRH 

resistance yields 

 

R = R0e
((

TES
T

)
1/2

)
     →      ln(R) ∝  

1

T1 2⁄
   , 

5.23 

 

with TES = βe2 κα⁄  and a factor β [113].  

 

 

5.7.5 Transport Properties of Topologically Protected Boundary States 

 

This chapter is based the reviews [6], [8], [55], [114]. The specification of the in-gap states at 

the intersection between two materials with different topological invariant is not arbitrary, as 

time reversal symmetry enforces a linear dispersion at the crossing points of the valence and 

conduction band (Figure 3.4) as well as spin-momentum locking (see chapter 3.2) [8]. For two 
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dimensional insulators, the conductivity of each edge channel is similar to the conductivity in 

one-dimensional wires where the mean free path of the electrons is larger than the wire length. 

The conductance is quantized, ballistic and independent from temperature and the physical 

length of the edge [8]. Backscattering is forbidden, since a change of the momentum k⃗ → −k⃗  

would force the electron spin to flip in the scattering process, which is prohibited if spin-

conservation is enforced. Magnetic impurities make such a scattering mechanism available 

and therefore result in possible backscattering. Localization effects due to disorder do not 

occur, rendering the edge channel to be robust against any perturbation except for mentioned 

magnetic impurities. 

For 3D-materials, the situation is more complicated and until 2007 it was not clear if 3D-

topological insulators could exist [115]–[117]. Again, both time-reversal symmetry and strong 

spin-orbit coupling are required. However, in 3D the spin-orbit coupling must mix all 

components of the spin and it is not possible to obtain a 3D-TI from separate spin up and spin 

down electrons as in the 2D case [55]. Even though this complicates the understanding of the 

physical background, especially for the determination of topological invariants, the 

consequences in terms of the bulk boundary correspondence are rather straight forward. 

Again, conductive states are forced at the boundary between a topologically trivial and a non-

trivial material. The in-gap states still have a linear dispersion at the band crossing, manifesting 

as a Dirac cone that is protected from disorder. A spin-momentum dependence and forbidden 

backscattering are also apparent due to time reversal symmetry, resulting in metallic surfaces 

with unconventional scattering properties. In Figure 5.17, all these properties are shown on 

exemplary experimental data [118], [119]. 

To experimentally show the absence of backscattering, STM/STS measurements can be used, 

since the local density of states shows spatial fluctuations depending on the scattering of the 

electrons within the surface states. Such examinations are referred to as quasiparticle 

interference (QPI) investigations. To correlate found QPI patterns with the spin-texture of the 

material, spin-resolved ARPES investigations are performed. With the ARPES results, the 

Fourier transform of the corresponding QPI pattern is simulated by using the spin and 

momentum dependent scattering probabilities as parameters [8], [119]. If direct backscattering 

is found to have a probability of zero, a strong indicator for a topologically protected state is 

found. In summary, topologically protected surface states of 3D-TI’s are robust and metallic, 

where the quantitative conductance is prone to scattering effects. This scattering is spin-

dependent with forbidden backscattering, resulting in characteristic quasiparticle interference 

patterns that have the same symmetry as the Brillouin-zone. 
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Figure 5.17 Exemplary experimental ARPES and STM data on 3D topological insulators. a)-c): Spin 
resolved ARPES investigation on Bi2Se3 adapted from [118] d)-g) STM and spin resolved ARPES on 
Bi0.92Sb0.08 adapted from [119] a) Scheme of the band gap closing Dirac cone with spin texture as 
suggested by spin-ARPES measurements. Dirac cone attributed to the topologically protected surface 
states as measured by means of ARPES. c) Linear density of states extracted from crystal momentum 
integrated ARPES data. d) Quasiparticle interference (QPI) at the Fermi level observed by STS at 4 K. 
The pattern is not commensurate with the surface reconstruction and single defects are not easily 
distinguishable. The inset showing the Fourier transform of the QPI pattern exhibits a clear structure 
even though the QPI being incommensurate with respect to the surface, highlighting that disorder does 
not impact the surface state. e) Spin texture as measured by spin resolved ARPES. f) Calculated QPI-
Fourier transform with allowed backscattering based on spin resolved ARPES data. g) Calculated QPI-
Fourier transform with prohibited backscattering based on spin resolved ARPES data. It is evident, that 
the backscattering-free calculation fits better to the measured data, suggesting the absence of direct 
backscattering. Spin-momentum dependent scattering is still apparent. 
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6 Scanning Tunnelling Microscopy and Spectroscopy on the 

Freshly Cleaved Na2IrO3 Surface 
 

In the following, the results from STM/STS investigations on the freshly cleaved Na2IrO3 

surface are presented, starting with structural characterizations and an examination of the 

long-time stability. Afterwards, electronic properties of the Na2IrO3 surface measured with 

STM/STS are investigated (chapters 6.2-6.4). This is followed by a presentation of successful 

STM measurements on Na2IrO3 at 8 K using optically excited charge carriers (chapter 6.5).  

 

 

6.1 The Chemical Stability on the Na2IrO3 Surface in UHV and In-Situ 

Modifications of the STM Tip 
 

In a previous work, it was shown that Na2IrO3 degenerates when being simultaneously 

exposed to H2O and CO2 (see chapter 3.1), where the concentration in ambient air is sufficient 

to cause significant changes in measured x-ray spectra within hours [65]. The approach to 

avoid such degeneration in the experimental work for this thesis is to cleave and investigate 

all samples in UHV. It was further reported that sodium effuses from the bulk to freshly cleaved 

surfaces when the sample is in air, forming Na-clusters that grow continuously over time, 

reaching sizes of ~12 μm2 within 50 hours (chapter 3.1, [65]). The effusion mechanism is not 

clear and might as well occur under UHV conditions. To check if changes of the freshly cleaved 

Na2IrO3 surface due to degeneration or Na effusion occur in the used UHV setup, a long-time 

STM measurement was done at 300 K for 56 hours, where the same area was scanned every 

8 hours. The results are shown in Figure 6.1. 

The surface depicted in the topographies in Figure 6.1 is (1x1)-reconstructed. Once cleaved, 

all Na2IrO3 surfaces examined by means of STM at 8 K, 80 K and 300 K stayed clean and 

stable under UHV conditions (< 10−9 mbar). No degeneration of the surface and no growth of 

clusters due to effusion of sodium from the bulk to the surface is observed over time. Hence, 

the approach to use freshly cleaved Na2IrO3 surfaces in UHV ensures that all data collected in 

this work emerge from properties of Na2IrO3 surface and are not artifacts due to degeneration 

or sodium effusion.  
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Figure 6.1 Long-time STM constant current topography measurement at 300 K using a setpoint of               
-1.5 V and 100 pA. For 56 hours, a constant current topography was taken every 8 hours at the same 
position on the freshly cleaved Na2IrO3 surface. Here, the surface shows the (1x1)-reconstruction. No 
degeneration and no growth of sodium clusters is observed over time.   

 

Regarding the known two surface reconstructions, the findings from previous works were 

confirmed in the scope of this thesis and will therefore not be discussed here in detail. In 

agreement with these former STM investigations [18], [29], only sodium terminated, (1x1)-

reconstructed surfaces appear to be well ordered for large areas, while the (√3x√3)R30°-

reconstruction shows particularly high defect densities and merely small well-ordered patches. 

The presentation of data in chapter 6 will focus on the (1x1)-reconstructed surface and it will 

be discussed if the gained insights can be also applied to the (√3x√3)R30°-reconstruction. 

The defects found on the surface depicted in Figure 6.1 are detailed in Figure 6.2, showing 

zoomed-in STM topographies. 
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Figure 6.2 High defect density observed on Na2IrO3 surfaces. (a) 100 nm x 100 nm constant current 
topographic map showing various defect structures on the (1x1)-reconstructed Na2IrO3 surface, 
recorded using a setpoint of -1.5 V and 100 pA at room temperature. The dashed boxes mark the 
positions of the zoom-ins depicted in (b)-(e). (b) Ridge-like defect with a topographic height of 
approximately 100 pm. (c) “Stripy” pattern superimposed to the regular (1x1)-reconstructed surface, 
bordered by various defects. The pattern does not extend over any defects. (d) Crack in the topmost 
crystal layer (here: Na3 layer). Such cracks extend over several hundred nanometre and locally exhibit 
small sodium aggregations (white contrast). (e) Different surface defects, ranging from vacancies due 
to missing single sodium atoms to large defect aggregations. 

 

Figure 6.2 shows a high defect density on the cleaved Na2IrO3 surface from defects of various 

types. These defect types cover ridge-like defects with a topographic height of ~100 pm (Figure 

6.2 b)), stripy patterns superimposed on the regular (1x1)-reconstruction (Figure 6.2 c)), 

extended cracks on the surface (Figure 6.2 d)), and single vacancies as well as their 

aggregation into larger vacancy structures (Figure 6.2 e)). The distance between defects range 

from a few to some tens of nanometres. Among all performed STM investigations on multiple 

Na2IrO3 samples done in this thesis, a high defect density was always present and free areas 

were the exception. Occasionally defects are arranged in unexpected structures on the 

surface. Examples are given in Figure 6.3.  
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Figure 6.3 Two examples of unusual defect structures on the (1x1)-reconstructed surface measured 
with constant current STM at 300 K. a) Surface Na atoms form linear structures connecting Na islands. 
Within larger vacancy aggregations, single Na atoms arrange in a way that maximizes the minimum 
distance to another surface Na atom. b) Vacancies aggregate in extended linear structures, separating 
Na islands. 

 

Here, on the one hand, surface sodium atoms form linear structures connecting small Na-

islands. Singe sodium atoms arrange in the centre of larger vacancy aggregations, presumably 

to minimize the energy due to coulomb repulsion since Na is positively charged in Na2IrO3 

(Figure 6.3 a)). On the other hand, there are examples where it is the vacancies that form line-

shaped structures, bordering islands of (1x1)-reconstructed sodium atoms (Figure 6.3 b)). 

Neither of the two defect structures seen in Figure 6.3 was reported in former STM works on 

Na2IrO3 [18], [29]. 

Stable tunnelling in STM investigations on Na2IrO3 is possible within a small measurement 

parameter window. Usually, bias voltages between -1.5 V and -1 V as well as voltages close 

to 1 V with a tunnelling current setpoint below 100 pA work well. These values vary between 

measurements, i.e. are dependent on the respective tip and the local sample surface. Lowering 

the systems temperature from 300 K to 80 K does not provide a noticeable increase of the 

window of stable STM parameters. STM measurements at 8 K using LHe cooling were also 

performed and show similar issues regarding the stability of the STM tunnel contact. However, 

the 8 K STM investigations require an additional supply of charge carriers for tunnelling using 

optical excitation, as the resistivity of Na2IrO3 rises exponentially with decreasing temperature. 

Consequently, a comparison of the stability of the tunnelling contact at 8 K with the stability at 

80 K or 300 K might be misleading. 

Occasionally, a loss of stability of the tunnelling contact or a loss of atomic resolution occurs 

by chance while scanning over the sample surface. Furthermore, in some instances the 

stability/atomic resolution is restored upon continued scanning shortly after without 

intervention. Subsequently repeating the measurement on the same area then shows that the 

loss/regain of stability/resolution does not correlate with structures on the sample surface and 

that the surface itself remains unaffected. Such a behaviour can be explained by modifications 
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of the STM tip during the measurement. STM tip modifications cannot be observed directly, as 

the precise condition of the tip is not accessible in STM examinations. Re-establishing stable 

conditions and/or atomic resolution is the usual approach. This is done by restoring the initial 

state of the tip. There are three general methods to work on the STM tip in-situ: firstly, applying 

short voltage pulses to the sample while the tip is in tunnelling contact (1 V – 5 V for up to 0.5 

ms). Secondly, movements of the STM tip in z-direction (0.2 - 0.5 nm in 50 - 100 µs). And 

thirdly, bringing the tip in physical contact with a surface, either the sample itself or preferably 

a known metallic material, e.g. gold. The first two methods are not viable for Na2IrO3. Voltage 

pulses in close proximity to the sample surface often led to damages of the very surface, 

presumably due to the high electric field and the locally charged nature of the material. Such 

damages occur uncontrolled and usually lead to a worsening of the situation. Therefore, to 

employ cleaning via pulsing, the position at the surface must be changed afterwards. 

Controlled tip-movements rarely yield improvements. This leaves the option to bring the tip into 

physical contact with the sample as only method without leaving a potentially interesting area 

on the surface. In the employed experimental work, either voltage pulsing and changing the 

position or dipping the tip into a nearby gold patch (and therefore change the position 

macroscopically) were the practicable options. This also applies if the tip allows for stable 

tunnelling but yields poor resolution, as attempts to alter the tip-apex are performed with the 

same methods used for cleaning the tip. Using the presented tip cleaning procedures, the 

same results as gained by the work of Lüpke et al. [18], [29] were obtained (chapter 3.1) in the 

experimental work for this thesis.  

Considering that for both surface reconstructions sodium atoms lie on top, i.e. closest to the 

STM tip during measurements, as well as the high electric field in the tunnelling junction, the 

most likely reason for the occurring tip modifications is the attachment and detachment of 

sodium to or from the STM tip. The here proposed tip-attached sodium model is depicted in 

Figure 6.4 on the left.  

In this thesis, a major advancement for the investigation of Na2IrO3 surfaces was achieved by 

investigating if modified STM tips always lead to unstable tunnelling conditions or a loss of 

atomic resolution on Na2IrO3. This was done with a “rather unusual” approach: instead of 

aborting a running measurement upon occurring modifications of the tip for cleaning, 

measurements were kept running despite tip modifications. An according dataset is depicted 

in Figure 6.4. 
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Figure 6.4 Tip modifications leading to instantaneous jumps of the recorded topographic height on the 
sodium iridate surface. The topography shown on the right covers three step edges separating (1x1)-
reconstructed surfaces. The fast scan axis was aligned perpendicular to the step edges, the slow scan 
axis was aligned parallel to the step edges. Between the areas denoted as region I and region II, the 
topographic height instantaneously drops by ~0.43 nm, indicating a change of the STM tip length as 
sketched on the left. Such a reduction in tip-length causes the STM feedback loop to approach the tip 
towards the surface to maintain the desired tunnelling current (here 100 pA at -1 V bias voltage). Despite 
the tip modification, atomic resolution is maintained. 

 

The topography covers three surface steps, separating (1x1)-reconstructed surfaces. The 

areas marked as “region I” and “region II” are separated by an instantaneous change of the 

topographic height of d = 0.43 nm ± 0.035 nm. The scanning movement of the tip is indicated 

in Figure 6.4. After a trace and a retrace movement along the fast scan axis is done, the tip 

moved one pixel in the direction of the slow scan axis. Repeating this yields the depicted 

topography. The instantaneous change of topographic height is proposed to be achieved by a 

change of the tip length. In this case, the tip height was adjusted by ~0.43 nm towards the 

surface by the STM feedback loop to maintain the set tunnelling current, meaning that the tip 

has shortened by an according length. Such immediate changes of the topographic height are 

common in STM investigations on Na2IrO3. The tip modification in Figure 6.4 has no obvious 

impact on the topographic surface features, giving no hint concerning the tip shapes as well 

as their imaging quality for both regions.  

In Figure 6.5 a) it can be better seen that both, the modified and the unmodified tip yield 

consistent imaging quality, depicting a zoom-in on the instantaneous jump in the topography 

in Figure 6.4. 
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Figure 6.5 Impact of a modification of the STM tip on the observable topographic characteristics. a) STM 
topography measured at room temperature with a bias voltage setpoint of -1 V and a tunnelling current 
setpoint of 100 pA. The surface is (1x1)-reconstructed, i.e. sodium terminated. The upper part of the 
topography corresponds to region I, the lower part to region II. The instantaneous jump in topographic 
height denotes a change of tip length and therefore a change of the (sodium) structure at the tip apex. 
b) Same topographic data as in a), adjusted via a horizontal line offset. The atomic resolution before 
and after the tip modification is unchanged.  

 

In Figure 6.5 b), the same topography is shown but adjusted via a horizontal line offset to 

compensate the jump in topographic height, revealing that the atomic resolution did not change 

upon tip modification. Hence, (Na-)modified STM tips can be used to perform scanning 

tunnelling measurements on the cleaved Na2IrO3 surface.  

 

Summary on the tunnelling conditions in UHV: 

o Cleaved Na2IrO3 surfaces stay clean and stable in UHV. 

o Stable tunnelling contact possible at 300 K and 80 K.  

o Despite high defect density on the surface, stable tunnelling is possible. 

o Atomic resolution and measurement stability can be maintained even with in-situ 

modifications of the STM tip. 
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6.2 Impact of Tip Modifications on the dI/dV-Spectra Taken on the Na2IrO3 

Surface 
 

While tip modifications as shown in Figure 6.4 have no obvious impact on the topographic 

results, we have also investigated if tip modifications leave tunnelling spectroscopy data 

unchanged too. In Figure 6.6, various tunnelling spectra as well as the respective position on 

the (1x1)-reconstructed surface the spectra were recorded on is shown. The temperature was 

300K for the measurements.  

 

 

Figure 6.6 Observation of two different spectral characteristics on the Na2IrO3 surface measured at     
300 K with tunnelling spectroscopy. The bias voltage setpoint is -1 V, the tunnelling current setpoint is 
100 pA. a) (1x1)-reconstructed surface with clean areas and defects. b) dI/dV-spectrum taken on the 
free surface (position marked in a)). On the free surface, an open spectral gap of ~0.8 eV is observed. 
At -0.45 V and 0.35 V, the dI/dV signal shows a steep increase. c) At the defect, a V-shaped closing of 
the spectral gap is found. The minimum is located at the Fermi level. d) Clean, (1x1)-reconstructed 
surface measured with a different STM tip than a) but with identical setpoint. e) Spectrum taken on the 
clean surface as marked in d). The spectral gap is closed in a linear, V-shaped fashion. 

 

The dI/dV spectrum in Figure 6.6 b) was taken on the clean surface, i.e. on the (1x1)-

reconstructed Na2IrO3 surface without adjacent defect. It shows no spectral weight in an 

extended voltage interval around the Fermi level. Bias voltage intervals with no apparent 

spectral weight will be referred to as spectral weight gap or spectral gap in the following. It is 

worth noting that the finding of a large spectral gap is in accordance with previously reported 
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STM/STS works from Lüpke et al. [18], [29] that interpret the spectral gap as the Mott gap 

separating the Ir 5d jeff=1/2 Hubbard bands in Na2IrO3. 

A dI/dV curve taken at a defect on the same surface, here a sodium vacancy, with the same 

STM tip as in Figure 6.6 b) is depicted in Figure 6.6 c). At the defect, no spectral gap is found 

and the dI/dV signal shows a linear bias voltage dependence within the spectral gap region 

from Figure 6.6 b). This linear dI/dV dependency on the bias voltage will be referred to as “V-

shaped” in this thesis. The V-shaped dI/dV has its minimum at the Fermi level, where the 

spectral weight is close to the resolution limit. Most importantly, such a gap closing was not 

found in STM/STS works before, where only a decrease of the Mott gap size by ~0.25 eV was 

reported at defects [18], [29].  

To investigate whether the V-shaped spectral signature is tied to defects only, Figure 6.6 d), 

e) show a tunnelling spectroscopy measurement on the clean (1x1)-reconstructed surface with 

a different STM tip at a different position on the sample. Temperature and tunnelling setpoints 

were identical to the measurements in Figure 6.6 a)-c). The spectrum in Figure 6.6 e) shows 

a V-shaped dI/dV, similar to that in Figure 6.6 c), i.e. tunnelling spectroscopy occasionally 

reveals a V-shaped spectral signature also on the clean (1x1)-reconstructed Na2IrO3 surface. 

Hence, even though having an influence, it is not the local Na2IrO3 surface structures alone 

that determine what type of dI/dV spectrum is measured. 

To study what determines the different dI/dV characteristics observed on the Na2IrO3 surface, 

the finding that differently modified STM tips can lead to similar topographic results for the 

Na2IrO3 surface (chapter 6.1) is considered. Simultaneously to the topographic measurement 

in Figure 6.4, a dI/dV-spectrum was taken at every pixel, allowing to correlate the change of 

the tip modification to changes of spectroscopic data. Spatially resolved dI/dV maps at -1 V,    

-0.5 V, 0 V, 0.5 V and 1 V are depicted in Figure 6.7 a), exhibiting multiple tip modification 

dependent characteristics. To simplify the following descriptions, all terraces in the topography 

in Figure 6.7 a) are labelled. The STS-maps show a pronounced impact of the tip modification 

on the absolute conductivity as is seen by comparing the data for the terraces R.1.1/2/3 with 

the data for R.2.1/2/3, where the absolute dI/dV values change drastically. This change seems 

to manifest itself in a reduction of differential conductance (i.e. dI/dV) due to the tip modification 

(compare R.1.1 to R.2.1 and R.1.3 to R.2.3). However, at positive bias voltages, the situation 

is the other way around for the terraces R.1.2 and R.2.2, where the conductance rises after 

the tip modification.  
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Figure 6.7 Impact of the STM tip modification on spectroscopic data on the Na2IrO3 surface.  a) Scanning 
tunnelling spectroscopy data at different bias voltages covering multiple (1x1)-reconstructed terraces, 
separated by step edges. The instantaneous jump in the topographic height (bottom) splits the dataset 
in region I and region II and marks the position where the modification of the STM tip changed. The 
terraces are additionally labelled for reference in the text. The impact of the tip modification is visible in 
the STS maps. b) dI/dV spectrum taken on the free surface before the tip modification occurred (region 
I), exhibiting broad peaks at ±0.5 V. The dI/dV minimum is at the Fermi level. c) dI/dV spectrum on the 
free surface taken after the tip modification occurred (region II). The inset shows a zoom-in of the dI/dV 
curve around the Fermi level. Compared to b), the peaks vanished, and the overall conductance is 
reduced. The overall dI/dV-signal does not vanish at any bias voltage but reaches the resolution limit. 
The gap closing resembles a V-shaped dI/dV. 

 

Next to a change of the absolute dI/dV value, it is evident that the influence of local surface 

structures is different in region I compared to region II, which can be seen best in the 1 V STS 

map. Local defect structures on the free surface as well as step edges are more pronounced 

in the dI/dV map in region I. In region II, the dI/dV characteristic at the step edges is identical 

to the adjacent terraces. Furthermore, it is observed that even when comparing terraces within 

one region, the tip modification has an influence. In region I, all terraces R.1.1, R.1.2 and R.1.3, 

share similar characteristics. This changes drastically in region II, where R.2.2 exhibits higher 

dI/dV values than R.2.1 and R.2.3 in every STS-map.  

The dI/dV spectra shown in Figure 6.7 b) and c) were measured on clean surfaces at the 

marked positions with identical measurement settings. The dI/dV-spectrum in b) - i.e. before 

the tip modification - shows two broad peaks at -0.5 V and 0.5 V, respectively. The minimum 

of the dI/dV signal is at the Fermi level. Hence, this dI/dV curve is different compared to both 

spectral types found in Figure 6.6. After the tip modification, the spectral characteristic changes 

drastically (Figure 6.7 c)). The peaks at ±0.5 V vanish, and the overall conductance is reduced. 
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As seen in the inset, the dI/dV curve then exhibits a V-shaped dI/dV characteristic around the 

Fermi level, similar to the observations in Figure 6.6 c) and e). 

Briefly summarized, the findings are:  

• The measured spectral characteristics depend on the modification of the tip.  

• Different types of dI/dV spectra can be observed on the clean, (1x1)-reconstructed 

Na2IrO3 surface. The measured spectral characteristics can depend on local surface 

structures like defects and step edges. 

 

In the following, the impact of the tip modification on the observed dI/dV spectra is discussed 

in two possible scenarios. 

 

Scenario 1: STM tip modifications change the tip density of states. 

The basic assumption for this scenario is that the tip density of states ρT changes upon 

modification while the sample density of states ρS and the transmission probability T 

either remain unaffected or that changes are negligible. Equation 5.8 relates the dI/dV 

signal to the products of the local densities of states of tip and sample as well as the 

transmission term. Hence, a change of ρT upon tip modification would directly result in 

a change of the measured dI/dV. 

Freshly prepared STM tips consist of tungsten that is assumed to have an energy 

independent density of states within the energy interval used in the employed STM 

measurements (here ±1.5 eV around the Fermi level). Assuming, that modifications of 

the STM tip occur by sodium attachment to, or detachment from, the tip apex as 

proposed in chapter 6.1, the composition of elements at the tip-apex changes upon its 

modification. Here, the different dI/dV spectra at similar local sample surface structures, 

as in the case presented in Figure 6.6 b) and e), would not arise from characteristics of 

the sample electronic structure but are the result of a change of the tip LDOS. However, 

the spectral difference between Figure 6.6 b) (0.8 eV spectral gap) and e) (no gap) 

seems rather extreme for this explanation. Furthermore, it is surprising in this context 

that Figure 6.6 c) and e) show similar spectroscopic characteristics, even though the 

comparison between Figure 6.6 b) and e) suggest different states of the tip. It would be 

a rather surprising coincidence if different combinations with different tip and sample 

LDOS would by chance result in the same dI/dV characteristics.  
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Scenario 2: The transfer matrix element changes upon tip modification. 

In this scenario measured dI/dV characteristics result from electronic properties 

inherent to the cleaved Na2IrO3 surface, but the state of the tip determines if and to 

which extend spectral characteristics are detected. In the STM theory presented in 

chapter 5.5, it is stated in equation 5.3 that the tunnelling current, and hence also the 

dI/dV signal, is proportional to the sum over all transitions from initial states to final 

states. For each transition, the respective transition matrix element Mμν weights the 

contribution of the transition between states μ and ν. The transition matrix elements 

depend on the state of the tip, the decay constant in vacuum and the sample 

wavefunction at the position of the tip apex according to Table 5.1. Hence, if a 

modification of the tip changes the tip-state, e.g. from d-like to s-like, the contributions 

of transitions corresponding to different sample states to the overall tunnelling current 

may change as well, resulting in different measured dI/dV spectra. Considering further 

that sodium valence states have s-character while tungsten valence states have d-

character, tip modifications by sodium may fit well into this picture even though being 

an oversimplification, as hybridized states would need to be considered.  

The line of argumentation from scenario 2 is supported by IT(U, d)-data taken on the 

freshly cleaved Na2IrO3 surface at 80 K depicted in Figure 6.8. Figure 6.8 b) shows 

ln(IT(d))-curves for multiple bias voltages. After approaching the tip ~0.25 nm towards 

the surface, a hump is observable in each curve (black arrow) except for |V| = 1.5 V, 

where the experimentally chosen current limitation of 1 nA is reached before the tip 

approaches 0.25 nm. In Figure 6.8 c)-e), dI/dV curves calculated from the IT(U, d) data 

after approaching the tip by c) 0.1 Å, d) 1.4 Å and e) 3 Å are depicted. For the STM tip 

far away from the sample surface, the dI/dV spectrum shows in-gap states and no 

spectral gap. The minimum of the dI/dV signal is in the vicinity of the Fermi level. Upon 

approaching the STM tip towards the sample a spectral weight shoulder emerges at   

~-0.5 V (Figure 6.8 d), e), red arrows). 
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Figure 6.8 Tip-sample distance and bias voltage dependent measurement of the tunnelling 
current on the freshly cleaved, (1x1)-reconstructed Na2IrO3 surface at 80 K. a) IT(U, d)-dataset 
covering the voltage range from -2 V to 2 V and a tip-approach of 0.8 nm towards the sample 
surface. The initial setpoint determining the initial tip-sample distance is 2 V at 10 pA. The 
topography in the inset shows the measurement position (black circle). b) Tip-approach 
dependent tunnelling current for different bias voltages, extracted from a) at the dotted coloured 
lines. After a tip-approach of ~0.25 nm, the curves show a feature deviating from the linear ln(I) 
vs. d behaviour (black arrow). c)-e) dI/dV curves calculated from the IT(U, d)-data. c) dI/dV after 
approaching the tip by 0.1 Å, showing in-gap states and no spectral gap. d) dI/dV after 
approaching the tip by 1.4 Å. A spectral weight shoulder emerges at ~-0.5 V. e) dI/dV after 
approaching the tip by 3 Å. The spectral weight shoulder from d) is more pronounced.  

 

The hump in Figure 6.8 b) and the emergence of spectral features in dependence of 

the tip sample distance in Figure 6.8 c)-e) indicate the existence of multiple 

transmission channels. For the IT(U, d) curves, this can be seen from the dependence 

of the tunnelling current on the tip-sample distance d that is given by the transmission 

factor T introduced in chapter 5.5.5: 

 

IT  ∝  T(ϕ̅, d)  ∝ exp(−2d√
2m

ħ2
ϕ) = exp(−2dκ)  . 

 

6.1 

 

Here, κ = √2mϕ/ℏ, denotes the decay constant in vacuum with ϕ = (ϕS + ϕT)/2, 

where ϕS and ϕT are the work function of sample and tip, respectively. Usually, this 

approach is used to estimate the size of the tunnelling barrier to extract the sample’s 

work function from this. From equation 6.1, plotting ln(IT) vs. d should yield a linear 
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curve. Hence, a deviation from a linear slope in a ln(IT) vs. d plot indicates that at least 

two different transmission channels with different κ are present.  

 

From the discussions of the two scenarios above, scenario 2 is plausible and suitable to explain 

the spectroscopic data presented in Figure 6.6, Figure 6.7 and Figure 6.8. Scenario 1 implies 

that tip modifications could open an 0.8 eV band gap at 300 K, which even though not 

impossible, seems unlikely for a metallic tip. Hence, in the scope of this work scenario 2 will 

be used in the discussion of the tunnelling spectroscopy data. To simplify the description, the 

observation of different dI/dV characteristics corresponding to sample surface states with 

differently modified tips will be referred to as the addressability of states. Presuming that local 

sample surface structures have an influence on the available transmission channels, the 

combination of the electronic state of the (modified) STM tip and the local Na2IrO3 surface 

structure determines the signal recorded in STS. This model, assuming the tip modifications 

result from sodium at the tip apex, is sketched in Figure 6.9.  

 

 

Figure 6.9 Model of the addressability of states depending on the electronic structures of STM tip and 
sample surface. Usually, STM and STS investigations seek to maintain clean tungsten STM tips to 
establish reproducible conditions. In the case of the Na2IrO3 surface the addressability of states inherent 
to the material might be dependent on both, the modification of the STM tip with sodium and the local 
structure of the surface. 

 

With the concept of scenario 2, spectroscopic data similar to that shown in Figure 6.6 c), e) 

and Figure 6.7 would not have been observed in former investigations since restoring the tip 

by cleaning off modifications would lead to addressing the same Na2IrO3-states in every STS 

measurement, that happen to be those corresponding to a large band gap for the (1x1)-

reconstructed Na2IrO3 surface at room temperature. The picture that all measured dI/dV 
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spectra reflect the electronic characteristics of the Na2IrO3 surface implies that the number of 

observable spectral types is limited, while the number of observable spectral types in scenario 

1 could scale with the number of different tip modifications. 

Independently of the scenario, it is important to note that dI/dV spectra were measured on the 

clean (1x1)-reconstructed surface that show spectral weight in the whole bias voltage range 

from -1 V to 1 V (e.g. Figure 6.6 c), e) , Figure 6.7 c), Figure 6.8 a)). This implies that in-gap 

states are present at the freshly cleaved Na2IrO3 surface (and addressed in dependence of the 

tip modification), as the dI/dV signal at a given energy is proportional to the tip LDOS multiplied 

with sample LDOS at this energy. This means, that the Na2IrO3 surface exhibits a density of 

states within the previously interpreted Na2IrO3 Mott gap energy interval (chapter 3.4).  

Attempts to actively control the modification of the STM tip by sodium, e.g. by approaching the 

STM tip to the Na2IrO3 surface to pick up single sodium atoms, were employed in this work but 

not successful, leaving observations like in Figure 6.6 and Figure 6.7 to be a matter of chance. 

Sampling with different tips on multiple crystals, and multiple positions on the respective 

cleaved surface yields data that can be searched for robust spectral features. Such an 

extensive collection of data was done in the experimental work for this thesis.  

 

Summary on the addressability of Na2IrO3 states: 

o Three different spectral types are measured (addressed) on the Na2IrO3 surface. 

o The modification of the STM tip and the local surface structure determine the addressed 

spectral type. 

o At least one spectral type with in-gap spectral weight was found. 

o Discussing possible underlying processes, the measured spectral types are attributed 

to the electronic properties of the Na2IrO3 surface. 

 

 

6.3 Generic Spectral Types Found on the Na2IrO3 Surface  
 

Large amounts of STM/STS-measurements, covering various STM tips and tip modifications 

as well as various Na2IrO3 samples and local structures, were performed to investigate the 

spectral types found on the cleaved Na2IrO3 surface. Measurements were performed at 80 K 

as well as 300 K. It was found that each measured dI/dV spectrum can be described using 

only the three generic spectral types shown in Figure 6.10.  
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Figure 6.10 Three generic types of dI/dV spectra found on the freshly cleaved Na2IrO3 surface. Each 
dI/dV spectrum measured on the Na2IrO3 surface can be described via these three types. 

 

These three spectral types will be detailed in the following. If not stated differently, all presented 

dI/dV data in this section were measured on the clean, (1x1)-reconstructed surface without 

adjacent defects. STM/STS measurements done at 8 K using optical excitation of charge 

carriers are treated separately in chapter 6.5, since the optical excitation might introduce 

additional effects that need to be considered.  

 

 

6.3.1 Spectral Type 1 – Open Spectral Gap 

 

A prototypical dataset of type 1 spectra for 300 K and 80 K is depicted in Figure 6.11. The 

corresponding topographies are depicted in Figure 6.11 a) and c). 

 

 

Figure 6.11 Type 1 tunnelling spectra showing a spectral gap between -0.45 V and 0.35 V (300 K) and 
between -0.6 V and 0.6 V (80 K). The onsets of conductance at the borders of the gap manifest as steep 
flanks, as can be seen in b). The topographies in a) and c) show the (1x1)-reconstructed Na2IrO3-
surfaces where the spectra in b) were taken (marked by blue symbols). The setpoint for the topographies 
was -1 V, 100 pA. 
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The dI/dV spectra in Figure 6.11 b) exhibit a voltage interval where the conductance is below 

the experimental resolution limit. This interval lies between -0.45 V and 0.35 V at 300 K and 

between -0.6 V and 0.6 V at 80 K. The according spectral gap has a size of ~0.8 eV at 300 K 

and increases to 1.2 eV at 80 K. The gap size and its increase with decreasing temperature is 

similar to the values reported in previous STS measurements where the spectral gap was 

attributed to the Na2IrO3 Mott gap [18], [29]. In contrast, (spatially resolved) ARPES and optical 

conductivity measurements report a Mott gap of 0.34 eV - 0.4 eV with no significant 

temperature dependence (chapter 3.1).  

Two scenarios are discussed as possible pictures underlying type 1 spectra. The first scenario 

denotes the spectral gap to be the Mott gap between the Ir 5d jeff=1/2 Hubbard bands. The 

second scenario assumes that the Hubbard bands are not addressed when measuring type 1 

spectra, leaving the spectral gap to be the energy gap between the Ir 5d jeff = 3/2 and the Ir 5d 

eg bands (see chapter 2.2.3, Figure 2.6). 

 

Scenario 1: The type 1 spectral gap corresponds to the Mott gap. 

This scenario attributes type 1 spectra to the Na2IrO3 Mott gap between the iridium 5d 

jeff = 1/2 bands, i.e. the Hubbard bands, illustrated in Figure 6.12. 

 

 

Figure 6.12 Assignment of the type 1 spectral gap to the Na2IrO3 Mott gap. The Na2IrO3 energy 
diagram (single iridium picture) for the Ir 5d states including crystal field splitting, spin-orbit 
coupling, and Hubbard repulsion is shown on the left. The highest occupied band is the LHB, 
the lowest unoccupied band is the UHB, that arise from the jeff=1/2 bands due to Hubbard 
repulsion U. A sketched density of states corresponding to type 1 dI/dV spectra is plotted on the 
right. In this picture, the DOS outside the Mott gap arises from the LHB and UHB. 
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In the published STM/STS works [18], [29], this association was natural as only spectra 

of type 1 were found. Without the information that other spectral types exist, and since 

the Fermi level lies within the Mott gap, the observation of any spectral gap around the 

Fermi level has led to the assignment of this gap to the Na2IrO3 Mott gap. 

However, an absolute Mott gap size of ≥0.8 eV at the (1x1)-reconstructed surface was 

reported by STM/STS investigations only (Figure 3.10). ARPES and optical conductivity 

measurements neither report a comparably large Mott gap nor a significant temperature 

dependence of the Mott gap, Figure 3.8, Figure 3.9, and [19], [26]. Moreover, from the 

theory on Mott insulators, a significant temperature dependence - which is observed 

here - of the Mott gap is not expected (see chapter 2.2.3). 

 

Scenario 2: the type 1 spectral gap corresponds to the Ir 5d jeff=3/2-eg energy gap 

With the information that spectral types with apparent spectral weight within the type 1 

gap exist (chapter 6.2), the assignment of the type 1 spectral gap to an energy gap 

different from the Mott gap is considered. The premise for this scenario is that the 

jeff=1/2 Hubbard bands are not addressed in tunnelling spectroscopy when observing 

type 1 spectra. From the energy diagram for the Ir 5d states depicted in Figure 6.13, 

this leaves three possible energy gaps to consider: Ej3/2,UHB, ELHB,eg
 and Ej3/2,eg

. 

Presuming that the Mott gap size of 0.34 eV - 0.4 eV reported from ARPES and optical 

conductivity measurements is correct, the type 1 spectral gap would have to be very 

asymmetric if it corresponded to either Ej3/2,UHB or ELHB,eg
, since the LHB or UHB band 

edge would by much closer to the Fermi level than the jeff=3/2 or eg band edges. Hence, 

the proposed picture in scenario 2 is that the type 1 spectral gap corresponds to the 

energy gap between the highest Ir 5d jeff =3/2 and the lowest Ir 5d eg band, i.e. Ej3/2,eg
. 
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Figure 6.13 Assignment of the type 1 spectral gap the energy gap between jeff=3/2 and eg states 

in Na2IrO3, i.e. Ej3/2,eg
. The Na2IrO3 energy diagram (single Ir picture) for the Ir 5d states (left) 

shows the influences of crystal field splitting, spin-orbit coupling and Hubbard repulsion. In the 
framework of scenario 2, the type 1 dI/dV signal outside the spectral gap corresponds to density 
of states from jeff=3/2 and eg states, while the jeff=1/2 states are not addressed (right). 

 

The dispersion and the relative energetic positions of the jeff=3/2 and eg bands are 

subject to ongoing research [44]. To the best knowledge of the author of this thesis, 

only the energy separation from crystal field splitting ∆Eeg,t2g
≈ 2 eV − 3 eV was 

estimated from experimental results (see chapter 2.2.1), and no temperature 

dependent investigation was conducted in this regard. From research works using 

optical conductivity measurements, ARPES, x-ray absorption spectroscopy and ab-

initio calculations, the onset of the highest jeff=3/2 band is estimated to be between -0.4 

eV and -0.6 eV at room temperature [44], [120]. The energy separation between the jeff 

=3/2 and the upper jeff =1/2 Hubbard band was reported to be ~0.72 eV [120]. As the eg-

bands energetically lie above the UHB, the jeff =3/2-eg energy gap must be larger than 

0.72 eV at 300K, which is in accordance with the type 1 spectra at 300 K.  

Furthermore, the strong temperature dependence of type 1 spectral gap can be 

explained in this framework. From semiconductors, it is well known that an increase of 

band gaps occurs with decreasing temperature, arising e.g. from changing interatomic 

distances [121]. In Na2IrO3, a change of interatomic distances would also impact the 

energy splitting in Ir t2g and Ir eg bands due to crystal field splitting, potentially leading 

to a considerable temperature dependence of Ej3/2,eg
. This picture is reinforced by the 

STM/STS-observation of Lüpke et al. [29], stating that the type 1 spectral gap varies by 

0.25 eV in the vicinity of vacancies, i.e. close to local alterations of the interatomic 

distances. Hence, the rather large absolute change by 50 % of the type 1 spectral gap 

from 0.8 eV at 300 K to 1.2 eV at 80 K can be explained in scenario 2, while scenario 
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1 (type 1 spectral gap =̂ Mott gap) fails to explain the temperature dependence, since 

it emerges from onsite electron-electron correlation.  

 

In the context of addressability, scenario 2 implies that the transfer matrix element for Na2IrO3 

jeff =1/2 wave functions is (nearly) zero for tip states leading to the observation of type 1 spectra, 

i.e. that a dI/dV emerging from jeff =1/2 states is below the STS resolution limit.  

 

Summary on the Type 1 dI/dV Spectra 

o Type 1 spectra taken on the clean (1x1)-reconstructed Na2IrO3 surface show a spectral 

weight gap of 0.8 eV at 300 K and 1.2 eV at 80 K. 

o It is proposed that the Na2IrO3 Hubbard bands are not addressed when type 1 spectra 

are observed by means of STS. 

o Assigning the type 1 spectral gap to the jeff =3/2-eg energy gap is plausible and in 

accordance with other spectroscopic works.  

 

 

6.3.2 Spectral Type 2 – Symmetric In-Gap States  

 

A typical dataset showing the second spectral type found on Na2IrO3 surfaces at 300 K and  

80 K is shown in Figure 6.14 b). The setpoints were chosen identically to the data shown in 

Figure 6.11. 

At 300 K, type 2 spectra exhibit broad, symmetric dI/dV peaks with maxima at -0.5 V and        

0.5 V. These peaks will be referred to as D (-0.5 V) and D* (0.5 V). The full width half maximum 

is 0.4 V - 0.5 V for both peaks. The tails of peaks D and D* result in a small dI/dV signal in the 

vicinity of the Fermi level (Figure 6.14 b), that reaches the resolution limit at the minimum. At 

negative voltages below -0.7 V the onset of another spectral feature is visible. Considering the 

energetic position, this feature resembles the onset of spectral weight at negative voltage from 

the steep flank bordering the type 1 spectral gap. No analogous onset of spectral wight is seen 

in the dI/dV curve at positive voltages. 
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Figure 6.14. Type 2 tunnelling spectra showing dI/dV peaks, referred to as D and D*, within the type 1 
spectral gap voltage region. Measurements were done at 300 K (solid line) and 80 K (dashed line). The 
setpoint was -1 V, 100 pA. The topographies in a) and c) show the (1x1)-reconstructed Na2IrO3-surfaces 
where the spectra presented in b) were taken (marked by green symbols). b) At 300 K, the peak maxima 
are at -0.5 V (D) and 0.5 V (D*). The peaks are symmetrical with respect to the Fermi level with a FWHM 
of 0.4 V - 0.5 V for both peaks. At 80 K, the overall spectral weight of the peaks is reduced and only a 
small shoulder remains from D. D* still manifests as distinct peak with the maximum at 0.35 V. For 
comparison, the type 1 spectral gap interval is marked in grey for 300 K (solid line) and 80 K (dashed 
line). 

 

At 80 K, both peaks are less prominent. From D, only a tiny shoulder remains in the spectrum, 

while D* is still observed as pronounced peak. The peak maximum of D* is found at ~0.35 V. 

The spectral weight in the vicinity of the Fermi level, i.e. the D and D* tails, remains similar to 

the case at 300 K. Next to D and D*, onsets of further spectral features are found at -0.5 V and 

0.6 V. These onsets resemble the flanks bordering the spectral gap found in type 1 spectra at 

80 K. 

In the following, the possible origin of type 2 spectra is discussed in two scenarios. In scenario 

1, D and D* are assumed to emerge from the iridium jeff=1/2 states and hence represent the 

Hubbard bands. Scenario 2 incorporates the high defect density found on the cleaved Na2IrO3 

surface and denotes D and D* to be related to defect states.  

 

Scenario 1: the peaks D and D* emerge from Ir-5d jeff=1/2 states. 

The premise of this scenario is that the Na2IrO3 Hubbard bands are not addressed in 

type 1 spectra but are addressed in type 2 spectra. Then, peak D corresponds to the 

LHB, while peak D* corresponds to the UHB. This scenario is visualized in Figure 6.15. 
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Figure 6.15 Assignment of the type 2 spectral peaks D and D* to the Na2IrO3 Hubbard bands. 
The Na2IrO3 energy diagram (single iridium picture) for the iridium 5d-states (left) shows the 
influences of crystal field splitting, spin-orbit coupling and Hubbard repulsion. In the framework 
of this scenario, the type 2 dI/dV peak D emerges from the LHB and peak D* emerges from the 
UHB (right).  

 

The Mott gap in Na2IrO3 was reported by ARPES and optical conductivity works to have 

a size between 0.34 eV and 0.4 eV (see chapters 2.3 and 3.1). Additionally, it was 

reported that the Mott gap size is temperature independent between 8 K and 300 K. 

Ignoring the tails of the peaks D and D* in the vicinity of the Fermi level, the spectral 

gap between the peaks D and D* in type 2 spectra is estimated to have a size between 

0.2 eV and 0.3 eV at 300 K and does not increase at 80 K. Despite being slightly 

smaller, this type 2 spectral gap resembles the Mott gap reported from ARPES and 

optical conductivity measurements. This implies that the small spectral weight from the 

peak tails close to the Fermi level was either not observed or not considered in the 

literature. From the full width half maximum of D and D* at 300 K, the related bandwidth 

of the LHB and UHB would be estimated to ~1 eV. Here, ARPES investigations provide 

an unprecise picture, reporting bandwidths of the LHB between 0.1 eV and 1 eV (see 

chapter 3.1). From the theory of Mott-Hubbard insulators (chapter 2.2.3) it is known that 

the opening of a Mott gap requires the Hubbard repulsion to be larger than the 

bandwidth. Hence, a narrow band aids the formation of a Mott gap. However, this does 

not mean that a bandwidth of 1 eV forbids the opening of a Mott gap; it only implies that 

the Hubbard repulsion needs to be stronger compared to the case for narrower bands. 

It is also clear from the Mott-Hubbard-insulator theory that the LHB and the UHB have 

similar densities of states, as they arise from the same band that is split by the Hubbard 

repulsion. This Hubbard repulsion symmetrically shifts the LHB and UHB away from 

the Fermi level. Consequently, it would be expected that LHB and UHB result in similar 

dI/dV peaks that are symmetric around the Fermi level, exactly as observed with the D 

and D* peaks.  
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This scenario implies that the type 1 spectral weight gap does not correspond to the 

Mott gap. Then, the onsets of spectral weight in type 1 spectra would be interpreted to 

arise from iridium jeff=3/2 and eg states. Consequently, the onsets of spectral features 

at –0.7 V (300 K), -0.5 V (80 K) and 0.6 V (80 K) in type 2 spectra could be assigned 

to jeff=3/2 and eg states. The spectral weight from eg states is not observed in type 2 

spectra at 300 K. A possible explanation is that the conductance provided by the states 

underlying the D* peak overshadows the eg -conductance at 300 K but not at 80 K. In 

this case, D* would mask the onset of spectral weight from the eg -states. 

 

Scenario 2: D and D* are related to defect states. 

The premise of this scenario is that the Na2IrO3 Hubbard bands are addressed in type 

1 spectra. Then, peaks D and D* would emerge from states within the Na2IrO3 Mott 

gap. As no bands are apparent in the Mott gap, this scenario assigns the peaks D and 

D* to defect states, even though type 2 spectra are observed in tunnelling spectroscopy 

measurements on the clean, (1x1)-reconstructed surface. Nevertheless, for a detailed 

analysis the consequences from such a scenario are discussed here. 

The picture is as follows: the high density of defects results in a significant spectral 

weight arising from the defect states throughout the whole Na2IrO3 surface (and 

possibly the bulk). On homogeneous surfaces, defect states usually correspond to 

sharp dI/dV peaks. The small average inter-defect distance of only a few nanometres 

results in a considerable overlap of the wavefunctions corresponding to the defect 

states, leading to a broadening of the spectral weight peaks in the dI/dV spectra. This 

might be in accordance with the bandwidth of ~1 eV at 300 K derived from the FWHM 

of D and D*. In this scenario, the peaks D and D* are proposed to correspond to 

acceptor (D) and donator (D*) states. 

 

Comparing the two presented scenarios, scenario 1 is favoured as it provides a simpler picture 

than scenario 2 to explain the observations tied to spectra of type 2. Furthermore, scenario 1 

is consistent with the interpretation that the type 1 spectral gap corresponds to the jeff =3/2-eg 

energy gap, fitting to the Na2IrO3 Ir 5d energy diagram (Figure 6.15). Finally, it also provides a 

straightforward picture regarding the addressability of states. The Na2IrO3 Hubbard bands 

arise from the jeff=1/2 states, corresponding to a single d-orbital, while the jeff=3/2 and the eg 

states each correspond to two other d-orbitals. Hence, the observation of type 2 spectra would 

depend on the transfer matrix element of the transition between the jeff=1/2 orbital and the STM 

tip.  
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Summary on the Type 2 dI/dV Spectra 

o Type 2 spectra taken on the clean Na2IrO3 surface show two dI/dV peaks within the 

type 1 spectral weight gap.  

o These dI/dV peaks are assigned to the Na2IrO3 Hubbard bands. 

o The dI/dV peak position fits to a temperature independent Mott gap size of 0.2 eV – 0.3 

eV. 

 

 

6.3.3 Spectral Type 3 – Linear Band Gap Closing 

 

The third and final generic spectral type found on the Na2IrO3 surface is depicted in             

Figure 6.16. dI/dV curves at 300 K and 80 K are shown in Figure 6.16 b). The underlying clean 

Na2IrO3-surfaces are (1x1)-reconstructed as seen Figure 6.14 a) and c). The setpoints were 

chosen identically to the data shown in Figure 6.11 and Figure 6.14 (-1 V, 100 pA).  

The defining characteristic of type 3 spectra is a V-shaped spectral weight within the spectral 

gap region in type 1 spectra. Here, the term “V-shaped” refers to the shape of the dI/dV vs. V 

curve within a voltage interval around the Fermi level. For 300 K, this interval spans from -0.4 

V to 0.45 V. For 80 K, this interval is larger, extending from -0.65 V to 0.55 V (black arrows in 

Figure 6.16 b)). These temperature dependent intervals resemble the position of the spectral 

weight gaps found in type 1 spectra. Outside these voltage intervals, the type 3 dI/dV curves 

deviate from the V-shaped course. The minimum of the V-shape is always situated at the Fermi 

level and in close proximity of this minimum the dI/dV curve is slightly “rounded”, deviating from 

the otherwise linear course. This rounding can be attributed to thermal smearing. 
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Figure 6.16 Type 3 tunnelling spectra showing in-gap states with a linear dI/dV vs. V. The topographies 
in a) and c) show the (1x1)-reconstructed Na2IrO3-surface at 300 K and 80 K. The spectra in b) were 
taken at the position marked by the red symbols. The setpoint for the topographies as well as the 
spectroscopy setpoint was -1 V, 100 pA. Within the energy interval where type 1 spectra exhibit a 
spectral gap (marked by the solid (300 K) and dashed (80 K) grey lines), the type 3 dI/dV has a linear 
course vs. the voltage, manifesting in a V-shape with the minimum at the Fermi level. At the minimum, 
the dI/dV value reaches the resolution limit of the measurement. The dI/dV curves deviate from the V-
shape (black arrows) at -0.4 V and 0.45 V for 300 K and -0.65 V and 0.55 V at 80 K. The energetic 
positions of these changes from the V-shape resemble the energetic positions of the onsets of spectral 
weight in type 1 spectra. d), e) Sketch of the proposed band dispersion behind the spectra shown in b) 
for charge carriers with a direction independent group velocity. Presuming the in-gap states to be a 
feature of the two-dimensional surface, the spectral results imply the existence of a Dirac-cone in the 
band gap region. Presuming the in-gap states to be a feature of the three-dimensional bulk, the spectral 

results imply a E(k) ∝ k3 2⁄  dispersion relation. f) Schematic density of states corresponding to the V-
shaped dI/dV. 

 

As assumed in chapter 5.5.4, the dI/dV in tunnelling spectroscopy is proportional to the 

sample’s density of states. Considering the situation of tip-dependent addressability of states, 

this statement is modified to: measured dI/dV in tunnelling spectroscopy on Na2IrO3 is 

proportional to the addressed sample’s density of states. Even though the absolute values are 

difficult to interpret, the shape of the dI/dV curve reveals deeper physical insights. According 

to equation 5.9, i.e. dI dV⁄ ∝ DSample, the linear in-gap dI/dV for type 3 spectra translates to an 

also linear course of the related sample density of states DSample versus the energy. It is 

important to note, that the observation of type 3 spectra is done on clean Na2IrO3 surfaces and 
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is not an exclusive feature of structures like point defects or step edges. The underlying density 

of states (DOS) is therefore either a feature of the very surface or the whole crystal. The first 

case implies a 2D density of states, the second case a 3D-DOS. Under the restriction that the 

group velocity of the charge carriers is independent from the spatial direction, it is possible to 

relate the V-shape in type 3 spectra to band dispersion characteristics. The relation between 

the density of states D(E) and the dispersion relation E(k) has the proportionality [90], [92]: 

 
D(E) ∝ ∫

dSE

|∇kE(k⃗ )|

 

E(k⃗⃗ )=const.

   , 6.2 

 

with the surface element dSE of the surface of constant energy E(k⃗ ) = E and ∇kE(k⃗ ) =

dE(k⃗ ) dk⊥⁄ , where dk⊥ is perpendicular to dSE. Using: 

 dI

dV
(V) ∝

dI

dV
(E) ∝  E ∝ DSample(E) 6.3 

 

and the finding of the linearity in type 3 spectra 

 
∫

dSE

|∇kE(k⃗ )|

 

E(k⃗⃗ )=const.

  ∝ E 6.4 

 

the proportionality in equation 6.2 can be simplified to: 

 

 
D(E) ∝ (

∂E

∂k
)
−1

∙ k(d−1)  ∝ 𝐸 , 6.5 

 

with the wavevector k and the dimensionality d = {2,3}. In two dimensions, the proportionality 

6.5 is fulfilled for E(k) ∝ k, i.e. a Dirac cone similar to the case of graphene. For a three-

dimensional system, the proportionality 6.5 is fulfilled for E(k) ∝ k3 2⁄ . The according models 

are sketched in Figure 6.16 d) - f).  

It is tempting to assign the band gap closing via a Dirac-cone to the bulk boundary 

correspondence for a topologically insulating Na2IrO3. However, this is not the only possible 

reasoning for the emergence a linear dI/dV. Therefore, a brief discussion on the possible 

physical origins of type 3 spectra will be given in the following.  
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Scenario 1: The V-shaped dI/dV corresponds to a Coulomb gap. 

The premise for this scenario is two-fold. Firstly, it is presumed that the states 

underlying the V-shaped dI/dV are localized and mediate variable hopping 

conductance. This is in accordance with transport investigations showing that the 

electric conductance in Na2IrO3 is variable range hopping mediated below room 

temperature (see chapter 4.1). Secondly, it is assumed that the inter-site electron-

electron correlation is significant for these states.  

As introduced in chapter 5.7.4, the emergence of a pseudo gap referred to as the 

Coulomb gap is the result of such correlation effects, modifying the variable range 

hopping ansatz. In the theoretical description of VRH, it is assumed that the relevant 

energy interval around the Fermi level EF in which hopping takes place is rather narrow, 

yielding the simplification to a constant density of states around EF. It was argued in 

chapter 5.7.4, that correlation effects enforce the emergence of a Coulomb gap around 

EF with a DOS of the form 

 𝑁(𝐸) ∝  𝑁0|𝐸 − 𝐸𝐹|
𝑛, 𝑛 = 1     in 2D   ,     𝑛 = 2     in 3D. 6.6 

 

Hence, a linear (V-shaped) DOS in the vicinity of the Fermi energy resembles a 

Coulomb gap in a two-dimensional system. However, it needs to be kept in mind that 

the opening of a Coulomb gap is usually observed at low temperatures, which in-turn 

corresponds to small gap sizes. This would render the emergence of a Coulomb gap 

as underlying phenomenon in type 3 spectra to be highly unusual, as the V-shape 

persists at least up to 300 K. The macroscopic electrical resistance of materials 

exhibiting a Coulomb gap has a characteristic temperature dependence of ln (𝑅(𝑇)) ∝

1 𝑇1 2⁄⁄ , independent from the systems dimensionality (see chapter 5.7.4). Hence, it is 

instructive to discuss the transport results from chapter 7 before concluding on the role 

of inter-site correlation in the context of type 3 spectra. 

 

Scenario 2: Proximity to the Hubbard Metal-Insulator transition 

It was recently reported for Na2IrO3 and other jeff=1/2 systems like Sr3(Ir1-xRux)2O7 and 

(Sr1−xLax)2IrO4 that disorder and doping can result in the narrowing or even closing of 

the Mott gap [26], [122], [123]. According STM/STS datasets taken on                         

Sr3(Ir1-xRux)2O7 and (Sr1−xLax)2IrO4 are shown in Figure 6.17. 
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Figure 6.17 Closing of the Mott gap in (Sr1−xLax)2IrO4 and Sr3(Ir1-xRux)2O7 due to doping and 
disorder, respectively. a)-c) dI/dV line cuts along the lines on the respective topography on the 
right sides measured on the Sr3(Ir1-xRux)2O7-surface [122]. The doping level was reported to 
correlate with the topographic height. Hence, the colour scale in the topographies represents 
the local variations of doping induced by the substitution of iridium with ruthenium, where white 
represents high and black represents low doping. At 50% ruthenium substitution, all dI/dV 
spectra show a V-shaped Mott gap closing. For less substitutions, the local doping strength 
determines the form of the dI/dV spectrum. At low doping (a), an open Mott gap is observed that 
closes gradually with increasing local doping until the gap is again closed in a V-shaped fashion 
b), c). Reprinted from [122]. d)-f). Closing of the Mott gap in (Sr1−xLax)2IrO4 due to disorder [123]. 
Both, a Mott gap as well as a closed gap with a V-shaped characteristic around the Fermi level 
can be observed, d). e) Colour coded STM-topography according to the colours in d). Red areas 
predominantly have closed gaps, blue areas exhibit Mott gaps. f) dI/dV spectra along the white 
line in e), showing the gradual transition between V-shaped gap closing and a Mott gap upon 
moving between areas with high and low disorder. Reprinted from [123]. 

 

It was shown that the closing of the Mott gap in these materials gradually correlates 

with the degree of doping or defect density, where it is the actual Hubbard band edges 

that move closer to the Fermi level. The closing of the Mott gap occurs with a “V-

shaped” dI/dV characteristic. This V-shape is similar to the characteristic of the in-gap 

dI/dV of type 3 spectra in Na2IrO3. Published work on a similar impact of disorder for 

Na2IrO3 does not exist to the best knowledge of the author. However, work on the effect 

of doping at the Na2IrO3 surface was performed [26]. It was argued that doping of the 

topmost iridate layer is dependent on the surface termination. For the Na-termination 

((1x1)-reconstruction), each surface Na atom donates one electron. This electron 

donation is absent in the case of an iridate termination. It was proposed that this 

difference in electron donation results in a smaller Mott gap of ~0.4 eV at the Na-

terminated ((1x1)-reconstructed) surface compared to the iridate terminated surface 

with a Mott gap of ~1.0 eV.  

There are two arguments against a V-shaped Mott gap closing due to the proximity to 

an insulator-metal transition for Na2IrO3. The first argument arises from the prior results 

on the termination dependent doping effect in Na2IrO3 mentioned earlier [26]. The 

according work used spatially resolved ARPES as well as evaporation of potassium 
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onto the cleaved Na2IrO3 surface to study the effect of doping, observing a gradual 

change of the size of the measured Mott gap. Considering that the Na2IrO3 bulk is 

robustly Mott insulating, the reported doping effect would go into the wrong direction for 

the data presented in this thesis. A Na-terminated surface results in electron doping of 

the underlying iridium layer that is close to the doping of an iridate layer deep in the 

bulk. In contrast, the iridate layer on top of an iridate terminated surface experiences 

less electron doping since a complete adjacent sodium layer is missing. Now, the work 

[26] reported an increased Mott gap size for the iridate termination, not a decreased 

one. In all the STM/STS-measurements presented in this thesis, the maximum Na-

surface content is the one of the (1x1)-reconstruction where 2/3 of the surface Na is 

missing compared to bulk Na-layers. Hence, if anything, the Mott gap observed by 

means of STS should be equal or larger compared to the bulk Mott gap. This might be 

an interesting ansatz to explain the spectral gap size of 0.8 eV at 300 K measured in 

type 1 spectra, being larger than reported Mott gap values, but cannot explain the 

existence of type 3 spectra.  

Independent of this, the second argument against a V-shaped gap closing in the 

proximity of a Mott insulator-metal transition is much simpler. No gradual transition 

between type 1, type 2 and type 3 spectra upon moving across the sample surface 

could be related to local structures, e.g. defects. Even though there is an impact of the 

local surface structure on the addressability of the different spectral types, no clear 

correlation to a spatially dependent gradual change of dI/dV data was found. This either 

means that type 3 spectra cannot be explained in an insulator-metal transition 

framework or that the proximity to the transition is constant throughout the surface. The 

latter point is unrealistic considering the high defect density and variation on the Na2IrO3 

surface that introduces both, local disorder and doping. 

Consequently, a doping or disorder induced Mott insulator-metal transition is not 

adequate to describe the emergence of type 3 spectra in the context of the surface 

morphology and the simultaneous existence of type 1 and type 2 spectra. 

 

Scenario 3: Non-trivial Topology   

As described in chapter 3.2, non-trivial topology was proposed for Na2IrO3 in a weak 

3D sense, where individual layers of the crystal structure form 2D TIs with conductive 

edge channels, i.e. quantum-spin-Hall systems. However, the prospect of a strong 3D-

TI characteristic was also theoretically considered, even though it was argued that this 

would require an increase of the inter-layer distance of ~30% (chapter 3.3).  
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The type 3 in-gap spectral weight is observed at clean surfaces and not exclusively 

found at step edges. Thus, presuming that the V-shaped dI/dV emerges from 

topologically protected boundary states, the underlying topology would be of strong 3D-

TI type. The bulk-boundary correspondence of a strong 3D-TI, i.e. the in-gap states at 

the boundary to a topologically trivial material, is realized by the emergence of a Dirac-

cone. Here, the vacuum serves as topologically trivial medium [124] at the boundary, 

i.e. the Na2IrO3 sample surface. This is fitting to the measured linear in-gap dI/dV of 

type 3 spectra for a 2D system. Topologically protected surface states do not depend 

on the surface structure. Hence, this scenario implies that type 3 spectra must also be 

apparent on the iridate terminated, (√3x√3)R30°-reconstructed surface. Successful 

STM/STS-measurements on the (√3x√3)R30°-reconstructed surface are scarce and 

the identification of this reconstruction usually requires adjacent (1x1)-reconstructed 

terraces, as the (√3x√3)R30°-reconstructed surface is commonly densely populated 

with defects. Such a rare dataset is depicted in Figure 6.18.  

 

 

Figure 6.18 Simultaneous observation of an open spectral gap as well as a V-shaped gap 
closing for the (√3x√3)R30°-reconstructed surface at 300 K. (a) Constant current topography 
map covering one (1x1)-terrace and two (√3x√3)R30°-terraces, recorded using a setpoint of        
-1.5 V and 100 pA. (b)-(d) dI/dV curves taken at the terraces indicated by blue arrows. (b) Shows 
a type 3 V-shaped gap closing on the (√3x√3)R30°-reconstructed surface. (c) Shows a type 1 
spectral gap on the (√3x√3)R30°-reconstructed surface. (d) Shows a combination of type 1 and 
type 3 spectra on the (1x1)-reconstructed surface. 

 

One (1x1)-reconstructed and two (√3x√3)R30°-reconstructed surfaces are depicted in 

Figure 6.18 a). Spectra taken on the respective free surface are shown in Figure 6.18 

b) to d). As can be seen, both, type 1 and type 3 spectra were found on the 

(√3x√3)R30°-reconstructed surface, confirming that the in-gap spectral weight with a 

linear dI/dV characteristic can be found on both terminations of the Na2IrO3 surface. 
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The observation that the same tip shows deviating spectroscopic results at two 

adjacent terraces with the same termination is not unique for the (√3x√3)R30°-

reconstruction. This is discussed for the (1x1)-reconstruction in chapter 6.4. 

Considering the known ARPES data on Na2IrO3 surface, only one work reports in-gap 

states with a linear dispersion (chapter 3.1). Other ARPES works report a band gap 

with no in-gap states or no linear dispersion. Therefore, ARPES as the usual method 

to confirm surface states being related to topology fails to paint a clear picture. Another 

method to gain insights on potential topological behaviour is the search for quasiparticle 

interference, that requires an excellent signal to noise ratio in STM/STS measurements. 

To achieve this, employing measurements at low temperatures is mandatory. STM 

measurements at LHe temperature on Na2IrO3 were successfully performed for the first 

time in the experimental work for this thesis (see chapter 6.5), but no hallmarks of 

quasiparticle interference could be observed. Measurements at 80 K did not show clear 

patterns in the STS-maps that could be related to any k⃗ -dependencies of scattering by 

Fourier transforming such STS maps, independent of the considered energy. Quasi-

particle interference measurements require an excellent signal to noise ratio. Hence it 

is possible that lower measurement temperatures than 80K are required to measure 

quasiparticle interference on the Na2IrO3 surface. 

From the three scenarios presented to approach the physical picture underlying type 3 spectra, 

scenario 2 can be directly discarded. Scenario 1 suggests a large coulomb gap of 0.8 eV that 

persists up to 300 K. This appears to be very unlikely but requires further investigation, e.g. 

via macroscopic transport measurements. This leaves non-trivial topology as the most likely 

picture among the scenarios presented here. It predicts the emergence of a highly conductive 

metallic surface channel that should be observable in macroscopic surface transport 

measurements, as the bulk conductance is hopping mediated and follows a different 

temperature dependence than metallic conductance.  

 

Summary on the Type 3 dI/dV Spectra: 

o Type 3 spectra taken on both Na2IrO3 surface terminations show in-gap states 

resembling a linear DOS vs energy. 

o The in-gap states cannot be explained in the framework of a Mott-Hubbard insulator. 

o The picture of Na2IrO3 being a strong 3D-topological insulator fits to all characteristics 

of type 3 spectra.  

o Published photoemission spectroscopy investigations are inconsistent and further 

ARPES work is required in the context of the emergence of type 3 spectra in Na2IrO3. 
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6.4 Robustness of the Surface In-Gap States 
 

Since vacuum is topologically trivial, the surface of a strong 3D topologically non-trivial material 

in vacuum must exhibit in-gap states with a linear dispersion at the band crossing, i.e. the 

emergence of a Dirac-cone (chapter 3.2). These boundary states are not dependent on the 

surface properties and therefore robust against any alterations, like defects, non-magnetic 

impurities etc. For a strong 3D-TI, this also means that the boundary states are robust across 

extended defect structures like step edges. Presuming now that type 3 spectra are the hallmark 

of a topology related band gap closing at the surface via a Dirac-cone, step edges should not 

inhibit the emergence of type 3 spectra. A dataset probing the robustness of the type 3 

spectrum is depicted in Figure 6.19. 

Here, single dI/dV-spectra were taken across a step edge separating two (1x1)-reconstructed 

terraces, as shown in the inset of Figure 6.19 a). The spatial distance between single 

spectroscopy measurements is 1 nm. Starting on the upper terrace, spectra of type 3 with the 

V-shaped dI/dV are observable. Upon approaching the step edge, the overall conductance in 

the V-shape voltage-interval decreases but qualitatively persists, as shown in the zoom-in 

depicted in Figure 6.19 b). Hence, the spectral type 3 does not change across the step edge 

and the step edge itself does not add or inhibit any distinct spectral features. Instead, it acts 

only as a transition zone between the upper and the lower terrace. The higher overall 

conductance in vicinity of the Fermi level on the upper terrace may be an addressability related 

issue. It is under current investigation, why equivalent terraces (both (1x1)-reconstructed) 

exhibit different absolute in-gap dI/dV values for type 3 spectra. However, it is evident that type 

3 spectra are robust across step edges, fitting to the ansatz that relates them to strong 3D 

topology induced surface in-gap states. 
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Figure 6.19 Influence of step edges on type 3 spectra. (a) dI/dV spectra recorded equidistantly across 
a single step on a (1x1)-reconstructed surface. The lateral distance between the spectra is 1 nm. The 
recording positions are marked in the inset and colour coded according to the dI/dV curves. A smooth 
transition of the curves is observed when crossing the step edge, without a change in the qualitative 
shape of the spectra. However, the overall conductivity is altered. The deviation regarding the spectral 
weight onset at bias voltages lower than -0.8 V is due to the fact that the integral of the dI/dV curves 
from the setpoint to the Fermi level has to be constant. (b) Zoom-in according to the dashed grey box in 
(a). The band gap closing resembles a V-shape on an energy scale of several hundred meV. 

 

Summary on the robustness of type 3 spectra across step edges: 

o Type 3 spectra are robust across step edges. 

o The measured overall conductance varies between two adjacent terraces with the 

same reconstruction. 

 

 

6.5 STM Measurements on Na2IrO3 at 8 K Using Optically Excited Charge 

Carriers 
 

STM investigations require the probed material to be sufficiently conductive to establish a 

stationary tunnelling current. Transport in Na2IrO3 was reported to be variable range hopping 

mediated at low temperatures, where the resistance exponentially increases upon cooling. At 

the minimum achievable temperature of 8 K, the Na2IrO3 conductance is too low to establish 

sufficiently high currents trough the sample between the tunnelling junction and the contacts 

attached to the sample. No tunnelling current could be established using the standard STM-
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procedure at 8 K, causing immediate crashes of the tip into the sample, as the tip height 

adjustment is based on the distance-dependent tunnelling current.  

An approach based on the works of P. Kloth [125], [126] was employed, where charge carriers 

are optically excited at the Na2IrO3 surface to generate sufficient conductance for a stable 

tunnelling current. Figure 6.20 displays this approach schematically. 

 

Figure 6.20 Scheme of the optical excitation assisted STM measurements on the Na2IrO3 surface at      
8 K. A laser with a wavelength of 785 nm and a power of 4.25 mW was used to simultaneously illuminate 
the STM tunnelling junction and the sample surface area between tunnelling junction and sample 
contact. The optical excitation of charge carriers introduces a sufficiently high conductance to establish 
a stable tunnelling current despite the sample being highly insulating.  

 

In contrast to the STM measurements at 80 K and 300 K, electrical contacts were not only 

applied at the bottom of the sample but also on the top, following the same preparation 

procedure as used for macroscopic transport measurements (see chapter 5.3.2). After 

cleaving at room temperature in UHV, the residual top contacts border the freshly cleaved 

surface. With this, current passing through the tunnelling junction can flow in the 

crystallographic in-plane direction, where the resistivity is two to three orders of magnitude 

lower than in the out-of-plane direction (chapter 4.1). As this alone is not sufficient at 8 K, and 

since there is no other way to establish stable tunnelling, the next step is to illuminate the 

tunnelling junction as well as the sample surface between a surface contact and the tunnelling 

junction. For this, a laser with a wavelength of 785 nm at 4.25 mW was used. A detailed 

description of the technical laser setup for the STM is found in [125], [126]. The conductance 

induced by optical excitation is sufficient to carry small tunnelling currents between 10 pA and 

50 pA at a setpoint voltage of 2 V. With this, for the first time STM measurements on Na2IrO3 

at 8 K were possible. A topography acquired with this setup is depicted in Figure 6.21. 
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Figure 6.21 STM topography of the freshly cleaved Na2IrO3 surface at 8 K. The setpoint parameters are 
2 V and 10 pA. A quasi-hexagonal surface corrugation with an average feature-to-feature distance of 
0.6 nm ± 0.04 nm is visible. This is in agreement with the structural parameters of the (1x1)-
reconstructed Na2IrO3 surface. Additionally, local chain-like rearrangements are found (black arrows) 
that are absent at higher temperatures.  

 

The surface shows a quasi-hexagonal reconstruction with an average distance between 

neighbouring features of 0.6 nm ± 0.04 nm. This is in agreement with the known sodium 

terminated, (1x1)-reconstructed surface observed at higher temperatures. It is concluded that 

the corrugation in Figure 6.21 arises from surface sodium atoms. Additionally, local 

rearrangements of sodium atoms into short, chain-like structures are observed (black arrows, 

Figure 6.21). These short chains are not seen at 80 K or 300 K and their origin is yet an open 

issue. 

Next to topographic data, first spectroscopic investigations were done at 8 K. In contrast to the 

findings at higher temperatures, only one type of spectrum was found regardless of local 

surface structures or the STM tip. Such a dI/dV spectrum is depicted in Figure 6.22. The initial 

setpoint was 2 V at 50 pA. Between -2 V and 1.5 V, the dI/dV is V-shaped, showing similarity 

to type 3 spectra. Upon approaching the initial setpoint and above 1.5V, the dI/dV curve 

deviates from the linear course and decreases sharply close to 2 V. The minimum of the 

spectrum is found in the vicinity of the Fermi level. 
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Figure 6.22 dI/dV spectrum taken on the (1x1)-reconstructed Na2IrO3 surface at 8 K. The position on 
the surface is marked in black in the topography. The initial setpoint was 2 V at 50 pA. Between -2 V 
and 1.5 V, the spectrum is V-shaped. This linear course deviates close to the setpoint. 

 

As the STM/STS work on Na2IrO3 at 8 K is at early stages, the origin of such spectra is yet 

under current investigation. However, from the similarities to type 3 spectra, it could be 

speculated that the spectrum in Figure 6.22 might have the same origin. At higher 

temperatures, the type 3 V-shape maintains the dI/dV linearity roughly within the type 1 

spectral gap region. In turn, the size of the type 1 spectral gap increases with decreasing 

temperatures (0.8 eV at 300 K vs 1.2 eV at 80 K). If these phenomena – type 1 spectral gap 

and type 3 V-shape – are connected, and if the type 1 spectral weight gap size is drastically 

increased at 8 K, Figure 6.22 might show type 3 spectra. However, this is speculative at this 

point. Importantly though, no signature corresponding to type 1 or type 2 spectra is found at 8 

K.  

 

Summary on the STM/STS investigation of the Na2IrO3 surface at 8 K: 

o First successful STM/STS measurements on the freshly cleaved Na2IrO3 surface at 8 

K were performed using optical excitation of charge carriers. 

o The (1x1)-reconstruction with local chain-like rearrangements of sodium was found. 

o Tunnelling spectroscopy measurements show an extended V-shaped dI/dV and no 

signatures of type 1 or type 2 spectra. 
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7 Macroscopic Transport Measurements 
 

The investigation of the freshly cleaved Na2IrO3 surface by means of scanning tunnelling 

techniques revealed multiple electronic characteristics of the surface that were not reported in 

published works. From the discussion of these characteristics, it is clear that further 

experimental work using alternative methods is required to conclusively assign a model that 

underlies the found electronic characteristics. Transport measurements of the freshly cleaved 

surface can yield deeper insights. Such transport measurements were performed using the 

home-built setup described in chapter 5.6 and will be presented in the following. Previously 

published transport works on Na2IrO3, which focused on the bulk transport properties, are used 

as reference to the data from uncleaved samples.  

In the context of this thesis, samples from three different synthetization batches were 

investigated for the transport characteristics of the Na2IrO3 surface. Samples from two of the 

three batches showed that a conductive channel exists at the Na2IrO3 surface, which is not 

hopping mediated in contrast to the bulk transport. Early results from the first batch are found 

in the bachelor thesis of S. Maamar [127]. The transport investigations presented here were 

done on a sample from the second synthetization batch, detailing the finding of a conductive 

surface channel. On-going investigations on the third batch show no enhanced surface 

conductance. This suggests that the occurrence of high Na2IrO3 surface conductance critically 

depends on the peculiarities during the synthetization of the samples. This connection might 

also be a reason for the incoherence of the reports on the Na2IrO3 electronic properties in 

literature (see chapters 2.3 and 3.4). 

 

 

7.1 Electronic Transport of Uncleaved Na2IrO3 
 

The experimental procedure was as follows: Na2IrO3 samples contacted via four gold 

electrodes – two on the top and two on the bottom facet of the plate shaped crystal, see chapter 

5.3.2 – were positioned in a sample stage within an UHV-environment. The stage was cooled 

using LN2 until thermal equilibrium is reached. Then, the LN2 was disposed and the stage with 

the sample heated up slowly towards room temperature. Upon warming up, voltage sweeps 

from -1 V to 1 V within 20 s were applied between two contacts on the same crystal facet while 

measuring the current. Between each voltage sweep, it was waited for 40 s, i.e. one I-V-curve 

was taken every minute. The differential resistance was calculated from the I-V-curves. 
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Generally, all presented data focus on the in-plane transport, since this is the comparative 

measure for the surface related transport, as the cleaving plane is parallel to the crystal layers. 

A transport dataset for an uncleaved Na2IrO3 crystal is depicted in Figure 7.1. The overall 

geometry is shown in Figure 7.1 a). The contacts on the top side of the crystal are referred to 

as A and B, forming the A-B channel. The spacing between these two contacts was 1 mm. As 

the cleaver is always glued to the samples top side, channel A-B of the uncleaved sample is 

the direct reference for the transport measurements on the freshly cleaved surface (chapter 

7.3). The contacts on the bottom side of the crystal are referred to as C and D, forming the C-

D channel. The C-D contact distance was also 1 mm. 

 

Figure 7.1 Electric transport measurements for uncleaved Na2IrO3. Two gold contact pairs from the 
channels A-B (top contacts) and C-D (bottom contacts), as sketched in a). b) Differential resistivity ρ at 
0 V versus temperature for both channels, showing a monotonic decay of the resistivity with 
temperature. c) I-V characteristic from -1 V to 1 V for the A-B channel at different temperatures. The 
current rises linearly with the voltage, showing ohmic behaviour.  

 

Figure 7.1 b) shows the differential resistivity at 0 V for both channels as calculated from the I-

V curves. The ρ(T)-curves for the A-B and the C-D channel are nearly identical. The resistivity 

decays monotonically with rising temperature and is similar for both channels. At high 

temperatures, e.g. 286 K, the resistivity takes values of 56 Ωcm (A-B channel) and 50 Ωcm (C-

D channel). At 155 K, the resistivity is higher by an order of magnitude, with 723 Ωcm for the 

A-B channel and 647 Ωcm for the C-D-channel. Such values are in agreement with published 

Na2IrO3 bulk transport data for both, 155 K and 286 K [28], [63], and minor deviations can be 

attributed to different contact and sample geometries. Next, a selection of I-V-curves from -1 

V to 1 V for the A-B channel for different temperatures is depicted in Figure 7.1 c). In all cases, 

the I-V curves show a nearly linear dependence on the voltage, with 1.00 > ρ(1 V) ρ(0 V)⁄ >

0.97. This small decrease of resistivity with increasing voltage is attributed to Joule heating, 

thus the sample shows ohmic behaviour in electronic transport. 

Recording the temperature during transport measurements as in Figure 7.1 is not trivial, since 

the sample itself is exposed to thermal radiation and the temperature is not measured directly 
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on the sample. To account for this, a temperature calibration procedure was used for all 

transport data, including the data in Figure 7.1. A thermocouple is positioned at the sample 

stage, measuring the temperature of the stage. Subsequent temperature investigations using 

an additional thermocouple attached to the samples top side (i.e. the A-B channel) showed, 

that the minimal temperature achieved with LN2 cooling is 155 K - 160 K. Since the bottom 

side of the sample (i.e. the C-D-channel) is in direct contact to the substrate and not directly 

exposed to thermal radiation, a lower minimal temperature than ~155 K is expected. To further 

calibrate the temperature axes, resistance data of the uncleaved Na2IrO3 crystal were 

compared to PPMS-data provided by the group of P. Gegenwart, Augsburg University. To 

account for varying sample and contact geometries, the ratio between the measured 

resistances and the respective resistance value at 282 K, i.e. R(T) → R(T)/R(282 K), was used 

for the data comparison. The best agreement was found for minimum temperatures of 155 K 

for the A-B channel and 130 K for the C-D-channel. The calibration of the temperature axes 

was done accordingly. Furthermore, the comparison to the PPMS-data was used to calibrate 

the differential resistance to a resistivity for better comparability among datasets. An exemplary 

comparison between the calibrated A-B-channel data from Figure 7.1 b) with PPMS data is 

depicted in Figure 7.2. 

 

 

Figure 7.2 Comparison of measured and temperature calibrated Na2IrO3 bulk transport data with three 
datasets taken with a PPMS at the group of P. Gegenwart, Augsburg University. The black curve 
represents the resistivity data from the A-B channel. The curves in shades of blue were taken on different 
Na2IrO3 samples in a PPMS. All three plots show the same data but plotted with different scaling of the 
axes. 

 

The three plots in Figure 7.2 depict the same data but with different scaling of the axes. a) 

shows ρ vs. T for comparison of the overall ρ(T)-course. b) shows ln(ρ 1 Ωcm⁄ ) vs. T-1 for 

comparison in the thermal excitation context that was shown to be the dominant conduction 

mechanism near and above room temperature. And c) shows ln(ρ 1 Ωcm⁄ ) vs. T-1/4 for 

comparison in the 3D-VRH context reported to be the dominant conduction mechanism at low 
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temperatures. The data show good agreement, with the only curve deviating significantly being 

also measured with a PPMS (PPMS Measurement 2). 

As the resistivity measured for channels A-B and C-D yields similar results for the uncleaved 

Na2IrO3 sample, it can be assumed that no significant difference - e.g. due to different contact 

qualities - between the measurements using channels A-B and C-D exists. Therefore, channel 

C-D might serve as reference after cleaving the crystal. Furthermore, the contact resistance 

can be neglected compared to the sample resistance, as the overall measured resistance is 

not higher than in PPMS measurements, and no contact induced non-ohmic characteristics 

are observed.  

Next, the temperature dependence of the differential resistance is analysed in the context of 

the transport mechanisms proposed for Na2IrO3 is done. It was reported that 3D variable range 

hopping is the dominant transport mechanism for Na2IrO3 below room temperature. In chapter 

5.7.3 it was shown that the temperature dependence of the resistivity for a d-dimensional VRH 

system is given by 

 

ρ(T) ∝ ρ0e
(
T0
T

)

1
(d+1)

. 
7.1 

Close to and above room temperature, thermal excitation was reported to dominate the 

transport properties, with a temperature dependence of the resistivity characterized by 

 
ρ(T) ∝ ρ′0e

Eg

2kBT   . 
 

7.2 

Plotting ln(ρ(T)) versus T−1 as well as T−1 (d+1)⁄  and fitting a linear graph in the temperature 

regime of interest provides insight to the nature of the transport mechanisms. In the following, 

this is separately done for the data below 210 K and above 260 K, as the data suggest that the 

transport mechanism changes between these two temperatures. Following the conduction 

mechanisms proposed in literature, the data will be investigated for 3D-VRH as well as for 

conduction from thermally excited charge carriers. Additionally, the data will be examined for 

2D-VRH behaviour as well as Efros-Shklovskii Hopping (ESH). The characteristic temperature 

dependence of the resistivity for ESH mediated transport was shown to be: 

 

ρ(T) ∝ ρ0e

((
TES
T

)

1
2
)

    ,  
7.3 

 

with TES = βe2 κα⁄  (chapter 5.7.4). 
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The analysis for temperatures below 210 K is presented in Figure 7.3, using the resistivity data 

at 0 V from the A-B-channel. Here, all plots in Figure 7.3 show the same data but are plotted 

with different temperature scaling. 

 

 

Figure 7.3 In-plane resistivity versus temperature for the A-B channel of an uncleaved Na2IrO3 crystal 
measured with a contact-contact distance of 1 mm at 0 V. All plots show the same data. All curves were 
fitted with a linear function below 210 K (dashed blue line). The temperature axes are scaled according 
to the investigated transport mechanism: a) thermal excitation of charge carriers, b) ESH, c) 2D-VRH, 
d) 3D-VRH. 

 

The ρ-scale is logarithmic in all plots, the temperature is scaled via: a) T−1 (thermal excitation 

of charge carriers), b) T−1 2⁄  (ESH), c) T−1 3⁄  (2D-VRH), and d) T−1 4⁄  (3D-VRH) to account for 

two and three dimensional variable range hopping (equation 7.1), the thermal excitation ansatz 

(equation 7.2) and Efros-Shklovskii hopping 7.3. From a visual inspection, it is not clear which 

of the linear fits in Figure 7.3 is best suited to describe the course of the measured data. The 

fitted values for T0, TES and Eg 2kB⁄  as well as the fitting errors are shown in Table 7.1. 

Table 7.1 Values of T0 as well as the absolute error and the root mean squared error per datapoint 
extracted the linear fits between 155 K and 210 K in Figure 7.3. 

Model Characteristic Parameters RMSE 

3D VRH | Figure 7.3 d) T0 = 1.304 ∙ 107K ± 0.019 ∙ 107K 6.3 ∙ 10−3 

2D VRH | Figure 7.3 c) T0 = 3.351 ∙ 105K ± 0.038 ∙ 105K 6.4 ∙ 10−3 

ESH | Figure 7.3 b) TES = 1.210 ∙ 104K ± 0.011 ∙ 104K 7.2 ∙ 10−3 

Thermal excitation | Figure 7.3 a) Eg 2kB⁄ = 735.6 K ± 4.6 K 1.05 ∙ 10−2 

 

The root mean squared errors per data point (RMSE) from the linear fits in Figure 7.3 a)-d) are 

all rather similar. Hence, also an analysis of the fitting errors for the presented data does not 

provide a clear picture regarding the conduction mechanism in Na2IrO3 at low temperatures. 

This shows, that next to the attribution to 3D variable range hopping (see chapter 4.1), other 

transport mechanisms or 2D-VRH might be worth considering for the in-plane transport in 

Na2IrO3. Regarding the absolute value of T0, the result of T0 = 1.304 ∙ 107K ± 0.019 ∙ 107K for 
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the 3D-VRH fit is close to the results from previous works, where values between T0 ≈ 106K 

[37] and T0 ≈ 107K [63] were reported. 

The same analysis is shown in Figure 7.4 for temperatures above 260 K.  

 

 

Figure 7.4 In-plane resistivity versus temperature for the A-B channel of an uncleaved Na2IrO3 crystal 
measured with a contact-contact distance of 1 mm at 0 V. All plots show the same data. All curves were 
fitted with a linear function above 260 K (dashed green line). The temperature axes are scaled according 
to the investigated transport mechanism: a) thermal excitation of charge carriers, b) ESH, c) 2D-VRH, 
d) 3D-VRH. 

 

Again, a visual inspection of the fitted curves does not yield a conclusive picture. Hence, the 

values for T0, TES and Eg 2kB⁄  as well as the fitting errors are shown in Table 7.2.  

Table 7.2 Values of T0 as well as the absolute error and the root mean squared error per datapoint 
extracted from the linear fits above 260 K in Figure 7.4. 

Model Characteristic Parameters RMSE 

3D VRH | Figure 7.4 d) T0 = 2.152 ∙ 107K ± 0.02 ∙ 107K 8.8 ∙ 10−4 

2D VRH | Figure 7.4 c) T0 = 5.421 ∙ 105K ± 0.036 ∙ 105K 8.4 ∙ 10−4 

ESH | Figure 7.4 b) TES = 1.918 ∙ 104K ± 0.00832 ∙ 104K 7.7 ∙ 10−4 

Thermal excitation | Figure 7.4 a) Eg 2kB⁄ = 1146 K ± 2 K 6.7 ∙ 10−4 

  

Similar to the analysis below 210 K, the RSME per datapoint is rather small and none of the 

conduction mechanisms reproduces the data significantly better than the others. Assuming the 

underlying effect is conduction of thermally excited charge carriers as proposed in literature, 

the band gap can be calculated from Eg 2kB⁄ = 1146 K to Eg ≈ 198 meV. This value is lower 

than the previously reported Mott gap (minimum: 340 meV).  

The following discussion proposes alternative models to the suggested models from literature 

for low temperature and above room temperature. The discussion of the ESH picture is 

covered in chapter 7.2 in the context of the STM/STS results. It is important to note, that the 

measured (in-plane) transport data are in agreement with previous works and in the following 
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only an alternative interpretation is proposed. Hence, the aim is not to invalidate the 

established picture, but to provide new perspectives for the interpretation of the Na2IrO3 

transport data, initiated by the finding that the transport data can be fitted equally well with 

different models (Table 7.1 and Table 7.2). 

 

Model: Na2IrO3 Transport below 210 K is 2D-VRH mediated 

Since the first published work on transport in Na2IrO3 by Singh et al. from 2010 [28], it 

was accepted that the conductance of Na2IrO3 is 3D-VRH mediated below room 

temperature ([30], [37], [62]–[64]). Manni et al. [63] showed, that the Na2IrO3 in-plane 

conductance is higher by two to three orders of magnitude than the out-of-plane 

conductance, see Figure 4.1 e) in chapter 4.1. For the in-plane conductance, no 

anisotropy between the crystallographic a and b directions was reported.  

An issue in this context is the yet unanswered question: which states mediate the VRH 

conductance in Na2IrO3? Most works denote this to defects hosting localized states with 

energies in vicinity of the Fermi level [63], [64], without specifying what kind of defects 

exactly mediate the VRH. Other works argue that the Hubbard bands extend to the 

Fermi level, providing a non-zero DOS at EF, hosting the VRH conductance [37]. In any 

case, to result in VRH conduction, the mediating states must be Anderson-type 

localized.  

In a 2D-system, any disorder from the lattice periodicity leads to Anderson-type 

localization of the involved states, where in a 3D-system the localization depends on 

the degree of disorder. Hence, presuming that the VRH in Na2IrO3 is mediated by states 

influenced by disorder, a restriction to two dimensions would enforce Anderson-type 

localization of the states. Consequently, all such states with the energy in the vicinity 

of the Fermi level could contribute to the macroscopically observed hopping 

conductance below 210 K. The Na2IrO3 conductance anisotropy found by Manni et al. 

(chapter 4.1) matches the anisotropy from the layer structure of the crystal. Therefore, 

the natural assumption is that the crystalline layer structure affects the dimensionality 

of the hopping system. Identifying the iridate layers as 2D-systems, defect induced 

disorder could localize the iridium 5d states. Here, the Hubbard bands are in the vicinity 

of the Fermi level. Therefore, localized states in the Hubbard bands close to the Fermi 

level would mediate 2D-VRH conduction in this picture. 

With the experimental methods used in this thesis, the dimensionality of the hopping 

system cannot be determined directly. However, the data from Figure 7.3 and Table 

7.1 show that both, 2D- and 3D-VRH fit equally well to the R(T) data below 210 K. 
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Therefore, for the in-plane conductance of Na2IrO3 that is probed in the transport 

investigation in this thesis, the 2D-VRH model is at least equally suitable to analyse the 

data as the 3D-VRH model, considering the discussion above.  

 

Model: Na2IrO3 Transport above 260 K is Nearest Neighbour Hopping Mediated 

For high temperatures, i.e. close to and above room temperature, conductance of 

thermally excited charge carriers is the reported transport model for Na2IrO3 in the 

literature [30], [63]. The data analysis shown in Figure 7.4, leading to the results in 

Table 7.2 suggests that a VRH ansatz fits the ρ(T) data above 260 K equally well. It 

can be seen from Table 7.1 and Table 7.2, that the extracted value of T0 below 210 K 

is roughly half the value of T0 above 260 K. In chapter 5.7.3, T0 is shown to be defined 

as T0 = c ∙ (kBαdDEF)
−1

, with the localization length α, the density of states at the Fermi 

level DEF and a numerical constant c. As none of these parameters is temperature 

dependent, also T0 must be temperature independent. Hence, if the transport in Na2IrO3 

below 210 K is correctly described by VRH, the transport above 260 K cannot be VRH 

mediated.  

This leaves the conduction from thermally excited charge carriers as possible 

mechanism underlying transport above 260 K. Within this picture, electrons are 

thermally excited from the LHB to the UHB, leaving holes in the LHB. The temperature 

dependence of the overall conductance is then approximately proportional to the 

number of excited carries, resulting in σ = exp(−EMott 2kBT⁄ ), with EMott being the Mott 

gap. However, from the data in Figure 7.4 d), an energy gap of ≈ 198 meV was 

calculated, being significantly smaller than the smallest reported Mott gap size for 

Na2IrO3 (340 meV). This discrepancy can occur due to two possible reasons: either 

both measurements probed the Mott gap but obtained different sizes of the gap, or the 

value of ≈ 198 meV extracted from the transport measurements does not represent the 

size of the Mott gap in Na2IrO3.  

Considering the STS spectra of type 2 (chapter 6.3.2) showing an energy gap of 0.2 

eV to 0.3 eV that might represent the Na2IrO3 Mott gap, and the general inconsistent 

picture regarding the size of the Mott gap in literature (see chapter 2.3), it is possible 

that the thermal excitation ansatz is correct for transport in Na2IrO3 close to and above 

room temperature, and that the reported Mott gap size of 340 meV is not a good 

benchmark for comparisons with the data from this thesis. To provide another 

perspective, the possibility that the here measured 198 meV gap does not represent the 

Mott gap will be explored in the following. 
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Hopping conductance does not vanish upon increasing temperatures. The question 

arises if the energy gap of Eg ≈ 198 meV is smaller than the reported Mott gaps due to 

conductance being provided by hopping concurrently to conductance from thermally 

excited charge carriers. Then, the conductance from thermally excited charge carriers 

gradually gains dominance over to overall conductance with increasing temperatures. 

Such a transition would result in an increase of the slope in the ln(ρ(T)) vs T-1 plot with 

increasing temperature. This is observed in the temperature region between 210 K and 

260 K in Figure 7.4 a). Above 260 K, the slope stays approximately constant in the plot, 

and the energy gap extracted from the thermally excitation fit remains at 198 meV. 

Other datasets like in Figure 4.1 b) from chapter 4.1 suggest that the slope of ln(ρ(T)) 

vs T-1 still increases with the temperature above 300 K. Hence, the picture remains 

inconclusive, and the ansatz that conductance from thermally excited charge carriers 

dominates above room temperature cannot be discarded. 

However, it is worth discussing another picture potentially suitable to explain the (in-

plane-) R(T)-characteristic of Na2IrO3 above 260 K. This is a transition from variable 

range hopping to nearest neighbour hopping between 210 K and 260 K. Here, the 

localized states mediating the hopping conductance remain unchanged but electrons 

occupying these states have enough thermal energy to overcome the energy difference 

to any other localized state in the hopping system. As the hopping probability decreases 

exponentially with the spatial distance between two localized states, hopping occurs 

predominantly to nearest neighbour states once sufficient thermal energy is provided. 

As introduced in chapter 5.7.3, nearest neighbour hopping (NNH) has with 𝜌 ∝

exp (1 T⁄ ) the same qualitative temperature dependence of the conductance as the 

conductance from thermally excited charge carriers. The energetic difference between 

hopping sites takes a minor role compared to the inter-site distance when 〈r〉 α⁄ ≫

∆E kBT⁄  is valid, with the average spatial inter-site distance 〈r〉 and the average 

energetic inter-site difference ∆E. Upon cooling, NNH transitions to VRH when 〈r〉 α⁄ ≈

∆E kBT⁄  is reached (see chapter 5.7.3), i.e. when ∆E impacts the hopping resistance 

equally to 〈r〉. Hence, at the temperature where ∆E for NNH, i.e. ∆ENNH, and ∆E for 

VRH, i.e. ∆EVRH, are equal, an NNH-VRH transition could be expected.  

From the fit in Figure 7.4 a), ∆ENNH ≈ 99 meV is obtained. For VRH, the extraction of 

∆E is slightly more complicated. Here, the R(T)-behaviour is determined by R =

R0exp(T0 T⁄ )1 (d+1)⁄ . The definition of T0 is dimensionality dependent, with T0,2D =

 13.8 (kBDEFα
2)⁄  and T0,3D = 21.2 (kBDEFα

3)⁄  (see chapter 5.7.3). From equation 5.18 

it is known that ∆Ed+1 = (kBT)d (D(EF) αd)⁄ . For 2D- and 3D-VRH this results in: 
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∆E2D =

kBT0,2D
1 3⁄

13.81 3⁄
∙ T2 3⁄  7.4 

and 

 
∆E3D =

kBT0,3D
1 4⁄

21.21 4⁄
∙ T3 4⁄  7.5 

 

with the values for T0 from Table 7.1, this results in ∆E vs T for NNH, 2D-VRH and 3D-

VRH as plotted in Figure 7.5. 

 

Figure 7.5 Temperature dependent activation energies for the Na2IrO3 bulk conductance 
extracted from experimental transport data, considering different transport mechanisms. The 
blue curve represents the activation energy for 2D-VRH. The red curve represents the activation 
energy for 3D-VRH. The black curve represents the constant activation energy for NNH.  

 

Here, ∆E2D and ∆ENNH intersect at 249.9 K. In the NNH-VRH-framework presented 

here, this means that below 249.9 K, the requirement for 2D-VRH is fulfilled and the 

system is expected to begin the transition from NNH to 2D-VRH mediated transport 

upon further cooling. In Figure 7.4, it is found that the bulk resistivity deviates from the 

ρ ∝ exp (1 T⁄ ) behaviour below ~260 K, being close to the value of 249.9 K. The 

intersection between ∆E3D and ∆ENNH occurs at 141.5 K. This is below the temperature 

regime covered by the presented transport data and does not fit to the experimental 

observation that the Na2IrO3 transport characteristic changes just below 260 K.  

In summary, a transition from NNH to 2D-VRH at ~250 K upon cooling is consistent 

with the experimental Na2IrO3 transport data in this thesis, providing an alternative 
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interpretation of the data for the full temperature range. However, it is important to note 

that the analysis done in Figure 7.5 is crucially dependent on the parameters extracted 

from the fits in Figure 7.3 and Figure 7.4. Hence, the picture in this model provides a 

contribution to scientific discussion for further works and does not make the thermal 

excitation ansatz from literature obsolete.  

 

The presented pictures, i.e. 2D-VRH at low temperatures and NNH close to and above room 

temperature, model the Na2IrO3 transport data equally well as the mechanisms proposed in 

literature. However, it is not intended to discard the accepted models but to provide an 

additional view on the transport data for of Na2IrO3. 

 

Summary of the transport measurements on uncleaved Na2IrO3: 

o Channels A-B and C-D show the same transport characteristics. Hence, channel C-D 

may serve as reference for transport investigations on cleaved Na2IrO3.  

o It was found that 2D-VRH at low temperatures and nearest neighbour hopping at high 

temperatures model the transport data equally well as 3D-VRH and conduction from 

thermally excited charge carriers. 

 

 

7.2 Discussion of the Na2IrO3 Bulk Electronic Properties in the Context of 

STM/STS and Transport Measurements 
 

It was argued in chapter 7.1 that the Na2IrO3 bulk conductance is variable range hopping 

mediated at low temperatures, and that the bulk conductance at high temperatures arises 

either from thermally excited charge carriers or from (nearest neighbour-) hopping (or both 

concurrently).  

Another transport mechanism being considered is Efros-Shklovskii hopping conduction. As 

described in chapter 5.7.4, the temperature dependence of ESH conductance is σ ∝

exp (−1 T1 2⁄⁄ ), regardless of the system’s dimensionality. It was shown in chapter 7.1 that the 

description by such a σ(T) dependence is not worse than the other suggested mechanisms. 

In chapter 5.7.4, it detailed that a Coulomb gap is present in the ground state of systems where 

the transport is ESH mediated. The Coulomb gap is either V-shaped (2D system) or parabolic 

(3D system), with the minimum at the Fermi level. At this minimum, the density of states is 
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zero, i.e. the Coulomb gap is a pseudo gap. For 2D, this resembles the V-shaped course of 

type 3 spectra in the vicinity of the Fermi level EF. For 3D, the dI/dV vs V of type 2 spectra in 

the vicinity of EF might resemble a parabolic shape. Even though the transport data might fit to 

the Coulomb gap picture, the persistence of the V-shape in type 3 spectra and the spectral 

weight in the vicinity of EF in type 2 spectra up to 300 K does not, since the emergence of 

considerable spectral weight at EF and a vanishing of the Coulomb gap would be expected, 

which is not observed in the tunnelling spectroscopy measurements. This renders the Coulomb 

gap picture to be unlikely to model the experimental findings. Hence, the findings in this thesis 

are not attributed to ESH and the existence of a Coulomb gap in Na2IrO3.  

In the following, the discussion focuses on what states mediate the bulk (variable range) 

hopping conductance in Na2IrO3, and which spectral type corresponds to these states. As there 

are no Na2IrO3 energy bands other than the LHB and the UHB in the vicinity of the Fermi level, 

only localized states from the randomly distributed defects or disorder induced localization of 

LHB and UHB states are plausible mediators for the hopping conductance. In chapter 6.3.2, it 

was proposed that the peaks D and D* found in type 2 dI/dV spectra resemble the Na2IrO3 

Hubbard bands. This assignment is used in the following.  

For the consideration of defect mediated transport that is independent from the Na2IrO3 

Hubbard bands, the assignment of type 2 spectra to the Hubbard bands leaves only the in-gap 

states in type 3 spectra to consider, since type 1 spectra show no spectral weight in the vicinity 

of the Fermi level. However, as defect states usually manifest as peaks in the DOS (chapter 

5.7.2.2), the V-shaped in-gap dI/dV of type 3 spectra would be unconventional for defect states. 

Hence, the picture of localized Hubbard band states mediating the bulk hopping transport is 

suggested here. For pristine Na2IrO3, the states in the Hubbard bands are not expected to be 

localized. However, it was introduced in chapter 6.3.2, that the D and D* peaks in type 2 spectra 

exhibit tails reaching towards EF. It is proposed that these tails emerge from heavy defect 

doping, inducing an energetic broadening of the Hubbard bands and potentially band tailing. 

The picture to this is shown in Figure 7.6. 
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Figure 7.6 Model for band tailing due to heavy defect doping for type 2 spectra. a) Type 2 dI/dV peaks 
D and D* in the absence of defects. No band tailing is seen, and an open band gap is apparent. b) Type 
2 dI/dV-peaks D and D* with heavy defect doping. The former band gap is bridged by band tails 
emerging from the defect states merging with the bands that underly the peaks D and D*. The dashed 
green lines mark the former band edges. c) Zoom-in into b). The states close to the Fermi energy are 
localized. The localization length increases the closer the states are to the former band edges.  

 

The hopping conduction would then be mediated via Anderson type localized states at the 

edges/tails of the LHB and the UHB close to EF. At high temperatures, electrons could be 

thermally excited from the LHB to delocalized states of the UHB. Similarly, a transition from 

VRH to nearest neighbour hopping might occur with rising temperature (see chapter 7.1). In 

this case, thermal excitation is not required to explain the transport findings, as only the 

localized Hubbard band states close to EF would be considered for transport. The model 

presented here fits to all experimental observations in this thesis and is also in accordance 

with the finding that in- and out-of-plane Na2IrO3 bulk resistivity is different (chapter 4.1), as 

the LHB and UHB emerge from the Ir jeff=1/2 bands, that in turn correspond to Ir d-orbitals 

being located in the iridate layers, i.e. two-dimensional systems. With type 1 and type 2 spectra 

being attributed to the jeff=3/2 - eg energy gap and the Mott gap, respectively, the discrepancy 

between STS and ARPES/optical conductivity measurements in regard of the size of the Mott 

gap and its temperature dependence would be resolved. Furthermore, since the Hubbard band 

states emerge from only one orbital, i.e. the jeff=1/2 orbital, it can be argued that the tip 

dependent addressability of type 2 states is tied to the transfer matrix element corresponding 

to the jeff=1/2 orbital.  

In summary, it is proposed that the Na2IrO3 bulk transport is mediated by localized LHB and 

UHB states in the vicinity of the Fermi level, where the localization is induced by disorder from 

the high defect density. 
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7.3 Conductance of the Freshly Cleaved Na2IrO3 Surface 
 

In the following, the transport characteristics of the freshly cleaved Na2IrO3 surface are 

investigated and discussed. For this, the same setup as in chapter 7.1 was used to maintain 

comparability with the transport data of the uncleaved sample. The cleaver glued onto the top 

facet hosting the A and B contacts was used to cleave the sample to get a fresh surface in 

UHV (see chapter 5.4). Upon cleaving, parts of the gold contacts A and B were removed as 

these parts adhered on the cleaved-off piece of material. From this, the spacing between 

contacts A and B increased from 1 mm to 1.6 mm. The increased contact-contact distance is 

accounted for in the translation of the differential resistance into the resistivity values shown 

for the cleaved surface. Afterwards, temperature dependent transport measurements were 

performed using the channels A-B and C-D. A dataset showing transport measurement results 

for the freshly cleaved Na2IrO3 crystal is presented in Figure 7.7, where Figure 7.7 a) sketches 

the measurement geometry. 

 

 

Figure 7.7 Electric transport measurements for freshly cleaved Na2IrO3. Two gold contact pairs from the 
channels A-B (top contacts) and C-D (bottom contacts), as sketched in a). b) Differential resistivity at 0 
V versus temperature for both channels, showing a monotonic decay of the resistivity with temperature 
for the bottom contact measurement. Above ~205 K, the top contact measurement also exhibits a 
monotonic ρ(T)-decay but with considerably reduced resistivity. Below ~205 K, the course of the A-B-
contact ρ (T) curve becomes approximately constant with a resistivity value of 50 Ωcm. Since this 
behaviour is absent from the C-D-contact measurement, the resistivity plateau is assigned to the freshly 
cleaved surface. 

 

Starting the analysis with the C-D channel data shown in Figure 7.7 b), black curve, it is 

observed that the in-plane ρ(T)-characteristic measured at the bottom channel remains 

unaffected by the crystal cleaving. The transport data collected using the top channel A-B, 
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which probes the freshly cleaved surface, show strongly different characteristics compared to 

the C-D-measurement and the transport investigation on the uncleaved sample in chapter 7.1. 

At temperatures above ~205 K, the resistivity monotonically decreases with the temperature 

similar to the ρ(T)-curve taken with the A-B-channel on the uncleaved sample. However, 

compared to the uncleaved case, the absolute resistivity values are lower at high temperatures 

despite the increased contact-contact spacing, e.g. decreased from 56 Ωcm to 16.5 Ωcm at 

286 K after cleaving. Below ~205 K, the A-B ρ(T)-curve in Figure 7.7 b) shows an extended 

plateau with a resistivity of 52 Ωcm.  

The ρ-plateau as low temperature ρ(T)-characteristic cannot be explained by transport via 

hopping or thermally excited charge carriers alone and is therefore not covered by the transport 

pictures provided in the literature on Na2IrO3 or in chapter 7.1. As the existence of the freshly 

cleaved surface is the key difference, the changes of the transport characteristics in the A-B-

channel are assigned to the freshly cleaved Na2IrO3 surface.  

The transport characteristics measured via the C-D channel remained unchanged after 

cleaving. It is assumed that the induced current density between contacts C-D does not reach 

far enough into the crystal (out-of-plane direction) to probe the freshly cleaved surface. To 

estimate the current density in the crystalline out-of-plane direction, simulations using 

COMSOL version 5.5 were done modelling the Na2IrO3 crystal by a resistor network. The 

geometry was chosen according to the contact geometry in the transport experiments, the in-

plane resistivity values were taken from the transport data of the uncleaved crystal. For the 

out-of-plane resistivity, the in-plane resistivity was multiplied with a factor of 103 to account for 

the anisotropic transport in Na2IrO3 (see chapter 4.1). The results of the simulation are shown 

in Figure 7.8. 

 

  

Figure 7.8 Simulation of the current density distribution in a Na2IrO3 single crystal with two gold contacts 
attached in a geometry for in-plane transport measurements. The second contact is not shown in the 
depiction and lies far to the right. The contact-contact spacing was set to 1 mm and the voltage to 1 V. 
The current density rapidly decreases in out-of-plane direction and becomes neglectable above ~10 μm.  
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The simulation results show that significant current density reaches not further than 10 μm into 

the crystal for transport investigations via two contacts on the same crystal side (the second 

contact is not shown in Figure 7.8), being 1 mm apart. Hence, according to the simulation, if 

the remaining thickness of the Na2IrO3 sample after cleaving is larger than 20 μm, 

measurements performed with contacts A and B can be treated independently from 

measurements using contacts C and D. This is in accordance with the observation that the 

transport via the C-D-channel is unaffected by the cleaving. The sample thickness before 

cleaving was ~100 μm (chapter 5.4). The remaining thickness after cleaving is difficult to 

determine, as the sample is surrounded by epoxy adhesive, but was estimated by examination 

in an optical microscope to be between 55 μm and 60 μm. 

For the further analysis of the transport characteristics of the freshly cleaved Na2IrO3 surface 

probed via the contacts A and B, a simple model will be provided. As mentioned, above 205 K 

the A-B ρ(T)-curve qualitatively resembles the same monotonic decay with temperature as the 

uncleaved crystal, but with reduced overall resistance. In the proposed model, this ρ(T)-

behaviour is assigned to bulk conductance in Na2IrO3. This conductance via the bulk is referred 

to as the bulk channel in the following. The freshly cleaved surface provides a second 

conducting channel in the model, referred to as the surface channel. In this two-channel model, 

the surface and the bulk channels are represented by two parallel resistors, i.e. Rsurface and 

Rbulk, being electrically connected to terminal A and B. A simplifying assumption is that the 

resistors are independent from each other. An overview over the two-channel model is 

depicted in Figure 7.9. 

 

 

Figure 7.9 Two-channel model to analyse the surface related transport properties for freshly cleaved 
Na2IrO3. The A-B-channel measurement are treated as measurements of two parallel resistors, namely 
Rsurface and Rbulk. 
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Within the framework of the two-channel model, bulk (ρbulk) and surface (ρsurface) related 

resistivity are disentangled from the overall resistivity of the A-B-channel ρA−B using:  

 1/ρA−B = 1/ρbulk + 1/ρsurface   . 7.6 

 

The simplicity of this model does not reflect any possible entanglements between the bulk and 

the surface channel. Since the picture underlying the surface transport mechanism is still under 

discussion, the characteristics of entanglements between both channels are not yet clear. 

Hence, the two-channel model is sufficient to roughly estimate the resistivity of the freshy 

cleaved Na2IrO3 surface but should not be used to extract detailed insights to the temperature 

characteristics of the surface channel. 

As the reference data for the bulk channel the A-B-channel transport measurements on the 

uncleaved crystal are taken. This is shown in Figure 7.10.  

 

 

Figure 7.10 Disentangled differential resistivity contributions of the bulk and surface at 0 V. The bulk 
reference data (blue curve) is taken from the A-B-channel transport measurement on the uncleaved 
sample. Using equation 7.6 in the framework of the two-channel-model, this yields the temperature 
dependent resistivity of the surface (red curve). The surface resistivity stays in the same order of 
magnitude for the whole temperature range, indicating a different physical origin of the surface 
conductance compared to the bulk conductance.  

 

Here, the red curve in Figure 7.10 shows the differential surface resistivity. In contrast to the 

bulk resistivity, which decreases with temperature, the surface resistivity remains in the same 

order of magnitude, having a maximum of 67 Ωcm and a minimum of 23.5 Ωcm. Furthermore, 

the surface conductance does not increase with decreasing temperature below ~205 K. Hence, 
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at low temperatures the surface related transport cannot be explained by hopping conductance 

or by conductance from thermally excited charge carriers. What is clear is the fact that the 

surface resistivity is much lower than the bulk resistivity and that the surface transport does 

not freeze out, as sketched in Figure 7.11 in the framework of the two-channel model.  

 

 

Figure 7.11 Model in the two-channel picture on the ρ(T) findings for the freshly cleaved surface found 
in transport measurements using the A-B-channel. a), b) Current densities through the surface (red) and 
bulk (blue) channels at a given voltage between contacts A and B. At high temperatures, surface and 
bulk channel carry similar current densities. Upon decreasing temperature, the bulk channel freezes out 
and the surface channel dominates the overall conductance. 

 

The bulk channel hopping conductivity is marked in blue in Figure 7.11 and the high surface 

conductivity is marked in red. At high temperatures the conductivities from the bulk and the 

surface channel are in the same order of magnitude, which is reflected in Figure 7.11 a). Upon 

cooling the sample, the bulk channel freezes out while the surface channel resistivity stays in 

the same order of magnitude, Figure 7.11 b). Consequently, the share of overall current flowing 

through the surface channel rises upon cooling, until the residual current going through the 

bulk channel becomes neglectable. At this point, the surface channel dominates the overall A-

B conductance and the characteristics of the bulk channel disappear from in the measured 

transport data. This corresponds to the observed resistivity plateau below ~205 K in Figure 

7.7.  

Finally, the absolute resistance of the surface channel is discussed. Presuming that the surface 

transport current density is indeed confined to the Na2IrO3 surface, the surface sheet 

resistance is between 0.5 kΩ/□ and 2.0 kΩ/□ at 155 K, depending on the estimated contact 

area between the gold contacts and the sample surface that was evaluated using an optical 

microscope. This is comparable with a Si(111)7 × 7 surface (≈ 1.25 kΩ/□ at 300 K) and 

graphene on 6H-SiC (≈0.6 kΩ/□ at 200 K and ≈0.8 kΩ/□ at 300 K) [128], [129]. It is a 

remarkably low value considering the high defect density at the Na2IrO3 surface and the 

relatively poor bulk conductance at low temperatures. Even for metallic surfaces, it would be 
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expected that the high defect concentration leads to a rather bad metal with defect scattering 

inhibiting a high conductance (chapter 5.7.1). Regarding the contact quality: it was argued in 

chapter 7.1 that contacts A and B had good quality before cleaving. If cleaving reduced that 

quality, i.e. increased the contact resistance, the found surface conductance would be 

underestimated in Figure 7.10 in the whole temperature range. Hence, if contact A and/or B 

had bad quality after cleaving, the freshly cleaved Na2IrO3 surface would have an even lower 

sheet resistance than 0.5 kΩ/□ - 2.0 kΩ/□ at 155 K. 

 

Summary of the transport on the freshly cleaved Na2IrO3 surface: 

o A highly conductive channel was found on the freshly cleaved Na2IrO3 surface.  

o Below ~205 K, the surface channel dominates the overall conductance. 

o Transport mediated by the freshly cleaved surface cannot be explained in the hopping 

framework or with a thermal excitation ansatz as for the Na2IrO3 bulk. 

o The conductive surface channel is not found for every Na2IrO3 sample, suggesting a 

critical dependency on the synthetisation process. 

 

 

7.4 The Effect of Air Dosing on the Surface Conductance  
 

Former investigations on the chemical stability of Na2IrO3 revealed its degeneration upon 

simultaneous exposure to H2O and CO2, where the concentrations in ambient air are sufficient 

to initiate the degeneration process (chapter 4.2). The previous chapter showed that transport 

measurements on freshly cleaved Na2IrO3 surfaces exhibit vastly different characteristics 

compared to measurements on uncleaved samples. In the following, it will be investigated if 

the transport characteristics of the uncleaved crystal are restored by air dosing the fresh 

surface.  
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Figure 7.12 Comparison of differential resistivity ρ(T) at 0V between the freshly cleaved surface (pink 
curve) and the air dosed surface (red curve). After dosing the fresh Na2IrO3 surface with ambient air for 
13 h, the resistivity plateau below ~205 K vanishes. The overall resistivity after air dosing is increased 
but does not match the bulk reference data, implying that the surface related conductivity is not entirely 
suppressed.   

 

The measurement procedure was as follows: after performing the transport investigations on 

the freshly cleaved surface, the UHV chamber was vented with ambient air without removing 

the sample from the stage. After waiting for 13 hours, the chamber was re-evacuated to UHV, 

and the transport measurements were repeated with the exact same procedure as for the 

freshly cleaved surface. Hence, the sample and contact geometry did not change compared 

to the measurements on the freshly cleaved surface presented in chapter 7.3. 

The impact of air dosing is depicted in Figure 7.12. The results for the A-B channel yield the 

following insights: firstly, the overall resistivity increased considerably after air dosing in the 

whole covered temperature range. Secondly, the resistivity plateau (pink curve) below ~205 K 

vanishes after air dosing. Instead, the resistivity monotonically increases with decreasing 

temperature. And finally: the bulk characteristics (black line) are not fully restored after 13 

hours of surface degeneration in ambient air.  

Using the two-channel model and the analysis procedure presented in chapter 7.3, i.e. using 

the ρ(T)-data from the uncleaved A-B-channel transport measurement as reference, allows to 

disentangle the surface and bulk channel resistivity for the A-B channel after air dosing. This 

is shown in Figure 7.13. 
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Figure 7.13 Disentangled contribution of the bulk and surface resistivity to the overall A-B-channel 
resistivity after air dosing the freshly cleaved Na2IrO3 surface for 13 hours. The data shows the 
differential resistivity at 0 V. 

 

Compared to the freshly cleaved surface, the air dosed surface channel has an overall higher 

resistivity, e.g. 56 Ωcm for the fresh surface versus 205 Ωcm for the air dosed surface at 155 

K. At 286 K the surface resistivity for the freshly cleaved sample is 23.5 Ωcm and for the air 

dosed sample it is 118 Ωcm. Along with the ρ(155 K) value, this indicates that the surface 

resistivity increased by a factor of 3.6-5.0 upon 13 h of ambient air exposure. This is a 

remarkably slow degeneration of the surface, considering that it was reported that Na2IrO3 fully 

degenerates in air within ~20 hours [65], chapter 4.2. As these reports are based on x-ray 

diffraction measurements on Na2IrO3 powder and not on single crystals, this indicates that 

single crystals might be more resilient to H2O and CO2 induced degeneration. 

The finding that air dosing changes the surface transport properties towards the bulk transport 

characteristics evidences that the highly conductive channel was correctly assigned to the 

Na2IrO3 surface in chapter 7.3. 

 

Summary on the effect of air dosing on the surface conductivity 

o Air dosing the freshly cleaved surface with ambient air for 13 hours increases the 

surface channel resistivity by a factor of 3.6 - 5.0, slowly restoring the bulk transport 

characteristics.  

o The degeneration process is slow for the single crystal surface compared to the 

degeneration of Na2IrO3 powder. 
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8 Discussion of the Na2IrO3 Surface Electronic Properties in 

the Joint Context of STM/STS and Transport Measurements 
 

 

The published works on the Na2IrO3 surface electronic properties paint a diffuse picture, 

reporting different band gap sizes (0.34 eV – 1.2 eV) or the occurrence of in-gap states and 

no apparent band gap (chapter 3.4). To this day, it is not clear why some ARPES works show 

an open band gap while others find no gap at all. The following discussion on the Na2IrO3 

surface electronic properties based on the findings presented in this thesis aims to contribute 

to resolve this situation.  

These findings are summarized as follows:  

I. High surface conductance (sheet resistance between 0.5 kΩ□−1 and 2.5 kΩ□−1) 

despite high defect density. 

II. The surface conductance cannot be explained in a hopping picture or by transport 

via thermally excited charge carriers. 

III. Surface conductance stays in the same order of magnitude in the probed 

temperature regime. 

IV. Type 3 spectra, showing a V-shaped band gap closing resembling a Dirac-cone in 

a 2D system, have spectral weight in the vicinity of EF.  

V. The tails of the type 2 D and D* peaks introduce density of states in the vicinity of 

EF. 

VI. Degeneration from air dosing the fresh surface slowly restores bulk transport 

properties. 

 

Usually, a high conductance is associated with a density of delocalized states at the Fermi 

level EF and no substantial scattering. In chapters 6.3.3 and 6.4, it was suggested that the 

emergence of type 3 spectra is a consequence of the bulk-boundary correspondence for a 

topologically insulating Na2IrO3. It was argued that Na2IrO3 being a strong 3D-TI would be in 

accordance with the result that type 3 spectra occur on the free surface and not exclusively at 

step edges. Furthermore, it was shown that type 3 spectra are robust against extended defects 

like step edges. As described in chapter 5.7.5, topologically protected surface conductance is 

metallic and does not extend significantly into the bulk of the material. Furthermore, 

“backscattering” from non-magnetic impurities is forbidden, significantly reducing the impact of 
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defect scattering, i.e. allowing for a high conductance found in the transport investigation 

despite the high defect density found on the Na2IrO3 surface.  

However, topologically protected surface conductance should not decrease upon air dosing. 

In chapter 7.4 it was shown that the surface conductance does decrease from air dosing. A 

model potentially explaining this phenomenon for Na2IrO3 is presented in Figure 8.1. 

 

 

Figure 8.1 Model for the impact of the degeneration of Na2IrO3 in air on the surface transport in the 
framework of strong 3D topology. After cleaving in UHV (left), the interface between the trivial vacuum 
and the non-trivial Na2IrO3 is at the freshly cleaved surface. Upon applying a voltage between the surface 
contacts (gold), the electric current flows through the topologically protected surface states and through 
the Na2IrO3 bulk. After air dosing (right), the exposed Na2IrO3 degenerates, beginning at the surface and 
slowly continuing into the bulk. The degenerated Na2IrO3 would be topologically trivial and the non-trivial 
to trivial interface would gradually move inside the sample. Upon applying a voltage between the surface 
contacts, the current needs to pass the degenerated material. The share of current density passing 
through the topologically protected states depends on the thickness of the degenerated volume. Hence, 
the observed metallicity at the surface gets gradually weaker upon air dosing.  

 

For the freshly cleaved surface, the interface between the topologically trivial vacuum and a 

topologically non-trivial Na2IrO3 volume would be the freshly cleaved surface itself. Hence, the 

surface transport channel is easily addressed by the contacts adjacent to the surface and 

therefore prominent in the transport measurements. After dosing the surface with air, the 

probed material degenerates. Assuming that degenerated Na2IrO3 is topologically trivial, the 

trivial-to-non-trivial interface is found at the interface between the degenerated and the pristine 

Na2IrO3 within the bulk of the sample. This interface gradually moves into the bulk upon 

continued air dosing. Consequently, the share of current density reaching the topologically 

protected conductive states in transport measurements decreases with air dosing, and the 

overall transport is increasingly bulk transport mediated. This could equally explain why 

uncleaved Na2IrO3 samples do not show the highly conductive channel, as they were in contact 

with air during the pre-characterization and measurement preparation process, pushing the 
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topologically protected conductive states into the bulk of the material. In this context, any 

surface-sensitive investigation that did not cleave the Na2IrO3 sample in UHV would not have 

observed in-gap states, potentially explaining why different ARPES investigations yield vastly 

different results.  

To conclusively resolve if non-trivial topology is responsible for the transport characteristics of 

the Na2IrO3 surface, further experimental evidence of prohibited backscattering for the 

assumed topologically protected channel is required. In STM/STS measurements, this can be 

provided by quasiparticle interference measurements. The STS experiments conducted in the 

scope of this thesis showed that for temperatures at and above 80 K, no quasiparticle 

interference pattern could be observed. Hence, either there is no such pattern, disproving that 

non-trivial topology is found in Na2IrO3, or the signal to noise ratio is insufficient to observe 

clear QPI-patterns. This underlines the importance of the first successful STM measurements 

at 8 K on Na2IrO3 done in this work, providing a new path for future investigations of the Na2IrO3 

surface in the context of topology.  

It is worth discussing other phenomena than topology as possible source of the Na2IrO3 surface 

conductance. One such phenomenon is an insulator-metal transition induced by heavy doping 

(see chapter 5.7.2.2). It is worth noting that this not the same as the Mott-Hubbard-insulator-

metal transition discussed in chapter 6.3.3 for type 3 spectra. The STM investigations showed 

a high defect density on the Na2IrO3 surface, and two spectral types – types 2 and 3 – show 

spectral weight in the vicinity of EF. However, as was argued in chapter 7.2 for type 2 spectra, 

the states close to EF are likely to be localized due to disorder. Assuming that the V-shape in 

type 3 spectra emerges due to band tailing, the picture regarding the localization of the states 

for the type 2 spectra applies equally for type 3 spectra, since the Fermi level is found at the 

minimum of the type 3 V-shape and not within a band tail. Hence, hopping transport would be 

expected in such a case and a doping induced insulator-metal transition does not fit to the 

combination of transport and STM/STS findings.  

Another picture to consider is the existence of surface states that are not topology related, i.e. 

states that emerge due to the termination of a material with a surface, resulting in a change of 

the band structure at the interface between bulk and vacuum. As air dosing Na2IrO3 changes 

the chemical composition of the material at the surface, also the surface states would be 

expected to be affected, possibly fitting to the observation that the surface conductance 

decreases upon air dosing. However, surface states would also be affected by scattering, and 

considering the high defect density, the found surface conductance is rather high for this 

picture. Additionally, surface states should have been observed in prior STM/STS 

measurements, which was not the case (chapter 3.4).  
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From the discussion of the possible phenomena underlying the surface conductance in 

Na2IrO3, strong 3D topological non-triviality fits best to the experimental findings. Furthermore, 

the spectral type showing the hallmark of topology would be type 3, which is in accordance 

with the assignment of the spectral types 1 and 2 to the Na2IrO3 bulk electronic properties. 

However, to conclusively assign the surface conductance to topologically protected states, the 

confirmation of prohibited backscattering is required. At the time this thesis is written, work on 

this is done in the group of M. Wenderoth, Göttingen University. Until this validation/falsification 

is done, it is not clear if non-trivial topology causes the high Na2IrO3 surface conductance or if 

another, yet unconsidered exotic mechanism underlies the experimental findings. On the one 

hand, it highlights the challenging high complexity of the material in regards of its electronic 

properties. On the other hand, it provides a fantastic opportunity for investigations including a 

broad field of physical phenomena, potentially leading to insights that reach beyond the 

Na2IrO3 sample system.  
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9 Summary and Outlook 
 
 

The work on this thesis was initiated by the theoretical prospect of Na2IrO3 being a topological 

insulator. In this thesis, for the first time, a highly conductive surface channel was found for 

freshly cleaved Na2IrO3 single crystals. To perform the revealing transport measurements, a 

new experimental UHV-setup was developed, enabling the investigation of the freshly cleaved 

surface, avoiding any contact with degenerating ambient air. The conductivity of the surface 

was found to show a fundamentally different temperature characteristic than the Na2IrO3 bulk 

transport. With a low surface sheet resistance between 0.5 kΩ □⁄  and 2.0 kΩ □⁄ , the surface 

channel is highly conductive. The low resistance becomes even more remarkable considering 

the very high defect density on the freshly cleaved surface found for all investigated samples 

by STM, suggesting that defect scattering has only a minor impact on the surface conductance. 

As two samples from two different synthetisation batches showed this high surface 

conductance, while no sample of a third batch showed similar results, it is suspected that the 

emergence of the conductive surface channel is strongly dependent on the sample 

synthetisation. Tunnelling spectroscopy measurements reveal the existence of in-gap states 

that resemble a Dirac cone. These in-gap states were found to be a feature of the surface and 

robust against defects and step edges. This combination of a highly conductive surface, in-

gap states resembling a Dirac cone and robustness against defects is the hallmark of the bulk-

boundary correspondence for a strong 3D topological insulator.  

To conclusively prove the existence of a topologically non-trivial phase in Na2IrO3, the 

prohibition of backscattering needs to be verified for the surface channel. This can be achieved, 

e.g. via quasiparticle interference investigations in STM/STS measurements and spin-resolved 

ARPES. In the literature, the ARPES data neither provides a coherent picture regarding the 

characteristics of the Ir-jeff=1/2 Hubbard bands, nor a clear answer to the question if in-gap 

states exist on the Na2IrO3 surface. Hence, quasiparticle interference investigations of the 

Na2IrO3 surface for are highly desirable. 

For this, STM experiments were extended by a laser setup. QPI measurements require an 

excellent signal to noise ratio that is not provided in scanning tunnelling experiments at 80 K 

or above. As the Na2IrO3 bulk conductance freezes out upon cooling, STM experiments below 

80 K were not successful up to now. The new setup changed this by providing conductance 

via optically excited charge carriers, where the laser spot was adjusted in a way that ensures 

the illumination of the tunnelling junction as well as the sample surface between the tunnelling 

junction and a gold contact. As a result, the first successful STM measurements on Na2IrO3 at 

8 K were executed, exhibiting that the (1x1)-reconstruction of the surface persists at low 
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temperatures. This new technique opens the path for future low temperature STM/STS 

investigations not only for Na2IrO3, but also for α-Li2IrO3 and other materials that feature 

hopping mediated conductance. 

Next to the findings on the conductive surface channel, the results and discussions in this 

thesis resolve the discrepancy between STM/STS publications and ARPES/optical 

conductivity works regarding the size and temperature dependence of the Na2IrO3 Mott gap. 

By using modified STM tips, it was shown that different spectral types corresponding to the 

inherent Na2IrO3 electronic structure can be observed by means of STS. Next to the spectral 

type showing in-gap states resembling a Dirac cone (spectral type 3) mentioned above, two 

further spectral types were found. Type 1 exhibits a 0.8 eV spectral gap at 300 K as well as a 

1.2 eV spectral gap at 80 K, and was already reported in the STM/STS works of Lüpke et al. 

[18], [29]. As type 1 was the only spectral type observed in those STM/STS works, the 

according spectral gap was assigned to the Mott gap, even though non-STM/STS works found 

substantially smaller and temperature independent Mott gaps. The observation of type 2 

spectra in this thesis, showing two dI/dV peaks at ±0.5 eV, resolves the discrepancy between 

STM/STS and non-STM/STS works. With this, the type 1 spectral gap could be assigned to 

the Na2IrO3 jeff = 3/2 - eg energy gap, while the spectral weight peaks in type 2 spectra were 

assigned to the Hubbard bands. This attribution fits to the energy diagram of the Ir 5d states, 

being energetically split by crystal field splitting, spin-orbit coupling and Hubbard repulsion, as 

well as to results from ARPES and optical conductivity works.  

Finally, the Na2IrO3 bulk transport characteristics were analysed, and it was found that the 

established picture, i.e. that 3D variable range hopping mediates the low temperature transport 

and conduction from thermally excited charge carriers mediates the transport above room 

temperature, is not the only suitable model. Here, it was argued that 2D variable range hopping 

describes the low temperature in-plane transport equally well and that nearest neighbour 

hopping might describe the bulk transport above room temperature.  

Independently of the exact bulk transport mechanism, it is not clear from the literature what 

states mediate the hopping conductance. In this thesis, it was found that all Na2IrO3 samples 

exhibit a high defect density, at least at the surface. Furthermore, it was shown that the dI/dV 

peaks in type 2 spectra have band tails that reach into the vicinity of the Fermi level. These 

peaks are attributed to the Hubbard bands. With both findings combined, it is proposed that 

the bulk hopping conductance is mediated by the Hubbard band states close to the Fermi level 

that are localized due to defect-induced disorder.  

In summary, this thesis provides new insights to the electronic properties of Na2IrO3 as well as 

a thorough discussion of the underlying mechanisms. It may serve as a guide for further 
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experimental studies to the honeycomb iridates and related materials. In this context, Na2IrO3 

is an ideal sample material, showing a rich variety of understood and still puzzling properties, 

opening another path to gain insights into the physics of strongly correlated materials.  
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