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“Now, the beauty of linguistic diversity is that it reveals to us just how ingenious and how

flexible the human mind is. Human minds have invented not one cognitive universe, but 7,000...

there are 7,000 languages spoken around the world.”

Lera Boroditsky
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Abstract

Research by linguists, psychologists and cognitive scientists has shown that the gram-

matical and lexical structures of languages affect human cognition. This hypothesis of

linguistic relativity has been taken up by economists who began to study the impact of

language structures on economic outcomes and people’s beliefs. In this thesis, I empir-

ically investigate how differences in language structure influence economic outcomes

and people’s beliefs, thereby contributing to the growing body of economic literature

about linguistic relativity and its effects.

In the three main chapters of this thesis, I study the effects of three different language

structures; i) how the differences in the grammatical marking of future events in lan-

guages influence the future-orientation of companies (Chapter 2), ii) the difference in

the distinction of politeness groups in second person pronouns of languages and their

effect on the attitude of individuals towards foreigners (Chapter 3) and iii) how the

gender system of a language influences norms about the role of women in family and

work life in a society and labour market outcomes for women (Chapter 4).

Overall, this thesis provides further evidence that differences in the structure of lan-

guages not only affect human perception, but also have an impact on people’s beliefs

and economic outcomes. The grammatical marking of future events in the language of

board members influences how future-oriented a company acts (Chapter 2). The dis-

tinction of at least two politeness groups in second person pronouns reduces the trust

individuals put into foreigners (Chapter 3). A gender system based on biological sex

reinforces the belief in the traditional role of women in family and working life and also

has a negative impact on women’s labour market outcomes (Chapter 4).
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Zusammenfassung
Forschung von Linguisten, Psychologen und Kognitionswissenschaftlern hat gezeigt,

dass die grammatikalischen und lexikalischen Strukturen von Sprachen die Wahrneh-

mung des Menschen beeinflussen. Diese Hypothese der linguistischen Relativität wur-

de in den letzten Jahren von Ökonomen aufgegriffen und es wurde begonnen den Ein-

fluss von Sprachstrukturen auf ökonomische Ergebnisse und die Überzeugungen von

Menschen zu untersuchen. Ich untersuche in dieser Dissertation empirisch, wie sich

die strukturellen Unterschiede zwischen Sprachen auf die Überzeugungen von Men-

schen und ihre ökonomischen Ergebnisse auswirken. Damit leiste ich einen Beitrag zur

wachsenden ökonomischen Literatur, die sich mit der linguistischen Relativität und

ihrer Effekte befasst.

In den drei zentralen Kapiteln dieser Arbeit untersuche ich die Effekte von drei Sprach-

strukturen: i) wie sich die Unterschiede in der grammatischen Markierung von zu-

künftigen Ereignissen in Sprachen auf die Zukunftsorientierung von Firmen auswir-

ken (Kapitel 2), ii) die Unterschiede in der Anzahl von Höflichkeitsgruppen, die in den

Pronomina der zweiten Person einer Sprache unterschieden werden, und ihre Effekte

auf die Einstellung, die Menschen gegenüber Fremden haben (Kapitel 3) und iii) wie

das Geschlechtersystem einer Sprache die Normen einer Gesellschaft über die Rolle der

Frau im Familien- und Berufsleben und die Arbeitsmarktergebnisse von Frauen beein-

flussen (Kapitel 4).

Insgesamt liefert diese Dissertation weitere Belege dafür, dass die Unterschiede in den

Strukturen von Sprachen nicht nur die menschliche Wahrnehmung beeinflussen, son-

dern sich auch auf die Überzeugungen von Menschen und ihr Verhalten auswirken.

Die Art und Weise, wie zukünftige Ereignisse in den Sprachen von Vorstandsmitglie-

dern einer Firma grammatisch markiert werden, beeinflusst wie zukunftsorientiert sich

diese Firmen verhalten (Kapitel 2). Werden in den Pronomina der zweiten Person min-

destens zwei Höflichkeitsgruppen unterschieden, reduziert dies das Vertrauen, das ei-

ne Personen Fremden entgegenbringt (Kapitel 3). Basiert das Geschlechtersystem einer

Sprache auf den biologischen Geschlechtern, verstärkt das den Glauben von Personen

an traditionelle Geschlechterrollen in Familien- und Berufsleben und es hat zusätzlich

auch einen negativen Einfluss auf die Arbeitsmarktergebnisse von Frauen (Kapitel 4).
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Chapter 1

General Introduction

1.1 Linguistic Relativity

The idea that language influences the way an individual thinks and perceives the real-

ity around them has existed in linguistics, philosophy, anthropology, and psychology

for centuries. Different versions of this concept can be found in the writings of Roger

Bacon in medieval times and all-around Europe in the late 17th and early 18th century,

e.g., in the ideas of Locke, Diderot, and Herder. The work of these scholars were driven

by concerns regarding the translation of religious and scientific knowledge between dif-

ferent languages and interest about the origin of languages during the development of

the human cognition and culture. Language also played an important role in strength-

ening the perceived superiority of one’s own culture during the time of expansion and

colonialism by European nations. In the 19th century, this tradition was taken up by

Humboldt, who saw a different Weltanschauung (world view) in each language, and it

is also implicit in Saussure’s work on structuralism in languages (Gumperz et al., 1996;

Lucy, 1997; Malmkjaer, 2009).

Today, the idea of linguistic relativity is most commonly associated with the two Ameri-

can linguists Edward Sapir and Benjamin L. Whorf, who were both influenced by Franz

Boas.1 Their work with Native American languages in the early 20th century led Sapir

and Whorf to formulate their hypothesis that the various categories and distinctions

in languages cause their speakers to perceive the reality around them differently and,

because of the differences in perceived reality, to also act differently (Boroditsky, 2001;

1Hence, the common use of "the Sapir-Whorf hypothesis" as synonym for the hypothesis of linguistic
relativity.
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Gumperz et al., 1996; Lucy, 1997; Malmkjaer, 2009). Whorf formulated this idea that

language determines the thoughts and actions of individuals in the following way.

From this fact proceeds what I have called the "linguistic relativity principle,"

which means, in informal terms, that users of markedly different grammars are

pointed by their grammars towards different types of observations and different

evaluations of externally similar acts of observation, and hence are not equivalent

as observers, arrive at somewhat different views of the world. (Whorf, 1956, p. 221)

We are thus introduced to a new principle of relativity, which holds that all ob-

servers are not led by the same physical evidence to the same picture of the universe,

unless their linguistic backgrounds are similar, or can in some way be calibrated.

(Whorf, 1956, p. 214)

The formulation of this hypothesis was followed by a series of empirical studies by

anthropologists and linguists testing the hypothesis as well as by a few psychologists

investigating the relationship between language and memory (Lucy, 1992). Work on the

perception of colour showed that Dani people2 were easily able to learn English colour

categories despite having only two colour categories in their own language. Thereby,

these findings undermined the strong Whorfian view and the hypothesis of linguis-

tic determinism that thought and action are entirely determined by language (Heider,

1972; Rosch, 1975; Rosch, 1978). Therefore, the view of linguistic determinism has since

been abandoned by researchers in the field.

The strong form of Whorf’s hypothesis, linguistic determinism, was not tenable, but

researchers began to pursue weaker forms of linguistic relativity. One of those hypoth-

esis for example is Slobin’s thinking for speaking (Slobin, 1987). Speakers of different

languages might be biased to attend to and encode different aspects of their experience

because their language makes those aspects grammatically obligatory and therefore

more salient. In English, for example, the speaker has to include tense to say that the

elephant ate the peanuts. In Mandarin on the other hand the inclusion of the time when

an event occurred is optional. In Russian indicating tense is not enough, the speaker

also has to indicate the gender of the peanut-eater and if all of the peanuts were eaten

2A tribe in New Guinea.
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or only some (Boroditsky, 2006). Slobin draws inspiration for his idea of thinking for

speaking in the early work of Sapir, who wrote:

[The forms of each language] establish a definite relational feeling or attitude to-

wards all possible contents of expression and, through them, towards all possible

contents of experience, in so far, of course, as experience is capable of expression in

linguistic terms. (Sapir, 1949, p. 153)

Since then, researchers have explored many different domains of languages that are

likely to reveal linguistic influences on the thought and behaviour of individuals. One

of those domains is how languages describe spatial dimensions (e.g., Bowerman (1996),

Levinson (1996), Li and Gleitman (2002) and McDonough, Choi, and Mandler (2003)).

The Dutch language for example relies heavily on relative spatial terms to describe the

locations of objects, e.g., the remote is to the left of the TV. Tzeltal3 on the other hand

uses a system of absolute reference, similar to the north/south distinction in Dutch. To

test if this difference in the use of spatial terms between the two languages has cognitive

consequences, speakers of Dutch or Tzeltal were seated at a table with an arrow laying

in front of them, either pointing right/north or left/south. Following that, they were

rotated 180 degrees to a second table with two arrows, one pointing right/south and

the other left/north. The participants were then asked to point at the arrow which is

like the one before. When Dutch speakers saw an arrow pointing right on the first

table, they also chose the arrow pointing right on the second table. They approached

the question following relative spatial terms. Tzeltal speakers did exactly the opposite.

If the first arrow pointed north, they chose on the second table also the arrow pointing

north, though it pointed to the left now (Levinson, 1996).

Another dimension in which languages differs is the description of time. English speak-

ers use horizontal spatial terms to talk about time, e.g., meetings are pushed back, or

the good times are laying ahead of us. Mandarin speakers on the other hand also use

vertical metaphors to talk about time, earlier events are up and later ones are down,

in addition to horizontal terms (Scott, 1989). This leads Mandarin speakers to confirm

faster that March comes before April if they see a vertical array of objects compared to

a horizontal array and the reverse was true for English speakers (Boroditsky, 2001).

3A Mayan language.
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An interesting combination of both domains can be found among the Australian Abo-

riginal Community of Pormpuraaw. The Pormpuraawan languages use absolute car-

dinal directions (north, south, east, west) to describe locations, which leads Porm-

puraawans to organize time from east to west instead of from left to right like En-

glish speakers. Therefore, when asked to order photos of humans by age, Pormpu-

raawans order them from east to west irrespective of their own orientation at that point,

whereas English speakers order them from left to right relative to their own line of sight

(Boroditsky and Gaby, 2010).

The grammatical categorisation of objects is another domain in which languages differ.

Many languages have grammatical gender system whereby all nouns are assigned a

gender, while other languages are genderless. Moreover, the languages that assign a

gender to nouns also differ in the number of genders they have. Some only distinguish

between masculine and feminine whereas some also assign neuter or other genders

(Boroditsky, L. A. Schmidt, and Philipps, 2003). The grammatical gender assigned to

an object has an influence on the mental representation of this object by individuals.

When Spanish and German speakers were asked to rate similarities between pictures

of females or males and pictures of objects, which had opposite genders in Spanish

and German, they both rated grammatically feminine objects to be more similar to fe-

males and grammatically masculine objects to be more similar to males (Boroditsky and

Philipps, 2003). For German speakers die Brücke (bridge) is more similar to females, be-

cause the German language assigns it to the feminine gender. For Spanish speakers

on the other hand, it is more similar to a males, since el puente (bridge) is masculine in

Spanish.

However, research is not only being conducted about the question if a language influ-

ences thought and behaviour but there is also a nuanced range of proposals on how

language may influence them. These proposals range from Whorf’s linguistic deter-

minism to Slobin’s thinking for speaking to more recent proposals such as language as

a spotlight, which sees certain constructs or characteristics of language as a spotlight

that make certain aspects of reality more salient to the speaker.4,5

4For a detailed overview of the different proposals in the literature see P. Wolff and Holmes (2011).
5For further readings on the history on linguistic relativity and recent advances in the field see Borodit-

sky (2006), Casasanto (2008), Lucy (2016).
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In addition to the work by linguists and anthropologists, linguistic relativity has also

been studied in the field of neuroscience and cognitive perception. Researchers in

these fields use a variety of methodological techniques to find tangible physiologi-

cal evidence for the effect of language on cognitive processing in the human brain.

Thereby, they add biologically grounded evidence to the question how language influ-

ences thought and behaviour of individuals.

Stutterheim et al. (2012) used eye-tracking to show that language affects the focus of

vision of a person. Speakers of languages that typically include endpoints in their de-

scriptions, take more looks at the endpoint region of a visual stimulus compared to

speakers of languages that do not typically include endpoints.6 Additionally, their du-

ration of the fixation on the area of interest is also longer.

Another method to investigate the effect of language on cognitive perception assesses

event-related potentials (ERP), a measure for electrophysiological responses of the brain

to a sensory, cognitive or motor stimulus.7 Boutonnet, Athanasopoulos, and Thierry

(2012) used ERP to look at effects of grammatical constructs (in their case grammat-

ical gender) on categorical perception. When Spanish-English bilinguals were asked

to perform a semantic categorization of three pictures, they showed a greater mod-

ulation of an ERP marker of morphosyntactic processing than English monolinguals.

This effect was found despite the fact that the study was conducted in English. Hence,

Spanish grammatical gender categories weren’t needed to solve the task. These find-

ings demonstrate that speakers of languages with a grammatical gender unconsciously

retrieve these information even when they are not needed to categorise objects.

Additional methods to measure the effect of language on cognitive perception are ver-

bal interference tasks, lateralisation studies and studies using functional magnetic res-

onance imaging (fMRI). A verbal interference task is a dual task methodology, whereby

participants have to perform a verbal task, e.g., remembering and repeating digits, at

the same time as a nonverbal cognitive task. This limits the reliance on verbal resources

6The inclusion of endpoints is a difference between [+aspect] and [-aspect] languages (Athanasopoulos
and Bylund, 2013; Bylund, Athanasopoulos, and Oostendorp, 2013; Stutterheim and Nüse, 2003).

7Nancy Kanwisher gives an easy to understand introduction into ERPs in her undergraduate course
The Human Brain, which can be viewed on the MITCBMM YouTube channel: 2.9 - Event-Related Poten-
tials (ERPs).

https://www.youtube.com/watch?v=byCjYCUyHnc
https://www.youtube.com/watch?v=byCjYCUyHnc
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for the purpose of performing categorization tasks. Therefore, these studies demon-

strated that humans use linguistic resources in decision-making even when they are

faced with non-verbal stimuli. In most individuals, language processing involves the

left hemisphere of the brain to a greater degree. Lateralisation studies use this knowl-

edge about language processing and show visual stimuli to participants either in their

right field of view, which is also processed in the left hemisphere of the brain, or in

the left field of view, which is processed in the right hemisphere of the brain. They

show that visual information in the right field of view, which is first processed by the

language-dominant left hemisphere, is affected by language to a greater degree. fMRI

provides measurements for activity in the brain that are based on the oxygen level of

the blood. Active neurons, similar to muscle cells, need more oxygen and this rise in

oxygenation of the blood can be detected by the scanner. Similar to ERP, fMRI can

therefore detect neuron clusters in the brain, which are activated by stimuli.8,9

In recent years, cross-linguistic differences have also drawn the attention of economists

as possible determinants of economic outcomes. Contrary to the work by linguist, psy-

chologists and cognitive scientist studies by economist normally include a much larger

sample size and they investigate the effect of language structures on economic out-

comes and people’s beliefs instead of cognitive effects. So far, existing research has

mainly focused on four language features: tense (M. K. Chen, 2013; S. Chen et al., 2017;

Chi et al., 2020), pronouns (Alesina and Giuliano, 2010; Davis and Abdurazokzoda,

2016), gender (Santacreu-Vasut, Shoham, and Gay, 2013; Hicks, Santacreu-Vasut, and

Shoham, 2015; Gay et al., 2018) and mood (Kovacic and Orso, 2016; Bernhofer, Costan-

tini, and Kovacic, 2021).10

8Nancy Kanwisher gives an easy to understand introduction into fMRIs in her undergraduate course
The Human Brain, which can be viewed on the MITCBMM YouTube channel: 2.11 - fMRI.

9See Athanasopoulos and Casaponsa (2020) for an detailed overview of the literature about neurosci-
entific approaches to linguistic relativity.

10See Mavisakalyan and Weber (2018) for a more comprehensive overview of the literature on linguistic
structures and economic outcomes.

https://www.youtube.com/watch?v=4lLPeCNOpgA
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1.2 Thesis Outline

This thesis contributes to the growing strand of literature investigating the influence of

language characteristics on economic outcomes. I use cross-linguistic differences and

survey data in my thesis to investigate the effects of certain language characteristics on

the behaviour of individuals and their economic outcomes.

In the German language, it is possible to talk about future events in the present tense,

whereas English requires its speakers to use the future tense to talk about future events.

This difference in future time reference is found in many languages around the globe.

Recent research has shown that the grammatical representation of the future in lan-

guages influences how future-oriented an individual acts in their private life. In Chap-

ter 2, I combine data from the World Atlas of Language Structure (WALS), BoardEX

and Amadeus to examine whether this effect of a language on a person’s behaviour is

also evident in the business world. Do companies with board members whose native

language grammatically separates the present from the future invest less into the fu-

ture of their business model and therefore act less future-oriented? I find evidence that

inflectional marking of the future in languages has an effect on the future orientation of

companies, which confirms that the effect of language on future orientation can also be

found in the business world.

Individuals and societies differ in their attitudes toward foreigners. Some societies are

considered very immigration-friendly while others are known for their more hostile

attitude towards immigration. Previous research concerned with attitudes towards for-

eigners and immigration focused primarily on economic, socio-economic, and cultural

variables to explain these differences. In Chapter 3, I use cross-linguistic differences in

how languages distinguish different politeness groups in their second person pronouns

to add language differences as another explanatory variable to this body of literature.

Using data from the World Value Survey (WVS) and the WALS, I find that individu-

als who speak a language without politeness distinctions have a higher probability to

respond that they trust foreigners, which is used as a measurement of an individual’s

attitude towards foreigners.
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Another domain in which languages differ, is how they categorize objects. Many lan-

guages assign a gender to objects and in many cases this grammatical gender system is

based on biological sex whereas other languages have a non-sex-based gender system

or assign no gender at all. In Chapter 4 I use data from the WALS about the grammatical

gender system of languages and combine it with data from the European Social Survey

(ESS) to investigate the effect of language on gender norms regarding the role of women

in the labour market and labour market outcomes for women. The WALS contains four

different features of languages concerned with gender and gender assignment in lan-

guages. I find that a gender system based on biological sex in a language reinforces

traditional gender norms regarding women’s roles in family and work life. Further-

more, it is also associated with worse labour market outcomes for women. Women

who speak such language reduce their labour supply, either entirely or by reducing

their working hours, and work in occupations traditionally considered more feminine.
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Chapter 2

Language and the Future: Board

Members and the Investment in the

Future

In this chapter, I investigate differences in how languages grammatically express the future af-

fect the future-orientation of companies. For my analysis I use two different language features

related to the future; future-time reference and the inflectional marking of the future. I combine

these with data from BoardEx about board members of companies and company information

from Amadeus. A higher number of board members speaking a language with an inflectional

marking of the future results in a lower intangible asset growth rate. On the other hand, how-

ever, it also leads to higher expenditure on R&D expenditures. The different effects can possibly

be attributed to poor R&D data availability in Amadeus. A higher number of board members

speaking a language with a strong-future time reference is associated with a higher intangible as-

set growth rate and more R&D expenditures. These results are not in line with previous research

associating strong-future time reference with less future-orientation by individuals and compa-

nies. Linguists’ critic that the future-time reference classification of languages is problematic is

supported to some extent by these results. Nevertheless, I find evidence for the hypothesis that

the future-orientation of a company is influenced by the language spoken by its board members.
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2.1 Introduction

There are about 7000 languages worldwide. These languages differ in how they gram-

matically treat the future. In German it is perfectly fine to say Es regnet morgen (It rains

tomorrow). In English on the other hand it sounds odd to talk in the present tense

about future events. It is more natural to use will or is going to to mark the future (It

will/is going to rain tomorrow.). In German, the present tense can thus be used to talk

about the present and the future (weak future-time reference), while English speak-

ers are required to make a distinction between the two (strong future-time reference).

In this chapter I find that such an difference in how languages grammatically handle

the future has an effect on the behaviour of companies. Companies with a majority of

board members who speak a language which has an obligatory grammatical distinction

between future and present act less future-oriented. These results extend the existing

literature on factors that determine the level of R&D expenditure in companies and thus

also help to explain the different long-term trends in productivity in countries.

Recent research by M. K. Chen (2013) and Roberts, Winters, and M. K. Chen (2015)

showed that this is not only of interest for linguists but also affects the decision making

of individuals. Chen demonstrates in his paper that individuals with a native language

with no required distinction between present and future act more future oriented: They

save more, retire with more wealth, smoke less, practice safer sex, and are less obese.

His findings hold up both across countries and within countries. In this article, I ex-

amine whether the native language of an individual and its grammatical identification

of the future form also influence the business world and the decisions in it. More pre-

cisely, do companies with a management board that consists of members who speak a

language related to more future orientation, also act more future-oriented?

A possible measurement for the future-orientation of a company is its investment into

R&D. Does a company invest more into R&D when its board is composed of for ex-

ample more German speakers than English speakers? This is not only an important

question for companies and their owners, who look for long-term success but it is also

of interest for the economy as a whole. Economic theory points to R&D as a main source

of long term productivity growth (Solow, 1956; Romer, 1990). Therefore, the amount

of R&D expenditures are important for the long term development of economies. But
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companies might not undertake research on their own but outsource it to suppliers.

Other companies might not undertake research at all but buy market ready products

or even whole companies to develop their business model for the future. To capture

this kind of future-oriented behaviour of a company I also look at its intangible assets

growth rate.

To address my hypothesis, I use data from BoardEx about board members of European

companies from 2005 to 2017. The native language of the board members is approx-

imated by their nationality. This information is then combined with data about R&D

expenditures of the companies from the Amadeus database of the Bureau van Djik. The

information about the future-time reference (FTR) of a language, which tells you how

and when a language requires the speaker to mark the future, come from the WALS

(Dahl and Velupillai, 2013) and M. K. Chen (2013). This provides me with a compre-

hensive panel data set containing observations from 1895 companies over a 13-year pe-

riod to examine the relationship between FTR characteristics of board members’ native

languages and companies’ R&D expenditures.

I find a negative effect of inflectional marking on the growth rate of intangible assets, so

companies with more board members who speak a language that grammatically distin-

guishes the future from the present by modifying the verb do act less future-oriented.

When I use R&D expenditures as benchmark for the future-oriented behaviour of a

company the effect turns positive. However, this change in direction of the effect most

likely doesn’t reflect the actual effect, but is due to the poor availability of data on R&D

expenditure of enterprises in the EU in my data sources. The effect of the Strong- and

Weak-FTR classification is positive throughout all of my regressions and therefore not

in line with my hypothesis and the findings from the literature. But due to the criticism

of various linguist (Section 2.7) I would argue that this classification is connected with

many problems and is not suitable to differentiate languages. Therefore, I do not put

much emphasis on these results and focus on the inflectional marking.

Closest to my own research is work done by Chi et al. (2020). They find in their work

that countries with a weak FTR language and companies from such countries invest

more into R&D. My research adds to the existing literature by not assigning companies

the characteristic of the official language of the country they are based in but to focus
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directly on board members and their native language. Far-reaching decisions for the

future of a company, like R&D investments, are made by its board. So to evaluated a

possible effect of a language characteristic on the future-orientation of a company, you

have to look at the language of its board members, because they are the individuals

who make these decisions and their thinking and ultimately their decision making is

influence by their native language. A second important point is, that the current liter-

ature on the effect of FTR on economic decision making uses the classification in weak

and strong FTR first introduced into economic research by M. K. Chen (2013). As men-

tioned before the linguists Pullum (2012), and Dahl in his comment to a guest post by

M. K. Chen (2012) criticise that an accurate classification of languages into strong or

weak FTR is not so easily possible and that languages differ in their FTR marking on

many parameters for which information is often lacking in grammar. The WALS Dahl

and Velupillai (2013) focus on inflectional marking as one characteristic in which lan-

guages differ in their marking of future events. I use this characteristic as a second

variable to investigate the effect of FTR in languages on the economic behaviour and

future-orientation.

In a follow up study, Roberts, Winters, and M. K. Chen (2015) investigate if the find-

ings of M. K. Chen (2013) for savings and grammatical marking of the future are robust

when controlled for geographic and historical relatedness of languages. In general, the

statistical correlation between the two variables is weaker when controlled for related-

ness but the correlation remained reasonably robust. Fuchs-Schündeln, Masella, and

Paule-Paludkiewics (2020) and Guin (2016) also find that a weak-FTR language leads

to a higher savings of individuals. S. Chen et al. (2017) find a similar savings behaviour

for companies. The relationship between FTR and earnings management is investi-

gated by Fasan et al. (2016) and Jaehyeon Kim, Y. Kim, and Zhou (2017). They both find

that companies from weak-FTR countries are less likely to engage in earnings man-

agement. Pérez and Tavits (2017) find that weak-FTR languages are linked to a higher

support for future-orientated policies. They randomly assign the language to bilingual

persons in a survey and find that individuals are more likely to support such policies

if the survey is conducted in the weak-FTR language. Galor, Özak, and Sarid (2016)

find that individuals speaking a language with an obligatory inflectional marking of
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the future are 4 percentage points less likely to attend college.

In addition to my primary research question, this research also expands the already

existing literature about factors determining the level of R&D expenditures within a

country. Some of these factors are tax incentives, location factors, democratic institu-

tions and compensation schemes for board members. A large strand of literature finds

a positive effect of tax incentives on R&D activities (Hall and Van Reenen, 2000; Bloom,

Griffith, and Van Reenen, 2002; Ernst and Spengel, 2011). However, tax incentives do

not only affect the quantity of R&D but also the quality. Ernst, Richter, and Riedel (2014)

use patent applications to the European Patent Office (EPO) as a proxy for R&D activi-

ties of companies. They show that a low tax rate on patent earnings raises the average

profitability and innovation level of projects. On the other hand, R&D tax credits and

allowances exert a negative impact on project quality. Important location factors for

R&D activities are high-quality infrastructure and the supply of R&D staff (Cantwell

and Piscitello, 2005). For public R&D expenditures, democratic institutions play a role

(Jungbu Kim, 2011). On an individual level, Rapp, Schaller, and M. Wolff (2012) find

that a share based compensation of board members yield higher investments into R&D.

This chapter is structured as follows. First, in section 2.2 I explain in more detail what

FTR means and how it differs between languages. Section 2.3 details my hypothesis

and how your native language might affect your decision making. Section 2.4 explains

my variables of interest in more detail and which controls I will use for my analysis.

Section 2.5 presents my empirical model and the results of my regressions are presented

in section 2.6. Section 2.7 discusses issues surrounding the interpretation of my results

and known criticism from the literature. In Section 2.8, I conclude my findings.

2.2 Future-Time Reference in Languages

Languages differ widely in how and when they require their users to mark the future.

As mentioned above, an English speaker mostly uses some form of will or going to when

they are speaking about the future. For example, if I want to tell a friend what I’m going

to do tomorrow, I can’t say I go to the theatre. In the English language it is obligatory
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to say I’m going to the theatre tomorrow. In German it is perfectly fine to use the present

tense to talk about future plans (1).

(1) Morgen regnet es

Tomorrow rains it

It will rain tomorrow

Just because there is no obligation to use the future tense in German doesn’t mean there

is no possibility to grammatically mark the future (2). It would also be totally fine to

say:

(2) Morgen wird es regnen

Tomorrow will it rain

It will rain tomorrow

which is not so commonly used but also correct.

Even within Europe, these differences are surprisingly widespread. It ranges from

Finnish (3) with almost no distinguishing between present and future time to French

(4), which has separate and obligatory forms of verbs to use in the future tense.

(3) Tänään on klymää

Today is cold

It is cold today

Huomenna on klymää

Tomorrow is cold

It will be cold tomorrow

It also is equally correct to use the present tense for the present and the future in Finnish

like it is in German as mentioned before. In English, it again requires this auxiliary con-

struct with will to grammatically mark the future. Another way to grammatically mark

the future which is commonly used in languages is inflectional marking. Inflectional in
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general means the modification of a word to express different grammatical categories,

i.e., tense, case or gender. Thus in French present and future differ in the form of the

verb.

(4) Il fait froid aujourd’hui

It do cold today

It is cold today

Il fera froid demain

It do cold tomorrow

It will be cold tomorrow

I will use both differences in marking the future I just described in my analysis. The

first characteristic is the obligatory marking of future events, which is the central char-

acteristic of the Weak- and Strong-FTR classification. This is the criteria that Chen uses

in his analysis. The second characteristic I want to exploit is inflectional marking of the

future like in French. This means not only an obligatory marking of the future but it is

also done by the modification of the verb and not like in English with an auxiliary con-

struction. This is the feature which is used in the WALS in the chapter about the future

tense (Dahl and Velupillai, 2013) and also by Galor, Özak, and Sarid (2016). I consider

the inflecting marker to be the better distinction, as the distinction made by Chen is crit-

icized by some linguists1. I have nevertheless included the Strong-FTR classification for

completeness, as it is used in the literature.

2.3 Hypothesis

In this chapter, I test the hypothesis that being required to speak in a certain form about

the future affects the decision making of an individual, i.e., they act less future-oriented.

If a language requires the speaker to distinguish between present and future grammat-

ically, the future will be conceptual more distant. This distance leads to a less future-

oriented behaviour. In the business environment, investments in the future lead to

costs today, but the possible rewards from it are sometime in the future. For a speaker

1For more information see Section 2.7
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of a language with a certain grammatical marking of the future these possible rewards

are even further in the future due to the grammatical distinction. Therefore, language

speakers prefer to spend money on projects that yield a reward today. For speakers of

Weak-FTR languages on the contrary, it might be easier to invest. By equating present

and future grammatically, the future seems closer. Hence, the possible reward of an

investment is mentally also closer, which makes it easier to bear the costs today.

For the Strong- and Weak-FTR distinction that M. K. Chen (2013) makes in his paper this

hypothesis is straight forward. A person whose native language has a Strong-FTR time

reference acts less future-oriented than a speaker of a Weak-FTR language. Therefore, a

company with board members who speak more Strong FTR languages should also act

less future-oriented if this effect is transferred to the business world.

For the second characteristic the hypothesis changes slightly and gets more specific. I

argue that it does not only matter if a language requires a speaker to distinguish be-

tween future and present but also how it requires them to differentiate. It might make

a difference if a speaker is required to use an auxiliary term to talk about the future

like in English or they have to use a special form of the verb, like in French. To really

alter the word of what you are doing, in this case spending money/bearing costs to

get a reward in the future, might make mentally a huge difference. In doing so, it be-

comes really clear that the earning is in the future because the verb earn is in its future

form. When an auxiliary construct is used the verb earn remains in its present form and

thereby might not be perceived to be in the future. At least not as distant in the future

compared to a language in which the speaker is required to use a future form of the

verb itself.

2.4 Data

2.4.1 Dependent Variable

As a measurement for the future orientation of a company, I use tow different variables.

The market and the demand of customers change over time, new technologies emerge

and old ones disappear. Companies must constantly adapt and evolve their business

model to stay relevant and competitive in a changing world. One way to measure
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how future orientated a company acts, is their expenditures into R&D to develop their

business model and to be prepared for the market of tomorrow. The data about R&D

expenditures of companies come from the Amadeus database of the Bureau van Djik

which has financial data for thousands of European firms. The data is available per

company per year and denominated in local currency. To make it comparable between

companies, I relate R&D expenditures to the total assets of the company. This results

in a proportion, that shows how much of the company’s current capital is invested into

the future. Observations with negative R&D expenditures are excluded, because they

can’t be reasonably explained. Furthermore, observations with a proportion of R&D

expenditures to total assets over 50% are excluded, because they seem unreliably high

and are most likely reporting errors. Investment into R&D and development of new

products for yourself is not the only way to prepare your company for the market of

the future. Another possibility is to buy the research and developments of others. To

capture this, I will also look at the growth rate of the intangible assets of the companies.

As you can see in table 2.1, there are growth rates that seem to be unreliably high. Be-

cause of this observations above the 93rd percentile are excluded from the regressions.

The 93rd percentile with a growth rate just over 100% is still pretty high, but the lowest

value I can use without running into sample selection problems. I will talk more on

sample selection problems in section 2.7.

TABLE 2.1: Distribution of Dependent Variables

R&D expenditures Growth Rate of int. assets

Minimum -0.267 Minimum -1

25th Percentile 0 25th Percentile -0.068

50th Percentile 0.0142 50th Percentile 0.005

75th Percentile 0.063 75th Percentile 0.148

93rd Percentile 0.245 81st Percentile 0.248

97th Percentile 0.496 87th Percentile 0.460

98th Percentile 0.687 93rd Percentile 1.027

Maximum 140.080 Maximum 1.62 × 108

Mean 0.149 Mean 11631.830

For the R&D regressions I’m left with 4830 observations from 868 companies that range

from 2005 to 2017. These companies are based in 10 different European countries and
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come from 34 different sectors.2 On average there are 5.57 observations per company.

The data set for regressions with the intangible assets growth rate as dependent vari-

able has 9968 observations from 1895 companies that range from the years 2007 to 2017.

These companies are based in 24 different European countries and come from 37 differ-

ent sectors.3 On average there are 5.26 observations per company.

TABLE 2.2: Company Descriptives

R&D Expenditures Intangible Asset

Growth Rate

Female Share 0.14 0.13

Avg. Age of Board Members 62.37 62.11

Country Share 0.85 0.83

Avg. R&D 0.05

Avg. Growth Rate 0.01

Avg. Nb. Observation 5.56 5.26

2.4.2 Independent Variable

TABLE 2.3: Descriptive Statistics Strong-FTR: Mean

R&D Expenditures

Mean Variance Min Max Observations

SFTR overall 0.797 0.356 0 1 N = 4830

between 0.365 0 1 n = 868

within 0.050 0.462 1.464 T-bar = 5.565

Intangible Asset Growth Rate

Mean Variance Min Max Observations

SFTR overall 0.759 0.389 0 1 N = 9968

between 0.398 0 1 n = 1895

within 0.048 0.230 1.359 T-bar = 5.260

Note: T-bar is the average number of years observed for all companies

The data about Strong-FTR and Weak-FTR languages is adopted from M. K. Chen

(2013). He bases his data mostly on the research of Dahl (2000) and Thieroff (2000)

2For a complete list of countries and sectors see table A.1 and table A.2 in the appendix.
3For a complete list of countries and sectors see table A.3 and table A.4 in the appendix.
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about the characteristics of European languages and extends it with other sources for

non-European languages. The information about the board members of a company

in a certain year come from BoardEx. The data also ranges from 2005 to 2018. Both

databases are connected by the nationality of the board member. The board member

gets assigned the language characteristics of the official language of their nationality.

The variable is 0 if the language is a Weak-FTR language, like German, and 1 if it is

a Strong-FTR language, like English. Afterwards, the data for all board members per

company and year are collapsed to form a continuous variable that ranges from 0 to

1. The observation takes the average value of all the language variables of the board

members. That means if a company has 10 board members in 2010, of whom four

are German speakers and six are English speakers, the value of the language variable

would be 0.4 for this year. The descriptive statistics are shown in Table 2.3.

TABLE 2.4: Descriptive Statistics Strong-FTR: Median

R&D Expenditures

Mean Variance Min Max Observations

SFTR overall 0.808 0.390 0 1 N = 4830

between 0.400 0 1 n = 868

within 0.057 0.031 1.642 T-bar = 5.565

Intangible Asset Growth Rate

Mean Variance Min Max Observations

SFTR overall 0.764 0.421 0 1 N = 9968

between 0.432 0 1 n = 1895

within 0.057 -0.111 1.576 T-bar = 5.260

Note: T-bar is the average number of years observed for all companies

Another way to condense the language variable of board members per company is to

use the median instead of the mean. You can possibly argue that decisions in a board

are not made by a compromise that represents the preferences of all board members ac-

cording to their share, but by a majority winner takes it all kind of vote and therefore the

median language characteristic is of more interest than the mean value. The descriptive

statistics for the median value of the language variable are presented in table 2.4. As

one can see from the data, there is variance of the language characteristic between and



Chapter 2. Language and the Future: Board Members and the Investment in the

Future
20

within companies. However, the variation within companies is rather small.

For my second approach, I will use data from the WALS (Dahl and Velupillai, 2013)

about whether a language has an inflectional marking of the future. The data for the

board members is the same as before and they are again linked by the nationality of

the board members. The variable is 0 if the language has no inflectional marking and

1 if there is an inflectional marking of the future. The observations are again collapsed

to get one observation per company and year which is the mean of all board members

and a continuous variable between 0 and 1. Table 2.5 shows the descriptive statistics

for the mean of the inflectional marking variable.

TABLE 2.5: Descriptive Statistics Inflectional Marking: Mean

R&D Expenditures

Mean Variance Min Max Observations

Inflectionl overall 0.403 0.447 0 1 N = 4830

Marking between 0.442 0 1 n = 868

within 0.049 -0.397 0.903 T-bar = 5.565

Intangible Asset Growth Rate

Mean Variance Min Max Observations

Inflectionl overall 0.275 0.411 0 1 N = 9968

Marking between 0.407 0 1 n = 1895

within 0.044 -0.141 0.859 T-bar = 5.260

Note: T-bar is the average number of years observed for all companies

Additionally, I will also use the median to condense the language variables of all board

members to one value per company per year. There is again variance between the

companies but very little within the companies over time. Descriptive statistics are

shown in table 2.6.

2.4.3 Controls

As mentioned before, the quantity and quality of R&D activities of companies greatly

depends on country specific factors, like taxation, infrastructure and institution. To

control for these factors I will use country fixed effects for the general situation in a

country, like the underlying institutions, that don’t usually change on a yearly basis. To
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TABLE 2.6: Descriptive Statistics Inflectional Marking: Median

R&D Expenditures

Mean Variance Min Max Observations

Inflectionl overall 0.421 0.490 0 1 N = 4830

Marking between 0.480 0 1 n = 868

within 0.062 -0.436 1.310 T-bar = 5.565

Intangible Asset Growth Rate

Mean Variance Min Max Observations

Inflectionl overall 0.278 0.445 0 1 N = 9968

Marking between 0.439 0 1 n = 1895

within 0.057 -0.558 1.153 T-bar = 5.260

Note: T-bar is the average number of years observed for all companies

capture possible tax incentives for R&D expenditures and the general economic state

of a country, which can change more often, I will use an interaction term between the

country and the year fixed effect.

A second effect I want to control for is the fact that different amounts of R&D activi-

ties between companies from different countries can just be rooted in different cultural

preferences of its board members. It might be that some cultures are just more future

oriented than others and therefore board members from these cultures do invest more

into R&D than board members with a different cultural background. To test for a pos-

sible cultural effect, I will use two cultural dimensions from the Global Preferences Sur-

vey (GPS) (Falk et al., 2016; Falk et al., 2018). Investments into R&D are normally risky

at least to some extent and have a potential return somewhere in the future. Therefore,

I will include the GPS’s measurements for patience and risk preference.

Different business sectors can greatly differ in their R&D activity. In pharmacy, R&D

is a very important part of the business model. Companies have to constantly develop

new drugs, which is a very costly process. In retail, on the other hand R&D plays

nearly no significant role. I will use sector fixed effects to control for these fundamental

differences between different sectors as I am not interested in the effect of the sector on

the volume of the R&D expenditures.
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To make investments a company first needs the financial capacities to make them, so

the general financial situation could also play an important role for the R&D activities

of a company. To address this issue I will also control for that by using the EBIT margin

(ratio earnings before interest and taxes to operational revenue) and the EBITDA mar-

gin (ratio earnings before interest, taxes, depreciation and amortization to operational

revenue) of the companies.

Languages can’t be assumed to be independent from each other because they have com-

mon ancestors. As Roberts, Winters, and M. K. Chen (2015) argue in their paper, this

can lead to an overestimation of the correlation (Galton’s problem). Therefore, I will

add dummies for the language families and language genera to control for possible ef-

fects of historical relatedness between languages. These dummies are again specific to

an individual and then collapsed on the company level to form a continuous variable

between 0 and 1 as the other language characteristics. For a company with a board con-

sisting of five members of whom three are English speaking (Germanic language) and

two are French speaking (Romance language) for example the variable for Germanic

languages would take the value 0.6.

Another effect that should be taken into account is the effect of someone entering or

leaving the board. New board members try to implement their ideas for the future of

the company and therefore the R&D expenditures rises or they invest in new intangible

assets. A change of board members might also be a sign for an overall poor financial

situation of the company which leads to cuts in the R&D budget or the sale of intangible

assets. Board members usually knew beforehand when their tenure ends and it could

be that they do not want to make big decisions about the future of the company in their

last year and leave it to their successors instead. I will control both, for new member

entering the board and an old member leaving it because these two events do not have

to occur at the same time. There might be some delays in finding a successor for a

leaving member or there is always the possibility for an increase or decrease of the

overall board size.

Country Share gives the share of board members with a nationality equal to the country

the companies is based in. This share is 83% and 85% for the samples of companies

used in the regressions of the intangible asset growth rate and the proportion of the
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R&D expenditures, respectively.

2.5 Empirical Approach

2.5.1 Model

I will use the following equation for all my regressions:

yi,t = β0 + β1ℓi,t + β2Xi,t + β3Xi + ϵ (2.1)

The dependent variable yi,t is either the R&D expenditures in relation to the amount of

total assets or the intangible assets growth rate of company i in year t. The variable ℓi,t is

the language variable I am interested in. In the first approach, this is the share of Strong-

FTR language speaking board members in company i in year t. In the second approach,

it is the share of board members speaking a language with an inflectional distinction

between future and present in company i in year t. Xi,t is a vector of company and time

variant control variables and Xi is a vector of only company variant control variables.

I estimate a random effects model with standard errors clustered at the company level.

As my dataset is unbalanced I will use the Swamy-Arora estimator of the variance

components (Swamy and Arora, 1972; Baltagi, 2013).

2.5.2 Unbalanced Panel Data

Unfortunately I don’t have observations for all companies for every year, so my dataset

is unbalanced. This wouldn’t be a problem if you could argue that the data is missing

completely at random (MCAR), this means that the missing data are a totally random

set of the data. If this were be the case, it would be possible to just use the same em-

pirical methods as in the case of a balanced panel dataset. But in the case of company

you can easily argue that the data of some companies is missing because they were

founded later, went bankrupt, merged with another company or were just too small

to report any data. They are not missing completely at random but their missing is

conditional on other variables, i.e., the economic situation in the market they are op-

erating in or their size. A sample selection problem arises if this selection is related
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to the idiosyncratic errors, even when controlled for the conditional explanatory vari-

ables. Wooldridge (2010) suggests a simple test to check if the selection is related to the

idiosyncratic errors. A lead of the selection indicator, si,t+1 is added to the regression

with all other explanatory variables. For observations that are in the sample every time

period, si,t+1 is always zero. But for attriters, si,t+1 switches to one in the period just

before attrition. Selection in the succeeding time period should not be significant in the

equation at time t, when the idiosyncratic errors are uncorrelated to the selection.

TABLE 2.7: S-Test for Sample Selection Bias

(1) (2) (3) (4) (5) (6)

Strong-FTR 0.028 0.028 0.012 0.012

(0.037) (0.037) (0.013) (0.013)

Inflectional-FTR -0.139 -0.139 0.298*** 0.290***

(0.156) (0.157) (0.106) (0.105)

Attrition Control

si,t+1 -0.025 -0.025 -0.025 0.000 -0.000 0.000

(0.017) (0.017) (0.017) (0.005) (0.005) (0.005)

Country
√ √ √ √ √ √

Country × Year
√ √ √ √ √ √

Language Family
√ √ √ √ √ √

Language Genus
√ √ √ √ √ √

Sector Fixed Effects
√ √ √ √ √ √

Sector × Year
√ √ √ √ √ √

Observations 9968 9968 9968 4830 4830 4830

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the fi-
nancial sector are excluded from all regressions. Growth rates in the regressions are restricted to be smaller
than the 93rd percentile. Negative proportions and proportions over 0.5 are excluded from the regression
for R&D Expenditures. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10%
level.

Table 2.7 show the results for these tests. In all four regressions the selection indicator

is statistically not significant and therefore there is no sample selection bias. Conse-

quently, the same methods can be used as in the case of MCAR data.
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2.6 Main Results

2.6.1 Intangible Asset Growth Rate

Tables 2.8 and 2.9 show the results for the regressions with the intangible assets growth

rate as dependent variable and Strong-FTR and Inflectional-FTR as variables of interest

respectively. Table 2.8 uses the mean value for the language characteristics and table

2.9 the median. The control variables are introduced in the same order in both regres-

sions. Regression one controls only for country fixed effects and the interaction term

between country fixed effects and year fixed effects. In the second regression, I addi-

tionally add variables for language family and genus to control for possible effects of

relatedness between languages. Regression three adds the GPS’s values for patience and

risk preference. In regressions four to six, I add controls for the financial situation, sector

fixed effects, interaction terms between sector fixed effects and year fixed effects, the

share of board members being nationals of the country the company is located in, the

average age of the board, the share of female board members, the share of new board

members, the share of board members who left the board that year and the amount of

total assets a company has. In regression seven I add additionally the growth rate of

the next period as a control variable. I drop all observations above the 93rd percentile

of the growth rate. Therefore, my sample selection is conditional on the intangible as-

set growth rate. To prevent a possible sample selection bias this conditionality must be

taken into account.

The coefficient of the Strong-FTR characteristic is not significant in any of the seven

regressions, but it is also positive in all regressions in contrast to my predictions. Inflec-

tional distinction between future and present as variable of interest is also not signifi-

cant in any of the regressions. Its coefficient is negative in all regressions as expected.

The coefficient for the share of members leaving the board is significant at 10% level

and yields a negative effect of about 0.05. The size of the company is significant at the

1% level. But the coefficient is very small.

In table 2.9 I use the median value of the Strong-FTR and the Inflection-FTR character-

istic as independent variable. The coefficient for Strong-FTR is significant and positive

from regression two onwards. So a switch from a board with a majority of Weak-FTR
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TABLE 2.8: Effect on Intangible Asset Growth Rate: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR -0.002 0.034 0.038 0.038 0.038 0.040 0.041 0.028
(0.030) (0.032) (0.032) (0.032) (0.032) (0.032) (0.034) (0.037)

Inflectional-FTR -0.047 -0.058 -0.129 -0.133 -0.130 -0.127 -0.126 -0.143
(0.032) (0.165) (0.154) (0.155) (0.154) (0.153) (0.154) (0.155)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.015 -0.015 -0.016 -0.014 -0.014 -0.012
(0.018) (0.018) (0.018) (0.018) (0.018) (0.019)

Mean Age -0.000 -0.001 -0.001 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.023 0.025 0.021 0.021 0.021
(0.024) (0.024) (0.024) (0.024) (0.024)

Enter -0.030 -0.030 -0.030 -0.030
(0.021) (0.020) (0.020) (0.020)

Exit -0.048* -0.047* -0.047* -0.047*
(0.025) (0.025) (0.025) (0.025)

Total Assets 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000)

Culture
Patience 0.002 -0.040

(0.051) (0.069)
Risk Taking 0.122

(0.159)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 9968 9968 9968 9968 9968 9968 9968 9968
Clusters 1895 1895 1895 1895 1895 1895 1895 1895

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. All
Regressions are random effect models with the Swamy-Arora estimator of the variance components. Stan-
dard errors clustered at company level are reported in parenthesis. Companies from the financial sector
are excluded from all regressions. Growth rates in the regressions are restricted to be smaller than the 93rd
percentile.

language speaker to a Strong-FTR language speaking majority in regression eight is ac-

companied by a 5.5 percentage points higher intangible asset growth rate. This is again

in contrast to what I expected and to Chen’s findings. In contrast the coefficient for

the Inflection-FTR is significant in all regressions an is always negative. A change from

a board with a majority of speakers of a language with no inflectional distinction to a

board with a majority of speakers of a language with inflectional distinction yields 10
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TABLE 2.9: Effect on Intangible Asset Growth Rate: Median

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.028 0.058** 0.059** 0.059* 0.059** 0.061** 0.061** 0.055*
(0.027) (0.029) (0.030) (0.030) (0.030) (0.030) (0.031) (0.032)

Inflectional-FTR -0.077** -0.102** -0.107** -0.105** -0.103** -0.102** -0.103** -0.102**
(0.030) (0.041) (0.041) (0.041) (0.041) (0.041) (0.041) (0.041)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.012 -0.012 -0.012 -0.011 -0.010 -0.008
(0.018) (0.018) (0.018) (0.018) (0.018) (0.019)

Mean Age -0.000 -0.001 -0.001 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.022 0.025 0.021 0.021 0.020
(0.024) (0.024) (0.024) (0.024) (0.024)

Enter -0.030 -0.030 -0.030 -0.030
(0.020) (0.020) (0.020) (0.020)

Exit -0.048* -0.047* -0.047* -0.047*
(0.025) (0.025) (0.025) (0.025)

Total Assets 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000)

Culture
Patience 0.005 -0.029

(0.050) (0.063)
Risk Taking 0.108

(0.149)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 9968 9968 9968 9968 9968 9968 9968 9968
Clusters 1895 1895 1895 1895 1895 1895 1895 1895

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. All
Regressions are random effect models with the Swamy-Arora estimator of the variance components. Stan-
dard errors clustered at company level are reported in parenthesis. Companies from the financial sector
are excluded from all regressions. Growth rates in the regressions are restricted to be smaller than the 93rd
percentile.

percentage points lower intangible asset growth rate. This is in line with my hypoth-

esis. As in the regressions before the coefficient for the share of members leaving the

board yield a significant negative effect and the coefficients for company’s size is highly

significant but very close zero.
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Overall there are only significant results when I use the median of the language charac-

teristic of the board members instead of the mean. Here the Strong-FTR characteristic

has a positive effect, e.g. companies with a majority of board members speaking a

Strong-FTR language act more future orientated. This effects contradicts my hypothe-

sis and is also not in line with Chen’s findings of the effect on an individuals behaviour.

The effect for the Inflectional-FTR variable is as expected by my hypothesis. A company

with a board with a majority of speakers of a language with inflectional distinction has

a lower intangible asset growth rate, i.e., acts less future orientated.

2.6.2 R&D Expenditures

In my second approach, I use the proportion of R&D expenditures to total assets as

dependent variable. The control variables are added in the same order throughout

regressions one to seven as before. I drop all observations with a negative proportion

or a proportion higher than 0.5. Therefore, my sample selection is conditional on the

proportion of R&D expenditures to total assets. To prevent a possible sample selection

bias this conditionality must be taken into account. As in the regressions for the growth

rate I add the proportion of the next period to control for this conditionality.

The effect of the Strong-FTR characteristic isn’t significant in all regressions, but is pos-

itive throughout all of them. The coefficient for the Inflectional-FTR characteristic is

significant in all regressions. Its effect is negative and turns positive from regression

two onwards. In regression eight it yields a positive effect of 0.288 that is significant at

the 1% level. If a company’s board switches from only speakers of a language with no

inflectional distinction to a board with only speaker of a language with an inflectional

distinction this will result in a 28 percentage points higher proportion of R&D expen-

ditures to total assets. In regression eight only the controls for the financial situation

of the company and the size of the company are significant. Both coefficients for the

company’s financials and the size are very close to zero.

In table 2.11 I use again the median value of the language characteristic instead of its

mean. The coefficient for the inflectional marking of the future is only significant in

the first regression. In all other regressions neither of the both language characteristics

yields a significant effect. The cultural trait risk taking yields a positive effect of 0.17,



Chapter 2. Language and the Future: Board Members and the Investment in the

Future
29

TABLE 2.10: Effect on R&D Expenditures: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.025** 0.028** 0.020* 0.019 0.019 0.018 0.024* 0.012
(0.011) (0.012) (0.012) (0.012) (0.013) (0.012) (0.012) (0.013)

Inflectional-FTR -0.031*** 0.134*** 0.288*** 0.292*** 0.294*** 0.301*** 0.295*** 0.288***
(0.010) (0.032) (0.101) (0.107) (0.106) (0.105) (0.104) (0.104)

Financials
EBIT Margin 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.002 -0.002 -0.002 -0.000 0.002
(0.008) (0.008) (0.008) (0.008) (0.007)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.011 -0.012 -0.011 -0.011 -0.011
(0.009) (0.009) (0.009) (0.009) (0.009)

Enter 0.002 0.002 0.002 0.002
(0.006) (0.006) (0.006) (0.006)

Exit -0.009 -0.009 -0.009 -0.009
(0.008) (0.008) (0.008) (0.008)

Total Assets -0.000** -0.000** -0.000**
(0.000) (0.000) (0.000)

Culture
Patience 0.063** 0.024

(0.030) (0.045)
Risk Taking 0.138

(0.098)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4830 4830 4830 4830 4830 4830 4830 4830
Clusters 868 868 868 868 868 868 868 868

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. All
Regressions are random effect models with the Swamy-Arora estimator of the variance components. Stan-
dard errors clustered at company level are reported in parenthesis. Companies from the financial sector
are excluded from all regressions. Negative proportions and proportions over 0.5 are excluded from the
regression.

which is significant at the 10% level. From the other controls again the company’s

financials and size are highly significant but their effect size is very close zero.

Contrary to my findings from the regressions with the intangible assets growth rate the

effect of the Inflectional-FTR characteristic of a language has a positive effect if I use

the proportion of R&D expenditures to total assets as indicator of the future orientation
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TABLE 2.11: Effect on R&D Expenditures: Median

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.017 0.018 0.013 0.012 0.012 0.012 0.014 0.004
(0.011) (0.011) (0.013) (0.014) (0.014) (0.014) (0.014) (0.015)

Inflectional-FTR -0.019** -0.006 -0.005 -0.003 -0.003 -0.003 -0.003 0.000
(0.009) (0.011) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012)

Financials
EBIT Margin 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.001 -0.001 -0.002 0.000 0.002
(0.008) (0.008) (0.008) (0.008) (0.008)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.012 -0.012 -0.011 -0.011 -0.012
(0.009) (0.009) (0.009) (0.009) (0.009)

Enter 0.002 0.002 0.002 0.002
(0.006) (0.006) (0.006) (0.006)

Exit -0.009 -0.009 -0.009 -0.009
(0.008) (0.008) (0.008) (0.008)

Total Assets -0.000** -0.000** -0.000**
(0.000) (0.000) (0.000)

Culture
Patience 0.056* 0.012

(0.030) (0.042)
Risk Taking 0.171*

(0.093)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4830 4830 4830 4830 4830 4830 4830 4830
Clusters 868 868 868 868 868 868 868 868

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. All
Regressions are random effect models with the Swamy-Arora estimator of the variance components. Stan-
dard errors clustered at company level are reported in parenthesis. Companies from the financial sector
are excluded from all regressions. Negative proportions and proportions over 0.5 are excluded from the
regression.

of a company. A possible explanation for this change in the direction of the effect may

be the different data that is available for the regressions with the R&D expenditures.

The sample is not only much smaller, but also less diverse when it comes to countries

where companies are located with a majority of board members who speak a language

with the Inflectional FTR. Almost every one of them (98%) is located in France. This is

of interest to my findings because, according to the World Bank’s World Development
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Indicators (The World Bank, n.d.), France has much higher R&D spending than, for

example, Spain or Italy, where a significant proportion of companies are located in the

data set that I use in the regressions with the growth rate of intangible assets. I would

argue that, on average, companies from Spain or Italy also have a lower proportion of

R&D spending than companies from France and I’m only left with companies with a

high proportion. It is this enormous over-representation of French companies in my

data that most likely drives my results and makes the effect positive compared to the

results of previous regressions

2.7 Discussion

In his comment to M. K. Chen (2013), the British linguist Prof. Geoffrey K. Pullum crit-

icizes Chen’s coding of Strong- vs. Weak-FTR. He gives some simple examples that it

is very well possible to speak about the future in present tense in English in certain cir-

cumstances, i.e. My flight takes off at 8:30. Therefore, he has no confidence in accurately

describing English as Strong-FTR. Furthermore, he makes the point that if the facts are

shaky for a so well studied language as English, how likely are they to be precise for

less studied languages (Pullum, 2012)? A point that Dahl supports in his comment to

Chen’s answer to Pullum’s critic (M. K. Chen, 2012). He says that in the EUROTYPE

volumes (Dahl, 2000), one of the phenomena he is looking at, is the so-called futureless

area in Northern Europe in which languages lack inflectional futures and future-time

reference that is less systematically marked grammatically. He does therefore not intro-

duce a binary coding like textitStrong- vs. Weak-FTR and focuses more on predictive

statements and not obligatory marking in general. The FTR marking differs across

languages on many parameters for which information is often lacking in grammar.

Because of this, the chapter on future tense in the WALS (Dahl and Velupillai, 2013)

focuses on inflectional marking, the second criteria I use in my analysis.

A second critic Pullum (2012) made, is the fact that a priori it is not clear if the correla-

tion should be positive or negative, a point that Roberts, Winters, and M. K. Chen (2015)

also briefly address in their follow-up study. You can easily argue that the grammatical

distinction between future and present does not lead to thinking less about the future

but instead to think more about it. If an individual has to use a specific grammatical
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construct or a specific form of a word to speak about the future, the speaker has to pay

more attention to the future and therefore might act more future orientated. This could

be an explanation for my results on the inflectional distinction of future and present,

which go against my hypothesis and are contrary to Chen’s findings.4

With regard to the the interpretation of the results, it is important to mention that I can’t

completely rule out that language is reflecting deeper differences between individuals

which drive the different behaviour instead of causing it. I try to rule out this possi-

bility by including my control variables, especially the cultural preferences, to find a

causal relationship. The introduction of the cultural variables has almost no effect on

especially the significant coefficients of the language characteristics. If they both were

markers for the same causal factor you would expect these two to interact more.

2.8 Conclusion

Overall, my findings on the influence of inflectional marking on the growth rate of

intangible assets are consistent with my hypothesis and the literature. I find a nega-

tive effect of considerable size for both the mean and median aggregation of the lan-

guage characteristic. These results are tantamount to a less future-oriented behaviour

of companies with more board members who speak a language that grammatically dis-

tinguishes the future from the present by modifying the verb. The coefficient for the

median regression is statistically significant at the 5% level.

When I use the proportion of R&D expenditures to total assets as a benchmark for the

future-oriented behaviour of a company, the direction of the effect changes too positive.

But this most likely does not reflect the actual effect but is due to the poor availability

of data on R&D expenditure of enterprises in the EU in my data sources. Almost all

companies with a majority of board members who speak a language that has an inflec-

tional marking for the future are based in France. France spends more of its GDP on

research and development than, for example, Spain or Italy, two other large European

countries with a language that bears the inflection marking (The World Bank, n.d.). It

is therefore highly likely that French companies also have higher R&D expenditure on

average than Spanish or Italian companies. Therefore, I would argue that not only do
4Similar criticism is brought forward by Dahl (2009)
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I lose half of the observations by moving from the growth rate of intangible assets to

R&D expenditure, but I also lose disproportionately many observations with low R&D

expenditure, which fully drives the effect. The effect of the Strong- and Weak-FTR clas-

sification is positive throughout all my regressions and therefore not in line with my

hypothesis and the findings from the literature. My findings thus support the critical

view expressed by some linguists and discussed in the 2.7 section. As Pullum (2012) ar-

gues the direction of the language effect is a priori not that clear and the distinction into

the strong vs weak-FTR classification is in general not so clear cut. Therefore, I would

not put too much emphasis on these results and concentrated more on the inflectional

marking of future events.

In summary, the native language of person not only seems to play a role for decision

making in her private life, but this effect also translate to the business world. The native

language of its board members effects how future orientated a company acts.
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Chapter 3

Language and Xenophobia: The

Effect of Politeness Distinction in

Pronouns on your Attitude towards

Foreigners

In this chapter, I investigate cross-linguistic differences in politeness distinction in second per-

son pronouns and their effect on an individual’s attitude towards foreigners. I combine data

from the World Value Survey, which is asking its participants about how much trust they put

into foreigners with data from the World Atlas of Language Structure about the distinction of

politeness groups in second person pronouns of languages. A politeness distinction in second

person pronouns of a language results in its speakers trusting foreigners less compared to speak-

ers of a language with no politeness distinction. In further regressions, I only include either

immigrants or individuals not speaking the official language of their country of residence to

increase the variation in my language variable. The effect of the language variable remains.

Furthermore, the effect also remains after the inclusion of two different sets of cultural controls,

indicating that it is a genuine language effect and not the representation of cross-cultural dif-

ferences. Therefore, my results show that language structures should be included into research

about people’s attitude towards foreigners in addition to the economic and non-economic factors

that have played a central role in the research so far.
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3.1 Introduction

What factors determine people’s attitude towards foreigners. Why are some countries

in the world considered immigration countries and others not. This is one of the most

exciting questions of our time. In the United States, the 2016 presidential election was

won by a candidate who aggressively campaigned for a wall on the border with Mexico

to limit immigration. In the same year, one of the slogans of the Leave campaign during

the vote on Brexit was take back control of our borders to stop immigration from Eastern

Europe. On the other hand, during the refugee crisis in 2015, Germany voluntarily

opened its borders to people from Syria, thus coining the term welcome culture. Previous

research has focused on non-economic factors, such as cultural values or political views,

and economic factors, such as competition in the labour market, as explanations for the

differences in people’s attitudes towards foreigners. In my research I want to provide

another approach to explain why people differ in their attitudes towards foreigners,

namely their language. My research shows that the language someone speaks has an

influence on their attitude towards foreigners.

About 7000 languages are spoken worldwide, which differ in many features. Ger-

mans for example divide people linguistically into two different groups. For family

and close friends they use the personal du as a pronoun. But there is also the polite Sie

for strangers or people of higher rank. In the German language, second person pro-

nouns are thus divided into two groups of politeness. English does not know such a

distinction, you is always used as a form of address completely independent of the so-

cial relationship between the speaker and the person addressed. Some languages even

distinguish more than two groups of politeness. In Marathi1, for example, there is a

separate polite pronoun for priests. Other languages avoid pronouns completely as a

sign of politeness towards the person addressed and use titles or kinship terms instead.

My hypothesis is based on this distinction between languages that have a politeness

distinction in their second person pronouns and those that have none. When strangers

for one person linguistically belong to another group than family and close friends, i.e.,

people you trust, this has an effect on their behaviour. Every time you address these

people, the language reminds you by using a different pronoun that they are strangers

1A language predominantly spoken in the state of Maharashtra, India.
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who have not yet made it into the inner social circle. This leads to a more negative

attitude towards foreigners than a speaker of a language that does not make a distinc-

tion between politeness groups. For these persons, foreigners are linguistically closer,

since they are addressed in the same way as family members and close friends. This

leads to a more friendly and welcoming attitude towards foreigners, as both groups are

linguistically equal.

However, this linguistic effect should not only reflect cultural preferences of a society.

It is an effect that exists in addition to culture and can theoretically go in a different di-

rection than the effect of culture. This hypothesis is based on linguistic relativism (also

Sapir-Whorf hypothesis) (Sapir, 1921; Slobin, 1996; Whorf, 1956), which in its weak

form states that linguistic categories and usage influence thought and decisions. The

linguistic differentiation of people into at least two groups, one that is close to us and

one to which we are more distant, thus influences our behaviour and leads to a more

adverse attitude towards foreigners.

To test my hypothesis I use a ordered probit model to empirically analyze an individ-

uals attitude towards foreigners across languages, using data from the 6th wave of the

WVS, carried out from 2010 to 2014 (Inglehart et al., 2014). I’m interested in question

V107, which asks participants directly how much trust they place into people of other

nationalities. They can choose their answer from four categories with descending trust

level from Trust completley to Do not trust at all. This is an advantage over indirect

measurements of personal preferences such as voting or lobbying, as these are also in-

fluenced by preferences in other policy areas. A second advantage of the WVS data for

my analysis is that it contains information about the language the participants speak

at home. This gives me some national variations of the language feature due to immi-

grants and their descendants still speaking their mother tongue or the mother tongue

of their parents at home, and for countries where several languages are spoken in ev-

eryday life. The information on the politeness distinction in second person pronouns of

the different languages comes from the WALS (Helmbrecht, 2013). The WALS divides

languages into four different groups based on whether they have a politeness distinc-

tion and if so, how many politeness groups they have. I reduce this to two groups,

because for my research question I am only interested in whether there is a distinction
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of politeness or not.

I find a negative effect of the politeness distinction on the degree to which respondents

trust foreigners: The marginal effects show that people who speak a language with a

politeness distinction are more likely to answer the question with Do not at trust at all

trust or Do not trust very much than people whose language does not have a politeness

distinction. In contrast, for the categories Trust somewhat and Trust fully, the marginal

effects are positive. The size of the effects ranges from just under 2 to just under 8

percentage points. These effects are robust to a variety of control variables. When the

country fixed effects are omitted to account for the effect of Hofstede’s cultural dimen-

sions (Hofstede, 2001), which have previously been found to affect attitudes toward

foreigners (Leong and Ward, 2006), the results hold. Furthermore, I use two different

subsamples to overcome the limitations of my original data set. The results of these

additional regressions are consistent with previous results and support my original

findings. In addition, I still repeat my regressions with a data set that uses cultural

preferences for the GPS (Falk et al., 2016; Falk et al., 2018) instead of Hofstede’s cultural

dimensions as controls for cultural idiosyncrasies. These regressions also confirm my

results.

There is a growing literature on the effect of language structures on the behaviour of

individuals. Closest to my on work is research by Kovacic and Orso (2016) about the

effect of the number of grammatical categories concerned with the expression of un-

certainty on the attitude towards immigration. People who speak a language in which

these specific grammatical forms are used more intensively have a higher intolerance

towards immigration. M. K. Chen (2013) and Roberts, Winters, and M. K. Chen (2015)

have shown that people who speak a language without necessary distinction between

present and future act more future-oriented. They save more, retire with more assets,

smoke less, practice safer sex and are less obese. Similar savings behaviour is also found

for corporations (S. Chen et al., 2017). Jaehyeon Kim, Y. Kim, and Zhou (2017) find that

in countries where langauges do not require speakers to grammatically mark future

events managers are less likely to engage in earnings management as future conse-

quences of it are perceived more imminent. Chi et al. (2020) demonstrate that languages

with a more ambiguously encoding of future timing lead to higher R&D investments
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on the country- and firm-level. Galor, Özak, and Sarid (2020) investigate the effect of

language characteristics on educational attainment. The presence of a periphrastic fu-

ture tense has an positive impact on educational attainment whereas the the presence

of sex-based grammatical gender system has a negative effect on female educational

attainment. Hicks, Santacreu-Vasut, and Shoham (2015) and Santacreu-Vasut, Shoham,

and Gay (2013) also show that gender specific linguistic characteristics are associated

with worse outcomes for women regarding the allocation of household tasks and the

implementation of gender political quotas, respectively.

There is an extensive literature which theoretical and empirically investigates factors,

like age, political views, education, employment status, skill composition of the labour

market and cultural values, influencing personal attitudes towards foreigners. Leong

and Ward (2006) examine the influence of cultural characteristics of societies and their

impact on attitudes toward immigrants and multiculturalism in Europe. They con-

clude that certain cultural traits are associated with lower support for policies that pro-

mote social coexistence and lead to more pessimistic attitudes toward multiculturalism.

Hjerm (1998) uses data from the International Social Survey Program (ISSP) 1995 to ex-

amine the effect of national attachment on xenophobia in four European countries. His

findings conclude that civic national identity and national pride lead to lower levels

of xenophobia whereas on the other hand ethnic national identity and national pride

lead to higher levels of xenophobia. Gang, Rivera-Batiz, and Yun (2013) show in their

paper that the change in the attitude of European citizens towards foreigners between

1988 and 2008, which was found by Eurobarometer surveys, can be explained by racial

prejudice, economic conditions and educational attainment. Racial prejudice and eco-

nomic strain leads to more negative attitudes while on the other hand educational at-

tainment act as a powerful antidote against anti-foreigner attitudes. Ostapczuk, Musch,

and Moshagen (2009) test the hypothesis that the positive effect of a respondent’s edu-

cation on their attitudes towards foreigners is not because highly educated people are

actually less xenophobic, but because they are simply more likely to give socially de-

sirable answers. They do indeed find a strong bias in self-reported attitudes towards

foreigners, but even after controlling for social desirability, an effect of education on

attitudes towards foreigners can be found. In another paper, it is shown that the skill
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composition of natives relative to immigrants has an effect on attitudes toward immi-

grants (Mayda, 2006). Skilled individuals are more in favour of immigration in coun-

tries where natives are more skilled than immigrants and opposed otherwise. Facchini,

Mayda, and P. Mishra (2011) come to the same conclusion, that skilled natives are less

likely to favour skilled migration due to the perceived competition threat on the labour

market. This effect leads to lower number of policies aiming to increase the intake of

skilled immigrants despite the benefits this kind of immigration can have on the des-

tination country. Scheve and Slaughter (2001) on the other hand show for the US, that

less-skilled workers have a higher preference for policy which is limiting inflow of im-

migrants into the US. Individuals believe that the US economy is absorbing the influx

of immigrants, at least in part, through changing wages. Facchini and Mayda (2012)

find that interest groups play a statistically significant role in shaping migration policy

for different sectors in the US. Sectors where trade unions are more important tend to

have higher barriers to migration, while sectors with stronger business interest groups

have lower barriers. In a comparative study on the public views regarding the equal-

ity of rights foreigners deserve between Germany and Israel Raijman, Semyonov, and P.

Schmidt (2003) identify the perceived level of threat as the main determinant of support

for foreigners’ rights.

The outline of this chapter is as follows. Section 3.2 describes the politeness distinction

in second person pronouns and how it differs across languages. Section 3.3 explains my

hypothesis on how your language might influence your attitude towards foreigners.

Section 3.4 describes my underlying data. Section 3.5 focuses on my model. The results

of my regressions are presented in Section 3.6. In section 3.7, the results of several

robustness tests are reported. In Section 3.8, I conclude my findings.

3.2 Politness Distinction

The language characteristic of interest for my research is the politeness distinctions in

personal pronouns, and to be more precises in second person pronouns. Before I get

into this characteristic of a language in more detail I would like to start with a small

exmaple from my native language German. German has a binary politeness distinction.

There are du (you.sg.familiar) and ihr (you.pl.familiar) as intimate or familiar pronouns
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to address someone and Sie (you.honorific) as a formal pronoun of address, which does

not distinguish numbers. The formal pronoun is normally used between adults, who

are not in a close social relationship like family or friends. Normally the usage of pro-

nouns is symmetrical, so if you are addressed with the familiar du you will answer with

it. One common exception is between adults and children. Adults usually address all

children with du, but receive a Sie if they are not in a close social relationship with the

child. This politeness distinction and its symmetrical use leads in Germany to the cus-

tom of offering someone the du, when the relationship has grown closer. In the most

cases the offer is initiated by the older person or the one with the higher status, for

example in an work environment.

The WALS (Helmbrecht, 2013) distinguishes four different forms of politeness distinc-

tion in second person pronouns. The first one is very simple, there is no politeness

distinction, so these languages have no personal pronouns which express different de-

grees of respect or intimacy toward the addressee. One well known example is the

English language, which only uses you as second person pronoun to address someone.

The next group are languages with a binary politeness distinction. Languages in this

group have a clear contrast between a pronoun that is a polite form of address and a

familiar pronoun. This binary distinction may well be expressed by several distinct

pronouns as long as these pronouns do not indicate more than one politeness distinc-

tion. One example is Polish, which uses two different pronouns to indicate the same

degree of respect in different dialects. Wy is used in rural areas and Pan/Pani is used

in urban areas. The language Taba, which is spoken in Indonesia, has the pronoun

meu (2.SG.HON), which is a free pronoun fulfilling all grammatical functions, and the

pronoun h= (2.SG.HON), which is a obligatory clitic only in subject form. Clitics have

the form of affixes, but play a syntactic role at the phrase level. A common example

for a clitic is the contracted forms of the auxiliary verb in I’m. The binarity does not

refer to the number of pronouns, but describes the fact that linguistically two groups

are distinguished. A close group, which is addressed with the familiar pronoun, and

a more distant group, which is addressed with the polite pronoun. Also the pragmatic

rules when to use which pronoun can differ between languages with a binary politeness
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distinction. The mother-in-law will be addressed with the familiar du by the daughter-

in-law in German, whereas she continues to be addresse with the polite vous in French.

The third group includes all languages that have two or more degrees of politeness

within a pronominal paradigm. These systems are rare. One example is Marathi, which

distinguishes between tu, used for familiy and intimate persons, te and he (2.SG.HON),

used for people with higher social status, and āpan (2.SG.HON), used for priests and

teacher in a very formal context.

The last group pronoun avoidance is rather different from the first three. Polite forms

of address in these languages do not belong to the class of pronouns. Instead, status

and kinship terms, titles and other complex nominal expressions are used. If there are

second person pronouns they are usually used to address social equals or inferiors.

This strategy can be found in languages of East and Southeast Asia such as Japanese,

Burmese or Thai.

Brown and Gilman (1960) explain the usage of familiar and polite pronouns by two

parameters, which are not fully independent. The first one is power. In this case the

polite pronouns are used to express a difference in social rank between the interlocu-

tors. The asymmetrical use of Sie and du between adults and children in German for

example reflects this difference in social power. The other parameter is solidarity. This

reflects the social distance between the interlocutors. If your conversation partner is a

stranger, your social distance to him is greater and polite pronouns are used. On the

other hand, the social distance to your family members or friends is very small and the

familiar pronoun is used. The use of solidarity pronouns is always symmetrical.

3.3 Hypothesis

Persons speaking a language with a politeness distinction divided people linguistically

into at least two groups. One that is close to them and one that is further away (The

solidarity parameter Brown and Gilman (1960) mention) . I argue that this linguistic

separation influences the way people think and behave towards foreigners. One possi-

ble explanation for how friendly and hospitable a society and its members are towards

foreigners is therefore the language they speak and whether or not there is a difference



Chapter 3. Language and Xenophobia: The Effect of Politeness Distinction in

Pronouns on your Attitude towards Foreigners
42

in politeness. For example, an English-speaking person addresses everyone with a you,

whether it is a family member, a close friend or a complete stranger. This brings all

these different people closer together linguistically and thus influences the person’s be-

haviour. If a person is addressed in the same way as a family member, they are treated

more like a family member, which leads to a friendlier and more welcoming attitude

towards foreigners. A German-speaking person, on the other hand, makes a clear lin-

guistic distinction between close persons and foreigners and is therefore reminded each

time they are addressed whether they are a close or a more distant person. If they are

reminded each time through their language, this distinction will also be reflected in

their behaviour towards the foreign person.

This language effect should not only reflect the cultural differences between societies,

but should also be a pure language effect on the behaviour of the individual. One ex-

planation for such a language effect is the theory of linguistic relativity. In its weak form

this theory states that linguistic categories and language use influence the thinking and

decisions of individuals (Sapir, 1921; Slobin, 1996; Whorf, 1956). Therefore, a possi-

ble distinction in second person pronouns for different groups of people can influence

the behaviour of an individual towards these groups beyond his personal and cultural

preferences. This effect is reflected in people who speak a language with a difference in

politeness, in a different attitude and behaviour towards foreigners.

3.4 Data

For my analysis I use three main data sources. WVS Wave 6 (2010-2014) (Inglehart et al.,

2014) for information about attitude, socio-econmic status, world view ect, the WALS

(Helmbrecht, 2013), which contains a multitude of grammatical and lexical character-

istics of thousands of languages, among others politeness distinction in second person

pronouns and Hofstede’s cultrual dimensions (Hofstede, 2001). The survey data and

the language data is combined via question V247 What language do you normally speak at

home? in the WVS. So, individuals get attributed the value for politeness distinction of

the language that is used in their household. They also get the cultural dimension of

the country they are currently living in, as it is not possible to track where they were

born or raised. After combining my data I delete all observations with missing data
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in the politeness distinction variable and the cultural dimensions. Afterward I impute

the data of all missing answers to survey questions using chained imputation with 35

iterations. I don’t impute values for politeness distinction of missing languages and

missing cultural dimensions as I’m not really convinced myself that one could retrieve

plausible values for those by looking at answers individuals have given to survey ques-

tions about their lives or by looking at other languages or the culture of other nations.

After the imputation I have 41,152 unique observations from 32 countries.2

3.4.1 Dependent Variable

As proxy for xenophobia and an individuals attitude towards foreigners I use question

V107 from the WVS Wave 6 (2010-2014). In Question V107 participants are asked: I’d

like to ask you how much you trust people from various groups. People of another national-

ity.. Respondents are given four possible answers with decreasing trust levels: Trust

completely, Trust somewhat, Do not trust at all and Do not trust very much. You would

expect that people with a more adverse attitude towards foreigners will show lower

trust levels towards people with a different nationality. As you can see in table 3.1, the

majority of responses are in the two middle categories, with just over 35% each. Ap-

proximately 24% answered trust completely and only about 4% have no trust at all in

people of another nationality.

TABLE 3.1: Trust in Foreigners

Trust Trust Do not trust Do not trust Missing Total

completely somewhat at all very much

8,545 13,059 12,632 1,546 5,370 41,152

Note: Question V107 WVS Wave 6: I’d like to ask you how much you trust
people from various groups. People of another nationality.

3.4.2 Independent Variable

The information about the politeness distinction in second person pronouns in lan-

guages is taken from chapter 45A of the WALS (Dryer and Haspelmath, 2013). The au-

thors divide languages into four categories depending on how many different groups

can be addressed based on politeness reasons. The four different groups are explained

2For a complete list of countries see appendix table 3.3.
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in more detail in section 3.2 (Helmbrecht, 2013). For my analysis I encoded these four

categories into a binary variable taking the value 0 if a language as no politeness distinc-

tion in second person pronouns at all and 1 if a language has any kind of distinction.3

As I have no hypothesis why it should matter for an individual’s attitude towards for-

eigners if their language differentiates only two politeness groups or more or expresses

politeness by pronoun avoidance, binary distinction, 2 or more and pronoun avoidance are

combined in the value distinction. Slightly over 80% of the individuals in my sample

speak a language with some sort of politeness distinction as shown in table 3.2.

TABLE 3.2: Politeness Distinction Across Individuals

No distinction Distinction Total

7,391 33,761 41,152

Note: Distribution of politeness distinction across all observed individuals. The
politeness distinction variable always refers to the language that the respondents
reported as the language they speak at home.

As you can see from table 3.3 the variation of the politeness variable within the coun-

tries is rather low, most of the means are very close to 0 or 1. This is not surprising,

since in most countries one language is dominant and spoken by the majority of the

inhabitants. Furthermore, even in countries with many regional languages like India

these languages are highly related because of close geographical proximity and com-

mon ancestors and therefore, share the same rules or very similar rules for politeness

distinction in second person pronouns. The only notable exception is Singapore with a

mean of 0.5. The reasons for that is that almost all respondents from Singapore reported

either English or Mandarin as their language spoken at home. Mandarin features a po-

liteness distinction whereas English on the other hand has none.

From the WALS I also retrieve the family and the genus of each language. In general

languages can not be assumed to be independent from each other, so I use their family

and genus to control for possible correlations between languages, which are related.

3A list of all reported languages and their value for the politeness distinction variable can be found in
the appendix table B.12
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TABLE 3.3: Politeness Distinction by Country

Country Mean Std. Dev. Freq. Country Mean Std. Dev. Freq.

Argentina 1 0 1021 Netherlands 0.995 0.067 1768

Australia 0.036 0.187 1434 New Zealand 0.013 0.113 776

Brazil 1 0 1486 Pakistan 0.961 0.194 847

Chile 1 0 1000 Peru 0.993 0.081 1210

China 1 0 2300 Philippines 1 0 512

Taiwan 1 0 1183 Poland 1 0 963

Colombia 0.995 0.068 1505 Romania 1 0 1498

Ecuador 0.981 0.137 1202 Russia 1 0 2343

Estonia 1 0 496 Singapore 0.520 0.500 1730

Germany 0.990 0.099 2027 Slovenia 1 0 9

Hong Kong 0.878 0.331 49 Sweden 0.989 0.106 1142

India 1 0 1871 Thailand 1 0 1152

Japan 1 0 2443 Trinidad 0.001 0.032 996

Malaysia 0.900 0.300 391 Turkey 1 0 1498

Mexico 0.974 0.159 1936 United States 0.072 0.259 2173

Morocco 0.006 0.076 1199 Uruguay 0.997 0.055 992

Overall

Mean Std. Dev. Freq.

Total 0.820 0.384 41152

Note: Distribution of the politeness distinction variable of the language indi-
viduals speak at home grouped by their country of living. Frequency is the total
number of observations from one country.

3.4.3 Control Variables

I use Hofstede’s cultural dimensions (Hofstede, 2001) as a control for cultural character-

istics and differences of the societies I look at. I’m especially interested in masculinity

as it is a measurement for competitiveness within a society and power distance, a mea-

surement of hierarchy and its acceptance in society, as these two have been identified

to influence attitude towards foreigners before (Leong and Ward, 2006). As a second

source for cultural characteristics and differences of societies I use data from the GPS

(Falk et al., 2016; Falk et al., 2018) for additional regressions. Data from the GPS is not

yet widely used in research about attitudes of individuals towards foreigners, but it

gives me a second data set with a different composition of countries. This gives me the
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opportunity to test my hypothesis for a wider range of countries and languages. Un-

fortunately, the GPS does not contain direct correspondences to Hofstede’s dimensions

of masculinity and power distance. The five preferences reported by the GPS that I use

for my research are Patience, Risk Preference, Positive Reciprocity, Negative Reciprocity and

Altruism.

I use a question from the WVS to control for the effect of the general trust level of a

person. Question V24 of the WVS asks: Generally speaking, would you say that most people

can be trusted or that you need to be very careful in dealing with people? and gives two

possible answers: i) Most people can be trusted. and ii) Need to be very careful.. The GPS

also contains data on trust, but it is again aggregated on the country level. Therefore, I

do not use it as it contains less information than the data from the WVS.

Furthermore, I use a wide range of information about the respondents, that is found in

the WVS. Starting with information about the respondent’s age (V241), gender (V240),

religion (V144), education (V248), martial status (V57) and number of children (V58).

A second big block of questions is about their financial and employment situation. Are

they employed (V229)? Are they the chief wage earner in their family (V235)? In which

income class would they sort themselves (V238) and in which income class they actually

are based on their income (V239). For the self reported class they can choose between

upper class, upper middle class, lower middle class, working class and lower class.

Question V239 has 10 different ascending income groups and the respondent is asked to

state in which of this 10 groups they fall with their income. I encode these 10 groups into

five to match the possible answers from question V238. And finally are they in fear of

losing their job or worried to not find one (V181). The scale of possible answers has five

answers, Very much, A good deal, Not much, Not at all and Don’t know/No answer. If you are

unemployed or in fear of losing your job, strangers can be seen as competition in the job

market. This might increase your reluctance towards them. This effect can be increased

if you are the chief wage earner of your family or in lower income classes where the

financial situation is tougher. I also control if the respondents (V246) or their parents

(V243, V244) are immigrants themselves. Own experience with immigration and being

a foreigner in a new country might increase your own openness towards foreigners

because you can put yourself in their situation. Another question that is somewhat
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linked to the ones before, is the question about the general happiness in life (V10). The

respondents are asked to state if they are Very happy, Rather happy, Not very happy or Not

at all happy. It might be the case that unhappy persons are more unfriendly to others in

general or that they blame their misfortune onto others. Foreigners are a common target

for such blame. Therefore, the happiness might affect an individual’s attitude towards

foreigners. The last question I use is about the political views of the respondents. They

have to sort themselves into a left-right scale concerning their political position (V95).

The scale rages from 1 (left) to 10 (right). I code this 10 scale into five different groups,

Left, Center Left, Center, Center Right and Right. I would expect that people to the right

of the political spectrum are more reserved towards foreigners.

3.5 Empirical Approach

I examine the effect of an individuals attitude towards foreigners using the following

ordered probit model:

Pr(trustj = i) = Pr(κi−1 < β1 + β2 pdj + β3Xj + β4Xℓ + β5XC + ϵj < κi.) (3.1)

The dependent variable trustj is an individuals answer to the question if they trust

people of another nationality. It takes on one of four possible outcomes (1 = Do not trust

at all, 2 = Do not trust very much, 3 = Trust somewhat and 4 = Trust completely). The main

independent variable of interest is pdj. It takes on the value 1 if the language a person

speaks at home has a politeness distinction, otherwise it is 0. Xj are characteristics

of individual j, e.g., age, gender, religion, job status ect., and their answers to other

questions of interest in the WVS, for example the political views or general happiness

in life . Xℓ are language specific characteristics, such as gender and family. XC are

either country fixed effects or Hofstede’s cultural dimensions. I can only assign to the

participants the masculinity and power distance values of their country of residence,

as the WVS unfortunately does not contain any information about the participants’

country of birth. So these variables have no variation within a country. In order to

still control for their effect, I have to drop the country fixed effects. This is done in

further regressions. κ denotes the cut off points between the different categories of
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trust. Standard Errors are clustered at the language level.4

3.6 Main Results

Table 3.4 presents my main empirical findings. The coefficient for the politeness dis-

tinction in a language is negative as expected, i.e., people speaking a language with

a distinction are more likely to trust people with another nationality less. If you look

at the marginal effects for the four possible answers in column IV to VII, individuals

have a higher chance to answer do not trust at all or do not trust very much and a lower

probability to answer with trust somewhat and trust completely. The marginal effects are

of considerable size, ranging from just under 2% to almost 8%. They are all statistically

significant at the 1% level.

TABLE 3.4: Language Effect on Trust

I II III Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.442*** -0.441*** -0.293*** 0.079** 0.018** -0.074*** -0.024***

(0.147) (0.144) (0.112) (0.035) (0.009) (0.028) (0.009)

Trust 0.435*** -0.117*** -0.027* 0.109*** 0.035***

(0.032) (0.011) (0.016) (0.009) (0.006)

Immigrant 0.131*** -0.035*** -0.008 0.033*** 0.011***

(0.034) (0.009) (0.006) (0.009) (0.003)

Immigration Status Parents

One Immigrant 0.127*** -0.033*** -0.010* 0.032*** 0.011***

(0.030) (0.007) (0.006) (0.007) (0.004)

Both Immigrants 0.028 -0.008 -0.002 0.007 0.002

(0.048) (0.013) (0.003) (0.012) (0.004)

Country Fixed Effects
√ √ √ √ √ √ √

Language Family
√ √ √ √ √ √ √

Language Genus
√ √ √ √ √ √ √

Personal Characteristics ×
√ √ √ √ √ √

Employment Status × ×
√ √ √ √ √

Financial Situation × ×
√ √ √ √ √

Family Situation × ×
√ √ √ √ √

Political Views × ×
√ √ √ √ √

Observations 41152 41152 41152 41152 41152 41152 41152

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Column
I to III report coefficients for ordered probit regressions with different sets of control variables. Column IV
to VII report the marginal effects for each of the four different possible answers given for question V107 of
the WVS. The same set of control variables is used as in column III.

Individuals who trust people more in general also trust foreigners more, as one would

expect. But the important point for my research is that the inclusion of the trust variable

4Regressions with standard errors clustered at the country level can be found in section B.1 in the
appendix
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does not change the direction and significance of the effect of the language variable.

This suggests that the language variable does not just capture a general effect on trust

that translates into higher trust in foreigners. The language variable has an additional

effect on a person’s attitude toward foreigners, in addition to the effect it might have

on a person’s trust in other people.

TABLE 3.5: Language Effect on Trust: Cultural Dimensions

I Do not trust Do not trust Trust Trust
at all very much somewhat completely

Politeness Distinction -0.333*** 0.092*** 0.021 -0.085*** -0.027***
(0.115) (0.034) (0.014) (0.031) (0.009)

Trust 0.416*** -0.115*** -0.026* 0.107*** 0.034***
(0.037) (0.014) (0.015) (0.009) (0.006)

Culture
Masculinity -0.003 0.001 0.000 -0.001 -0.000

(0.003) (0.001) (0.000) (0.001) (0.000)
Power Distance -0.012*** 0.003*** 0.001* -0.003*** -0.001***

(0.002) (0.001) (0.000) (0.001) (0.000)
Immigrant 0.122*** -0.034*** -0.008 0.031*** 0.010***

(0.039) (0.010) (0.006) (0.011) (0.003)
Immigration Status Parents

One Immigrant 0.121*** -0.032*** -0.009* 0.031*** 0.011**
(0.040) (0.012) (0.005) (0.010) (0.004)

Both Immigrants 0.023 -0.006 -0.001 0.006 0.002
(0.054) (0.015) (0.003) (0.014) (0.005)

Country Fixed Effects × × × × ×
Language Family

√ √ √ √ √

Language Genus
√ √ √ √ √

Personal Characteristics
√ √ √ √ √

Employment Status
√ √ √ √ √

Financial Situation
√ √ √ √ √

Family Situation
√ √ √ √ √

Political Views
√ √ √ √ √

Observations 41152 41152 41152 41152 41152

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Column
I reports coefficients for ordered probit regressions. Column II to V report the marginal effects for each
of the four different possible answers given for question V107 of the WVS. The same set of control vari-
ables is used as in column III. Hofstede’s cultural dimensions (Hofstede, 2001) are used to control for for
cultural characteristics and differences of societies.

A person’s own experience with immigration, either because they are immigrants them-

selves or indirectly through their parents’ immigration history, has a positive effect on a

person’s trust towards foreigners. The experience of being a foreigner in a place where
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new neighbours may have little trust leads people to be more open to others them-

selves. For the effect, it seems not to be important whether one has had the experience

oneself or whether they only know it from the stories of their parents.

WVS does not ask for the country of origin of the participants. Therefore, it is only

possible to assign to individuals the value of the cultural dimension of their country

of residence. This leads to the fact that the cultural variables have no variation within

a country. Therefore, it is only possible to measure the effect of the culture dimen-

sions if the country fixed effects are omitted to allow for between countries variation.

The results of the regression without country fixed effects are shown in table 3.5. The

language variable still has a negative effect on the trust an individual has towards for-

eigners. Power Distance as a measure of hierarchy in a society leads to a higher level of

xenophobia as previous research Leong and Ward, 2006 has also found. Masculinity has

no statistically significant effect. The effects of the other variables remain unchanged

when compared to column 3.

3.7 Robustness Tests

3.7.1 Immigrants

The vast majority of individuals in my data speak a language without politeness dis-

tinction (Table 3.3). The variation in this dimension is therefore very small. Moreover,

the variation in languages within the group of languages that do not have a politeness

distinction is also small. As can be seen from tables 3.3 and 3.6, these observations are

predominantly from individuals who speak English and live in an English-speaking

country. As an additional robustness check, I try to overcome these limitations by us-

ing different subsamples.

The first subsample contains only individuals who have experience with immigration,

either directly or indirectly through their parents. First- or second-generation immi-

grants may still speak the language of their origin at home, leading to higher variation

in the variables of interest. Table 3.6 shows that the proportion of observations of indi-

viduals speaking a language without politeness distinction increases, but the propor-

tion speaking English also increases. This effect is driven primarily by immigrants to
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TABLE 3.6: Politeness Distinction Across Languages

Full Dataset Only Immigrants Official language

Politeness Politeness Politeness

Distinctions Freq. Perc. Distinctions Freq. Perc. Distinctions Freq. Perc.

in Pronouns in Pronouns in Pronouns

No distinction 7391 17.96% No distinction 1539 31.05% No distinction 253 14.99%

Distinction 33761 82.04% Distinction 3418 68.95% Distinction 1435 85.01%

Total 41152 Total 4957 Total 1688

Languages with no politeness distinction

Language Freq. Perc. Language Freq. Perc. Language Freq. Percent

at home at home at home

Albanian 5 0.07% Albanian 5 0.32% Albanian 5 1.98%

Arabic 1150 15.56% Arabic 27 1.75% Arabic 23 9.09%

Aymara 7 0.09% Berber 1 0.06% Aymara 7 2.77%

Berber 66 0.89% English 1506 97.86% Berber 66 26.09%

Brahui 33 0.45% English 150 59.29%

English 6128 82.91% Maori 2 0.79%

Maori 2 0.03%

Total 7391 Total 1539 Total 253

Note: Distribution of politeness distinction across all observed individuals. The politeness distinction
variable always refers to the language that the respondents reported as the language they speak at home.
The distribution is presented for the full data set and the two subsamples used for regressions, the re-
sults of which are presented in table 3.4, table 3.5, table B.3, table B.4, table B.5 and table B.6. The second
part of the table shows the language distribution of those who, when asked what language they speak
at home, reported a language that does not have a politeness distinction in its second person pronouns.

typical immigration countries such as the United States, Australia, and New Zealand,

all of which are English-speaking countries and English being a language with no po-

liteness distinction.

The results of the regressions with this subsample are reported in table 3.7. The po-

liteness distinction variable continues to have a negative effect on the level of trust a

person places in foreigners, both in the regressions with country fixed effects and in

the regressions that omit them to test for the effect of cultural dimensions. The results

for the other variables are also unchanged compared to the results for the full dataset

reported in table 3.4.

The second subsample looks only at people who speak a language that is not the official

language of the country in which they live. The official language of a country is taken

from the CIA World Factbook (Central Intelligence Agency, 2020). This leads to a larger

variation among languages that do not have a politeness distinction. However, the
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TABLE 3.7: Language Effect on Trust: Immigrants

Country Fixed Effects Cultural Dimensions
I II III I

Politeness Distinction -0.456** -0.489** -0.364** -0.242**
(0.187) (0.191) (0.150) (0.103)

Trust 0.490*** 0.503***
(0.040) (0.037)

Culture
Masculinity -0.000

(0.004)
Power Distance -0.010***

(0.002)
Country Fixed Effects

√ √ √
×

Cultural Dimensions × × ×
√

Language Family
√ √ √ √

Language Genus
√ √ √ √

Personal Characteristics ×
√ √ √

Immigration History × ×
√ √

Employment Status × ×
√ √

Financial Situation × ×
√ √

Family Situation × ×
√ √

Political Views × ×
√ √

Observations 4957 4957 4957 4957

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. For all
regressions, only people who report being immigrants themselves or report at least one parent as an im-
migrant are included (Questions V243-245 in WVS). Column I to III report coefficients for ordered probit
regressions with different sets of control variables. Hofstede’s cultural dimensions (Hofstede, 2001) are
used to control for for cultural characteristics and differences of societies instead of country fixed effects
in column IV. Marginal Effects are reported in section B.2.1 in the appendix.

proportion of observations that do not have a politeness distinction remains the same

compared to the full dataset.

In column three of table 3.8, when all control variables are added, the coefficient of the

politeness discrimination variable loses its statistical significance but the direction of

the effect is still negative. The marginal effects also still have the expected direction. I

would argue that the lack of significance is most likely due to the small sample size.

Because of this and because the effects are still in the same direction I would say that

the results support my original results with the full data set. The results with the cul-

tural dimensions instead of the country fixed effects are shown in column IV. Here the

language variable remains significant at the 10% level. The results overall fall in line

with the previous results of the full dataset and the first subsample.
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TABLE 3.8: Language Effect on Trust: Not Speaking Official Language

Country Fixed Effects Cultural Dimensions
I II III I

Politeness Distinction -0.644* -0.613* -0.565 -0.327*
(0.354) (0.336) (0.351) (0.186)

Trust 0.547*** 0.574***
(0.092) (0.089)

Culture
Masculinity -0.003

(0.003)
Power Distance -0.016***

(0.004)
Country Fixed Effects

√ √ √
×

Cultural Dimensions × × ×
√

Language Family
√ √ √ √

Language Genus
√ √ √ √

Personal Characteristics ×
√ √ √

Immigration History × ×
√ √

Employment Status × ×
√ √

Financial Situation × ×
√ √

Family Situation × ×
√ √

Political Views × ×
√ √

Observations 1688 1688 1688 1688

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Individ-
uals who reported to speak at home the official language of the country they live in have been dropped
all regressions. The official language of a country was taken from the CIA World Factbook (Central Intel-
ligence Agency, 2020). Column I to III report coefficients for ordered probit regressions with different sets
of control variables. Hofstede’s cultural dimensions (Hofstede, 2001) are used to control for for cultural
characteristics and differences of societies instead of country fixed effects in column IV. Marginal Effects
are reported in section B.2.2 in the appendix.

3.7.2 General Preference Survey

In further regressions, I use the cultural preferences of the GPS instead of the cultural

dimensions of Hofstede. Participants are again assigned the preferences of their coun-

try of residence, as I have no information about their country of birth. The procedure

for imputation is the same as before, observations missing the politeness distinction

or the preferences are deleted and then the missing answers to survey questions are

imputed using 35 rounds of chained imputation. Missing values for the politeness dis-

tinction and the preferences are not imputed for the same reasons discussed in section

3.4.

The GPS covers other countries than Hofstede with its cultural dimensions. This gives
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me the opportunity to test my hypothesis for a different and wider group of countries,

even though the GPS preferences do not map exactly the same cultural characteristics

of societies as Hofstede. Compared to before, mainly countries from North Africa and

Sub-Saharan Africa are added.

TABLE 3.9: Politeness Distinction Across Languages (GPS)

Full Dataset Only Immigrants Official language

Politeness Politeness Politeness

Distinctions Freq. Perc. Distinctions Freq. Perc. Distinctions Freq. Perc.

in Pronouns in Pronouns in Pronouns

No distinction 12414 27.82% No distinction 1505 32.56% No distinction 411 10.49%

Distinction 32203 72.18% Distinction 3117 67.44% Distinction 3506 89.51%

Total 44617 Total 4622 Total 3917

Languages with no politeness distinction

Language Freq. Perc. Language Freq. Perc. Language Freq. Percent

at home at home at home

Albanian 5 0.04% Albanian 5 0.33% Albanian 5 1.22%

Arabic 5823 46.91% Arabic 616 40.93% Arabic 23 5.60%

Aymara 7 0.06% Berber 16 1.06% Aymara 7 1.70%

Berber 246 1.98% English 808 53.69% Berber 66 16.06%

Brahui 33 0.27% Ewe 11 0.73% Brahui 33 8.03%

English 4326 34.85% Hausa 25 1.66% English 81 19.71%

Ewe 167 1.35% Igbo 3 0.20% Ewe 167 40.63%

Hausa 615 4.95% Swahili 3 0.20% Hausa 28 6.81%

Igbo 338 2.72% Zulu 18 1.20% Zulu 1 0.24%

Swahili 12 0.10%

Zulu 842 6.78%

Total 12414 Total 1505 Total 411

Note: Distribution of politeness distinction across all observed individuals. The politeness distinc-
tion variable always refers to the language that the respondents reported as the language they speak
at home. The distribution is presented for the full data set and the two subsamples used for re-
gressions, the results of which are presented in table 3.10, table B.7 and table B.9. The second part
of the table shows the language distribution of those who, when asked what language they speak
at home, reported a language that does not have a politeness distinction in its second person pro-
nouns. Data for the dataset with the GPS preference measures instead of Hofstede’s cultural dimensions.

The proportion of languages without politeness distinction is slightly higher compared

to the first data set. The group of languages without politeness distinction is no longer

dominated by English, but by Arabic and English. This is mainly due to the countries

of North Africa that have been added. Furthermore, some African languages have been

added (Table 3.9).5 The same two subsamples are used as before.

5A list of all reported languages and their value for the politeness distinction variable can be found in
the appendix table B.13
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The language variable again has a negative effect that is statistically significant. The

marginal effects go in the same direction as before and their size is also comparable.

Individuals who speak a language with politeness distinction are more likely to answer

Do not trust at all and Do not trust very much and less likely to answer Trust somewhat

and Trust completely. Furthermore, people who generally have a higher level of trust

towards other people or people who have their own migration history are more likely

to trust foreigners.

TABLE 3.10: Language Effect on Trust (GPS)

I II III Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.459*** -0.453*** -0.307*** 0.087*** 0.014 -0.076*** -0.025***

(0.134) (0.133) (0.103) (0.033) (0.009) (0.025) (0.008)

Trust 0.409*** -0.117*** -0.018 0.102*** 0.033***

(0.029) (0.008) (0.014) (0.008) (0.004)

Country Fixed Effects
√ √ √ √ √ √ √

Language Family
√ √ √ √ √ √ √

Language Genus
√ √ √ √ √ √ √

Personal Characteristics ×
√ √ √ √ √ √

Immigration History × ×
√ √ √ √ √

Employment Status × ×
√ √ √ √ √

Financial Situation × ×
√ √ √ √ √

Family Situation × ×
√ √ √ √ √

Political Views × ×
√ √ √ √ √

Observations 44617 44617 44617 44617 44617 44617 44617

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Column
I to III report coefficients for ordered probit regressions with different sets of control variables. Column IV
to VII report the marginal effects for each of the four different possible answers given for question V107 of
the WVS. The same set of control variables is used as in column III.

To control for the cultural difference of societies and individuals, I must again omit the

country fixed effects to allow for variation between countries. The language variable

still has a negative effect and the margin effects also keep their direction. Of the prefer-

ences, Risk Preference, Patience and Positive Reciprocity have a positive effect and Altruism

and Negative Reciprocity have a negative effect. The other variables have the same effect

as before.

For the first sub-sample, I again look only at those individuals who stated that they

were immigrants themselves or whose parents were immigrants. The results are shown

in table 3.12. The effect of the language variable remains unchanged both in the regres-

sion with country fixed effects and in the regression with cultural preferences.
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TABLE 3.11: Language Effect on Trust: Cultural Preferences (GPS)

I Do not trust Do not trust Trust Trust
at all very much somewhat completely

Politeness Distinction -0.349*** 0.101*** 0.016 -0.088*** -0.029***
(0.102) (0.031) (0.012) (0.027) (0.008)

Trust 0.415*** -0.120*** -0.019 0.105*** 0.035***
(0.030) (0.011) (0.014) (0.008) (0.005)

Preferences
Risk Preference 0.361*** -0.105*** -0.017 0.091*** 0.030***

(0.123) (0.033) (0.015) (0.032) (0.011)
Altruism -0.646*** 0.187*** 0.030 -0.164*** -0.054***

(0.228) (0.069) (0.022) (0.055) (0.020)
Patience 0.592*** -0.172*** -0.028 0.150*** 0.050***

(0.133) (0.031) (0.023) (0.032) (0.014)
Pos. Reciprocity 0.681*** -0.198*** -0.032 0.172*** 0.057***

(0.159) (0.047) (0.023) (0.039) (0.016)
Neg. Reciprocity -0.619*** 0.180*** 0.029 -0.157*** -0.052***

(0.187) (0.051) (0.024) (0.047) (0.018)
Country Fixed Effects × × × × ×
Language Family

√ √ √ √ √

Language Genus
√ √ √ √ √

Personal Characteristics
√ √ √ √ √

Immigration History
√ √ √ √ √

Employment Status
√ √ √ √ √

Financial Situation
√ √ √ √ √

Family Situation
√ √ √ √ √

Political Views
√ √ √ √ √

Observations 44617 44617 44617 44617 44617

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Column
I reports coefficients for ordered probit regressions. Column II to V report the marginal effects for each of
the four different possible answers given for question V107 of the WVS. The same set of control variables
is used as in column III. GPS preference measures (Falk et al., 2018) are used to control for for cultural
characteristics and differences of societies.

The second subsample contains only individuals that indicate as the language they

speak at home a language that is different from the official language of their country of

residence. Table 3.13 presents the regression results for this subsample. The coefficient

of the language variable loses its statistical significance, but the sign of the coefficient

is still negative. In the regression with cultural preferences, the coefficient additionally

becomes very small. The lack of statistical significance could be due to the small sample

size, just as in table B.5. The loss of effect size could also be due to the change in com-

position in the observations reporting a language without politeness distinction. Due

to the subsample, this group is now dominated by languages native to Africa. It could
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TABLE 3.12: Language Effect on Trust: Immigrants (GPS)

Country Fixed Effects Cultural Preferences
I II III I

Politeness Distinction -0.510*** -0.520*** -0.390*** -0.346***
(0.162) (0.165) (0.125) (0.098)

Trust 0.472*** 0.482***
(0.031) (0.030)

Preferences
Risk Preference 0.274*

(0.141)
Altruism -0.786**

(0.323)
Patience 0.467***

(0.165)
Pos. Reciprocity 0.998***

(0.242)
Neg. Reciprocity -0.906***

(0.204)
Country Fixed Effects

√ √ √
×

Language Family
√ √ √ √

Language Genus
√ √ √ √

Personal Characteristics ×
√ √ √

Immigration History × ×
√ √

Employment Status × ×
√ √

Financial Situation × ×
√ √

Family Situation × ×
√ √

Political Views × ×
√ √

Observations 4622 4622 4622 4622

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. For all
regressions, only people who report being immigrants themselves or report at least one parent as an im-
migrant are included (Questions V243-245 in WVS). Column I to III report coefficients for ordered probit
regressions with different sets of control variables. GPS preference measures (Falk et al., 2018) are used to
control for for cultural characteristics and differences of societies instead of country fixed effects in column
IV. Marginal Effects are reported in section B.2.3 in the appendix.

be that there are particular factors in African countries or among people from Africa

that lead to less trust in foreigners. By omitting the country fixed effects in column IV,

the effects of these factors are absorbed by the language variable and counteract the

true effect of language. The cultural preferences except for Risk Preference and Patience

also lose their significance. In addition, the direction of the effect of Risk Preference and

Altruism changes.
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TABLE 3.13: Language Effect on Trust: Not Speaking Official Language
(GPS)

Country Fixed Effects Cultural Preferences
I II III I

Politeness Distinction -0.597* -0.554* -0.507 -0.022
(0.324) (0.315) (0.324) (0.205)

Trust 0.418*** 0.435***
(0.056) (0.054)

Preferences
Risk Preference -1.220**

(0.476)
Altruism 0.319

(0.263)
Patience 0.565***

(0.147)
Pos. Reciprocity 0.205

(0.255)
Neg. Reciprocity -0.205

(0.328)
Country Fixed Effects

√ √ √
×

Language Family
√ √ √ √

Language Genus
√ √ √ √

Personal Characteristics ×
√ √ √

Immigration History × ×
√ √

Employment Status × ×
√ √

Financial Situation × ×
√ √

Family Situation × ×
√ √

Political Views × ×
√ √

Observations 3917 3917 3917 3917

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Individ-
uals who reported to speak at home the official language of the country they live in have been dropped
all regressions. The official language of a country was taken from the CIA factbook Central Intelligence
Agency, 2020. Column I to III report coefficients for ordered probit regressions with different sets of con-
trol variables. GPS preference measures (Falk et al., 2018) are used to control for for cultural characteristics
and differences of societies instead of country fixed effects in column IV. Marginal Effects are reported in
chapter B.2.3 in the appendix.

3.7.3 General Trust and Language

One possible idea for the channel through which language influences people’s attitudes

toward foreigners could be the general trust that a person has in other people. My pre-

vious regressions have shown that general trust has a significant positive effect on the

level of trust that a person has towards foreigners. To test for this channel, I regress

the language variable on the general trust variable from the WVS for the six different

datasets from my previous regressions. The results of these regressions are shown in
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table 3.14. I find no significant effect of the language variable on the trust that par-

ticipants place in people in my data. Therefore, the effect of the language variable on

attitudes toward foreigners is independent of a person’s general trust and is an genuine

effect on the attitude toward foreigners.

TABLE 3.14: Language Effect on General Trust

I II III IV V VI

Politeness Distinction -0.351 -0.368 0.185 -0.535* -0.508 -0.347
(0.305) (0.364) (0.399) (0.314) (0.358) (0.370)

Country Fixed Effects
√ √ √ √ √ √

Language Family
√ √ √ √ √ √

Language Genus
√ √ √ √ √ √

Personal Characteristics
√ √ √ √ √ √

Observations 41146 4938 1650 44614 4587 3861

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Column
I to III are the samples with Hofstede’s cultural dimensions (Hofstede, 2001) and IV to VI with the cultural
preferences from GPS (Falk et al., 2018).

3.8 Conclusion

Overall, my results show that language is an important new factor to explain the differ-

ent attitudes of people towards foreigners. The fact whether a language has a politeness

distinction in its second person pronouns has a significant influence on how much trust

speakers of that language place in foreigners. People who speak a language with a po-

liteness distinction are more likely to indicate that they do not trust foreigners at all or

not very much. On the other hand, they have a lower probability of responding that

they trust foreigners completely or at least somewhat. This effect is robust to a variety

of control variables and persists even when country fixed effects are omitted to control

for cultural differences across societies.

Unfortunately, the variation within my language variable and especially the number of

different languages that do not have politeness distinction is limited due to constraints

in my data. To address this problem, I look at two different subsamples of my data that

include, first, only first and second wave immigrants and, second, only people who do

not speak the official language of their country of residence. The subsample results also

show a negative effect of the variable on attitudes towards foreigners and support the
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results with the full data set. In addition, I use a second source for cultural peculiari-

ties of societies, namely GPS. This gives me the opportunity to test my hypothesis for

additional countries and languages. These results also support my initial findings.

For future research on people’s attitudes towards foreigners, therefore, the language of

the people under investigation should always be included in addition to the economic

and non-economic factors that have played a central role in the research so far.



61

Chapter 4

Language and Gender: How

Linguistic Differences Influence a

Woman’s Labour Market Outcomes

In this chapter, I empirically examine how the grammatical gender system in a language affects

the gender norms of an individual and the labour market outcomes for women. I combine data

about language features related to gender from the World Atlas of Language Structure and data

about individuals from the European Social Survey to investigate cross-linguistic differences

within European countries. A gender system based on biological sex is linked to more traditional

beliefs about the role of women; they should prioritise their family over their career while men

have more rights to jobs. Furthermore, it also leads to worse labour market outcomes for women.

They either completely stop participating in the labour market or reduce their hours of work.

Women also spend more time on housework, which fits with the greater belief that they should

prioritise their family life. The effect of other language features about the number of genders, the

system of gender assignment and gender in pronouns is on the other hand ambiguous, which

could be due to the fact that their connection to the biological sex is not as direct. Therefore,

language features should be considered when talking about factors influencing the labour market

outcomes for women.
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4.1 Introduction

This chapter examines the impact of certain language features on gender norms and

women’s real labour market outcomes in 27 European countries. I discover that a gen-

der system based on biological sex in a language is associated with a higher level of

agreement on statements that women should put their families before their careers and

that men should have more right to a job than women if jobs are scarce. In addition,

a language’s gender system also influences a women’s labour market outcomes in the

real world. It is associated with a lower labour supply of women. They are less likely

to participate actively in the labour market and if they do, they report working fewer

hours per week. However, I observe not only effects on whether a woman works, and if

so, what her working hours are, but also in what occupation she works. These women

are more likely to work in a occupation that is traditionally considered more feminine,

e.g., secretary instead of professor or physician’s assistant instead of mechanic.

The idea that a language can influence the beliefs and the behaviour of its speakers

comes from linguistics and is called linguistic relativity. This theory was developed in

the 19th century and has mainly been associated with the American linguists Edward

Sapir and Benjamin Lee Whorf since the 1930s (Sapir, 1921; Whorf, 1956). P. Wolff and

Holmes (2011) further divide the theory into several sub-branches, with language as

spotlight being the focus in this work. Language can highlight certain characteristics of

reality through special words or constructs and thereby cast a spotlight on aspects of

the world which makes them more prominent to the speaker. The use of a sex-based

gender system and the emphasis on gender distinction in a language cast a spotlight

on the fact that humans are biologically divided into two sexes. This can lead to a

reinforcement of gender norms and thus to a change in attitudes and behaviour when

it comes to the role of women in the professional life.

The WALS (Dryer and Haspelmath, 2013) lists four different features that are related to

gender assignment and gender distinction in languages. The first three features indicate

how many genders a language has (Corbett, 2013a), whether they are sex-based (Cor-

bett, 2013b) and how genders are assigned to individual words (Corbett, 2013c). The
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fourth feature captures whether the language expresses gender in its independent per-

sonal pronouns. From these four features, an index is constructed that reflects the gen-

der intensity of a language, i.e., Gender Intensity Index (GII) (Santacreu-Vasut, Shoham,

and Gay, 2013). I combine this language data with data from the ESS Round 5 (ESS

Round 5, 2010), compiled in 2010, that asks participants in more than thirty nations

about their attitudes, beliefs and behaviours. I use ESS Round 5 in particular as it con-

tains not only questions about the respondents’ occupations and working lives, but also

questions about one’s individual beliefs about the role of women in the working life,

especially in relation to the conflict between work and family and, in comparison to

men. This enables me to observe not only the effect of language features on people’s

beliefs and gender norms, but also how they directly affect women’s lives.

In this chapter, I use a within-country design for my empirical analysis which roughly

follows the epidemiological approach and compares individuals who speak different

languages but live in the same institutional, legal and socio-economic environment in

order to distinguish linguistic effects from confounding factors (Fernández and Fogli,

2009; Blau, Kahn, and Papps, 2011; Fernández, 2011; Blau and Kahn, 2015). Addition-

ally, I include cultural variables from the GPS (Falk et al., 2018) to control for cultural

differences. GII has a positive effect on the level of agreement that women should cut

down on work in favour of their family and that men should have more right to a job if

these are scarce. Therefore, a higher GII strengthens traditional gender roles. However,

only the coefficient for the question about cutting down work is statistically significant.

I also find negative effects on the labour supply of women; they participate less in the

labour market. Furthermore, GII also influences what kind of occupation women work

in. Women who speak a language with a higher GII have a greater chance to be em-

ployed in a job that is traditionally seen to be more feminine. However, none of these

effects are statistically significant. Lastly, in accordance with the belief that women

should favour their family over their career, women speaking a language with a higher

GII actually seem to reduce their labour supply to take care of their family. They report

on average more hours of housework per week. Overall, the directions of GII’s effects

paint a coherent picture. As some coefficients lack statistical significance however, I

examine the components of the index individually to further investigate the effect of
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language on women’s family and working lifes.

Of the four language variables, the one that indicates whether the gender system of a

language is based on biological gender provides the most promising results. Speakers

of a language with a sex-based gender system report a higher level of agreement with

the statement that women should cut down on their work in favour of their family.

In addition, these participants also agree more with the statement that men should

have more right to a job when these are scarce. A sex-based gender system is therefore

associated with a belief in more traditional gender roles; women stay at home and

care for the family while men go to work to provide for them. The effects are quite

substantial with an increase in the level of agreement of 0.5 and 1, respectively.

Language does however not only affect the beliefs of its speakers but also their ac-

tions in the real world. A sex-based gender system results in a lower labour supply of

women. Speakers of a language with a sex-based gender system report on average a

lower proportion of women at their workplace with a reduction of almost two answer

categories. Correspondingly, it also resulted in a lower probability for women to ac-

tively participate in the labour market. The labour supply of women participating in

the labour market however is also reduced. They report an average of 12 working hours

less per week. The gender system of a language does not only influence the amount of

labour women supply to the labour market, it also influences the occupations in which

they offer their labour. Women speaking a language with a sex-based gender system

have a higher probability to report an occupation as their main job which is traditionally

seen as more feminine. Language therefore perpetuates the concentration of women in

certain occupational fields that were historically female. They are more likely to be a

nurse instead of a doctor or a kindergarten teacher instead of working in construction.

In addition, I find results that support the thesis that women reduce their labour supply

in favour of their family, as one would expect from the results on participants’ beliefs

about the role of women. Women speaking a language with a sex-based gender system

report about 9 hours more housework per week on average.

The three variables depicting number of genders, system of gender assignment and

gender in pronouns also demonstrated an effect on participants’ beliefs and women’s

labour market outcomes. However, these results are more ambiguous overall and do
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not paint a picture as clear as those for the sex-based gender system. One possible

explanation for these different effects is that these three features are not as clearly linked

to biological sex. Therefore, the codification of the different expressions of the features

into a binary variable, which on the one hand maps all expressions associated with

biological sex and on the other hand maps all others, is difficult.

My results are robust to a wide range of control variables and robustness tests. The

effects persist after the inclusion of several variables capturing individual characteris-

tics and a set of cultural preferences from the GPS (Falk et al., 2018). Therefore, it can

be concluded that these are direct language effects and that the language variables do

not only act via other variables or reflect cultural differences. Furthermore, there is a

possibility that potential unobserved variables exist that only affect natives and are not

picked up by my control variables. To control for this possibility, I only use immigrant

data in a robustness test for my regressions. Reassuringly, I find the same effects of

a sex-based gender system in a language. Unfortunately, the questions about an indi-

vidual’s beliefs about the role of a women, the proportion of women at the workplace

and the hours of housework in the last week are part of the rolling module about work,

family, and well-being and are therefore not asked in every round of the ESS. However,

I combine data from round 5-9 and my results for the supply of labour of women and

their type of job also holds true in this larger sample.

This chapter contributes to the existing literature on the effect of language structures on

women’s labour market participation by extending the empirical research from analysing

only if women participate, to in which intensity they participate and in which occupa-

tion. My research findings suggest that the gender system of a language does not only

have an impact on women’s labour market participation, but also has a negative impact

on how many hours per week they work and in which occupation they work. Research

by Gay et al. (2018) indicates that language influences female labour market participa-

tion by reinforcing gender norms in a society and I can support this relationship by

looking at two questions that interrogate an individual’s beliefs how women should

behave while navigating their career and family and what their role in the professional

world is compared to men. Previous research in this area has mainly focused on mar-

ried women in the US with a migrant background. In my research, I look at women
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from 27 European countries, regardless of their marital status or origin. I am able to

show that the effect on women’s labour market outcomes holds true even in this more

general sample from Europe.

There is a growing literature exploring the effect of linguistic structure on people’s be-

liefs and behaviours (M. K. Chen, 2013; Roberts and Winters, 2013; Roberts, Winters,

and M. K. Chen, 2015; S. Chen et al., 2017). The presence and intensity of gender in

a language is correlated to several real-world outcomes for women. Santacreu-Vasut,

Shoham, and Gay (2013) examine the effect of language on female participation in poli-

tics. They find that language is linked to the introduction of gender political quota and

is even a better predictor than traditional explanatory variables, e.g., economic devel-

opment, political system, and religion. A sex-based grammatical gender system has

a negative impact on the educational attainment of women, as it results in them be-

ing less likely to attend college (Galor, Özak, and Sarid, 2020). Hicks, Santacreu-Vasut,

and Shoham (2015) finds that people who speak a language that stresses gender in its

grammatical structure are more likely to distribute housework based on the sex of the

members of a household. Van der Velde, Tyrowicz, and Siwinska (2015) link language

to the estimates of the gender wage gap and observe that countries with a more gen-

der neutral language have lower estimates of the gender wage gap. Santacreu-Vasut,

Shenkar, and Shoham (2014) show that a more intensive marking of gender in a lan-

guage leads to a lower participation of females on boards of directors and in senior

management. Gay et al. (2018) use an epidemiological approach to examine the rela-

tionship between gender in language and the labour market participation of married

female immigrants in the United States. Their work indicates that women who speak a

language with gender-specific rules are less likely to participate actively in the labour

market. They can attribute about two-thirds of these effects to correlated cultural values

and at most one-third to a causal language effect.

My work further contributes to the existing literature on the role of women in society

and their contribution to the labour market. Over the last decades, the labour market

participation rate of women has increased around the world but there are still large

differences between countries (Goldin, 2014). Cultural values in particular seem to pro-

vide a crucial explanatory contribution to explain these differences (Fernandez, 2007;
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Fernández and Fogli, 2009; Alesina, Giuliano, and Nunn, 2013; Farré and Vella, 2013;

Fernández, 2013; Jayachandran, 2021).

The chapter is structured as follows. Section 4.2 gives a brief overview about the theory

of linguistic relativity which describes how a language can affect the decision mak-

ing and behaviour of its speakers. Section 4.3 describes my underlying data and gives

summary statistics for both, the ESS Round 5 survey data and the language data from

the WALS. Section 4.4 presents my empirical model. Section 4.5 presents the empiri-

cal results for the impact of gender in language on gender norms and labour market

outcomes for women. Section 4.7 concludes my findings.

4.2 Linguistic relativity

The idea that language can influence the behaviour of an individual can be traced back

to the 19th century and became more widely known through the works of the linguists

Edward Sapir (1921) and Benjamin L. Whorf (1956) in the 20th century. In its moderate

interpretation linguistic relativity, also called Sapir-Whorf hypothesis or Whorfism, states

that that linguistic categories and usage influence thought and decision making of in-

dividuals (Boroditsky, 2018). In recent years, new research in linguistic and psychology

has come up with empirical studies supporting this hypothesis (Lucy, 1996; Casasanto

and Boroditsky, 2008; Boroditsky, 2001; Winawer et al., 2007; Fausey et al., 2010). There

is also a small but growing amount of literature about the effects of language charac-

teristics on economic outcomes (M. K. Chen, 2013; Santacreu-Vasut, Shoham, and Gay,

2013; Roberts, Winters, and M. K. Chen, 2015; Hicks, Santacreu-Vasut, and Shoham,

2015; Gay et al., 2018; Figlio et al., 2019).1 P. Wolff and Holmes (2011) define several al-

ternative ways how language might influence the thoughts and therefore the behaviour

of its speakers. Most relevant for my research is the category of language as a spotlight.

This means that after exposure to words and constructions that highlight specific prop-

erties, attention may linger on those properties. Therefore, language may put a spot-

light on certain aspects of the world and make them more salient to the speaker.

1For a more comprehensive overview of the history of linguistic relativity and economics, see Mav-
isakalyan and Weber (2018).
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Boroditsky, L. A. Schmidt, and Philipps, p. 65 (2003) argue that Needing to refer to an

object as masculine or feminine may lead people to selectively attend to that object’s masculine

or feminine qualities, thus making them more salient in the representation. A language whose

gender system is based on biological sex, shines a spotlight on the distinction between

the sexes in humans, causing speakers to be more likely to divide the world into male

and female and to be more aware of gender differences in general (Konishi, 1993; Sera,

Berge, and Pintado, 1994; Phillips and Boroditsky, 2003; Cubelli et al., 2011). This can

consequently lead to different beliefs about gender norms (Pérez and Tavits, 2019; De-

Franza, H. Mishra, and A. Mishra, 2020) and a different behaviour towards men and

women (Galor, Özak, and Sarid, 2020; Hicks, Santacreu-Vasut, and Shoham, 2015; Gay

et al., 2018) of the language user.

For my research, I use four different characteristics of languages from the WALS that

are related to gender in languages (Dryer and Haspelmath, 2013). I use these measure-

ments for the presence of gender distinctions in languages to test whether the spotlight

cast on biological sex through language has an effect on the beliefs of a society regard-

ing the role of a woman in the labour market and family life and further also on the

real-world labour market outcomes for women.

4.3 Data

4.3.1 Socio-Economic and Demographic Data

My main source of data is the ESS Round 5 (ESS Round 5, 2010). Round 5 queries not

only the respondents’ main occupation and labour market situation, but also inquires

their general ideas about the role of women in relation to work and family.

My analysis is divided into two parts. The first part of my analysis covers an individ-

ual’s and accordingly also society’s general beliefs about the role of women in work

and family life and the relationship between women and men in the labour market.

The first dependent variable encodes the support of the interviewee to the question if

[a] woman should be prepared to cut down on her paid work for the sake of her family. There are

five possible answers, that descend from Agree strongly to Disagree strongly. The second
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question is about the conflict between women and men when it comes to the distribu-

tion of scarce jobs. It queries the respondent’s opinion about the statement that [w]hen

jobs are scarce, men should have more right to a job than women. As previously, the same

five possible answers are given.

In the second part of my analysis, I focus on the effect of language on the labour mar-

ket outcomes for women. The first dependent variable I use in the second part of my

analysis, inquires what percentage of the interviewee’s workplace is female. There are

seven ascending categories, from None to All. Following this regression, I restrict my

data to only include respondents who reported to be female. The next dependent vari-

able measures whether a woman is actively participating in the labour market. Labour

Market Participation is 1 if the respondent answered In paid work or Unemployed and ac-

tively looking for a job to the question about their main activity in the last seven days and

0 otherwise. However, I am not only interested in whether a woman participates in the

labour market at all, but in particular in the quantity and quality of her participation,

i.e., in which field she works and how many hours she works. The Total Work Hours

reports the average weekly working hours in the main job of the respondent who pre-

viously stated that her main activity in the last seven days was In paid work. It captures

the real workload of their main job per week and not only the contracted hours by also

including paid and unpaid overtime. The next dependent variable covers the occupa-

tion in which the woman currently works or was last employed in. There are jobs that

have traditionally been seen as more feminine, e.g., a nurse compared to a doctor, a

secretary compared to a manager or whole professions such as preschool teachers or

midwifery. The respondents are asked which name or title their main job currently

has or previously had, and the given answers are coded according to the International

Standard Classification of Occupations ISCO-88. Female Occupation is a dummy vari-

able that is equal to 1 if the main job of the respondent is considered to be traditionally

more feminine and 0 otherwise.2 I follow data from Eurostat and the International

Labour Organization, which reports the proportion of women in different occupations,

to determine which occupations are female-gendered (Eurostat, 2018; ILO, 2020). The

last dependent variable I use, reports the total hours spent on housework per week.

2A complete list of occupations considered to be traditionally more feminine can be found in table C.2
in the Appendix.
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Housework Hours is a categorical variable that divides the reported hours into groups of

10 hours, i.e, 0 to 9 hours reported, 10 to 19 hours etc., up to 99 hours of housework. The

last category contains all individuals who reported more than 100 hours of housework

per week. The summary statistics of my variables of interest can be found in table 4.1.

TABLE 4.1: Summary statistics: Dependent Variables

Women cut Job Scarce Jobs Proportion Labour Market Female Total Work Housework

for Family of Women Participation Occupation Hours Hours

Mean 2.744 3.469 3.992 0.482 0.337 36.32 2.882

SD 1.169 1.277 1.774 0.500 0.473 12.84 1.581

Min. 1 1 1 0 0 0 1

Max. 5 5 7 1 1 168 11

Obs. 25,738 25,823 9,983 14,317 12,173 5,887 7,249

Miss. 457 372 16,212 14 2,158 8,444 7,082

Note: Question G4: A woman should be prepared to cut down on her paid work for the sake
of her family. Question G5: When jobs are scarce, men should have more right to a job than
women. The given answers are ordered from Agree strongly to Disagree strongly. Question G38: Pro-
portion of women at workplace. There are seven ascending answers ranging from none to all.Labour
Market Participation: Respondent was in paid work or unemployed and actively looking for a job in the
last seven days. Female Occupation: The main occupation of the respondent is seen as traditionally
more feminine. Total Work Hours: Counts the hours the respondent normally works per week, in-
cluding paid and unpaid overtime. Only respondents with paid work in the last seven days are
included. Housework Hours is the total hours of housework reported for the last week. The re-
ported values are grouped into brackets of 10 hours each. Last bracket contains all values above 100.

Table 4.2 presents the socio-economic and demographic characteristics of my whole

sample.3 The typical respondent is more likely to be female and almost 48 years of age.

They had 12.5 years of education and are at the very top of the 4th income decile. They

report on average a happiness of 7 on a scale from 0 to 10. Politically they are centrist

and 67% report to be member of any religious denomination. The average household

consists of three people and lives in a suburb of a big city or in a small town.

I also use data from the GPS (Falk et al., 2018) to capture the cultural characteristics of

an individual’s country of birth and also the cultural characteristics of the country or

countries of birth of their parents. The GPS includes the cultural values patience, risk

preferences, positive reciprocity, negative reciprocity, and altruism.

Missing answers from the survey questions were imputed using chained imputation

with 35 rounds. I have refrained from imputing language characteristics for languages

3Summary statistics for the female only subsample can be found in table C.1 in the appendix.
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that were reported to be spoken at home for which the WALS do not have data and cul-

tural values for countries missing in the GPS. Overall, I have data for 26,195 individuals

who were born in 145 different countries and speak 31 different languages.

TABLE 4.2: Summary Statistics: Descriptives

Female Age Education Income Class Happiness

Mean 0.547 47.8 12.53 4.914 6.999

SD 0.498 18.72 3.978 2.744 2.109

Min. 0 14 0 1 0

Max. 1 101 50 10 10

Obs. 26,188 26,147 25,947 20,441 25,976

Missing 7 48 248 5,754 219

Religious Political Views Place of Residence Household

Denomination Left/Right Rural/Urban Size

Mean 0.674 5.132 2.755 2.680

SD 0.469 2.133 1.270 1.418

Min. 0 0 1 1

Max. 1 10 5 19

Obs. 26,011 21,980 26,154 26,181

Missing 184 4,215 41 14

Note: Summary statistics of the socio-economic and demographic characteristics of the individuals.

4.3.2 Language Features

The WALS contains four different features which are explicitly related to gender in

languages. I use these four features to create a measure of how intensively a language

expresses gender differences in its grammatical system. For the creation of this gender

intensity index I follow the approach by Santacreu-Vasut, Shoham, and Gay (2013),

Hicks, Santacreu-Vasut, and Shoham (2015) and Gay et al. (2018).

The first measure, Sex based, captures whether the gender system of a language is linked

to biological sex. The WALS distinguishes three different types of gender systems in

languages. There are languages that have no gender at all, and there are languages that

have either a sex-based or a non-sex-based gender system. In languages like French or

German gender is linked to biological sex, so male or female sex forms the semantic

core of the masculine or feminine gender but can also contain other nouns like animals.
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On the other hand Fulfulde, a language spoken in Mali, has around twenty genders,

which also have a semantic core but sex is not a part of it and Finnish for example has

no gender at all (Corbett, 2013b). The variable takes the value 1 if the gender system is

based on the biological sex and 0 otherwise.

Languages also differ in how many genders they contain. (Corbett, 2013a). If they con-

tain only two genders, they usually force the speaker to distinguish between feminine

and masculine, while languages with three genders may contain a neuter or a non-sex-

based gender distinction, which means that the reflection of the two biological genders

in the gender system is not as prominent as in the case of only two genders. Therefore,

Number of Genders equals 1 if a language has two genders and 0 otherwise.

Languages additionally differ in their rules for assigning nouns to genders defined by

the gender system. There are two ways to assign a noun, either by its form or by its

meaning. Languages might have a semantic assignment system (meaning) or a seman-

tic and formal assignment system but never only a formal assignment system. In Rus-

sian language for example nouns are first assigned a gender by their meaning, nouns

denoting males are masculine and nouns denoting females are feminine. But the resid-

ual nouns do not all belong to a neuter gender like in the Kannada language4 but are

shared between the three genders. So there must be another rule to assign gender to the

residual nouns. However, this is not done by further semantic rules. For example, stul

(chair, masculine), taburetka (stool, feminine) and kreslo (armchair, neuter) do not share

the same gender despite being semantically similar. The residual nouns are assigned a

gender according to their inflectional class, i.e. by their morphology (Corbett, 2013c).

Gender Assignment further divides languages into two categories. It is equal to 1 for lan-

guages with a semantic and formal assignment system and 0 for languages with only a

semantic assignment system or no gender at all.

Finally, there is also heterogeneity in how languages distinguish gender in pronouns.

The variable Gender in Pronouns captures these differences. It is equal to 1 for languages

with a gender distinction in third-person and in first and/or second-person and 0 if

there is no gender distinction in pronouns, only in the third person, only in second per-

son, or only in first person. Table 4.3 presents these differences using the two languages

4A language spoken in India.
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Hausa5 and German. In the first case gender is highly prominent in the pronominal sys-

tem, i.e., in Hausa language gender is expressed in second and third person singular.

Therefore, it gets assigned a 1. German on the other hand only expresses gender in its

third person pronouns, resulting in a value of 0 (Siewierska, 2013).

TABLE 4.3: Gender Expression in Pronouns

Hausa German

First person singular nī ich

Second person singular kai masculine du

kē feminine

Third person singular shī masculine er masculine

ita feminine sie feminine

es neuter
Note: Gender expression in first, second and third person singular pronouns

in Hausa and German.

These four characteristics of a language’s gender system are combined into a GII. It is

defined as:

GII = Sex based + Number of Genders + Gender Assignment + Gender in Pronouns. (4.1)

The GII is a categorical variable that ranges from 0 to 4 (Santacreu-Vasut, Shoham, and

Gay, 2013). For example, the GII for Hebrew is equal to 4 as all four features are present

in the language and the score for Finnish is 0 as none of the features are present. The

GII ranks the relative intensity of gender across a language’s grammar. Table C.3 in

the appendix contains the individual values for the four features and the GII for all

languages included in my sample. An individual gets assigned the characteristics of

the language they report to speak at home.

5A language spoken in Nigeria and Niger.
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TABLE 4.4: Summary statistics: Language Features

Sex based Number of Genders Gender Assignment Gender in Pronouns GII

Mean 0.853 0.228 0.671 0.130 1.882

SD 0.354 0.420 0.470 0.336 1.172

Min. 0 0 0 0 0

Max. 1 1 1 1 4

Obs. 26,195 26,195 26,195 26,195 26,195

Note: Summary statistics of the four language features related to gender and the GII.
Summary statistics for the GII per country can be found in table C.4 in the appendix.

Summary statistics for the language variables in my regression sample can be found in

table 4.4 and for the GII per country in table C.4 in the appendix.6

4.4 Empirical Approach

In my approach, I use country fixed effects to compare outcomes between individuals

who speak different languages at home but live in the same institutional, legal, and

socio-economic environment. Thereby, I’m able to separate the effects of language on

beliefs and labour market outcomes from confounding institutional forces. Further-

more, I also include cultural characteristics of the birth country of an individual and

of the birth countries of their parents in my analysis to control for cross-cultural differ-

ences. As linguistic and cultural traits tend to coevolve in the course of human history

(Galor, ÖZak, and Sarid, 2018), I use these controls for cultural traits to isolate the pure

language effect. This approach is similar to the so called epidemiological approach to

culture, which uses immigrants to distinguish cultural influences from confounding in-

stitutional forces (Blau, Kahn, and Papps, 2011; Blau and Kahn, 2015; Fernández, 2011;

Fernández and Fogli, 2009).

Since, unlike the epidemiological approach, I also consider natives in my analysis, there

is theoretically the possibility that there are unobserved variables that unilaterally af-

fect only natives and are not picked up by my country fixed effects and the cultural

6Regression results for an alternative definition of the GII applied by Gay et al. (2018) can be found in
tabe C.6 in the appendix.
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variables. Therefore, as a robustness test, I also use a subsample that only includes

immigrants.

I use the following OLS specification7 to estimate my results:

Yilcb = α + β1Xil + β2Zi + β3Uib + β4Vl + β5Wic + ε ilcb, (4.2)

where Yilcb is a measure of an individual i’s beliefs about the role of women in the labour

market or individual i’s labour market outcomes if they are female. The subscript l in-

dexes the language spoken at home, c country of residence and b country of birth. Xil is

a vector of features of the language l spoken by individual i. Zi is a vector of respondent

i’s characteristics. It contains gender, year of birth, years of education, political views

on a left/right scale, membership of a religious community, personal happiness in life,

household size, household income and the urbanization of the area of residence. To

control for the cultural background of an individual, the vector Uib contains the cul-

tural traits of the birth country of individual i and the average cultural traits of their

parents’ birth countries. The cultural traits are take from the GPS. Languages cannot be

assumed to be completely independent from each other, but have common ancestors.

To control for this historic relativeness, Vl is a vector of fixed effects for the family and

genus of a language (Roberts, Winters, and M. K. Chen, 2015). Wic is a country fixed

effect for the country of residence of individual i and ε is the error term. Standard errors

are clustered at the language level throughout all of my regressions.

4.5 Main Results

4.5.1 Gender Intensity Index

Table 4.5 presents my empirical findings for the effect of the GII on gender norms in

society and labour market outcomes for women. A higher intensity of gender in a lan-

guage is associated with a higher level of agreement of its speakers with the statement

that a woman should cut down on her paid work for the sake of her family. It also

leads speakers of such languages to believe that men should be given preference over

7Results for non-linear models can be found in table C.5 in the Appendix.
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women when jobs are scarce. The gender intensity in a language thus leads to a rein-

forcement of traditional role models and gender norms among its speakers namely that

the woman is responsible for the household and family while the man goes to work.

Even though both results draw the same picture about the effect of gender in language,

only the effect for the reduction of working hours for the benefit of the family is statis-

tically significant.

TABLE 4.5: Effect of Language on Gender Norms and Labour Market
Outcomes

Cut Down Scarce Proportion Labour Market Female Total Work Housework

Work Jobs Women Participation Occupation Hours Hours

I II III IV V VI VII

GII -0.159** -0.034 -0.099 -0.017 0.037 2.252 0.179*

(0.069) (0.120) (0.178) (0.084) (0.037) (1.360) (0.099)

Female 0.103*** 0.322*** 1.938***

(0.032) (0.059) (0.129)

Years of Education 0.029*** 0.053*** 0.050*** 0.025*** -0.012*** 0.059 -0.033***

(0.005) (0.004) (0.007) (0.003) (0.002) (0.113) (0.008)

Household Size -0.054*** -0.054*** 0.033** -0.026*** 0.016*** -1.355*** 0.253***

(0.014) (0.013) (0.014) (0.006) (0.005) (0.461) (0.028)

Income Class 0.022** 0.041*** -0.012 0.038*** -0.013*** 0.722*** -0.063***

(0.008) (0.008) (0.009) (0.005) (0.002) (0.192) (0.011)

Country Fixed Effects
√ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √

Age
√ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √

Cultural Values
√ √ √ √ √ √ √

Cultural Values Parents
√ √ √ √ √ √ √

Observations 20622 20622 8154 11266 11266 4782 5679

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Levels of the GII are standardized. Dependent Variables: Question G4: A woman should be
prepared to cut down on her paid work for the sake of her family. Question G5: When jobs are scarce,
men should have more right to a job than women. The given answers are ordered from Agree strongly to
Disagree strongly. Therefore, a negative coefficient is associated with a higher agreement with the state-
ment. Question G38: Proportion of women at workplace. Labour Market Participation: Respondent was in
paid work or unemployed and actively looking for a job in the last seven days. Female Occupation: The main oc-
cupation of the respondent is seen as traditionally more feminine. Total Work Hours: Counts the hours the
respondent normally works per week, including paid and unpaid overtime. Only respondents with paid
work in the last seven days are used. Housework Hours is the total hours of housework reported for the
last week. The reported values are grouped into brackets of 10 hours each. Last bracket contains all values
above 100. Missing observations are chained imputed.

These results raise the question of whether the effect of language is also reflected in

labour market outcomes for women and they are presented in columns III to VII. A

higher intensity of gender leads to participants reporting a lower proportion of women
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at the workplace. This might indicate that a lower proportion of women work over-

all. An impression that is also fostered by the results in column IV which indicate that

gender intensity also negatively affects labour market participation of women. Women

who speak a language with a higher intensity of gender are less likely to actively partic-

ipate in the labour market. Encouragingly, this observation is in line with the findings

of Gay et al. (2018).

Language does not only influence whether a woman works, but also her line of work.

Women who speak a language with a higher gender intensity are more likely to report

an occupation as their current or last main job which is traditionally seen as more fem-

inine. In addition to the impact on the type of occupation a woman pursues, I also

find an impact on the reported working hours of women who are in paid employment.

A higher gender intensity leads to an increase of reported working hours per week

for women. Furthermore, I observe a positive effect on the number of reported hours

of housework, a result that is also reported by Hicks, Santacreu-Vasut, and Shoham

(2015). This increase in hours of housework reflects to some extent the results of the

first question on the role of women, that women should take care of the family.

My results show a coherent picture of the effects of gender intensity in a language on

gender norms and women’s labour market outcomes. Nevertheless, only my results

for the statement about the cut down on work by women and the reported hours of

housework by women are statistically significant. To further explore the relationship

between gender in language and women’s labour market role, I investigate the lan-

guage features that are part of the GII individually in the next section

4.5.2 Individual Language Features

The individual effects of the four language features, sex-based gender system, number

of genders, gender assignment and gender in pronouns, that are combined into GII are

reported in the tables 4.6, 4.7, 4.8 and 4.9. In this section, I show how the coefficients

respond to the introduction of various control variables that are also suspected to be

influenced by language; Galor, Özak, and Sarid (2020) for example reports effects of

language on the educational attainment of women. Despite these possible links, these

variables are used here as I am interested in the direct effect of language rather than
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the average causal effect. Moreover, these variables are influenced by other effects and

without their inclusion, these effects could be reflected in the language variables and

bias my results.

TABLE 4.6: Effect of Individual Language Features: Society’s Beliefs

Cut Down Work Scarce Jobs

I II III IV V I II III IV V

Sex-Based -0.008 -0.155 -0.185 -0.232* -0.561*** -0.240 -0.438*** -0.458*** -0.546*** -1.062***

(0.180) (0.161) (0.148) (0.134) (0.157) (0.165) (0.151) (0.144) (0.125) (0.156)

Nb. of Genders 0.145 0.138 0.148 0.136 0.149 0.356** 0.336** 0.342** 0.319** 0.222***

(0.107) (0.106) (0.100) (0.096) (0.097) (0.137) (0.134) (0.131) (0.121) (0.068)

Assignment -0.246** -0.187** -0.195** -0.201** -0.125 -0.246** -0.151** -0.156** -0.168** -0.148

(0.090) (0.091) (0.089) (0.086) (0.104) (0.103) (0.067) (0.066) (0.064) (0.114)

Pronouns -0.147*** -0.189*** -0.192*** -0.194*** -0.159** 0.113* 0.068 0.066 0.061 0.213***

(0.040) (0.031) (0.029) (0.029) (0.061) (0.058) (0.069) (0.067) (0.058) (0.062)

Female 0.089*** 0.081** 0.081** 0.091*** 0.103*** 0.311*** 0.304*** 0.304*** 0.324*** 0.322***

(0.031) (0.032) (0.032) (0.030) (0.032) (0.053) (0.054) (0.054) (0.052) (0.059)

Years of Education 0.033*** 0.032*** 0.027*** 0.029*** 0.061*** 0.060*** 0.051*** 0.053***

(0.005) (0.005) (0.005) (0.005) (0.004) (0.004) (0.003) (0.004)

Household Size -0.046*** -0.060*** -0.054*** -0.028*** -0.056*** -0.054***

(0.011) (0.013) (0.014) (0.009) (0.011) (0.013)

Income Class 0.023*** 0.022** 0.045*** 0.041***

(0.007) (0.008) (0.007) (0.008)

Country Fixed Effects
√ √ √ √ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √ √ √ √

Age
√ √ √ √ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √ √ √ √

Cultural Values × × × ×
√

× × × ×
√

Cultural Values Parents × × × ×
√

× × × ×
√

Observations 26195 26154 26154 26154 20622 26195 26154 26154 26154 20622

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Dependent Variables: Question G4: A woman should be prepared to cut down on her paid
work for the sake of her family. Question G5: When jobs are scarce, men should have more right to a job
than women. The given answers are ordered from Agree strongly to Disagree strongly. Therefore, a negative
coefficient is associated with a higher agreement with the statement. Independent Variables: Sex-Based is
equal to 1 if a language has a sex-based gender system. Nb. of Genders is equal to 1 if a language only
has two genders. Assignment is equal to 1 if a language has a semantic and formal assignment system.
Pronouns is equal to 1 for languages with a gender distinction in third-person and in first and/or second-
person. Missing observations are chained imputed.

Table 4.6 presents my findings for the effects of language features on gender norms. A

sex-based gender system in a language leads to a higher level of agreement with both

statements. The agreement increases by 0.6 and 1 levels, respectively. Both coefficients

are statistically significant at the 1% level. The number of genders in a language on the

other hand exhibits a positive effect. Only having two genders results in a lower level

of agreement to the two statements compared to languages with less or more genders.

However, only the coefficient for the statement about the greater right for men to a job

compared to woman is statistically significant. The assignment of gender in a language
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has a negative effect on both statements, which are however not statistically significant.

The results for the gender in pronouns of languages are ambiguous. It leads to a higher

level of agreement with the statement that women should cut down on work but to a

lower level of agreement with the statement that men should have more rights to a job

if jobs are scarce.

TABLE 4.7: Effect of Individual Language Features: Female Labour Mar-
ket Outcomes I

Proportion Women Labour Market Participation

I II III IV V I II III IV V

Sex-Based -1.348*** -1.492*** -1.392*** -1.378*** -1.833*** 0.034 -0.029 -0.031 -0.101 -0.155

(0.215) (0.258) (0.235) (0.241) (0.330) (0.083) (0.101) (0.100) (0.093) (0.148)

Nb. of Genders 0.270* 0.204 0.197 0.201 0.306 -0.044 -0.072 -0.073 -0.092 -0.007

(0.148) (0.132) (0.133) (0.136) (0.198) (0.080) (0.084) (0.083) (0.074) (0.078)

Assignment -0.154 -0.086 -0.078 -0.076 0.028 0.019 0.056 0.054 0.043 0.063

(0.133) (0.169) (0.168) (0.166) (0.181) (0.040) (0.061) (0.060) (0.058) (0.070)

Pronouns -0.236 -0.257 -0.257 -0.262 -0.301 0.021 -0.035 -0.036 -0.041 -0.178***

(0.186) (0.182) (0.185) (0.190) (0.184) (0.044) (0.039) (0.038) (0.036) (0.047)

Female 1.977*** 1.954*** 1.957*** 1.953*** 1.938***

(0.121) (0.122) (0.122) (0.119) (0.129)

Years of Education 0.048*** 0.048*** 0.050*** 0.050*** 0.032*** 0.032*** 0.025*** 0.025***

(0.006) (0.006) (0.006) (0.007) (0.002) (0.002) (0.002) (0.003)

Household Size 0.033** 0.038** 0.033** -0.006 -0.030*** -0.026***

(0.014) (0.015) (0.014) (0.006) (0.007) (0.006)

Income Class -0.009 -0.012 0.038*** 0.038***

(0.011) (0.009) (0.004) (0.005)

Country Fixed Effects
√ √ √ √ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √ √ √ √

Age
√ √ √ √ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √ √ √ √

Cultural Values × × × ×
√

× × × ×
√

Cultural Values Parents × × × ×
√

× × × ×
√

Observations 9983 9973 9973 9973 8154 14331 14303 14303 14303 11266

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Dependent Variables: Question G38: Proportion of women at workplace. Labour Market Par-
ticipation: Respondent was in paid work or unemployed and actively looking for a job in the last seven days.
Independent Variables: Sex-Based is equal to 1 if a language has a sex-based gender system. Nb. of Genders
is equal to 1 if a language only has two genders. Assignment is equal to 1 if a language has a semantic and
formal assignment system. Pronouns is equal to 1 for languages with a gender distinction in third-person
and in first and/or second-person. Missing observations are chained imputed.

The effect of language features related to gender on the labour market participation of

women are depicted in table 4.7. A lower proportion of women at the workplace and a

lower probability of active labour market participation by women is found for speak-

ers of languages with a sex-based gender system. Speakers of such languages report on

average a proportion of women at their workplace that is almost two categories lower

than that of speakers of languages without a sex-based gender system. The same ef-

fect is found for gender in pronouns of a language. Having exactly two genders in a
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language results in participants reporting a higher proportion of women at the work-

place. It is however also associated with less active labour market participation for

women. The system of gender assignment in a language has a positive effect on the

labour market participation of women, both measured indirectly by the proportion of

women reported and directly via the active labour market participation reported by

female participants.

TABLE 4.8: Effect of Individual Language Features: Female Labour Mar-
ket Outcomes II

Female Occupation Total Work Hours

I II III IV V I II III IV V

Sex-Based 0.241*** 0.259*** 0.262*** 0.289*** 0.434*** -1.629 -13.194*** -13.202*** -13.727*** -12.333***

(0.072) (0.080) (0.080) (0.084) (0.133) (1.900) (2.863) (2.954) (3.100) (3.661)

Nb. of Genders 0.058 0.073 0.074 0.082 0.092 0.104 4.846** 4.555** 4.224** 3.671

(0.060) (0.065) (0.065) (0.065) (0.085) (1.384) (1.835) (1.842) (1.834) (2.560)

Assignment 0.038 0.026 0.029 0.033 0.009 2.667 0.814 0.396 0.430 0.788

(0.035) (0.037) (0.037) (0.036) (0.043) (1.639) (2.473) (2.423) (2.472) (1.243)

Pronouns 0.088** 0.110*** 0.110*** 0.112*** 0.081 0.688 3.118*** 3.366*** 3.755*** 4.064***

(0.041) (0.037) (0.037) (0.036) (0.062) (0.846) (0.758) (0.747) (0.853) (0.682)

Years of Education -0.015*** -0.014*** -0.012*** -0.012*** 0.246** 0.237** 0.105 0.058

(0.002) (0.002) (0.002) (0.002) (0.108) (0.111) (0.095) (0.114)

Household Size 0.010** 0.019*** 0.016*** -0.906** -1.357*** -1.356***

(0.004) (0.004) (0.005) (0.375) (0.466) (0.461)

Income Class -0.015*** -0.013*** 0.753*** 0.722***

(0.002) (0.002) (0.202) (0.192)

Country Fixed Effects
√ √ √ √ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √ √ √ √

Age
√ √ √ √ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √ √ √ √

Cultural Values × × × ×
√

× × × ×
√

Cultural Values Parents × × × ×
√

× × × ×
√

Observations 14331 14303 14303 14303 11266 11426 5879 5879 5879 4782

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Dependent Variables: Female Occupation: The main occupation of the respondent is seen as
traditionally more feminine. Total Work Hours: Counts the hours the respondent normally works per week,
including paid and unpaid overtime. Only respondents with paid work in the last seven days are used.
Independent Variables: Sex-Based is equal to 1 if a language has a sex-based gender system. Nb. of Genders
is equal to 1 if a language only has two genders. Assignment is equal to 1 if a language has a semantic and
formal assignment system. Pronouns is equal to 1 for languages with a gender distinction in third-person
and in first and/or second-person. Missing observations are chained imputed.

Table 4.8 reports the results for the effects of the language features on the type of job

women report as their current or last main occupation and on the number of work

hours in the last seven days for women in paid work. Women who speak a language

with a sex-based gender system have a higher probability to report an occupation as

their main job which is traditionally seen as more feminine. The effect size is quite large

with 0.4 and is significant at the 1% level. The coefficients of the three other language
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features also have a positive sign but are not statistically significant. Additionally, a

sex-based gender system also exhibits a strong effect on the work hours reported by

women with paid work. On average, they report 12 hours less work than women who

speak a language without a sex-based gender system. The pronoun variable on the

other hand however has a positive effect. Women speaking a language with a gender

distinction in third-person and in first and/or second-person report on average 4 work

hours more. This effect is also statistically significant at the 1% level. The number of

genders and the system of gender assignment also lead to a higher number of work

hours reported but both effects are not statistically significant.

The last variable I look at in detail, is the number of hours of housework that women

report. A sex-based gender system in a language has a positive effect on the amount of

housework reported. The number of hours spent on housework increases on average

by 1 bracket. This is in line with the previous results for the sex-based variable. It is

associated with a higher level of agreement of individuals to the statement that women

should cut down on their work for the sake of their family and a partial or complete

reduction in labour market participation of women. Women seem to reduce their labour

supply in favour of their family, as this is expected of them by the reinforced gender

norms. The system of gender assignment also has a positive effect on the amount of

housework reported. The number of genders and pronoun variables have a negative

effect, but it is not statistically significant.

Throughout all of my regressions, the sex-based variable draws the most coherent pic-

ture. A sex-based gender system in a language leads to a strengthening of traditional

gender norms in an individual. It implies that women should prioritise their family

over their career and men have more rights to a job than women as work and income

generation are not part of the traditional role of women in a family. This effect on gen-

der norms is also reflected in real world labour market outcomes for women. It leads to

a reduction in labour supply by women. They are less likely to actively participate in

the labour market and if they do, they do it to a lesser extent, i.e., they report less work-

ing hours per week. However, not only the quantity of their labour supply is affected

but also the quality. Women speaking a language with a sex-based gender system have

a higher probability to report an occupation that is traditionally seen as more feminine
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TABLE 4.9: Effect of Individual Language Features: Female Labour Mar-
ket Outcomes III

Housework Hours
I II III IV V

Sex-Based -0.107 0.467* 0.911*** 1.191*** 0.931***
(0.255) (0.231) (0.230) (0.229) (0.242)

Nb. of Genders 0.015 -0.089 -0.107 -0.058 -0.127
(0.192) (0.160) (0.131) (0.129) (0.120)

Assignment 0.263*** 0.126 0.188* 0.198* 0.315*
(0.078) (0.101) (0.100) (0.107) (0.151)

Pronouns -0.400 -0.224 -0.165 -0.172 -0.205
(0.240) (0.213) (0.129) (0.127) (0.128)

Years of Education -0.050*** -0.049*** -0.035*** -0.032***
(0.006) (0.006) (0.007) (0.008)

Household Size 0.237*** 0.259*** 0.254***
(0.024) (0.024) (0.029)

Income Class -0.069*** -0.064***
(0.008) (0.011)

Country Fixed Effects
√ √ √ √ √

Language Fixed Effects
√ √ √ √ √

Age
√ √ √ √ √

Happiness
√ √ √ √ √

Religious Denomination
√ √ √ √ √

Political Views
√ √ √ √ √

Urban/Rural
√ √ √ √ √

Cultural Values × × × ×
√

Cultural Values Parents × × × ×
√

Observations 7249 7239 7239 7239 5679

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Dependent Variables: Housework Hours is the total hours of housework reported for the last
week. The reported values are grouped into brackets of 10 hours each. Last bracket contains all values
above 100. Independent Variables: Sex-Based is equal to 1 if a language has a sex-based gender system.
Nb. of Genders is equal to 1 if a language only has two genders. Assignment is equal to 1 if a language has
a semantic and formal assignment system. Pronouns is equal to 1 for languages with a gender distinction
in third-person and in first and/or second-person. Missing observations are chained imputed.

as their main job. Lastly, it also results on average in women reporting more hours of

housework done. Taken together, this paints a picture that a sex-based gender system

in a language leads to a more traditional role of women in the family.

The effects of the other three language features are less coherent, depending on the

outcome variable, positive or negative effects on women can be found. A possible ex-

planation for these ambiguous results is that the codification and their connection to
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biological sex is not as clear as in the case of the sex-based variable. The English lan-

guage for example knows three genders and therefore the number of genders variable

is 0. The masculine and feminine gender however are exclusive to humans. It is a priori

not so clear why the additional third gender, which is never associated with humans,

should lead to different effects for women compared to French, which only has two

genders. It might be the case that it is more important if the gender system itself is

connected to biological sex than how much gender it expresses, and if genders are as-

signed to objects. Therefore, sex-based might be the variable to focus on to investigate

the effect of gender in languages on labour market outcomes for women, due to its clear

connection to biological sex.

Of the control variables that might be influenced by language structures themselves,

the cultural variables in particular have a strong effect on the results of my sex-based

variable. This is not surprising, as different cultures vary greatly in the role they assign

to women in family and professional life. Therefore, it is particularly important to con-

trol for these cultural differences, even though links between my language and cultural

variables cannot be ruled out and are to some extent likely. Nevertheless, my sex-based

variable shows a robust and significant effect on gender norms and women’s labour

market outcomes even after controlling for cultural differences. This points towards a

genuine and direct language effect.

4.6 Robustness Tests

4.6.1 Immigrants

I use country fixed effects to control for different institutional, legal, and socio-economic

environments to separate the effects of language on beliefs and labour market outcomes

from confounding institutional forces. In addition, I use a wide range of cultural vari-

ables to account for differences between cultures in the perceived role of women in

family and professional life. However, I cannot completely rule out that there are ad-

ditional unobserved variables that influence only natives. In particular, an influence

on the labour market outcomes for native-born women might be possible. In this sec-

tion, I only look at immigrants in my dataset to control for this potential unobserved
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variables. I use two different definitions to determine who counts as a migrant.

TABLE 4.10: Effect of Individual Language Features: Immigrant Sub-
sample I

Cut Down Scarce Proportion Labour Market Female Total Work Housework

Work Jobs Women Participation Occupation Hours Hours

I II III IV V VI VII

Sex-Based -0.570*** -1.171*** -0.584 -0.076 0.417*** -14.469*** 1.439***

(0.176) (0.169) (0.347) (0.171) (0.142) (2.674) (0.332)

Nb. of Genders 0.070 0.395*** 0.614*** 0.054 0.123 -1.435 -0.224

(0.086) (0.075) (0.193) (0.097) (0.089) (4.385) (0.221)

Assignment -0.190 -0.192* -0.179 -0.006 -0.003 4.032** 0.084

(0.125) (0.106) (0.161) (0.063) (0.057) (1.460) (0.204)

Pronouns 0.025 0.215 -0.452** -0.196*** 0.083 0.405 -0.128

(0.098) (0.126) (0.188) (0.055) (0.088) (1.488) (0.144)

Female 0.117*** 0.273*** 2.022***

(0.033) (0.051) (0.253)

Country Fixed Effects
√ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √

Age
√ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √

Education
√ √ √ √ √ √ √

Household Size
√ √ √ √ √ √ √

Household Income
√ √ √ √ √ √ √

Cultural Values
√ √ √ √ √ √ √

Cultural Values Parents
√ √ √ √ √ √ √

Observations 2185 2185 866 1297 1297 550 693

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE
in parenthesis. Immigrant is anyone who states that they were not born in the country where they cur-
rently live. Dependent Variables: Question G4: A woman should be prepared to cut down on her paid
work for the sake of her family. Question G5: When jobs are scarce, men should have more right to a job
than women. The given answers are ordered from Agree strongly to Disagree strongly. Therefore, a neg-
ative coefficient is associated with a higher agreement with the statement. Question G38: Proportion of
women at workplace. Labour Market Participation: Respondent was in paid work or unemployed and actively
looking for a job in the last seven days. Female Occupation: The main occupation of the respondent is seen
as traditionally more feminine. Total Work Hours: Counts the hours the respondent normally works per
week, including paid and unpaid overtime. Only respondents with paid work in the last seven days are
used. Housework Hours is the total hours of housework reported for the last week. The reported values are
grouped into brackets of 10 hours each. Last bracket contains all values above 100. Independent Variables:
Sex-Based is equal to 1 if a language has a sex-based gender system. Nb. of Genders is equal to 1 if a lan-
guage only has two genders. Assignment is equal to 1 if a language has a semantic and formal assignment
system. Pronouns is equal to 1 for languages with a gender distinction in third-person and in first and/or
second-person. Missing observations are chained imputed.

First, I only include individuals who report not to be born in they country the currently

live in. The results of these regressions are reported in table 4.10. The sex-based variable

shows the same effects as before. It leads participants to continue to believe more in a

role for women that focuses on family life, and it also has a negative impact on women’s

labour market outcomes.
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TABLE 4.11: Effect of Individual Language Features: Immigrant Sub-
sample II

I II III IV V VI VII

Cut Down Scarce Proportion Labour Market Female Total Work Housework

Work Jobs Women Participation Occupation Hours Hours

Sex-Based -0.557*** -1.154*** -1.340*** -0.096 0.444*** -14.194*** 1.103***

(0.170) (0.113) (0.398) (0.137) (0.145) (4.090) (0.346)

Nb. of Genders 0.058 0.308*** 0.375* 0.014 0.115 2.729 -0.096

(0.100) (0.077) (0.181) (0.077) (0.088) (3.066) (0.190)

Assignment -0.113 -0.160 0.043 0.025 0.003 0.165 0.274

(0.123) (0.098) (0.189) (0.050) (0.053) (2.101) (0.164)

Pronouns -0.024 0.232*** -0.255 -0.158*** 0.073 5.616*** -0.198*

(0.058) (0.067) (0.155) (0.043) (0.071) (1.166) (0.101)

Female 0.133*** 0.313*** 2.029***

(0.026) (0.038) (0.209)

Country Fixed Effects
√ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √

Age
√ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √

Education
√ √ √ √ √ √ √

Household Size
√ √ √ √ √ √ √

Household Income
√ √ √ √ √ √ √

Cultural Values
√ √ √ √ √ √ √

Cultural Values Parents
√ √ √ √ √ √ √

Observations 3996 3996 1596 2291 2291 991 1198

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Immigrant is anyone who was either not born in the country in which they currently live or
anyone of whom at least one parent was not born in the country in which the respondent currently lives.
Dependent Variables: Question G4: A woman should be prepared to cut down on her paid work for the
sake of her family. Question G5: When jobs are scarce, men should have more right to a job than women.
The given answers are ordered from Agree strongly to Disagree strongly. Therefore, a negative coefficient
is associated with a higher agreement with the statement. Question G38: Proportion of women at work-
place. Labour Market Participation: Respondent was in paid work or unemployed and actively looking for a job
in the last seven days. Female Occupation: The main occupation of the respondent is seen as traditionally
more feminine. Total Work Hours: Counts the hours the respondent normally works per week, including
paid and unpaid overtime. Only respondents with paid work in the last seven days are used. Housework
Hours is the total hours of housework reported for the last week. The reported values are grouped into
brackets of 10 hours each. Last bracket contains all values above 100. Independent Variables: Sex-Based
is equal to 1 if a language has a sex-based gender system. Nb. of Genders is equal to 1 if a language only
has two genders. Assignment is equal to 1 if a language has a semantic and formal assignment system.
Pronouns is equal to 1 for languages with a gender distinction in third-person and in first and/or second-
person. Missing observations are chained imputed.

My second definition of immigrants uses a broader approach. Even when an individual

is born in a country, it can be the case that they are not seen as native born because one

or both of their parents were immigrants. Therefore, they may be treated as immigrants

and the unobserved variables do not affect them in the same way as natives whose

parents were also born in the country. To account for this possible effect in my second

set of regressions, I define everyone as an immigrant who is not born in the country



Chapter 4. Language and Gender: How Linguistic Differences Influence a Woman’s

Labour Market Outcomes
86

they live in or at least one of their parents is not born there. I observe the same results

for my sex-based variable again, which supports my findings on the effect of gender

in language on the beliefs about the role of women, and labour market outcomes for

women.

4.6.2 Wider Sample

As an additional robustness check, I combine the data from ESS round 5 with the data

from rounds 6 to 9 (ESS Round 6, 2012; ESS Round 7, 2014; ESS Round 8, 2016; ESS

Round 9, 2018) to increase my sample size. Unfortunately, the questions about an indi-

vidual’s beliefs about the role of a women, the proportion of women at the workplace

and the hours of housework in the last week are not part of round 6 to 9 of the ESS as

they are part of the rolling module about work, family, and well-being.

Columns I to III in table 4.12 report the results for the regressions with the complete

sample. The results for the subsample with narrower and broader definitions for im-

migrants are shown in columns IV to VI and VII to IX, respectively. The results are in

line with my previous findings. A sex-based gender system in a language is associated

with lower active labour market participation among women. In addition, women are

more likely to report an occupation, which is traditionally seen as more feminine as

their main job. Finally, women who have paid jobs also report fewer working hours on

average. These results also support the findings in my main regressions.
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4.7 Conclusion

Based on the theory of linguistic relativity, which states that grammatical and linguistic

characteristics of a language can influence the thoughts and behaviour of its speakers, I

show in this chapter that language has an effect on people’s beliefs regarding the role of

women in the working world and women’s working lives. Thus, my work contributes

to the existing literature on the relationship between grammatical characteristics of lan-

guages and people’s behaviour by examining people’s opinions towards the role of

women in the conflict between work and family and in comparison, to men and ac-

tual labour market outcomes such as participation, weekly working hours and type of

occupation.

I use data from ESS Round 5 for my analysis, which asks participants about their opin-

ion whether a woman should prioritise her family over her job, and whether men

should enjoy privileges over women when jobs are scarce. In addition, it also contains

data on the real labour market outcomes for female participants. These are combined

with data on the gender system of languages from the WALS. Using these datasets, I

show that the gender system in a language has an impact on a person’s attitude and

labour market outcomes for women.

A higher GII is associated with a higher level of agreement with traditional gender

roles and with worse labour market outcomes for women, i.e., lower labour market

participation, lower working hours and different types of occupation. When I take a

closer look at the language features that make up the GII, I find that especially the

question of whether the gender system of a language is based on biological sex has a

negative effect on women. A sex-based gender system leads its speakers to a higher

level of agreement with the statements that a woman should be prepared to cut down

on work in favour of family and that men should have more rights to a job when these

are scarce. However, it does not only affect an individual’s beliefs about the role of

women in family and work life but it also has effect on the labour market outcomes

for women. A sex-based gender system in a language leads to a lower labour market

participation of women and those that still work, report fewer working hours per week.

Furthermore, it does not only influence the quantity of women’s labour supply, but

also the quality. Women who speak a language with a sex-based gender system are



Chapter 4. Language and Gender: How Linguistic Differences Influence a Woman’s

Labour Market Outcomes
89

more likely to work in a profession that is traditionally seen as feminine. In support

of these findings about the beliefs about a woman’s role and their labour supply, I

additionally find a sex-based gender system results in a higher number of reported

hours of housework by women.

The connection with the other three language features, number of genders, system of

gender assignment and gender in pronouns, is ambiguous. One possible reason for

this could be that these three characteristics are not directly linked to biological sex and

therefore coding them into a binary variable is not straightforward and leaves room for

discussion.

The effects for the sex-based gender system are robust to a number of control variables

and robustness tests. I use a within country design for my analysis to compare people

who live in the same institutional and social environment but speak different languages

that differ in how they assign gender. Although it can never be completely ruled out

that language only represents a deeper cultural effect, my results are stable even with

the addition of a wide range of cultural measures. This applies both to the cultural

values of the participants’ country of birth and to the cultural values of the parents that

they can pass on to their children. I find the same results in a subsample that contains

only immigrants, in order to account for possible unobserved variables that only af-

fect natives and are not represented by the country fixed effects or cultural variables.

In summary, my observed effects are real language effects and show how features of

languages affect women’s lives.

My findings show language has an effect on the attitudes and behaviour of its speakers

through the spotlight it shines on certain circumstances in the world through gram-

matical idiosyncrasies. The gender system of a language and especially if this system

is linked to biological sex has an impact on women’s labour market outcomes and on

gender norms in society and must therefore be considered by policy makers who want

to change the situation of women in the labour market.
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Appendix A

Language and the Future

A.1 Company descriptives

TABLE A.1: Observations per Country (R&D expenditures)

Overall Between

Country Frequency Percentage Frequency Percentage

Austria 10 0.21 2 0.23

Belgium 67 1.39 14 1.61

Denmark 40 0.83 12 1.38

France 2084 43.15 358 41.24

Germany 537 11.12 89 10.25

Ireland 31 0.64 7 0.81

Luxembourg 12 0.25 3 0.35

Netherlands 1 0.02 1 0.12

Sweden 270 5.59 61 7.03

United Kingdom 1778 36.81 321 36.98

Total 4830 100.00 868 100.00
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TABLE A.2: Observations per Sector (R&D Expenditures)

Overall Between

Sector Frequency Percentage Frequency Percentage

Aerospace & Defence 108 2.24 16 1.84

Automobiles & Parts 151 3.13 22 2.53

Beverages 69 1.43 10 1.15

Business Services 202 4.18 39 4.49

Chemicals 215 4.45 33 3.80

Clothing & Personal Products 123 2.55 21 2.42

Construction & Building Materials 204 4.22 31 3.57

Consumer Services 11 0.23 3 0.35

Diversified Industrials 73 1.51 14 1.61

Electricity 42 0.87 5 0.58

Electronic & Electrical Equipment 271 5.61 49 5.65

Engineering & Machinery 311 6.44 54 6.22

Food & Drug Retailers 48 0.99 7 0.81

Food Producers & Processors 175 3.62 29 3.34

Forestry & Paper 15 0.31 2 0.23

Health 325 6.73 61 7.03

Household Products 83 1.72 16 1.84

Information Technology Hardware 217 4.49 43 4.95

Leisure Goods 39 0.81 8 0.92

Leisure & Hotels 100 2.07 16 1.84

Media & Entertainment 180 3.73 35 4.03

Steel & Other Metals 45 0.93 7 0.81

Mining 34 0.70 5 0.58

Oil & Gas 97 2.01 19 2.19

Containers & Packaging 64 1.33 9 1.04

Pharmaceuticals & Biotechnology 423 8.76 94 10.83

Real Estate 150 3.11 30 3.46

General Retailers 77 1.59 13 1.50

Renewable Energy 76 1.57 18 2.07

Software & Computer Services 645 13.35 120 13.82

Telecommunication Services 93 1.93 17 1.96

Tobacco 11 0.23 2 0.23

Transport 92 1.90 12 1.38

Utilities 61 1.26 8 0.92

Total 4830 100.00 868 100.00
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TABLE A.3: Observations per Country (Intangible Assets Growth Rate)

Overall Between

Country Frequency Percentage Frequency Percentage

Austria 75 0.75 16 0.84

Belgium 171 1.72 36 1.90

Croatia 12 0.12 2 0.11

Czech Republic 11 0.11 2 0.11

Denmark 56 0.56 24 1.27

Finland 198 1.99 36 1.90

France 1683 16.88 323 17.04

Germany 1142 11.46 233 12.30

Gibraltar 7 0.07 1 0.05

Greece 114 1.14 19 1.00

Hungary 11 0.11 4 0.21

Iceland 1 0.01 1 0.05

Ireland 105 1.05 23 1.21

Italy 437 4.38 86 4.54

Luxembourg 37 0.37 9 0.47

Monaco 2 0.02 1 0.05

Netherlands 99 0.99 31 1.64

Norway 115 1.15 30 1.58

Poland 9 0.09 2 0.11

Portugal 124 1.24 25 1.32

Russia 49 0.49 11 0.58

Spain 451 4.52 82 4.33

Sweden 533 5.35 94 4.96

United Kingdom 4526 45.41 804 42.43

Total 9968 100.00 1895 100.00
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TABLE A.4: Observations per Sector (Intangible Assets Growth Rate)

Overall Between
Sector Frequency Percentage Frequency Percentage
Aerospace & Defence 116 1.16 17 0.90
Automobiles & Parts 235 2.36 38 2.01
Beverages 137 1.37 28 1.48
Business Services 724 7.26 127 6.70
Chemicals 253 2.54 47 2.48
Clothing & Personal Products 197 1.98 38 2.01
Construction & Building Materials 599 6.01 94 4.96
Consumer Services 32 0.32 8 0.42
Diversified Industrials 221 2.22 36 1.90
Education 1 0.01 1 0.05
Electricity 163 1.64 27 1.42
Electronic & Electrical Equipment 388 3.89 67 3.54
Engineering & Machinery 552 5.54 99 5.22
Food & Drug Retailers 134 1.34 24 1.27
Food Producers & Processors 273 2.74 51 2.69
Forestry & Paper 87 0.87 16 0.84
Health 377 3.78 83 4.38
Household Products 166 1.67 29 1.53
Information Technology Hardware 211 2.21 46 2.43
Leisure Goods 58 0.58 12 0.63
Leisure & Hotels 438 4.39 82 4.33
Media & Entertainment 641 6.43 114 6.02
Steel & Other Metals 131 1.31 26 1.37
Mining 185 1.86 47 2.48
Oil & Gas 500 5.02 99 5.22
Containers & Packaging 77 0.77 14 0.74
Pharmaceuticals & Biotechnology 510 5.12 115 6.07
Publishing 24 0.24 4 0.21
Real Estate 415 4.16 89 4.70
General Retailers 343 3.44 66 3.48
Renewable Energy 178 1.79 38 2.01
Software & Computer Services 882 8.85 175 9.23
Telecommunication Services 291 2.92 60 3.17
Tobacco 25 0.25 3 0.16
Transport 255 2.56 53 2.80
Utilities 148 1.48 21 1.11
Wholesale Trade 1 0.01 1 0.05
Total 9968 100.00 1895 100.00
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A.2 Additional Regressions

A.2.1 Intangible Asset Growth Rate

TABLE A.5: Effect on Intangible Asset Growth Rate < 200%: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR -0.002 0.029 0.039 0.036 0.037 0.038 0.029 0.029
(0.034) (0.037) (0.036) (0.036) (0.036) (0.036) (0.038) (0.042)

Inflectional-FTR -0.032 -0.088 -0.142 -0.157 -0.151 -0.149 -0.159 -0.159
(0.036) (0.190) (0.192) (0.190) (0.189) (0.189) (0.190) (0.193)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.010 -0.010 -0.011 -0.010 -0.014 -0.014
(0.021) (0.021) (0.021) (0.021) (0.022) (0.023)

Mean Age -0.002* -0.002** -0.002** -0.002** -0.002**
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.012 0.015 0.013 0.013 0.013
(0.029) (0.029) (0.029) (0.029) (0.029)

Enter -0.043* -0.043* -0.043* -0.043*
(0.025) (0.026) (0.025) (0.025)

Exit -0.067** -0.066** -0.067** -0.067**
(0.032) (0.032) (0.032) (0.032)

Total Assets 0.000 0.000 0.000
(0.000) (0.000) (0.000)

Cultur
Patience -0.058 -0.058

(0.082) (0.094)
Risk Taking -0.000

(0.199)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 10262 10262 10262 10262 10262 10262 10262 10262
Clusters 1911 1911 1911 1911 1911 1911 1911 1911

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the fi-
nancial sector are excluded from all regressions. Growth rates in the regressions are restricted to be smaller
than 200%. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level.
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TABLE A.6: Effect on Intangible Asset Growth Rate < 150%: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR -0.002 0.037 0.046 0.044 0.045 0.046 0.047 0.036
(0.033) (0.035) (0.035) (0.035) (0.035) (0.035) (0.037) (0.040)

Inflectional-FTR -0.049 -0.055 -0.139 -0.148 -0.143 -0.141 -0.141 -0.156
(0.034) (0.196) (0.211) (0.211) (0.209) (0.209) (0.210) (0.216)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.004 -0.004 -0.005 -0.004 -0.004 -0.002
(0.019) (0.019) (0.019) (0.019) (0.020) (0.020)

Mean Age -0.001 -0.001* -0.001* -0.001* -0.001*
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.016 0.019 0.016 0.016 0.016
(0.027) (0.027) (0.027) (0.027) (0.027)

Enter -0.039* -0.039* -0.039* -0.039*
(0.023) (0.023) (0.023) (0.023)

Exit -0.056* -0.055* -0.055* -0.055*
(0.029) (0.029) (0.029) (0.029)

Total Assets 0.000* 0.000* 0.000*
(0.000) (0.000) (0.000)

Cultur
Patience 0.003 -0.036

(0.056) (0.078)
Risk Taking 0.114

(0.168)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 10163 10163 10163 10163 10163 10163 10163 10163
Clusters 1906 1906 1906 1906 1906 1906 1906 1906

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the fi-
nancial sector are excluded from all regressions. Growth rates in the regressions are restricted to be smaller
than 150%. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level.
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TABLE A.7: Effect on Intangible Asset Growth Rate < 75%: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR -0.011 0.014 0.020 0.020 0.021 0.023 0.025 0.014
(0.029) (0.030) (0.031) (0.031) (0.031) (0.031) (0.033) (0.035)

Inflectional-FTR -0.028 0.017 -0.044 -0.046 -0.040 -0.038 -0.036 -0.050
(0.029) (0.163) (0.155) (0.156) (0.156) (0.155) (0.155) (0.157)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.013 -0.012 -0.014 -0.012 -0.011 -0.009
(0.017) (0.017) (0.017) (0.017) (0.017) (0.017)

Mean Age -0.000 -0.001 -0.001 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.027 0.030 0.026 0.026 0.025
(0.023) (0.023) (0.023) (0.023) (0.023)

Enter -0.039** -0.039** -0.039** -0.039**
(0.018) (0.018) (0.018) (0.018)

Exit -0.037 -0.036 -0.036 -0.036
(0.023) (0.023) (0.023) (0.023)

Total Assets 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000)

Cultur
Patience 0.009 -0.027

(0.049) (0.066)
Risk Taking 0.103

(0.152)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 9774 9774 9774 9774 9774 9774 9774 9774
Clusters 1888 1888 1888 1888 1888 1888 1888 1888

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the fi-
nancial sector are excluded from all regressions. Growth rates in the regressions are restricted to be smaller
than 75%. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level.
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TABLE A.8: Effect on Intangible Asset Growth Rate < 200%: Median

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.038 0.064* 0.067** 0.066* 0.067** 0.068** 0.064* 0.065*
(0.031) (0.034) (0.034) (0.034) (0.034) (0.034) (0.035) (0.036)

Inflectional-FTR -0.084*** -0.119*** -0.128*** -0.125*** -0.123*** -0.123*** -0.120*** -0.121***
(0.032) (0.045) (0.045) (0.045) (0.045) (0.045) (0.046) (0.045)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.006 -0.006 -0.007 -0.006 -0.009 -0.010
(0.021) (0.021) (0.021) (0.021) (0.022) (0.023)

Mean Age -0.002* -0.002** -0.002** -0.002** -0.002**
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.012 0.014 0.012 0.012 0.012
(0.029) (0.029) (0.029) (0.029) (0.029)

Enter -0.043* -0.043* -0.043* -0.043*
(0.025) (0.025) (0.025) (0.025)

Exit -0.067** -0.066** -0.067** -0.067**
(0.031) (0.031) (0.031) (0.031)

Total Assets 0.000 0.000 0.000
(0.000) (0.000) (0.000)

Cultur
Patience -0.049 -0.041

(0.079) (0.085)
Risk Taking -0.025

(0.187)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 10262 10262 10262 10262 10262 10262 10262 10262
Clusters 1911 1911 1911 1911 1911 1911 1911 1911

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the fi-
nancial sector are excluded from all regressions. Growth rates in the regressions are restricted to be smaller
than 200%. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level.
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TABLE A.9: Effect on Intangible Asset Growth Rate < 150%: Median

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.035 0.068** 0.072** 0.072** 0.072** 0.073** 0.074** 0.068**
(0.030) (0.032) (0.032) (0.032) (0.033) (0.033) (0.033) (0.034)

Inflectional-FTR -0.095*** -0.135*** -0.143*** -0.141*** -0.139*** -0.138*** -0.139*** -0.138***
(0.032) (0.044) (0.045) (0.044) (0.044) (0.045) (0.044) (0.044)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.000 -0.000 -0.001 0.000 0.000 0.002
(0.020) (0.020) (0.020) (0.020) (0.020) (0.020)

Mean Age -0.001 -0.001* -0.001* -0.001* -0.001*
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.015 0.018 0.015 0.015 0.015
(0.027) (0.027) (0.027) (0.027) (0.027)

Enter -0.039* -0.039* -0.039* -0.039*
(0.023) (0.023) (0.023) (0.023)

Exit -0.056* -0.055* -0.055* -0.055*
(0.029) (0.029) (0.029) (0.029)

Total Assets 0.000* 0.000* 0.000*
(0.000) (0.000) (0.000)

Cultur
Patience 0.008 -0.023

(0.054) (0.070)
Risk Taking 0.098

(0.155)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 10163 10163 10163 10163 10163 10163 10163 10163
Clusters 1906 1906 1906 1906 1906 1906 1906 1906

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the fi-
nancial sector are excluded from all regressions. Growth rates in the regressions are restricted to be smaller
than 150%. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level.
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TABLE A.10: Effect on Intangible Asset Growth Rate < 75%: Median

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.027 0.049* 0.052* 0.052* 0.052* 0.054* 0.055* 0.051*
(0.027) (0.028) (0.029) (0.029) (0.029) (0.029) (0.030) (0.031)

Inflectional-FTR -0.069*** -0.103*** -0.108*** -0.107*** -0.105*** -0.104*** -0.105*** -0.104***
(0.026) (0.038) (0.038) (0.038) (0.038) (0.038) (0.038) (0.038)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.009 -0.009 -0.010 -0.008 -0.007 -0.006
(0.017) (0.017) (0.017) (0.017) (0.017) (0.018)

Mean Age -0.000 -0.001 -0.001 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001)

Female Share 0.027 0.030 0.025 0.025 0.025
(0.023) (0.023) (0.023) (0.023) (0.023)

Enter -0.038** -0.038** -0.039** -0.039**
(0.018) (0.018) (0.018) (0.018)

Exit -0.037 -0.037 -0.036 -0.036
(0.023) (0.023) (0.023) (0.023)

Total Assets 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000)

Cultur
Patience 0.015 -0.010

(0.047) (0.060)
Risk Taking 0.079

(0.142)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 9774 9774 9774 9774 9774 9774 9774 9774
Clusters 1888 1888 1888 1888 1888 1888 1888 1888

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the fi-
nancial sector are excluded from all regressions. Growth rates in the regressions are restricted to be smaller
than 75%. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level.
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A.2.2 R&D Expenditures

TABLE A.11: Effect on R&D Expenditures Proportions < 1: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.015 0.021 0.012 0.009 0.009 0.008 0.014 -0.005
(0.015) (0.016) (0.017) (0.018) (0.018) (0.018) (0.017) (0.020)

Inflectional-FTR -0.013 0.206*** 0.189 0.219 0.229 0.237 0.246 0.233
(0.015) (0.041) (0.152) (0.162) (0.164) (0.164) (0.164) (0.165)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.008 -0.007 -0.008 -0.006 -0.003
(0.012) (0.012) (0.012) (0.011) (0.011)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.018 -0.018 -0.018 -0.017 -0.018
(0.012) (0.012) (0.012) (0.012) (0.012)

Enter 0.005 0.005 0.005 0.005
(0.010) (0.010) (0.010) (0.010)

Exit -0.019* -0.019* -0.019 -0.019*
(0.011) (0.011) (0.011) (0.011)

Total Assets -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

Cultur
Patience 0.060* -0.003

(0.034) (0.044)
Risk Taking 0.220**

(0.107)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4910 4910 4910 4910 4910 4910 4910 4910
Clusters 873 873 873 873 873 873 873 873

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the
financial sector are excluded from all regressions. Negative proportions and proportions over 1 are ex-
cluded from the regression. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the
10% level.
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TABLE A.12: Effect on R&D Expenditures Proportions < 0.75: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.021* 0.028** 0.020 0.018 0.018 0.017 0.022 0.007
(0.012) (0.012) (0.013) (0.013) (0.013) (0.013) (0.013) (0.015)

Inflectional-FTR -0.023** 0.163*** 0.353*** 0.365*** 0.365*** 0.373*** 0.371*** 0.363***
(0.011) (0.035) (0.127) (0.135) (0.136) (0.135) (0.135) (0.135)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.001 -0.001 -0.002 -0.000 0.002
(0.009) (0.009) (0.009) (0.008) (0.008)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.020* -0.019* -0.019* -0.018* -0.019*
(0.011) (0.011) (0.011) (0.011) (0.011)

Enter -0.002 -0.002 -0.003 -0.002
(0.007) (0.007) (0.007) (0.007)

Exit -0.007 -0.007 -0.006 -0.007
(0.008) (0.008) (0.008) (0.008)

Total Assets -0.000** -0.000** -0.000**
(0.000) (0.000) (0.000)

Cultur
Patience 0.048 -0.000

(0.032) (0.045)
Risk Taking 0.167

(0.106)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4885 4885 4885 4885 4885 4885 4885 4885
Clusters 872 872 872 872 872 872 872 872

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the
financial sector are excluded from all regressions. Negative proportions and proportions over 0.75 are ex-
cluded from the regression. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the
10% level.
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TABLE A.13: Effect on R&D Expenditures Proportions < 0.25: Mean

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.007 0.007 0.002 0.002 0.002 0.001 0.004 -0.004
(0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.011)

Inflectional-FTR -0.021** 0.048** 0.162** 0.161** 0.159** 0.159** 0.148** 0.145*
(0.009) (0.022) (0.070) (0.075) (0.075) (0.074) (0.074) (0.074)

Financials
EBIT Margin 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share 0.001 0.001 0.001 0.002 0.003
(0.007) (0.007) (0.006) (0.006) (0.006)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.006 -0.005 -0.005 -0.005 -0.005
(0.006) (0.005) (0.005) (0.005) (0.005)

Enter -0.004 -0.004 -0.004 -0.004
(0.004) (0.004) (0.004) (0.004)

Exit -0.001 -0.001 -0.001 -0.001
(0.004) (0.004) (0.004) (0.004)

Total Assets -0.000*** -0.000*** -0.000***
(0.000) (0.000) (0.000)

Cultur
Patience 0.036 0.009

(0.026) (0.037)
Risk Taking 0.095

(0.084)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4659 4659 4659 4659 4659 4659 4659 4659
Clusters 854 854 854 854 854 854 854 854

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the
financial sector are excluded from all regressions. Negative proportions and proportions over 0.25 are ex-
cluded from the regression. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the
10% level.
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TABLE A.14: Effect on R&D Expenditures Median Proportions < 1: Me-
dian

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.006 0.009 0.005 0.003 0.002 0.002 0.004 -0.010
(0.012) (0.012) (0.015) (0.016) (0.016) (0.016) (0.016) (0.018)

Inflectional-FTR -0.001 0.005 0.007 0.011 0.011 0.011 0.010 0.016
(0.011) (0.012) (0.013) (0.014) (0.014) (0.014) (0.014) (0.015)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.008 -0.008 -0.008 -0.007 -0.004
(0.012) (0.012) (0.012) (0.011) (0.011)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.018 -0.019 -0.018 -0.018 -0.019
(0.012) (0.012) (0.012) (0.012) (0.012)

Enter 0.005 0.005 0.005 0.005
(0.010) (0.010) (0.010) (0.010)

Exit -0.019* -0.019* -0.019 -0.019*
(0.011) (0.011) (0.011) (0.011)

Total Assets -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

Cultur
Patience 0.056 -0.006

(0.034) (0.044)
Risk Taking 0.232**

(0.100)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4910 4910 4910 4910 4910 4910 4910 4910
Clusters 873 873 873 873 873 873 873 873

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the
financial sector are excluded from all regressions. Negative proportions and proportions over 1 are ex-
cluded from the regression. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the
10% level.
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TABLE A.15: Effect on R&D Expenditures Median Proportions < 0.75:
Median

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.013 0.016 0.011 0.010 0.010 0.010 0.012 -0.000
(0.011) (0.012) (0.014) (0.015) (0.015) (0.015) (0.015) (0.016)

Inflectional-FTR -0.008 0.002 0.005 0.007 0.007 0.008 0.007 0.012
(0.009) (0.012) (0.013) (0.013) (0.013) (0.013) (0.014) (0.014)

Financials
EBIT Margin 0.000 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share -0.001 -0.001 -0.001 -0.000 0.002
(0.009) (0.009) (0.009) (0.008) (0.008)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.021* -0.020* -0.019* -0.019* -0.020*
(0.011) (0.011) (0.011) (0.011) (0.011)

Enter -0.002 -0.002 -0.002 -0.002
(0.007) (0.007) (0.007) (0.007)

Exit -0.007 -0.007 -0.006 -0.007
(0.008) (0.008) (0.008) (0.008)

Total Assets -0.000** -0.000** -0.000**
(0.000) (0.000) (0.000)

Cultur
Patience 0.042 -0.010

(0.032) (0.041)
Risk Taking 0.194*

(0.100)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4885 4885 4885 4885 4885 4885 4885 4885
Clusters 872 872 872 872 872 872 872 872

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the
financial sector are excluded from all regressions. Negative proportions and proportions over 0.75 are ex-
cluded from the regression. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the
10% level.
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TABLE A.16: Effect on R&D Expenditures Median Proportions < 0.25:
Median

(1) (2) (3) (4) (5) (6) (7) (8)

Strong-FTR 0.002 0.002 -0.003 -0.003 -0.002 -0.003 -0.002 -0.008
(0.008) (0.008) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009)

Inflectional-FTR -0.015* -0.009 -0.004 -0.004 -0.004 -0.004 -0.004 -0.002
(0.008) (0.009) (0.009) (0.009) (0.009) (0.010) (0.009) (0.009)

Financials
EBIT Margin 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
EBITDA Margin -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Board Characteristics

Country Share 0.001 0.001 0.001 0.002 0.003
(0.007) (0.007) (0.007) (0.006) (0.006)

Mean Age -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Female Share -0.006 -0.005 -0.005 -0.005 -0.005
(0.005) (0.005) (0.005) (0.005) (0.005)

Enter -0.004 -0.004 -0.004 -0.004
(0.004) (0.004) (0.004) (0.004)

Exit -0.001 -0.001 -0.001 -0.001
(0.004) (0.004) (0.004) (0.004)

Total Assets -0.000*** -0.000*** -0.000***
(0.000) (0.000) (0.000)

Cultur
Patience 0.035 0.007

(0.025) (0.034)
Risk Taking 0.104

(0.075)

Country
√ √ √ √ √ √ √ √

Country × Year
√ √ √ √ √ √ √ √

Language Family ×
√ √ √ √ √ √ √

Language Genus ×
√ √ √ √ √ √ √

Sector Fixed Effects × ×
√ √ √ √ √ √

Sector × Year × ×
√ √ √ √ √ √

Attrition Control
√ √ √ √ √ √ √ √

Observations 4659 4659 4659 4659 4659 4659 4659 4659
Clusters 854 854 854 854 854 854 854 854

Note: All Regressions are random effect models with the Swamy-Arora estimator of the variance com-
ponents. Standard errors clustered at company level are reported in parenthesis. Companies from the
financial sector are excluded from all regressions. Negative proportions and proportions over 0.25 are ex-
cluded from the regression. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the
10% level.
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Appendix B

Language and Xenophobia

B.1 Regressions with SE Clustered at Country Level

TABLE B.1: Language Effect on Trust: SE clustered at country level

I II III Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.442** -0.441** -0.293* 0.079* 0.018 -0.074* -0.024*

(0.205) (0.198) (0.160) (0.042) (0.014) (0.041) (0.013)

Trust 0.435*** -0.117*** -0.027** 0.109*** 0.035***

(0.031) (0.008) (0.012) (0.009) (0.005)

Immigrant 0.131*** -0.035*** -0.008** 0.033*** 0.011***

(0.043) (0.013) (0.004) (0.011) (0.003)

Immigration Status Parents

One Immigrant 0.127*** -0.033*** -0.010** 0.032*** 0.011***

(0.028) (0.007) (0.004) (0.007) (0.003)

Both Immigrants 0.028 -0.008 -0.002 0.007 0.002

(0.047) (0.012) (0.003) (0.012) (0.004)

Country Fixed Effects
√ √ √ √ √ √ √

Language Family
√ √ √ √ √ √ √

Language Genus
√ √ √ √ √ √ √

Personal Characteristics ×
√ √ √ √ √ √

Employment Status × ×
√ √ √ √ √

Financial Situation × ×
√ √ √ √ √

Family Situation × ×
√ √ √ √ √

Political Views × ×
√ √ √ √ √

Observations 41152 41152 41152 41152 41152 41152 41152

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Column
I to III report coefficients for ordered probit regressions with different sets of control variables. Column IV
to VII report the marginal effects for each of the four different possible answers given for question V107
of the WVS. The same set of control variables is used as in column III. Standard errors are clustered at the
country level.
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TABLE B.2: Language Effect on Trust: Cultural Dimensions and SE clus-
tered at country level

I Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.333** 0.092** 0.021 -0.085** -0.027***

(0.130) (0.036) (0.013) (0.035) (0.010)

Trust 0.416*** -0.115*** -0.026** 0.107*** 0.034***

(0.033) (0.010) (0.012) (0.009) (0.005)

Culture

Masculinity -0.003 0.001 0.000 -0.001 -0.000

(0.003) (0.001) (0.000) (0.001) (0.000)

Power Distance -0.012*** 0.003*** 0.001* -0.003*** -0.001***

(0.003) (0.001) (0.000) (0.001) (0.000)

Immigrant 0.122*** -0.034** -0.008** 0.031** 0.010***

(0.047) (0.014) (0.004) (0.012) (0.004)

Immigration Status Parents

One Immigrant 0.121*** -0.032*** -0.009** 0.031*** 0.011***

(0.033) (0.009) (0.004) (0.008) (0.003)

Both Immigrants 0.023 -0.006 -0.001 0.006 0.002

(0.050) (0.014) (0.003) (0.013) (0.004)

Country Fixed Effects × × × × ×
Language Family

√ √ √ √ √

Language Genus
√ √ √ √ √

Personal Characteristics
√ √ √ √ √

Employment Status
√ √ √ √ √

Financial Situation
√ √ √ √ √

Family Situation
√ √ √ √ √

Political Views
√ √ √ √ √

Observations 41152 41152 41152 41152 41152

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Column
I reports coefficients for ordered probit regressions. Column II to V report the marginal effects for each
of the four different possible answers given for question V107 of the WVS. The same set of control vari-
ables is used as in column III. Hofstede’s cultural dimensions (Hofstede, 2001) are used to control for for
cultural characteristics and differences of societies. Standard errors are clustered at the country level.
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B.2 Marginal Effects

B.2.1 Immigrants

TABLE B.3: Language Effect on Trust: Immigrants (Marginal Effects)

I II III Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.456** -0.489** -0.364** 0.071** 0.052** -0.081** -0.041**

(0.187) (0.191) (0.150) (0.035) (0.020) (0.037) (0.017)

Trust 0.490*** -0.095*** -0.069*** 0.109*** 0.056***

(0.040) (0.014) (0.016) (0.014) (0.008)

Country Fixed Effects
√ √ √ √ √ √ √

Language Family
√ √ √ √ √ √ √

Language Genus
√ √ √ √ √ √ √

Personal Characteristics ×
√ √ √ √ √ √

Immigration History × ×
√ √ √ √ √

Employment Status × ×
√ √ √ √ √

Financial Situation × ×
√ √ √ √ √

Family Situation × ×
√ √ √ √ √

Political Views × ×
√ √ √ √ √

Observations 4957 4957 4957 4957 4957 4957 4957

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. For all
regressions, only people who report being immigrants themselves or report at least one parent as an im-
migrant are included (Questions V243-245 in WVS). Column I to III report coefficients for ordered probit
regressions with different sets of control variables. Column IV to VII report the marginal effects for each of
the four different possible answers given for question V107 of the WVS. The same set of control variables
is used as in column III.
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TABLE B.4: Language Effect on Trust: Immigrants and Cultural Dimen-
sions (Marginal Effects)

I Do not trust Do not trust Trust Trust
at all very much somewhat completely

Politeness Distinction -0.242** 0.048** 0.036** -0.056** -0.028**
(0.103) (0.021) (0.017) (0.026) (0.011)

Trust 0.503*** -0.101*** -0.074*** 0.116*** 0.059***
(0.037) (0.015) (0.015) (0.014) (0.008)

Culture
Masculinity -0.000 0.000 0.000 -0.000 -0.000

(0.004) (0.001) (0.001) (0.001) (0.000)
Power Distance -0.010*** 0.002*** 0.001*** -0.002*** -0.001***

(0.002) (0.001) (0.000) (0.001) (0.000)
Country Fixed Effects × × × × ×
Language Family

√ √ √ √ √

Language Genus
√ √ √ √ √

Personal Characteristics
√ √ √ √ √

Immigration History
√ √ √ √ √

Employment Status
√ √ √ √ √

Financial Situation
√ √ √ √ √

Family Situation
√ √ √ √ √

Political Views
√ √ √ √ √

Observations 4957 4957 4957 4957 4957

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. For
all regressions, only people who report being immigrants themselves or report at least one parent as an
immigrant are included (Questions V243-245 in WVS). Column I reports coefficients for ordered probit re-
gressions. Column II to V report the marginal effects for each of the four different possible answers given
for question V107 of the WVS. The same set of control variables is used as in column I. Hofstede’s cultural
dimensions (Hofstede, 2001) are used to control for for cultural characteristics and differences of societies.
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B.2.2 Official Language

TABLE B.5: Language Effect on Trust: Not Speaking Official Language
(Marginal Effects)

I II III Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.644* -0.613* -0.565 0.129 0.049 -0.142 -0.037

(0.354) (0.336) (0.351) (0.084) (0.044) (0.090) (0.023)

Trust 0.547*** -0.125*** -0.048 0.137*** 0.036***

(0.092) (0.011) (0.036) (0.030) (0.009)

Country Fixed Effects
√ √ √ √ √ √ √

Language Family
√ √ √ √ √ √ √

Language Genus
√ √ √ √ √ √ √

Personal Characteristics ×
√ √ √ √ √ √

Immigration History × ×
√ √ √ √ √

Employment Status × ×
√ √ √ √ √

Financial Situation × ×
√ √ √ √ √

Family Situation × ×
√ √ √ √ √

Political Views × ×
√ √ √ √ √

Observations 1688 1688 1688 1688 1688 1688 1688

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Individ-
uals who reported to speak at home the official language of the country they live in have been dropped
all regressions. The official language of a country was taken from the CIA World Factbook (Central Intel-
ligence Agency, 2020). Column I to III report coefficients for ordered probit regressions with different sets
of control variables. Column IV to VII report the marginal effects for each of the four different possible
answers given for question V107 of the WVS. The same set of control variables is used as in column III.
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TABLE B.6: Language Effect on Trust: Not Speaking Official Language
and Cultural Dimensions (Marginal Effects)

I Do not trust Do not trust Trust Trust
at all very much somewhat completely

Politeness Distinction -0.327* 0.076 0.029 -0.083* -0.022*
(0.186) (0.048) (0.022) (0.046) (0.013)

Trust 0.574*** -0.133*** -0.050 0.145*** 0.038***
(0.089) (0.016) (0.036) (0.030) (0.008)

Culture
Masculinity -0.003 0.001 0.000 -0.001 -0.000

(0.003) (0.001) (0.000) (0.001) (0.000)
Power Distance -0.016*** 0.004*** 0.001 -0.004*** -0.001***

(0.004) (0.001) (0.001) (0.001) (0.000)
Country Fixed Effects × × × × ×
Language Family

√ √ √ √ √

Language Genus
√ √ √ √ √

Personal Characteristics
√ √ √ √ √

Immigration History
√ √ √ √ √

Employment Status
√ √ √ √ √

Financial Situation
√ √ √ √ √

Family Situation
√ √ √ √ √

Political Views
√ √ √ √ √

Observations 1688 1688 1688 1688 1688

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Individ-
uals who reported to speak at home the official language of the country they live in have been dropped
all regressions. The official language of a country was taken from the CIA World Factbook (Central Intel-
ligence Agency, 2020). Column I reports coefficients for ordered probit regressions. Column II to V report
the marginal effects for each of the four different possible answers given for question V107 of the WVS.
The same set of control variables is used as in column I. Hofstede’s cultural dimensions (Hofstede, 2001)
are used to control for for cultural characteristics and differences of societies.
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B.2.3 GPS

TABLE B.7: Language Effect on Trust: Immigrants (GPS) (Marginal Ef-
fects)

I II III Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.510*** -0.520*** -0.390*** 0.080*** 0.049** -0.087*** -0.042***

(0.162) (0.165) (0.125) (0.029) (0.019) (0.029) (0.015)

Trust 0.472*** -0.097*** -0.059*** 0.106*** 0.051***

(0.031) (0.013) (0.016) (0.011) (0.007)

Country Fixed Effects
√ √ √ √ √ √ √

Cultural Preferences × × × × × × ×
Language Family

√ √ √ √ √ √ √

Language Genus
√ √ √ √ √ √ √

Personal Characteristics ×
√ √ √ √ √ √

Immigration History × ×
√ √ √ √ √

Employment Status × ×
√ √ √ √ √

Financial Situation × ×
√ √ √ √ √

Family Situation × ×
√ √ √ √ √

Political Views × ×
√ √ √ √ √

Observations 4622 4622 4622 4622 4622 4622 4622

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. For all
regressions, only people who report being immigrants themselves or report at least one parent as an im-
migrant are included (Questions V243-245 in WVS). Column I to III report coefficients for ordered probit
regressions with different sets of control variables. Column IV to VII report the marginal effects for each of
the four different possible answers given for question V107 of the WVS. The same set of control variables
is used as in column III.



Appendix B. Language and Xenophobia 113

TABLE B.8: Language Effect on Trust: Immigrants and Cultural Prefer-
ences (GPS) (Marginal Effects)

I Do not trust Do not trust Trust Trust
at all very much somewhat completely

Politeness Distinction -0.346*** 0.073*** 0.045*** -0.080*** -0.038***
(0.098) (0.024) (0.016) (0.025) (0.011)

Trust 0.482*** -0.101*** -0.063*** 0.111*** 0.053***
(0.030) (0.015) (0.015) (0.011) (0.008)

Country Fixed Effects × × × × ×
Cultural Preferences

√ √ √ √ √

Language Family
√ √ √ √ √

Language Genus
√ √ √ √ √

Personal Characteristics
√ √ √ √ √

Employment Status
√ √ √ √ √

Financial Situation
√ √ √ √ √

Family Situation
√ √ √ √ √

Political Views
√ √ √ √ √

Observations 4622 4622 4622 4622 4622

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. For
all regressions, only people who report being immigrants themselves or report at least one parent as an
immigrant are included (Questions V243-245 in WVS). Column I reports coefficients for ordered probit re-
gressions. Column II to V report the marginal effects for each of the four different possible answers given
for question V107 of the WVS. The same set of control variables is used as in column III. GPS preference
measures (Falk et al., 2018) are used to control for for cultural characteristics and differences of societies.
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TABLE B.9: Language Effect on Trust: Not Speaking Official Language
(GPS) (Marginal Effects)

I II III Do not trust Do not trust Trust Trust

at all very much somewhat completely

Politeness Distinction -0.597* -0.554* -0.507 0.135 0.034 -0.126 -0.044

(0.324) (0.315) (0.324) (0.091) (0.036) (0.079) (0.029)

Trust 0.418*** -0.111*** -0.029 0.104*** 0.036***

(0.056) (0.019) (0.024) (0.018) (0.005)

Country Fixed Effects
√ √ √ √ √ √ √

Cultural Preferences × × × × × × ×
Language Family

√ √ √ √ √ √ √

Language Genus
√ √ √ √ √ √ √

Personal Characteristics ×
√ √ √ √ √ √

Employment Status × ×
√ √ √ √ √

Financial Situation × ×
√ √ √ √ √

Family Situation × ×
√ √ √ √ √

Political Views × ×
√ √ √ √ √

Observations 3917 3917 3917 3917 3917 3917 3917

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Individ-
uals who reported to speak at home the official language of the country they live in have been dropped
all regressions. The official language of a country was taken from the CIA factbook Central Intelligence
Agency, 2020. Column I to III report coefficients for ordered probit regressions with different sets of con-
trol variables. Column IV to VII report the marginal effects for each of the four different possible answers
given for question V107 of the WVS. The same set of control variables is used as in column III. The coeffi-
cients and marginal effects of the control variables can be found in the appendix. GPS preference measures
(Falk et al., 2018) are used to control for for cultural characteristics and differences of societies.
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TABLE B.10: Language Effect on Trust: Not Speaking Official Language
and Cultural Preferences (GPS) (Marginal Effects)

I Do not trust Do not trust Trust Trust
at all very much somewhat completely

Politeness Distinction -0.022 0.006 0.001 -0.005 -0.002
(0.205) (0.055) (0.017) (0.051) (0.018)

Trust 0.435*** -0.116*** -0.030 0.108*** 0.038***
(0.054) (0.019) (0.025) (0.018) (0.005)

Country Fixed Effects × × × × ×
Cultural Preferences

√ √ √ √ √

Language Family
√ √ √ √ √

Language Genus
√ √ √ √ √

Personal Characteristics
√ √ √ √ √

Employment Status
√ √ √ √ √

Financial Situation
√ √ √ √ √

Family Situation
√ √ √ √ √

Political Views
√ √ √ √ √

Observations 3917 3917 3917 3917 3917

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. Individ-
uals who reported to speak at home the official language of the country they live in have been dropped
all regressions. The official language of a country was taken from the CIA factbook Central Intelligence
Agency, 2020. Column I reports coefficients for ordered probit regressions. Column II to V report the
marginal effects for each of the four different possible answers given for question V107 of the WVS. The
same set of control variables is used as in column III. GPS preference measures (Falk et al., 2018) are used
to control for for cultural characteristics and differences of societies.
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B.3 Summary Statistics

TABLE B.11: Politeness Distinction by Country (GPS)

Country Mean Std. Dev. Freq. Country Mean Std. Dev. Freq.

Algeria 0.017 0.128 1197 Morocco 0.006 0.076 1199

Argentina 1 0 1021 Netherlands 0.995 0.067 1768

Australia 0.036 0.187 1434 Nigeria 0.224 0.417 1646

Brazil 1 0 1486 Pakistan 0.961 0.194 847

Chile 1 0 1000 Peru 0.993 0.081 1210

China 1 0 2300 Philippines 1 0 512

Colombia 0.995 0.068 1505 Poland 1 0 963

Estonia 1 0 496 Romania 1 0 1498

Georgia 1 0 1200 Russia 1 0 2343

Germany 0.990 0.099 2027 Rwanda 0.622 0.492 37

Ghana 0.004 0.063 251 South Africa 0 0 1224

Haiti 0.955 0.213 22 Zimbabwe 0 0 65

India 1 0 1871 Sweden 0.989 0.106 1142

Iraq 0 0 955 Thailand 1 0 1152

Japan 1 0 2443 Turkey 1 0 1498

Kazakhstan 1 0 736 Ukraine 1 0 737

Jordan 0.001 0.029 1200 Egypt 0 0 1523

Mexico 0.974 0.159 1936 United States 0.072 0.259 2173

Overall

Mean Std. Dev. Freq.

Total 0.722 0.448 44617

Note: Distribution of the politeness distinction variable of the language indi-
viduals speak at home grouped by their country of living. Frequency is the total
number of observations from one country. Data for the dataset with GPS prefer-
ence measures instead of Hofstede cultural dimensions.
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TABLE B.12: List of Languages

Full Dataset Only Immigrants Official language

Country Politeness Freq. Country Politeness Freq. Country Politeness Freq.
Distinction Distinction Distinction

Albanian No 5 Albanian No 5 Albanian No 5
Arabic No 1150 Arabic No 27 Arabic No 23

Armenian Yes 1 Armenian Yes 1 Armenian Yes 1
Aymara No 7 Berber No 1 Aymara No 7
Berber No 66 Dutch Yes 341 Berber No 66
Brahui No 33 English No 1506 English No 150
Dutch Yes 1747 Finnish Yes 2 Finnish Yes 3

English No 6128 French Yes 14 French Yes 31
Finnish Yes 3 German Yes 279 German Yes 18
French Yes 31 Greek Yes 5 Greek Yes 5

German Yes 1948 Hindi Yes 111 Hungarian Yes 131
Greek Yes 5 Hungarian Yes 7 Indonesian Yes 1
Hindi Yes 973 Indonesian Yes 1 Italian Yes 8

Hungarian Yes 131 Italian Yes 7 Japanese Yes 4
Indonesian Yes 1 Japanese Yes 3 Kashmiri Yes 2

Italian Yes 8 Kannada Yes 1 Korean Yes 2
Japanese Yes 2447 Kashmiri Yes 2 Mandarin Yes 356
Kannada Yes 144 Korean Yes 2 Maori No 2
Kashmiri Yes 2 Malayalam Yes 1 Nepali Yes 6
Korean Yes 2 Mandarin Yes 470 Panjabi Yes 2

Malayalam Yes 192 Marathi Yes 1 Persian Yes 1
Mandarin Yes 4659 Nepali Yes 2 Polish Yes 10

Maori No 2 Panjabi Yes 119 Portuguese Yes 1
Marathi Yes 250 Pashto Yes 86 Quechua Yes 44
Nepali Yes 6 Persian Yes 1 Russian Yes 526
Panjabi Yes 744 Polish Yes 51 Sinhala Yes 2
Pashto Yes 233 Portuguese Yes 83 Spanish Yes 163
Persian Yes 1 Quechua Yes 3 Tagalog Yes 6
Polish Yes 970 Romanian Yes 19 Tamil Yes 63

Portuguese Yes 1487 Russian Yes 483 Turkish Yes 39
Quechua Yes 44 Sinhala Yes 2 Vietnamese Yes 10

Romanian Yes 1375 Spanish Yes 835
Russian Yes 2869 Swedish Yes 202
Sinhala Yes 2 Tagalog Yes 9
Spanish Yes 8871 Tamil Yes 38
Swedish Yes 1114 Thai Yes 25
Tagalog Yes 518 Turkish Yes 199
Tamil Yes 160 Urdu Yes 4
Thai Yes 1150 Vietnamese Yes 9

Turkish Yes 1537
Urdu Yes 126

Vietnamese Yes 10

Note: Number of participants who reported speaking a language at home. The po-
liteness distinction column indicates whether the language has a politeness distinction or not.
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TABLE B.13: List of Languages (GPS)

Full Dataset Only Immigrants Official language

Country Politeness Freq. Country Politeness Freq. Country Politeness Freq.
Distinction Distinction Distinction

Albanian No 5 Albanian No 5 Albanian No 5
Arabic No 5823 Arabic No 616 Arabic No 23

Armenian Yes 13 Armenian Yes 3 Armenian Yes 13
Aymara No 7 Berber No 16 Aymara No 7
Berber No 246 Dutch Yes 341 Berber No 66
Brahui No 33 English No 808 Brahui No 33
Dutch Yes 1747 Ewe No 11 English No 81

English No 4326 Finnish Yes 2 Ewe No 167
Ewe No 167 French Yes 38 Finnish Yes 3

Finnish Yes 3 Georgian Yes 47 French Yes 46
French Yes 73 German Yes 278 German Yes 9

Georgian Yes 1180 Greek Yes 5 Greek Yes 5
German Yes 1939 Hausa No 25 Hausa No 28
Greek Yes 5 Hindi Yes 111 Hungarian Yes 126
Hausa No 615 Hungarian Yes 4 Indonesian Yes 1
Hindi Yes 973 Igbo No 3 Italian Yes 7

Hungarian Yes 126 Indonesian Yes 1 Japanese Yes 3
Igbo No 338 Italian Yes 7 Kannada Yes 144

Indonesian Yes 1 Japanese Yes 2 Kashmiri Yes 2
Italian Yes 7 Kannada Yes 1 Korean Yes 2

Japanese Yes 2446 Kashmiri Yes 2 Malayalam Yes 192
Kannada Yes 144 Korean Yes 2 Mandarin Yes 15
Kashmiri Yes 2 Malayalam Yes 1 Marathi Yes 250
Korean Yes 2 Mandarin Yes 15 Nepali Yes 6

Malayalam Yes 192 Marathi Yes 1 Panjabi Yes 744
Mandarin Yes 2315 Nepali Yes 2 Pashto Yes 233
Marathi Yes 250 Panjabi Yes 119 Persian Yes 1
Nepali Yes 6 Pashto Yes 86 Polish Yes 10
Panjabi Yes 744 Persian Yes 1 Portuguese Yes 1
Pashto Yes 233 Polish Yes 51 Quechua Yes 44
Persian Yes 1 Portuguese Yes 83 Romanian Yes 12
Polish Yes 970 Quechua Yes 3 Russian Yes 1256

Portuguese Yes 1487 Romanian Yes 21 Sinhala Yes 2
Quechua Yes 44 Russian Yes 846 Spanish Yes 179

Romanian Yes 1387 Sinhala Yes 2 Tagalog Yes 6
Russian Yes 4333 Spanish Yes 582 Tamil Yes 17
Sinhala Yes 2 Swahili No 3 Turkish Yes 41
Spanish Yes 6735 Swedish Yes 202 Urdu Yes 126
Swahili No 12 Tagalog Yes 9 Vietnamese Yes 10
Swedish Yes 1114 Thai Yes 25 Zulu No 1
Tagalog Yes 518 Turkish Yes 199
Tamil Yes 17 Urdu Yes 4
Thai Yes 1150 Vietnamese Yes 9

Turkish Yes 1539 Yoruba Yes 12
Urdu Yes 126 Zulu No 18

Vietnamese Yes 10
Yoruba Yes 369

Zulu No 842

Note: Number of participants who reported speaking a language at home. The po-
liteness distinction column indicates whether the language has a politeness distinction or not.
Data for the dataset with GPS preference measures instead of Hofstede cultural dimensions.
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Appendix C

Language and Gender

C.1 Data

TABLE C.1: Summary statistics: Descriptives (Female Subsample)

Age Education Income Class Happiness

Mean 48.5 12.5 4.66 6.973

SD 18.71 4.04 2.707 2.136

Min. 15 0 1 0

Max. 101 50 10 10

Obs. 14,301 14,202 11,169 14,203

Missing 30 129 3,162 128

Religious Political Views Place of Residence Household

Denomination Left/Right Rural/Urban Size

Mean 0.717 5.104 2.715 2.658

SD 0.451 2.082 1.268 1.437

Min. 0 0 1 1

Max. 1 10 5 14

Obs. 14,240 11,619 14,303 14,323

Missing 91 2,712 28 8

Note: Summary statistics of the socio-economic and demographic characteris-
tics of female individuals.
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TABLE C.2: List of Feminine Occupations

ISCO-88 Occupation

2230 Nursing and midwifery professionals

2331 Primary education teaching professionals

2332 Pre-primary educ teaching professionals

3221 Medical assistants

3225 Dental assistants

3227 Veterinary assistants

3228 Pharmaceutical assistants

3231 Nursing associate professionals

3232 Midwifery associate professionals

3310 Primary education teaching associate professionals

3320 Pre-primary education teaching associate professionals

3431 Administrative secretaries, related associate professionals

3471 Decorators and commercial designers

4111 Stenographers and typists

4112 Word-processor and related operators

4115 Secretaries

4211 Cashiers and ticket clerks

4222 Receptionists and information clerks

4223 Telephone switchboard operators

5121 Housekeepers and related workers

5123 Waiters, waitresses and bartenders

5131 Child-care workers

5132 Institution-based personal care workers

5133 Home-based personal care workers

5139 Personal care, related workers not else class

5141 Hairdresser, barber, beautician, related workers

5210 Fashion and other models

7432 Weavers, knitters and related workers

7433 Tailors, dressmakers and hatters

9131 Domestic helpers and cleaners

9132 Helper, cleaner in office, hotel, other establishments

9133 Hand-launderers and pressers

Note: Occupations considered to be traditionally more feminine. I follow data
from Eurostat and the International Labour Organization, which reports the pro-
portion of women in different occupations, to determine which occupations are
female-gendered (Eurostat, 2018; ILO, 2020).
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TABLE C.3: List of Languages and its Features

Language Gender Sex-based Number Gender Gender

Intensity Index Genders Assignment in Pronouns

Amharic 4 1 1 1 1

Armenian 0 0 0 0 0

Basque 0 0 0 0 0

Berber 4 1 1 1 1

English 1 1 0 0 0

Filipino 2 1 1 0 0

Finnish 0 0 0 0 0

French 3 1 1 1 0

Georgian 0 0 0 0 0

German 2 1 0 1 0

Greek 2 1 0 1 0

Guarani 0 0 0 0 0

Hebrew 4 1 1 1 1

Hindi 3 1 1 1 0

Hungarian 0 0 0 0 0

Indonesian 0 0 0 0 0

Khmer 0 0 0 0 0

Latvian 3 1 1 1 0

Lezgian 0 0 0 0 0

Malagasy 0 0 0 0 0

Oromo 3 1 1 1 0

Persian 0 0 0 0 0

Russian 2 1 0 1 0

Spanish 4 1 1 1 1

Tagalog 2 1 1 0 0

Thai 0 0 0 0 0

Turkish 0 0 0 0 0

Vietnamese 0 0 0 0 0

Yoruba 0 0 0 0 0

Note: Values of the GII and the individual language features for each language in my sample.
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TABLE C.4: Summary Statistics: GII per Country

Country Mean SD Variance Min. Max. Obs.

Belgium 2.920 0.477 0.227 0 4 651

Bulgaria 0.000 0.000 0.000 0 0 248

Croatia 1.000 0.707 0.500 0 2 9

Cyprus 1.993 0.091 0.008 0 2 1,072

Czechia 2.333 0.577 0.333 2 3 3

Denmark 0.833 0.618 0.382 0 2 18

Estonia 1.990 0.125 0.016 0 2 381

Finnland 0.024 0.230 0.053 0 4 1,759

France 2.970 0.296 0.088 0 4 1,636

Germany 1.973 0.258 0.066 0 4 2,805

Greece 1.999 0.039 0.001 0 2 2,675

Hungary 0.003 0.076 0.006 0 2 1,560

Ireland 1.021 0.219 0.048 0 4 2,413

Israel 3.707 0.751 0.565 0 4 1,898

Lithuania 1.988 0.112 0.013 1 2 80

Netherlands 1.281 1.350 1.822 0 4 32

Norway 1.410 1.044 1.090 0 4 39

Poland 2.000 . . 2 2 1

Portugal 2.100 0.994 0.989 1 3 10

Russia 1.997 0.080 0.006 0 2 2,500

Slovakia 0.028 0.236 0.056 0 2 143

Slovenia 0.600 0.966 0.933 0 2 10

Spain 3.972 0.308 0.095 0 4 1,746

Sweden 0.865 1.273 1.620 0 4 37

Switzerland 2.190 0.517 0.267 0 4 1,322

Ukraine 1.993 0.117 0.014 0 2 872

United Kingdom 1.016 0.212 0.045 0 4 2,275

Note: Summary statistics for the GII for each country in my sample.
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C.2 Non-Linear Models

Results for non-linear regression models are presented in table C.5. I use a ordered logit

model in columns I-III and VII, a logit model in columns IV and V and a poisson model

in column VI.

TABLE C.5: Non-Linear Models

Cut Down Scarce Proportion Labour Market Female Total Work Housework

Work Jobs Women Participation Occupation Hours Hours

I II III IV V VI VII

Sex-Based -0.879*** -2.050*** -2.481*** -1.620** 0.188 -0.336*** 0.948**

(0.287) (0.228) (0.433) (0.799) (0.449) (0.104) (0.378)

Nb. of Genders 0.248 0.328** 0.326 0.059 0.397 0.106 -0.130

(0.192) (0.128) (0.204) (0.410) (0.407) (0.071) (0.168)

Assignment -0.167 -0.279* 0.079 0.315 0.046 0.024 0.620***

(0.170) (0.169) (0.231) (0.433) (0.163) (0.037) (0.204)

Pronouns -0.252** 0.371*** -0.462 -0.963*** 0.383 0.105*** -0.396**

(0.120) (0.126) (0.296) (0.263) (0.239) (0.020) (0.200)

Female 0.164*** 0.572*** 2.277***

(0.055) (0.070) (0.135)

Country Fixed Effects
√ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √

Age
√ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √

Education
√ √ √ √ √ √ √

Household Size
√ √ √ √ √ √ √

Household Income
√ √ √ √ √ √ √

Cultural Values
√ √ √ √ √ √ √

Cultural Values Parents
√ √ √ √ √ √ √

Observations 20622 20622 8154 11253 9664 4782 5679

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Dependent Variables: Question G4: A woman should be prepared to cut down on her paid
work for the sake of her family. Question G5: When jobs are scarce, men should have more right to a job
than women. The given answers are ordered from Agree strongly to Disagree strongly. Therefore, a negative
coefficient is associated with a higher agreement with the statement. Question G38: Proportion of women
at workplace. Labour Market Participation: Respondent was in paid work or unemployed and actively looking for
a job in the last 7 days. Female Occupation: The main occupation of the respondent is seen as traditionally
more feminine. Total Work Hours: Counts the hours the respondent normally works per week, including
paid and unpaid overtime. Only respondents with paid work in the last 7 days are used. Housework Hours
is the total hours of housework reported for the last week. The reported values are grouped into brackets
of 10 hours each. Last bracket contains all values above 100. Independent Variables: Sex-Based is equal to 1
if a language has a sex-based gender system. Nb. of Genders is equal to 1 if a language only has 2 genders.
Assignment is equal to 1 if a language has a semantic and formal assignment system. Pronouns is equal to
1 for languages with a gender distinction in third-person and in first and/or second-person. Columns I-
III and VII are ordered logit models. Columns IV and V are logit models. Column VI is a poisson model.
Missing observations are chained imputed.
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C.3 Alternative GII

Gay et al. (2018) use a different calculation method for the index to measure the inten-

sity of gender in languages. Instead of using the sum of all 4 language characteristics

the author use the following formula to derive their version of the Gender Intensity In-

dex. This method of calculation reflects the point I made earlier that the assessment

and effect of the other 3 features is strongly related to whether the gender system of a

language is fundamentally based on biological sex.

GII2 = Sex based × (Number of Genders + Gender Assignment + Gender in Pronouns)

(C.1)

TABLE C.6: Effect of Language and Gender Norms and Labour Market
Outcomes (Alternative GII)

Cut Down Scarce Proportion Labour Market Female Total Work Housework

Work Jobs Women Participation Occupation Hours Hours

I II III IV V VI VII

GII2 -0.132** -0.028 -0.082 -0.014 0.031 1.869 0.149*

(0.058) (0.099) (0.148) (0.069) (0.031) (1.128) (0.082)

Female 0.103*** 0.322*** 1.938***

(0.032) (0.059) (0.129)

Country Fixed Effects
√ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √

Age
√ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √

Education
√ √ √ √ √ √ √

Household Size
√ √ √ √ √ √ √

Household Income
√ √ √ √ √ √ √

Cultural Values
√ √ √ √ √ √ √

Cultural Values Parents
√ √ √ √ √ √ √

Observations 20622 20622 8154 11266 11266 4782 5679

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Levels of the GII2 are standardized. Dependent Variables: Question G4: A woman should be
prepared to cut down on her paid work for the sake of her family. Question G5: When jobs are scarce, men
should have more right to a job than women. The given answers are ordered from Agree strongly to Dis-
agree strongly. Therefore, a negative coefficient is associated with a higher agreement with the statement.
Question G38: Proportion of women at workplace. Labour Market Participation: Respondent was in paid
work or unemployed and actively looking for a job in the last 7 days. Female Occupation: The main occupation
of the respondent is seen as traditionally more feminine. Total Work Hours: Counts the hours the respon-
dent normally works per week, including paid and unpaid overtime. Only respondents with paid work
in the last 7 days are used. Housework Hours is the total hours of housework reported for the last week.
Missing observations are chained imputed.



Appendix C. Language and Gender 125

C.4 Sex-based Only Dataset

WALS has information about the connection of the gender system of a language to

biological sex for some languages for which the information about at least on of the

other 3 features connected to gender is missing. Therefore, the number of observations

in my sample increases when I only use the sex-based language variable. Regression

results are presented in tables C.7 and C.8.

TABLE C.7: Effect of Language and Gender Norms and Labour Market
Outcomes: Only Sex-based

Cut Down Scarce Proportion Labour Market Female Total Work Housework

Work Jobs Women Participation Occupation Hours Hours

I II III IV V VI VII

Sex-Based -0.730*** -1.223*** -1.813*** -0.101 0.433*** -11.830*** 1.479***

(0.108) (0.122) (0.317) (0.072) (0.096) (3.254) (0.256)

Female 0.108*** 0.326*** 1.956***

(0.031) (0.056) (0.123)

Country Fixed Effects
√ √ √ √ √ √ √

Language Fixed Effects
√ √ √ √ √ √ √

Age
√ √ √ √ √ √ √

Happiness
√ √ √ √ √ √ √

Religious Denomination
√ √ √ √ √ √ √

Political Views
√ √ √ √ √ √ √

Urban/Rural
√ √ √ √ √ √ √

Education
√ √ √ √ √ √ √

Household Size
√ √ √ √ √ √ √

Household Income
√ √ √ √ √ √ √

Cultural Values
√ √ √ √ √ √ √

Cultural Values Parents
√ √ √ √ √ √ √

Observations 21718 21718 8484 11939 11939 5254 5964

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Immigrant is anyone who was either not born in the country in which they currently live or
anyone of whom at least one parent was not born in the country in which the respondent currently lives.
Dependent Variables: Question G4: A woman should be prepared to cut down on her paid work for the
sake of her family. Question G5: When jobs are scarce, men should have more right to a job than women.
The given answers are ordered from Agree strongly to Disagree strongly. Therefore, a negative coefficient
is associated with a higher agreement with the statement. Question G38: Proportion of women at work-
place. Labour Market Participation: Respondent was in paid work or unemployed and actively looking for a job
in the last 7 days. Female Occupation: The main occupation of the respondent is seen as traditionally more
feminine. Total Work Hours: Counts the hours the respondent normally works per week, including paid
and unpaid overtime. Only respondents with paid work in the last 7 days are used. Housework Hours is
the total hours of housework reported for the last week. The reported values are grouped into brackets of
10 hours each. Last bracket contains all values above 100. Independent Variables: Sex-Based is equal to 1 if
a language has a sex-based gender system. Missing observations are chained imputed.
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TABLE C.8: Effect of Language and Gender Norms and Labour Market
Outcomes: Only Sex-based ESS Round 5-9

Labour Market Female Total Work
Participation Occupation Hours

I II III
Sex-Based -0.072** 0.057*** -9.129***

(0.029) (0.016) (0.744)
Country Fixed Effects

√ √ √

Language Fixed Effects
√ √ √

Age
√ √ √

Happiness
√ √ √

Religious Denomination
√ √ √

Political Views
√ √ √

Urban/Rural
√ √ √

Education
√ √ √

Household Size
√ √ √

Household Income
√ √ √

Cultural Values
√ √ √

Cultural Values Parents
√ √ √

Observations 50319 50319 24230

Note: *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level. SE in
parenthesis. Immigrant is anyone who was either not born in the country in which they currently live or
anyone of whom at least one parent was not born in the country in which the respondent currently lives.
Dependent Variables: Question G4: A woman should be prepared to cut down on her paid work for the
sake of her family. Question G5: When jobs are scarce, men should have more right to a job than women.
The given answers are ordered from Agree strongly to Disagree strongly. Therefore, a negative coefficient
is associated with a higher agreement with the statement. Question G38: Proportion of women at work-
place. Labour Market Participation: Respondent was in paid work or unemployed and actively looking for a job
in the last 7 days. Female Occupation: The main occupation of the respondent is seen as traditionally more
feminine. Total Work Hours: Counts the hours the respondent normally works per week, including paid
and unpaid overtime. Only respondents with paid work in the last 7 days are used. Housework Hours is
the total hours of housework reported for the last week. The reported values are grouped into brackets of
10 hours each. Last bracket contains all values above 100. Independent Variables: Sex-Based is equal to 1 if
a language has a sex-based gender system. Missing observations are chained imputed.
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