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Abstract

Hyperfine spectroscopy experiments detect nuclear spins around paramagnetic centers. They

reveal magnetic interactions that contain valuable structural information on distance and

orientation of the coupling partners. One can therefore use them, to study the magnetic

nuclei in water molecules around organic radicals. Such radicals occur as important

intermediates in enzymatic reactions.17O is a particularly interesting target nucleus to

detect water molecules, since it does not exchange with other oxygen moieties in protein

environments, allowing for unambiguous assignment of spectral signatures to H2
17O. It

has already been used to study water coordination around transition metal ions. The

low gyromagnetic ratio and high nuclear spin have, however, discouraged the use of 17O

hyperfine spectroscopy to study water around organic radicals so far.

This thesis shows the application of 17O hyperfine spectroscopy to organic nitroxides and

tyrosyl radicals. The Mims ENDOR experiment is used at 94 and 263GHz to detect

small, isotropic hyperfine couplings in a range of 0.5− 0.7MHz at three trapped tyrosyl

intermediates in "active" complexes of E. coli ribonucleotide reductase. The sharp spectral

features give the first direct experimental evidence of hydrogen-bound water molecules at

the radical intermediates, which are part of a long range proton-coupled electron transfer

chain across different subunits of the enzyme. Small theoretical models are used to link the

observed hyperfine couplings to a well defined, in-plane coordination of the water molecules.

Very small amounts of spin density (∼ 0.01 %) on the oxygen nucleus, facilitated by the

hydrogen-bond, are enough to cause detectable hyperfine splitting in the spectra. The

exquisite capability of very high-field ENDOR spectroscopy to produce narrow spectral lines

is shown and rationalized, allowing a reevaluation of our previous models of the tyrosyl

radical intermediate Y•356.

The thesis then answers the previously open question: Which hyperfine spectroscopy

experiment is best suited to study 17O water around organic radicals ? The performance of

three different types of hyperfine spectroscopy, recorded at 34 and 94GHz EPR frequency,

is compared for two nitroxide radicals as well as one tyrosyl radical. While all techniques
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detect 17O signals, the HYSCORE experiments at 34GHz best show the presence of large

hyperfine couplings in the range of 1− 8MHz for the two nitroxide radicals. Mims ENDOR

experiments at 94GHz best reveal small, isotropic couplings of 0.6 − 0.8MHz for the

nitroxide radical with a five-membered ring as well as the tyrosyl radical. Theoretical models

and molecular dynamics simulations are used to show that large, anisotropic 17O couplings

correspond to out-of-plane coordination while small isotropic couplings indicate in-plane

coordination for all three radicals.

All experiments performed in this thesis show that 17O hyperfine spectroscopy is a well

suited method to detect water molecules at organic radicals. The strong dependence of 17O

hyperfine coupling parameters on the hydrogen-bond geometry results in easily recognizable

coupling structures, i.e. fingerprint signatures, of in-plane water binding.
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2.1.2 Nuclear Zeeman interaction ĤNZ . . . . . . . . . . . . . . . . . . 9
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Introduction 1
The interaction between electron and nuclear spins is called hyperfine (hf) interaction.

Hyperfine interactions contain valuable information about the relative distance and orienta-

tion of the coupled spins and typically lie in the radio- to microwave frequency range, i.e.

MHz to GHz. Nuclear magnetic resonance (NMR) and electron paramagnetic resonance

(EPR) spectroscopy, which operate in these frequency ranges and directly detect either

nuclear or electron magnetic moments, are therefore the techniques of choice to resolve

hyperfine interactions. A large variety of NMR techniques has been developed to detect the

influence of hyperfine coupling on magnetic nuclei.[1,2] However, fast electron relaxation and

strong electron-nuclear interaction complicate the detection of closely bound nuclei around

paramagnetic centers (PC). EPR spectroscopy can harness the large magnetic moment of

electron spins for signal detection as well as cope with their fast relaxation times and is

consequently often the method of choice. In many cases, hyperfine interactions strongly

influence the lineshape of EPR spectra and can be resolved as distinct singularities. The

large abundance of nuclear spins around PCs in bulk samples can, however, significantly

complicate the assignment of spectral signatures and lead to broadened EPR spectra, from

which an analysis of the hf structure becomes impossible.

A subset of EPR experiments, termed hyperfine spectroscopy, has therefore been specifically

designed to detect the hyperfine coupled nuclei. The first among them was continuous

wave (cw) electron-nuclear double resonance (ENDOR), in which electrons and nuclei are

separately manipulated by microwave (mw) and radio-frequency (rf) irradiation.[3] The

development of pulsed microwave technology led to the Mims[4] and Davies[5] ENDOR

experiments, in which the spin system is manipulated by short mw and rf pulses on the

nanosecond and microsecond scale, respectively. Subsequently, electron spin-echo envelope

modulation (ESEEM) with its two-dimensional variant hyperfine sublevel correlation spec-

troscopy (HYSCORE),[6,7] as well as electron-electron double resonance detected NMR

(EDNMR)[8] were introduced. Both techniques utilize only microwave pulses and rely on

the excitation and detection of forbidden EPR transitions to detect nuclear resonance
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1 Introduction

frequencies. Technological advancements continue to drive the research in hyperfine spec-

troscopy methods, which now utilize high-powered microwave sources at frequencies of

34GHz and higher,[9,10] broadband excitation with arbitrary waveform generators[11] and

high-field EPR at frequencies of up to 263GHz.[12–16]

Hyperfine spectroscopy has been applied in a large variety of systems to investigate the

structure of nuclei around paramagnetic centers. Biological systems such as large en-

zymes are of particular interest, since they often contain PCs in the form of transition

metal ions or highly reactive radical intermediates. A few recent examples(a) that high-

light the application of hf spectroscopy in biological machines are studies of photosystem

II (PSII),[17,18] nitrogenase,[19] [FeFe] hydrogenases,[20,21] radical S-adenosyl-L-mehionine

(SAM) enzymes,[22,23] and ribonucleotide reductases (RNR).[24–28]

One aspect of structural biology, which has gained significant interest in recent years, is

the involvement of water molecules in biological transformations (Figure 1.1).[29] Especially

the involvement in electron transfer processes,[30–33] proton-wires[34–36] and proton-coupled

electron transfer (PCET)[24,25,37,38] has been studied. The identification of internal waters

in proteins can be achieved by X-ray crystallography.[39–41] The crystallization of transient

Figure 1.1: Water molecules (cyan) in important biological machines. A: Water-cluster
between the oxygen-evolving complex (OEC) and the mechanistically relevant tyrosine D
(YD) in PSII (pdb: 3WU2).[37,41] B: Proton-wire in bacteriorhodopsin (pdb: 1C3W).[34]

C: Water molecule at the PCET pathway residue Y730 in the isolated α-subunit of E. coli
class Ia ribonucleotide reductase (pdb:1RLR).[39] Hydrogen bonds are indicated with black
dotted lines.

protein complexes is however difficult. Hyperfine sprctrosopy, on the other hand, is not

limited to protein crystals as it can detect PCs in frozen solutions. The use of hyperfine

spectroscopy to detect water molecules requires a careful choice of the target nucleus.

Water offers three options of detectable nuclear spins: 1H, 2H and 17O.(b) The 1H nucleus

has almost 100% natural abundance (NA) and the largest gyromagnetic ratio, but it’s

(a)This list is by no means complete and is limited to the last decade.
(b)Not counting the radioactive 3H nucleus for practical purposes.
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Figure 1.2: Water coordination to transition metal ions (A) and organic radicals (B).
Direct coordination to TM via the 17O atom results in short (< 2.5Å) PC···OH2O
distances (cyan) while hydrogen-bond coordination to organic radicals leads to longer
(& 3Å) PC···OH2O distances.

abundance in any bulk system can make signal assignment to water molecules ambiguous.

The 2H nucleus offers increased specificity due to its low NA (∼ 0.01 %) and is readily

introduced into bulk systems by buffer exchange. Nevertheless, its tendency for fast

exchange with amino- or hydroxyl-hydrogens leaves a small uncertainty in the assessment

of spectral signatures. The 17O nucleus has a similarly low NA (∼ 0.04 %) but shows

very slow chemical exchange with other organic molecules,[42] offering the high specificity

needed to unambiguously assign spectral signatures to 17O-labelled water molecules. Two

important properties of the 17O nucleus challenge the acquisition and interpretation of hf

spectra: Firstly, it’s low gyromagnetic ratio (γ1H/γ17O ≈ 7.4)[43] leading to low sensitivity

and secondly, it’s high nuclear spin (I = 5/2) leading to a large number of signals as well as

quadrupolar signal broadening.

Despite these drawbacks, the ability to directly link spectral 17O signatures to isotopically-

labelled H2
17O water molecules has inspired hf spectroscopy studies of transition metal

(TM)-water complexes with ENDOR,[44,45] EDNMR[46,47] and ESEEM[48,49] experiments.

Similar studies of water molecules coordinated to organic radicals as paramagnetic centers

have been scarce. A single EDNMR study has so far used of 17O water to determine the

hydration state of a nitroxide radical. But hyperfine couplings were neither reported nor

resolved in the EDNMR or ENDOR spectra.[50] This lack of detection is related to the

different coordination geometry of water molecules to transition metals vs. organic radicals

(see Fig. 1.2). TMs usually directly coordinate the oxygen nucleus at short PC···OH2O

distances, resulting in large hyperfine couplings. Organic radicals, on the other hand,

coordinate water via hydrogen-bonds, leading to longer PC···OH2O distances and smaller

couplings which are intrinsically harder to detect

The motivation to explore 17O hyperfine spectroscopy for organic radicals came from a pre-

vious ENDOR study of a radical intermediate in the active enzyme complex of Escherichia

coli (E. coli) class Ia ribonucleotide reductase. It showed the spectroscopic signature

of hydrogen-bound 1H nuclei, which were proposed to originate from two coordinated
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water molecules to the essential tyrosyl radical.[26] The water molecules were deemed

mechanistically relevant for the proton-coupled electron transfer mechanism of the enzyme.

The open question remained: Can we give direct experimental evidence for water binding?

Prior to this work, it was not clear whether 17O hyperfine couplings to organic radicals

can be resolved and if so, which method is best suited to the task. This thesis shows the

journey towards the answer:

Chapter 2 gives a general theoretical description of coupled electron-nuclear spin sys-

tems and the different hyperfine spectroscopy experiments to investigate them. It also

highlights important aspects for their application to the 17O nucleus.

Chapter 3 gives a brief overview of the materials and methods used throughout the

thesis.

Chapter 4 describes the development of numerical simulation algorithms for 17O EN-

DOR spectra to understand and compare state-of-the-art simulation programs used by the

EPR community.

Chapter 5 gives an introduction into the world of E. coli ribonucleotide reductase with a brief

overview of the current mechanistic understanding. It then shows the application of Mims

ENDOR spectroscopy at 94 and 263GHz to detect 17O-labelled water hydrogen-bound

to three tyrosyl radical intermediates in the RNR enzyme. Small density functional theory

(DFT) models of the tyrosyl and amino-tyrosyl radicals are introduced. They link the

spectroscopic results to a clearly defined binding structure of the water molecules in the

plane of the radicals. This part of the chapter has been published in the Journal of the

American Chemical Society. The final part of this chapter gives additional information

on the analysis of 17O Mims ENDOR spectra and show how the new spectroscopic and

structural information may be used for models of the radical intermediates in RNR.

Chapter 6 shows an optimization and comparison of the three hyperfine spectroscopy

techniques HYSCORE, EDNMR and ENDOR. Experiments performed at 34 and 94GHz

EPR frequency with samples of three different, biologically relevant, organic radicals in
17O-labelled water are displayed and explained. Distinct differences and similarities in

the spectroscopic signatures of water molecules coordinated to nitroxides and tyrosyl

radicals are discussed. The same DFT methodology is used to rationalize the observed

hyperfine couplings and derive a clearly defined hydrogen-bond structure around the tyrosyl

radical vs. structural heterogeneity around the two nitroxide radicals. The chapter then

shows how molecular dynamics simulations of nitroxide radicals can be used to qualitatively
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link this structural variety with broad coupling features. It highlights, how the hyperfine

spectroscopy is able to reveal distinct structural differences between nitroxide radicals with

different ring structures. This chapter is being prepared for submission.

Chapter 7 summarizes the hyperfine spectroscopy experiments performed throughout

this thesis, highlighting the great potential of 17O nuclei to link spectroscopic signatures

to structural information. It gives an outlook on future applications to other molecular

systems and radicals as well as the use of new spectroscopy methods such as multi nuclear

correlations experiments to increase structural information gained from 17O signals.
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Theory of hyperfine spectroscopy 2
This chapter gives a brief summary of the basic theory necessary to understand EPR

hyperfine spectroscopy experiments. It provides an overview of the physical basis of magnetic

interactions and shows the mathematical tools to describe and simulate spectroscopy

experiments. The knowledge is summarized in a number of great textbooks and reviews.

Two books which are of particular value to EPR spectroscopists are the works of Schweiger

and Jeschke[51] as well as Goldfarb and Stoll.[52]

2.1 Static EPR Hamiltonian

The energetic structure of a paramagnetic center in the ground state, surrounded by nuclear

spins, can be described by a spin Hamiltonian ĤS,(a) which is a sum of individual magnetic

interaction Hamiltonians:

ĤS = ĤEZ + ĤZFS + ĤEE + ĤNZ + ĤHF + ĤNQ (2.1)

The contributions to the spin Hamiltonian are:

ĤEZ − the electron Zeeman interaction

ĤZFS − the zero field splitting

ĤEE − the electron-electron interaction

ĤNZ − the nuclear Zeeman interaction

ĤHF − the hyperfine interaction between electron and nuclear spins

ĤNQ − the nuclear quadrupole interaction

(a)Ĥ denotes Hamiltonians in angular frequency units while Ĥ indicates energy units
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2 Theory of hyperfine spectroscopy

For the understanding of magnetic resonance experiments, the investigated system can be

treated by an effective Hamiltonian, which neglects interactions irrelevant to the system.

All systems investigated in this thesis are isolated organic radicals with a S = 1/2 ground

state in dilute solutions. Zero-field splitting ĤZFS and electron-electron interactions ĤEE

can usually be neglected in such systems and will not be discussed in detail.

2.1.1 Electron Zeeman interaction HEZ

The interaction of the magnetic moment µe
(b) of an electron spin Ŝ = (Ŝx ,Ŝy ,Ŝz)

µe = −µBgŜ (2.2)

with an external magnetic field vector B is described by the electron Zeeman Hamiltonian

(in angular frequency units):

ĤEZ =
µB
~
BTgŜ (2.3)

where µB is the Bohr magneton and ~ is the reduced Planck constant. The orientation

dependence of the magnetic interaction is encoded in the symmetric g-tensor.(c) It stems

from the spin-orbit coupling of excited electronic states, which causes deviations from the

g-value of the free electron ge.[53] This deviation is small for organic radicals but can get

large for transition metals. The orientation dependence is directly linked to the electronic

structure defined by the molecular environment. A coordinate system in which the g-tensor

is diagonal

g =


g1 0 0

0 g2 0

0 0 g3

 (2.4)

i.e. its principle axis system (PAS)(d), is therefore generally chosen as the molecular frame

of reference. Other magnetic interaction tensors will also be discussed in their respective

PAS and can be transferred into the molecular by rotation with three Euler angles α,

β and γ.(e) Three cases of g-tensor symmetry can be distinguished: cubic symmetry

(g1 = g2 = g3), also called isotropic g-tensor, axial symmetry (g1 = g2 6= g3) and rhombic

symmetry (g1 6= g2 6= g3). The g-tensor symmetry reflects on the shape of the molecular

frame and so organic radicals most commonly have rhombic symmetry while symmetric
(b)vectors and matrices are indicated bold throughout this thesis
(c)in the course of this thesis, all 3x3 interaction matrices will be called tensors as is the convention in

magnetic resonance
(d)the indices 1,2 and 3 are used to denote the principle axis values of the tensors
(e)the z,x ′,z ′′ convention is used here
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2.1 Static EPR Hamiltonian

transition metal complexes often show axial or even cubic symmetry. If a strong, external

magnetic field with the magnitude B0 is applied, the Zeeman energy of an electron spin

with a particular orientation to the external field and therefore an effective g-value geff is

described by the electron Larmor frequency ωS

ĤEZ =
µB
~
geffB0Ŝz = ωSŜz (2.5)

A common measure of the interaction strength is the electrons gyromagnetic ratio defined

for the free electron by:

γe =
µB
~
ge (2.6)

2.1.2 Nuclear Zeeman interaction HNZ

The interaction of nuclear magnetic moments with external magnetic fields is described in

analogy to the electron Zeeman interaction by:

ĤNZ = −
µN
~
gnB

TÎ (2.7)

where µN is the nuclear magneton and gn is the isotope specific nuclear g-value. The major

difference lies in the negative sign, which indicates the reversal of energetic order associated

with the spin states of electrons and nuclei for positive nuclear g-values (1H,2H,14N,19F...).

For negative nuclear g-values as observed for 17O (gn = −0.757516), the energetic order is

equivalent to that of the electron. The gn-value’s orientation dependence, which is described

by the chemical shielding tensor and often called chemical shift anisotropy, is orders of

magnitude smaller than the electron’s g-anisotropy. Therefore it is usually neglected in

hyperfine spectroscopy experiments, even though our recent studies have shown that it has

to be considered for applications at very high EPR frequencies.[54] For an external field B0,

the Zeeman energy can be described by the nuclear Larmor frequency ωI

ĤNZ = −
µN
~
gnB0Îz = −ωI Îz (2.8)

The gyromagnetic ratio for a specific nucleus is defined as:

γn =
µN
~
gn (2.9)
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2 Theory of hyperfine spectroscopy

2.1.3 Hyperfine interaction HHF

The interaction between electrons and nuclei is described by the hyperfine Hamiltonian

ĤHF = ŜTAÎ (2.10)

The interactions are summarised in the hyperfine coupling tensor A:

A = aiso1 + T (2.11)

which contains the isotropic hyperfine coupling constant aiso (multiplied by the unity matrix

1 because it is a scalar) and the dipolar coupling tensor T . Both contributions are based

on the magnetic dipole interaction between electron and nuclear spins and thus contain

the product of the two gyromagnetic ratios.[55] Isotropic hyperfine coupling entails finite

spin-density ρα−β at the position of the coupled nucleus n, making the dipole interaction

distance independent.[56]

aiso =
2µ0
3~

geµBgnµNρ
α−β
n (2.12)

The through-space dipolar interaction is described by the coupling tensor T . The elements

of the tensor Tkl reflect the general r−3 distance dependence of dipole interactions. The

nucleus is assumed as a point in space but the distribution of the electron spin is considered

by integrating over the ground state electron spin density distribution Ψ0

Tkl =
µ0

4π~
geµBgnµN

〈
Ψ0

∣∣∣∣∣3rkrlr 5
−
δkl
r 3

∣∣∣∣∣Ψ0
〉

(2.13)

For larger inter-spin distances (r & 3Å), the point-dipole approximation can usually be

applied to the electron as well and T can be simplified to a traceless tensor of the form:

T =
µ0

4π~
geµBgnµN

1

r 3


−1 0 0

0 −1 0

0 0 2

 (2.14)

2.1.4 Nuclear quadrupole interaction HNQ

The nuclear quadrupole coupling is described by the quadruple coupling Hamiltonian

ĤNQ = ÎTP Î (2.15)
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2.2 Spin dynamics

The non-spherical charge distribution in nuclei with spin I > 1/2 is described by the

quadrupole moment eQ. Its interaction with the surrounding electric field gradient (EFG)

eq is parameterized by the traceless quadrupole coupling tensor:[57]

P =
e2qQ

4I(2I − 1)~


−(1− ηP ) 0 0

0 −(1 + ηP ) 0

0 0 2

 (2.16)

The symmetry of the quadrupole coupling tensor is directly related to the shape of the

EFG tensor and so its asymmetry parameter is defined as ηP = (V1− V2)/V3)(f) where V1,2,3
are the EFG tensors PAS values. The quadruple coupling in itself is a purely electrostatic

interaction but is relevant to the spin Hamiltonian due to a perturbation of the nuclear

angular momentum.

2.2 Spin dynamics

Multiple models can be used to describe the time evolution of electron or nuclear spins

during magnetic resonance experiments. For didactic purposes, the vector model comes

in handy to describe simple spin echo experiments. Complex pulse sequences, however,

require a quantum mechanical treatment with the density operator formalism, which will be

explained in the following section. It follows the description of Schweiger and Jeschke[51]

as well as Feintuch and Vega.[58] A detailed description is essential for EPR experiments,

where the electron and nuclear Zeeman interaction are not always dominant, resulting in

Hamiltonians that are not diagonal (see previous Section).

2.2.1 Expectation values

An isolated spin system can be described by the wave function |Ψ〉 which is a sum of its

orthogonal eigenfunctions |ψi〉 that span the N-dimensional Hilbert space:

|Ψ〉 =
N∑
i=1

ci |ψi〉 (2.17)

The time evolution of the quantum mechanical system follows the time-dependent Schrödinger

equation

∂

∂t
|Ψ(t)〉 = −iĤ |Ψ(t)〉 (2.18)

(f)the asymmetry parameter is given here with the subscript P to differentiate it from another asymmetry
parameter used in a subsequent chapter
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2 Theory of hyperfine spectroscopy

Physical properties of quantum mechanical systems are called observables and are expressed

as the expectation value of Hermetian operators Q̂ (e.g. a Hamiltonian) acting on the

system:

〈
Q̂
〉

= 〈Ψ|Q̂|Ψ〉 (2.19)

which can be written in terms of the eigenfunctions:

〈Ψ|Q̂|Ψ〉 =
∑
kl

c∗kcl〈ψk |Q̂|ψl〉 (2.20)

The relevant information about the system is encoded in the coefficient products c∗kcl ,

making it convenient to define a density operator ρ̂:

ρ̂ = |Ψ〉 〈Ψ| (2.21)

which has the coefficient products as expectation values:

〈ψl |ρ̂|ψk〉 = c∗kcl (2.22)

The operators expectation value can therefore be expressed as

〈
Q̂
〉

=
∑
lk

〈ψl |ρ̂|ψk〉〈ψk |Q̂|ψl〉

=
∑
lk

〈ψl |ρ̂Q̂|ψk〉

= tr{ρ̂Q̂} = tr{Q̂ρ̂}

(2.23)

The density operator contains the full information of the isolated spin state:

• diagonal elements ρkk = c∗kck = |ck |2 describe populations of states

• off-diagonal elements ρkl = c∗kcl describe coherences between states

2.2.2 Ensemble description

Magnetic resonance has recently made great advances in the detection of single spins, yet

the majority of experiments detect spin ensembles. Therefore, the system needs to be

described by an ensemble of wave functions |Ψi〉 and fractional populations Pi that describe
the contribution of the individual spin states i . The expectation value of an operator can

then be calculated by summing over the weighted expectation values of the whole ensemble:

〈
Q̂
〉
ensemble

=
∑
i

Pi
〈
Q̂i
〉

=
∑
i

Pi 〈Ψi |Q̂|Ψi〉 (2.24)
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2.2 Spin dynamics

If the wavefunctions of the ensemble components |Ψ〉 can be expressed by the same

basis vectors |ψ〉, the expectation values can be derived from a statistical average of the

coefficient products:

〈
Q̂
〉
ensemble

=
∑
kl

c∗kcl〈ψk |Q̂|ψl〉 (2.25)

The ensemble averaged density operator σ̂ is then formulated in analogy to equation (2.21):

σ̂ =
∑
i

Pi |Ψi〉 〈Ψi | =
∑
lk

clc
∗
k |ψl〉 〈ψk | (2.26)

2.2.3 Time evolution of the density operator

The time derivative of the density operator describes the time evolution of the spin system.

It can be calculated with the time-dependent Schrödinger equation (Eq. (2.18)):

∂

∂t
σ̂ =

∂

∂t
(|Ψ〉 〈Ψ|)

=

(
∂

∂t
|Ψ〉

)
〈Ψ|+ |Ψ〉

(
∂

∂t
〈Ψ|

)
= −iĤ |Ψ〉 〈Ψ| − i |Ψ〉 〈Ψ| Ĥ

= −iĤσ̂ − iσ̂Ĥ
∂

∂t
σ̂ = −i

[
Ĥ,σ̂

]
(2.27)

This is commonly known as the Liouville-von Neumann equation. Distinct evolutions of

the density operator are described by unitary transformations with propagators Û, which

represent a rotation in the Hilbert space:

σ̂(t) = Ûσ̂Û−1 (2.28)

For time-independent Hamilton operators, the propagator takes the form Û = exp
(
−iĤt

)
so that one can write:

σ̂(t) = exp
(
−iĤt

)
σ̂(0) exp

(
iĤt

)
(2.29)

This is often conveniently represented as:

σ̂(0)
Ĥt−→ σ̂(t) (2.30)

This methodology can be used to describe pulsed magnetic resonance experiments, but

requires two further mathematical manipulations. Hamilton operators in magnetic resonance
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are intrinsically time-dependent, which prevent the use of Equation (2.29). A transformation

of the system into a frame where the Hamiltonians are time-independent solves this problem

and will be described in Section 2.2.5. Additionally, pulse sequences are made up of time

intervals with differing Hamiltonians and can not be described by a singe evolution step.

This problem can be solved by subdividing pulse experiments into small time intervals, in

which the Hamiltonian and therefore the propagator is time-independent. For i steps, the

evolution of σ̂ can then be written as:

σ̂(ti) = Ûi ...Û2Û1Ûσ̂Û
−1Û−11 Û

−1
2 ...Û

−1
i (2.31)

or equivalently:

σ̂(0)
Ĥ1t1−−→ Ĥ2t2−−→ ...

Ĥi ti−−→ σ̂(ti) (2.32)

The expectation value of any operator can be probed by calculating:

〈
Q̂
〉

= tr
{
σ̂Q̂

}
(2.33)

2.2.4 Product operator formalism

The density operator can be written as a linear combination of orthogonal basis operators

Ôi , called product operators:

σ̂ =
∑
i

ciÔi (2.34)

The transformation of the individual product operators follows the same rules explained

for the density operator. The evolution of a product operator Â under another product

operator B̂ leads to a third product operator Ĉ:

Ĉ = exp
{
−iϕB̂

}
Â exp

{
iϕB̂

}
or Â

ϕB̂−−→ Ĉ (2.35)

The general solution for time-independent propagators is known as the Baker-Hausdorff

formula:

Ĉ =


Â cosϕ− i

[
Â,B̂

]
sinϕ if

[
Â,B̂

]
6= 0

Â if
[
Â,B̂

]
= 0

(2.36)

Conveniently, basis sets describing isolated spins can be chosen as the basis set of the

density operator for magnetic resonance experiments. Several choices are available:
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2.2 Spin dynamics

Cartesian operators {Ŝx ,Ŝy ,Ŝz ,1}
The angular momentum operators of the individual spins form the Cartesian basis and are

a convenient choice, since they follow the cyclic permutation rules:

[
Ŝx ,Ŝy

]
= iŜz[

Ŝy ,Ŝz
]

= iŜx[
Ŝz ,Ŝx

]
= iŜy

(2.37)

Single transition operators {Ŝ+,Ŝ−,Ŝα,Ŝβ}
If selective excitation of single transitions need to be described, as is the case in hyperfine

spectroscopy experiments in particular (see Sec. 2.3.3), the polarization operators are highly

useful:

Ŝα =
1

2
(1 + 2Ŝz)

Ŝβ =
1

2
(1− 2Ŝz)

(2.38)

Additionally, the raising Ŝ+ and lowering Ŝ− operators can be defined to describe transfers

between states:

Ŝ+ = Ŝx + iŜy

Ŝ− = Ŝx − iŜy
(2.39)

If the Cartesian basis is chosen for the product operator description of magnetic resonance

experiments, it is important to know the equilibrium density operator σ̂eq before the

beginning of the pulse sequence. This may be written as:

σ̂eq =
1

Z
exp

{
−
~Ĥ
kBT

}
(2.40)

where Z is the partition function:

Z = tr

{
exp

(
−
~Ĥ
kBT

)}
(2.41)

In the high temperature approximation, i.e. when kBT is larger than the largest energy

difference between two states, the equilibrium density operator can be approximated as

σ̂eq ≈ 1−
~Ĥ
kBT

(2.42)
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2 Theory of hyperfine spectroscopy

At the beginning of an EPR pulse sequence, the energy level distribution is dominated by

the Zeeman Hamiltonian Ĥ = ωSŜz . Substituting this into equation (2.42) and dropping

the invariant term results in:

σ̂eq ≈ −Ŝz (2.43)

2.2.5 Rotating frame transformation

Time-independent Hamilton operators are necessary to conveniently describe pulse sequences

with the product operator formalism. The Hamiltonian for magnetic resonance experiments

is therefore split into a static component Ĥ0 and a dynamic component Ĥ1:

Ĥ = Ĥ0 + Ĥ1 (2.44)

For a single-electron spin Hamiltonian, the static component is the electron Zeeman

interaction with the external magnetic field and the dominant dynamic component is the

interaction with oscillating magnetic fields, i.e. continuous of pulsed microwave irradiation:

Ĥ = ĤEZ + Ĥmw = ωSŜz + 2ω1Ŝx cos(ωmwt + φmw) (2.45)

with 2ω1 = µB
~ geB1 expressing the amplitude and φmw the phase of the linearly oscillating

microwave field vector B1. The Hamiltonian can be made time-independent by transforming

the density operator and the spin Hamiltonian into a frame, that rotates with the frequency

of the microwave irradiation. This is done by the unitary transformation with the operator:

ÛR = exp
(
−iωmwtŜz

)
(2.46)

The rotating frame density operator can then be calculated as:

σ̂R = ÛRσ̂ÛR,−1 (2.47)

and the rotating frame Hamiltonian as:

ĤR = ÛRĤÛR,−1 − ωmwŜz (2.48)

The unitary transformation can be calculated by the recipe given in equation (2.36):

ÛRĤÛR,−1 = ωSŜz + 2ω1
(
Ŝx cosωmwt − Ŝy sinωmw

)
cos(ωmwt + φmw)

= ωSŜz + ω1
(
Ŝx cosφmw − Ŝy sinφmw

)
+ ω1

{
Ŝx cos(2ωmwt + φmw)− Ŝy cos(2ωmwt + φmw)

} (2.49)
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2.2 Spin dynamics

The time-dependent terms that oscillate with twice the microwave frequency are usually

neglected, assuming that they do not interact with the spins. This is called the rotating wave

approximation and is usually justified when 2ωmw � ω1. Small deviations of the transition

frequency ωS are still occasionally observed and this is called the Bloch-Siegert-shift. The

full rotating frame Hamiltonian can then be written as:

ĤR = ωSŜz + ω1
(
Ŝx cosφmw − Ŝy sinφmw

)
− ωmwŜz

= ∆ωS + ω1
(
Ŝx cosφmw − Ŝy sinφmw

) (2.50)

With this, the time evolution of the density operator in the rotating frame can be calculated

by the Liouville-von Neumann equation:

∂

∂t
σ̂R = −i[ĤR,σ̂R] (2.51)

In the following chapters, the rotation index R will be omitted from the density operator and

the Hamiltonian and only indicated by the use of the offset term ∆ωS = ωS − ωmw for the

electron Zeeman Hamiltonian. Experiments of coupled spin systems, which utilize irradiation

with more than one frequency ωmw, e.g. ENDOR, are sometimes described in the doubly-

rotating frame. The transformation rules for this frame are identical to the aforementioned

singly-rotating frame, with an additional unitary transformation UR2 = exp
(
−iωrftÎz

)
. The

use of this frame will be indicated by the equivalent nuclear offset ∆ωI = ωI − ωrf.

2.2.6 Relaxation

The product operator formalism and Liouville-von Neumann equation given under (2.27)

disregard processes, which destroy coherences or return polarization back to equilibrium. In

short, they disregard relaxation. This can be remedied by the introduction of a relaxation

superoperator ˆ̂Γ, which returns the system back do equilibrium σ̂eq and is described by the

aptly named quantum mechanical master equation:

∂

∂t
σ̂ = −i[Ĥ,σ̂] + ˆ̂Γ (σ̂ − σ̂eq) (2.52)

Relaxation theories belong to the more complex mathematical construct in magnetic

resonance and require large computational power to describe even small systems. A

numerically accurate description will therefore not be given but a phenomenological approach

will be used. In this approach, relaxation is mainly described by two processes, spin-lattice

and spin-spin relaxation, described by the T1 and T2 relaxation times, respectively. These

relaxation times come from the solutions of the static Bloch equation and describe how
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2 Theory of hyperfine spectroscopy

quickly magnetization returns to the equilibrium state.

Spin-lattice relaxation returns z-magnetization, i.e. polarization, to thermal equilibrium

while spin-spin relaxation destroys x and y magnetization, i.e. coherences. As evident

from the name, the T1 mechanism is mainly the exchange of energy with the surrounding

lattice or thermal bath. In practice however, more complicated processes such as spectral

diffusion also cause the destruction of out-of-equilibrium polarization. Likewise, the name

of the T2 process indicates that interactions between different spins in the system cause

the dephasing of electron coherences. Once again, this might be the main contribution

but other effects such as nuclear spin diffusion enter into the process and therefore the

experimentally measured relaxation time of coherences is named phase memory time and

denoted by Tm.

2.3 Hyperfine spectroscopy experiments

EPR spectroscopy experiments that focus on the detection of electron-nuclear spin in-

teractions are generally summarized as hyperfine spectroscopy experiments. Modern hf

spectroscopy is performed almost exclusively as pulsed experiments and can be categorized

into three families: 1. microwave single resonance techniques such as HYSCORE, the

2D variation of ESEEM;[6,7] 2. microwave double resonance techniques based on the

EDNMR experiment;[8] 3. microwave radio-frequency double resonance techniques based

on the ENDOR experiments.[4,5] The hf spectroscopy techniques all aim at the detection

of nuclear resonance frequencies via the EPR signal but differ in the excitation of and

detection schemes. ENDOR experiments detect exclusively allowed electron and nuclear

transitions, while EDNMR and HYSCORE require the excitation of generally forbidden

EPR transitions and coherences. The following sections will show the working principles of

the techniques and the requirements of the spin system described with the density operator

formalism. This is essential to understand the different hyperfine spectra and the influence

of experimental parameters on them.

2.3.1 The coupled S=1/2, I=1/2 spin system

The following sections will describe the hyperfine spectroscopy experiments with the aid of

the simplest possible coupled spin system: an electron spin S = 1/2 coupled to a nuclear

spin I = 1/2. This leads to the best understanding of the mechanisms of the hf spectroscopy

experiments. Higher nuclear spins quickly lead to calculations, for which analytical solutions

are no longer feasible. Since the main focus of this work is the hf spectroscopy of 17O

with a nuclear spin I = 5/2, important deviations from the described behaviour of nuclear

spin one-half will be mentioned. These are mostly associated with the nuclear quadrupole
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2.3 Hyperfine spectroscopy experiments

coupling. In practice, numerical simulations are the method of choice for dealing with high

nuclear spins, which will be shown in chapter 3.

The static spin Hamiltonian of the model system can be written as:

Ĥ0 =
µB
~
BTgŜ −

µN
~
gnB

TÎ + ŜTAÎ (2.53)

These assumptions will be made:

• the electron spin can be described with a single effective g-value

• the nuclear spin has a positive nuclear g-value

• the electron is fully quantized along the external magnetic field B = (0,0,B0)

• the nuclear spin is quantized along an arbitrary direction determined by the relative

size of the nuclear Zeeman and hyperfine fields

If the last two assumptions are true, the spin system is treated in the so called general high

magnetic field case. The Hamiltonian can then be written as:

Ĥ0 = ωSŜz − ωI Îz + Azz Ŝz Îz + Azx Ŝz Îx + Azy Ŝz Îy (2.54)

This can be further simplified by turning the nuclear coordinate systems so that Azy = 0:

Ĥ0 = ωSŜz − ωI Îz + AŜz Îz + BŜz Îx (2.55)

where A is then called the secular and B =
√
A2zx + A2zy the pseudo-secular hyperfine

coupling. For a system with a hyperfine tensor composed of an isotropic and an axially

symmetric dipolar coupling contribution (see Sec. 2.1.3), they can be described as:

A = aiso + T (3 cos2 θ − 1) (2.56)

B = 3T sin θ cos θ (2.57)

where θ is one of the Euler angles describing the relative orientation of the hyperfine tensor

to the g-tensor, i.e. the molecular frame. The pseudo-secular hyperfine coupling contributes

off-diagonal elements to the static spin Hamiltonian, thus it needs to be diagonalized to

obtain the eigenvalues, i.e. the energy levels, of the system. The Hamiltonian can first be

rewritten in terms of the previously mentioned single transition operators:

Ĥ0 = ωSŜz +

(
ωI +

A

2

)
ŜαÎz +

B

2
ŜαÎx +

(
ωI −

A

2

)
Ŝβ Îz −

B

2
Ŝβ Îx (2.58)
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2 Theory of hyperfine spectroscopy

The unitary transformation that diagonalizes the Hamiltonian can then be rationalized as

consecutive rotations of the individual spin manifolds around the y axis by the respective

angles ηα and ηβ :

Ûdiag = Ûαy Û
β
y = exp

{
−i
(
ηαŜ

αÎy + ηβŜ
β Îy
)}

(2.59)

The same transformation can also be written in the cartesian operator basis with the angles

ξ and η as:

Ûdiag = exp
{
−i
(
ξÎy + η2Ŝz Îy

)}
(2.60)

The angles ηα and ηβ result from the geometric relation of the nuclear Zeeman field with

respect to the secular and pseudo-secular hyperfine field (Fig. 2.1, A and D):

ηα = arctan

(
−B/2

A/2 + ωI

)
and ηβ = arctan

(
−B/2

A/2− ωI

)
(2.61)

The sum and difference of the two form the angles for the cartesian transformation:

ξ =
ηα − ηβ

2
and η =

ηα + ηβ
2

(2.62)

The angles essentially describe the effective magnetic fields experienced by the nuclear

spin within each different spin manifold. Fig. 2.1 shows this for two specific limiting cases,

which are relevant for all hyperfine spectroscopy experiments.

In the weak coupling case (left), the nuclear Zeeman field ωI dominates and the hyperfine

fields (A/2 and B/2) cause a deviation from the z axis. The opposite is the strong coupling

case (right), in which the hyperfine fields dominate and the Zeeman field causes a deviation.

The geometric representation clearly shows, that the pseudo-secular part of the hyperfine

coupling is the reason for the deviation from the z quantization axis. The diagonalized

spin Hamiltonian in the tilted frame can then be written as:

Ĥtilted
0 = ωSŜz + ω12Ŝ

αÎz + ω34Ŝ
β Îz

= ωSŜz +
ω+
2
Îz +

ω−
2

2Ŝz Îz
(2.63)

The basic nuclear transition frequencies, which can also be imagined as the effective nuclear

fields can be written as:

ω12 = ωα =

(
ωI +

A

2

)
cos ηα −

B

2
sin ηα (2.64)

ω34 = ωβ =

(
ωI −

A

2

)
cos ηβ +

B

2
sin ηβ (2.65)
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2.3 Hyperfine spectroscopy experiments

Figure 2.1: The coupled S = 1/2, I = 1/2 spin system in the weak (left) and strong
(right) coupling cases. A/D: Relative orientations of the nuclear Zeeman (blue) and
hyperfine (orange) fields that determine the quantization axis of the basic nuclear transition
frequencies ωα and ωβ. Angles for the single transition operators are marked by dotted
circles while angles for the Cartesian operators are marked by dash-dotted circles. B/E:
Energy level diagrams with arrows marking the allowed (red) and forbidden (cyan) EPR
transitions as well as the allowed nuclear transitions (blue). Boltzmann distribution is
marked by the coloring (filled/unfilled) of the boxes. C/F: EPR spectra with relative
position of the allowed (solid red) and forbidden (dashed cyan) EPR transition frequencies.
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2 Theory of hyperfine spectroscopy

In the Cartesian basis, they are written as the sum and difference frequencies:

ω+ = ω12 + ω34 and ω− = ω12 − ω34 (2.66)

From this Hamiltonian, the energy level diagram of the coupled spin system can be derived.

It is shown in Fig. 2.1, B and E for the strong and weak coupling case, respectively. Six

transitions are possible between the four levels: two allowed EPR transitions (red) ω13
and ω24 with ∆mS = 1,∆mI = 0, two forbidden EPR transitions (cyan) ω14 and ω23 with

∆mS = 1,∆mI = 1 and two allowed nuclear (NMR) transitions (blue) ω12 and ω34 with

∆mS = 0,∆mI = 1. This color code will be kept throughout the figures in this work. The

schematic EPR spectra for the two coupling cases are given in Fig. 2.1, C and F.

For the description of the hyperfine spectroscopy experiments, it is also necessary to

transform the dynamic Hamiltonian, i.e. the microwave Hamiltonian that induces transitions,

into the tilted frame. This is done by the same unitary transformation used for the static

Hamiltonian. For a set microwave phase (x) in the rotating frame, this means:

ĤR,tilted
1 = Û−1diagĤR

1 Ûdiag = ω1Û
−1
diagŜx Ûdiag (2.67)

Because this transformation occurs in the Cartesian base, expression (2.60) is used to get:

ω1Ŝx
ξÎy+η2Ŝz Îy−−−−−−→ ω1

(
Ŝx cos η + 2Ŝy Îy sin η

)
(2.68)

The matrix representation of this Hamiltonian clearly shows how allowed (red) and forbidden

(cyan) transitions are induced by terms with cos η and sin η, respectively:

ĤR,tilted
1 = ω1


0 0 cos η − sin η

0 0 sin η cos η

cos η sin η 0 0

− sin η cos η 0 0

 (2.69)

From this, and from the previous geometric considerations for the diagonalization, the

transition probabilities and intensities of the EPR transitions can be derived. The normalized

intensities/transition probabilities for the allowed (Ia) and forbidden (If) transitions are

given as:

Ia = cos2 η =

∣∣∣ω2I − 1
4
ω2−

∣∣∣
ωαωβ

and If = sin2 η =

∣∣∣ω2I − 1
4
ω2+

∣∣∣
ωαωβ

(2.70)

Generally, the larger the anisotropy of the hyperfine interaction, the larger the intensity of

the forbidden EPR transitions. While the forbidden EPR transitions might not be resolved
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2.3 Hyperfine spectroscopy experiments

in EPR spectra or their contribution might be very small, they form the basis of two of the

three hf spectroscopy methods, namely EDNMR and HYSCORE.

2.3.2 Experiment overview

Figure 2.2: Overview of hyperfine spectroscopy experiments for a coupled S = 1/2, I = 1/2

system in the weak coupling case. A: ENDOR, which utilizes the excitation of allowed EPR
transitions to prepare the spin system and rf irradiation to detect the nuclear transitions
via the EPR signal. B: EDNMR, which uses long microwave excitation to drive forbidden
EPR transitions and detect the effect via the EPR signal. C: ESEEM/HYSCORE, which
utilizes broadband microwave pulses to excite allowed and forbidden electron coherences
and detect the evolution of nuclear coherences via the EPR signal.

Figure 2.2 shows an overview of the three hf spectroscopy methods with the pulse sequences

and their working principles illustrated for the weakly coupled spin system. It highlights

the main difference between the three methods: while ENDOR utilizes the excitation,

pumping and detection of allowed EPR transitions, EDNMR and ESEEM utilize the

excitation of allowed and also forbidden transitions. ENDOR and EDNMR are considered

pump-probe experiments, which record the spectra in the direct frequency dimension while

ESEEM/HYSCORE is a time-domain experiment in which evolution of nuclear coherences

is detected via the EPR signal and the frequency domain spectrum is generated via Fourier

transformation (FT). Finally, ENDOR and EDNMR rely on the selective excitation of

transitions, while ESEEM utilizes broadband excitation. Exceptions to this last point exist

both for ENDOR and EDNMR and will be discussed in the respective sections (vide infra).

2.3.3 ENDOR

Pulsed ENDOR spectroscopy is generally performed with one of two pulse sequences:

Davies[5] or Mims[4] ENDOR, each named after the respective inventor. Many more

elaborate pulse sequences exist, but the general working principle is best explained using

these two. The Davies experiment is based on a refocused electron spin echo (Fig. 2.3)
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2 Theory of hyperfine spectroscopy

while the Mims experiment utilizes a stimulated echo (Fig. 2.4). Both aim for the generation

of electron-nuclear double spin order, a mixed state described by the 2Ŝz Îz operator, which

is the condition when one of the EPR transitions is inverted.

Davies ENDOR In the Davies ENDOR sequence (Fig. 2.3, A) this is achieved by a

selective π-pulse that acts only on the allowed 1↔ 3 or α transition (πŜx Îα):

σ̂eq = −Ŝz = −Ŝz Îα − Ŝz Îβ
πŜx Îα−−−→= Ŝz Î

α − Ŝz Îβ = 2Ŝz Îz = σ̂selprep (2.71)

After the preparation, a selective radio-frequency pulse with the flip angle ϕ is applied on

one of the nuclear transitions:

σ̂selprep
ϕŜα Îx−−−→

(
Ŝz Î

α − Ŝz Îβ
) [1

2
(1 + cosϕ)

]
−Îz

[
1

2
(1− cosϕ)

]
− ŜαÎy sinϕ = σ̂ENDOR

(2.72)

In the case of full inversion of a nuclear transition (ϕ = π) the spin system is in a state of

nuclear polarization, i.e. −Îz , while it remains in its state of electron-nuclear double spin

order, if the rf pulse has no effect. The latter case is true for off resonant irradiation. The

final selective spin echo sequence acts as a read out of the 1↔ 3 transition:[59]

σ̂ENDOR
π
2
Ŝx Îα−−−→ τĤ0−−→ πŜx Îα−−−→ τĤ0−−→

1

2
(1 + cosϕ)Ŝy Î

β = σ̂echo (2.73)

The Davies pulse sequence and polarization transfer is illustrated in Fig. 2.3. The ENDOR

spectrum is detected by sweeping the rf frequency range and monitoring the intensity of

the EPR echo. This can be expressed by calculating the expectation value of transverse

magnetization (here Ŝy magnetization) at the time of the echo:

Iecho =
〈
Ŝy(techo)

〉
= tr

{
σ̂echoŜy

}
= −

1

4
(1 + cosϕ) (2.74)

The echo intensity is directly linked to the effective flip angle of the rf pulse ϕ and therefore

reports on on- vs off-resonant irradiation. Equation (2.74) shows that the echo intensity

for full inversion of a nuclear transition drops to zero, while an echo intensity of 0.5 is

detected when the rf pulse has no effect.

Since the absolute echo intensity is affected by many more experimental parameters, the

ENDOR effect is usually quantified by the relative ENDOR efficiency FENDOR:

FDavies
ENDOR =

1

2

∣∣∣∣∣ Iecho(off res.)− Iecho(on res.)
Iecho(off res.)

∣∣∣∣∣ (2.75)

This description assumes ideally selective microwave pulses and is thus valid for the
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2.3 Hyperfine spectroscopy experiments

Figure 2.3: The Davies ENDOR experiment. A: Pulse sequence (top) and polarization
transfer (bottom) for a S = 1/2, I = 1/2 four level spin system during the three stages of
a selective Davies ENDOR experiment. EPR transitions and mw pulses are marked in
red while nuclear transitions and rf pulses are marked blue. Populations are indicated by
the fill-color of the boxes. Adapted from [5]. B/C: Distribution of spin packets (1,2,3)
with the same hyperfine coupling within the powder EPR spectrum. Excitation profile of
the preparation pulse is marked as grey area. D: ENDOR spectrum with three different
hyperfine couplings (A3 > A1 > A2) with their intensities effected by the central blindspot
(grey area).

description of a single spin packet. In practice however, ENDOR is most often performed

on poly-crystalline powders with an inhomogeneously broadened EPR line consisting of all

possible molecular orientations and with microwave pulses of a finite length. In that case,

Davies ENDOR can be considered as a so called hole-burning experiment and the previous

description has to be altered slightly.

First, the length and shape of the "selective" microwave pulse needs to be considered: The

excitation profile of a rectangular microwave pulse is described by a sinc-function, as that

is the Fourier transformation of a rectangular time signal. The excitation bandwidth and

therefore the width of the hole burned into the EPR line can be estimated by its pulselength

tp as:

∆ν1/2 ≈
1

tp
(2.76)

Next, the distribution of resonance frequencies in the powder sample needs to be considered:

In a broad EPR line, it is possible to excite either of the two (or both) EPR transitions

for spin packets with the same hyperfine coupling but different resonance frequencies

(Fig. 2.3, B and C). At the beginning of the Davies sequence, all transitions inside the

excitation function are inverted with an efficiency, corresponding to the excitation profile.

If the hyperfine coupling is large enough, i.e. larger than the excitation width of the
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preparation pulse, spin packets where only one of the EPR transition is inverted exist

(Fig. 2.3, B). If the hyperfine coupling is however smaller than the width of the excitation

function (Fig. 2.3, C), both EPR transitions are excited at the same time.

After the preparation pulse, and if only one EPR transition was excited, the radio-frequency

pulse transfers the inverted polarization from the central hole to a side hole. This reduces

the depth of the central hole, which is detected as a reduction in echo intensity. If both

EPR transitions are excited at the same time, no ENDOR effect is detected. Therefore,

Davies ENDOR spectra of powder samples have a hole at the Larmor frequency(g) of the

investigated nucleus, which suppresses small hyperfine couplings, that is directly related to

the length of the preparation pulse (Fig. 2.3, D). Longer preparation pulses can be used to

minimize the hole width, but this also has its drawbacks. Smaller excitation bandwidths

reduce the overall number of spin packets excited and reduce the signal intensity. It is

therefore mainly used for medium to large hyperfine couplings.

Mims ENDOR The preparation in Mims ENDOR is achieved by two non-selective π/2

pulses, separated by a time interval τ :

−Ŝz
π
2
Ŝx−−→ Ŝy

τĤ0−−→
π
2
Ŝx−−→Ŝz cos

(
A

2
τ

)
cos(∆ωSτ)−

2Ŝz Îz sin

(
A

2
τ

)
sin(∆ωSτ) = σ̂nonselprep

(2.77)

The generated electron nuclear double spin order 2Ŝz Îz contains modulation terms of the

hyperfine interaction A and a resonance offset ∆ωS. While the first is relatively obvious in

an ENDOR experiment, the second means that the Mims ENDOR sequence is inherently

designed for broadened EPR lines. After preparation, a selective rf pulse is applied in

analogy to the Davies experiment:

σ̂nonselprep
ϕŜα Îx−−−→Ŝz cos

(
A

2
τ

)
cos(∆ωSτ)−{

2Ŝz Îz

[
1

2
(1 + cosϕ)

]
+

Îz

[
1

2
(1− cosϕ)

]
+ Îy

[
1

2
sinϕ

]
+

2Ŝz Îy

[
1

2
sinϕ

]}
sin

(
A

2
τ

)
sin(∆ωSτ) = σ̂ENDOR

(2.78)

(g)this is true for the weak coupling case
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Figure 2.4: The Mims ENDOR experiment. A: Mims pulse sequence. Microwave pulses
are marked in red while rf pulses are marked blue. B: ENDOR spectrum with three
different hyperfine couplings (A3 > A1 > A2) with their intensities effected by the Mims
blindspot function (grey area).

The readout is achieved with a stimulated echo through another π/2 pulse:

σ̂ENDOR
π
2
Ŝx−−→ τĤ0−−→ −Ŝy

{
cos2

(
A

2
τ

)
cos2(∆ωSτ)+

1

2
sin2

(
A

2
τ

)
sin2(∆ωSτ)(1 + cosϕ)

}
= σ̂echo

(2.79)

The echo intensity for on resonant rf irradiation (ϕ = π) and for the average over all

excited resonance offsets ∆ωS can then be expressed as:

Iecho =
1

4
[1 + cos(Aτ)] (2.80)

and the ENDOR efficiency becomes:

FMims
ENDOR =

1

2
sin2

(
A

2
τ

)
(2.81)

The Mims ENDOR efficiency depends on the hyperfine coupling constant A and the

chosen time interval τ in a periodic fashion, which means that it reaches maximum for

τ = (2n + 1)π/A and is zero for τ = 2nπ/A with n = 0,1,2,.... These zero intensities are

usually called the Mims blindspots, which are mapped directly onto the ENDOR spectrum.

Figure 2.4 B depicts the situation for three hyperfine couplings A1,2,3, which would normally

have equal intensity but are attenuated by the blindspot function (grey area) to yield three

different intensities. Because hyperfine couplings in solids are most often tensors and not

isotropic values, this blindspot function can lead to significant deviation of the ENDOR

lineshapes from the original tensor shapes (e.g. dipolar Pake patterns). To make sure, that

no spectral features are lost, Mims therefore needs to be performed with multiple τ -values,

sometimes called τ-average Mims.

The non-selective preparation gives Mims ENDOR an overall sensitivity advantage over

Davies ENDOR, since a lot more spin packets are excited and contribute to the overall

echo intensity. Like in Davies ENDOR, the Mims ENDOR blindspot function causes a

spectral hole at the center of the ENDOR spectrum, i.e. ωI = 0 in the weak coupling case.
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This blindspot, as well as the periodic blind spots to either side, can however be adjusted

by the choice of τ-value. In general, longer τ-values lead to a smaller hole and a shorter

spacing between periodic blindspots. This means, that small hyperfine couplings may be

investigated by the choice of very long preparation intervals (up to 4 µs).[14,60] The limiting

factor for the choice of τ is however the phase memory time of the investigated PC, as

the overall ENDOR sensitivity SENDOR is a product of the ENDOR efficiency and the echo

intensity determined by relaxation:

SENDOR = FMims
ENDOR · ITmecho =

1

2
sin2

(
A

2
τ

)
· I0 exp

(
−
τ

Tm

)
(2.82)

This means, that a maximum τ -value exists, which is equivalent to the phase memory time

of the system.[61]

The blind spot behaviour of nuclear spins I > 1/2 is different from the described formula,

as the direct mapping of hyperfine coupling to the ENDOR spectrum is lost when nuclear

quadrupole coupling comparable to the hyperfine coupling is present. An analytical derivation

for nuclear spin I = 1 has been reported but the same for I > 3/2 was deemed unfeasible.[62]

This point will be discussed for I = 5/2 nuclei in detail under Section 4.3.

Apart from the distortions caused by the blindspot functions, ENDOR spectra show the

exact shape of the hyperfine and quadruple coupling tensors, since radio-frequency irradiation

is used to directly drive the nuclear transitions. The spectral resolution of experimental

ENDOR spectra is limited by the excitation bandwidth of the radio-frequency pulse and

the intrinsic linewidth of the individual hyperfine or quadrupole transition.

2.3.4 EDNMR

The electron-electron double resonance (ELDOR)-detected NMR experiment[8] aims at the

detection of forbidden EPR transitions and consists of two steps. The first part of the pulse

sequence (Fig. 2.5) is a long microwave pulse, performed at variable microwave frequencies

νHTA. Because of its length and microwave strength, it can no longer be considered as an

ideal microwave pulse and treatment with the density operator formalism is not feasible.[51]

Instead, a description of the individual EPR transitions is generally chosen to descibe the

experiment. The pulse rotates the allowed and forbidden EPR transitions of the system by

the angle ϕa,f, determined by their transition probabilities defined under (2.70):

ϕa,f = ω1tHTA
√
Ia,f = ϕ0

√
Ia,f (2.83)

Since the transition probability for forbidden EPR transitions is generally rather low, long

irradiation times are necessary to invert them, i.e. to achieve ϕf ≈ π. Such long tHTA
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Figure 2.5: The EDNMR experiment. A: Pulse sequence (top) and polarization transfer
(bottom) for a S = 1/2, I = 1/2 four level spin system during the two stages of an
EDNMR experiment. Allowed EPR transitions and selective mw pulses are marked in red
while forbidden EPR transitions and the HTA pulse are marked in cyan. Populations are
indicated by the fill-color of the boxes. B/C/D: EDNMR spectra for selective detection
on the allowed ω13 (B) or ω24 (C) transitions, as well as for detection in the powder (D).
Adapted from [63].

causes high turning angles (HTA) for the allowed transitions, which is the reason for the

name of the pulse. The thus created polarization difference is probed by a selective spin

echo acting on the allowed EPR transitions. The EDNMR signal is then detected as a drop

in echo intensity as a function of the HTA frequency. If the HTA pulse is on resonance with

the allowed EPR transition that is also used for detection, the said transition is saturated

and the echo intensity drops to 0. This is shown in Figure 2.5, B and C as the red signal

at the center of the spectrum. If the HTA pulse is on resonance with one of the two

forbidden transitions, the echo intensity is reduced in proportion to the turning angle ϕf

(cyan signals).

As for the Davies ENDOR experiment, it is necessary to describe EDNMR of broad EPR

lines as a hole-burning experiment. The hole of long microwave pulses is best described by

a Lorentzian with a full width at half maximum (FWHM) of ∼ 2ω1. The depth of this hole

h can be described by the following expression:

h = 1− Ia cos

(
ω1tHTA

√
If

)
− If cos

(
ω1tHTA

√
Ia

)
(2.84)

Also in analogy to the Davies ENDOR description, the overlap of spin packets with the same

hyperfine coupling but different resonance offsets leads to EDNMR spectra, which are the

sum of the spectra expected for selective excitation of only one EPR transition (Fig. 2.5, D).

Powder EDNMR spectra are dominated by the so called central hole, produced when the

HTA pulse is on resonance with the allowed transitions and therefore equivalent to the hole
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2 Theory of hyperfine spectroscopy

in the EPR line.

In the weak coupling case, the nuclear transitions are detected as doublets, split by the

hyperfine coupling A around the nuclear Larmor frequencies ωI symmetric around the

central hole. In the case of strong coupling, they appear centered at half the hyperfine

coupling and split by the nuclear Larmor frequency. If the hyperfine coupling is large enough

to be resolved in the EPR line, signals can appear exclusively on one side of the EDNMR

spectrum. This happens when the HTA pulse selects a specific nuclear spin manifold within

the EPR spectrum. If the nuclear transitions fall inside the central hole, they are obscured

by it and can no longer be detected.

The spectral shape of the anisotropic hyperfine patterns is distorted in the EDNMR spectra,

because the transition probability of the forbidden EPR transitions depends on the angle θ,

which describes the relative orientation of the hyperfine and g-tensors. It drops to 0 for

the canonical orientations, obscuring the typical singularities of e.g. dipolar Pake patterns.

Nuclear quadrupole coupling contributes to the non-secular terms of the spin Hamiltonian

and can therefore increase the transition probabilities of the observed transitions in the

EDNMR spectra.

The spectral resolution νR of EDNMR performed with rectangular HTA pulses is determined

by the integration length tint of the detected echo and can be described empirically by

νR(MHz) = 1.4/tint(µs).[64] This means, that spectral resolution and signal-to-noise ratio

of EDNMR spectra are intrinsically linked, since longer echo integration necessitates longer

evolution times τ to avoid the overlap of echo and microwave pulses or spectrometer

deadtime.

2.3.5 ESEEM/HYSCORE

The HYSCORE experiment, which is a two-dimensional version of the ESEEM experiment,

aims at the detection of nuclear coherences via the EPR signal.[6,7] It consists of four

steps depicted in Figure 2.6. The first part of the pulse sequence is comprised of two

non-selective microwave pulses, separated by an evolution time τ . They prepare the spin

system by producing allowed (ECa, red) and forbidden (ECf, cyan) electron coherences

after the first pulse. As for the EDNMR experiment, this is only possible in the presence of

pseudo-secular hyperfine coupling:

σ̂eq = −Ŝz
π
2 (Ŝx cos η+2Ŝy Îy sin η)
−−−−−−−−−−−−−→ Ŝy cos η − 2Ŝx Îy sin η = σ̂1 (2.85)
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2.3 Hyperfine spectroscopy experiments

The evolution time τ under the tilted Hamiltonian (Eq. 2.63) generates:

σ̂1
τĤtilted

0−−−−→ Ŝy cos η cos(∆ωSτ) cos

(
ω−
2
τ

)
− Ŝx cos η sin(∆ωSτ) cos

(
ω−
2
τ

)
−2Ŝx Îz cos η cos(∆ωSτ) sin

(
ω−
2
τ

)
+ 2Ŝy Îz cos η sin(∆ωSτ) sin

(
ω−
2
τ

)
−2Ŝx Îy sin η cos(∆ωSτ) cos

(
ω+
2
τ

)
+ 2Ŝx Îx sin η cos(∆ωSτ) sin

(
ω+
2
τ

)
+2Ŝy Îy sin η sin(∆ωSτ) cos

(
ω+
2
τ

)
− 2Ŝy Îx sin η sin(∆ωSτ) sin

(
ω+
2
τ

)
= σ̂2

(2.86)

And the second π/2 pulse produces the following density operator:

σ̂2

π
2 (Ŝx cos η+2Ŝy Îy sin η)
−−−−−−−−−−−−−→ cos(∆ωSτ)

[
cos2 η cos

(
ω−
2
τ

)
+ sin2 η cos

(
ω+
2
τ

)]
Ŝz

+ sin(∆ωSτ)

[
cos2 η sin

(
ω−
2
τ

)
2Ŝz Îz + sin2 η sin

(
ω+
2
τ

)
Îz

]
− sin(∆ωSτ) sin(2η) sin

(
ωβ
2
τ

) [
cos

(
ωα
2
τ

)
ŜαÎx + sin

(
ωα
2
τ

)
ŜαÎy

]
− sin(∆ωSτ) sin(2η) sin

(
ωα
2
τ

) [
cos

(
ωβ
2
τ

)
Ŝβ Îx + sin

(
ωβ
2
τ

)
Ŝβ Îy

]
(2.87)

The first two terms describe nuclear polarization, while the last two terms describe nuclear

coherences (NC, light and dark blue) in the two nuclear sub-manifolds α and β. During the

first evolution interval t1, the nuclear coherences evolve. The third microwave pulse inverts

the electron spin manifolds, which also exchanges the nuclear coherences. After a second

evolution time t2 the nuclear coherences are converted to detectable electron coherences

by the final microwave pulse. The modulations of the stimulated echo are then recorded as

a function of the two evolution times. As evident from expression (2.87), many different

pathways contribute to the overall echo modulation V :

V = 1−
k

4

∑
Vi (2.88)

For a single spin packet, the intensity of the modulation is determined by the modulation

depth parameter k :

k = sin2(2η) =

(
BωI
ωαωβ

)2
(2.89)

The important modulation contributions for the HYSCORE experiment are contained in

two terms:

Va = C (τ) cos2 η [cos (ωαt1+ωβt2+ω+τ/2) + cos (ωβt1+ωαt2+ω+τ/2)] (2.90)

Vb = −C(τ) sin2 η [cos (ωαt1−ωβt2+ω−τ/2) + cos (ωβt1−ωαt2−ω−τ/2)] (2.91)
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2 Theory of hyperfine spectroscopy

Figure 2.6: The HYSCORE experiment. A: Pulse sequence (top) and polarization/coher-
ence transfer scheme (bottom). Microwave pulses are shown in red. The transfer scheme
depicts a graphic representation of the spin Hamiltonian with polarizations (P) marked in
grey at the beginning of the pulse sequence. Allowed (ECa) and forbidden (ECf) electron
coherences are shown in red and cyan, respectively. Nuclear coherences (NC) are shown in
dark and light blue to distinguish between the two electron spin manifolds. Transfers and
evolutions are marked by black arrows. B: Energy level diagram with coherences shown in
the same color scheme. C: HYSCORE spectrum with two signals. Signal in the weak
coupling case (blue squares) appear centered at ωI in the (+,+)-quadrant, while signal in
the strong coupling case (blue circles) appear cantered at half the hyperfine coupling A/2

in the (-,+)-quadrant. Figure adapted from [65].

A HYSCORE spectrum is then generated by the discrete Fourier transformation of the

experimental time trace. It can be split into the four quadrants, denoted by the relative sign

of the frequency axis. Out of the four quadrants, two pairs are mutually symmetric ((+,+)

and (-,-)/(-,+) and (+,-)) and so it is enough to inspect only two of them. Figure 2.6, C

shows a hypothetical HYSCORE spectrum with two contributions in either of the two

quadrants. The contributions to the (+,+)-quadrant originate from the Va modulation term,

because it has a positive phase modulation ω+. This dominates when η ≈ 0/π, which

describes the weak coupling case. Due to the 2D nature of the experiment, signals appear

split along the anti-diagonal by the hyperfine coupling A centered at ωI.

Signals in the (-,+)-quadrant originate from the Vb modulations due to its negative phase

modulation ω−, which dominates for η ≈ π/2, i.e. in the strong coupling case. Signals

here appear to be split along the anti diagonal by twice the nuclear Larmor frequency, while

being centred at half the hyperfine coupling.

The τ-dependent factor C in in the modulation terms (Eq. (2.90) and (2.91)) accounts

for the first evolution interval, which introduces blindspots into the HYSCORE spectrum,

similar to the situation in Mims ENDOR. Since HYSCORE is a FT method, these blindspots
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2.3 Hyperfine spectroscopy experiments

are fixed at the same frequencies for a given evolution time τ , regardless of the hyperfine

coupling. To gain the full correlation pattern, multiple HYSCORE experiments with different

τ-values have to be recorded.

In analogy to EDNMR, HYSCORE does not display the full shape of the hyperfine or

quadrupole coupling tensors, because the modulation depth depends on the pseudo-secular

coupling B, which vanishes at the canonical orientations of the coupling tensors. Broad

coupling features appear as so called ridges in the HYSCORE spectrum, whose extent

across the anti-diagonal gives information about the coupling size while the curvature can

be analyzed to get information about the dipolar hyperfine coupling.

HYSCORE spectra of nuclei with quadrupole coupling become significantly more com-

plicated, since the number of nuclear transitions that can evolve increases. An essential

feature of HYSCORE is the separation of hyperfine and quadrupole coupling in two different

dimensions. Quadruple coupling separates the individual frequencies along the diagonal

while the hyperfine coupling causes broad features across the anti-diagonal. More detailed

information about HYSCORE of I = 5/2 nuclei is given in Chapter 6.

The spectral resolution of HYSCORE is determined by the sampling interval and the length

of the detected time traces. Longer evolution times and smaller time intervals lead to

increased resolution but also to longer acquisition times. This means that spectral resolution

and signal-to-noise ratio are linked.
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Materials and methods 3
This chapter will describe the materials and methods used throughout this work. Certain

aspects will be repeated in the following chapters since they were included for the respective

publications.

3.1 Sample preparation

3.1.1 Protonated and deuterated BDPA

Protonated α,γ-bisdiphenylene-β-phenylallyl (BDPA, Fig. 3.1, A) was purchased from

Sigma Aldrich as 1:1 complex with benzene. Deuterated BDPA was synthesized by the

facility for synthetic chemistry of the MPI for biophysical chemistry in Göttingen in 2012,

following the synthesis procedure for protonated BDPA.[66] Both radicals were dispersed in

polystyrene (PS, Sigma Aldrich, 35000 average molecular weight) by dissolution of radical

and matrix in CHCl3, followed by drying under nitrogen gas and grinding to a fine powder.

This was performed by B. Angerstein in our research group.

3.1.2 Nitroxide radicals

4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl radical (TEMPOL, T•6, Fig. 3.1, B) and 90%
17O labelled water (H2

17O) was purchased from Sigma Aldrich. 3-Hydroxymethyl-(1-oxy-

2,2,5,5-tetramethylpyrroline) (TEMPYL, T•5, Fig. 3.1, C) was purchased from Santa Cruz

Biotechnology. TEMPOL and TEMPYL were dissolved in H2
17O and mixed with glycerol

to yield a concentration of 200 µM radical in a solution of 80% H2
17O and 20% glycerol

(v/v).
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Figure 3.1: Overview of investigated radicals. A: BDPA/α,γ-bisdiphenylene-β-phenylallyl
B: TEMPOL/4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl radical C: TEMPYL/3-
Hydroxymethyl-(1-oxy-2,2,5,5-tetramethylpyrroline) D: Tyrosyl radical E: Amino-tyrosyl
radical.

3.1.3 Radical intermediates in E. coli RNR

The incorporation of unnatural amino acids (UAAs) into E. coli ribonucleotide reductase

followed the previously reported protocols.[67,68] Proteins with UAAs were expressed and

purified by Brandon Greene and Chang Cui (MIT). Wild-type (wt) protein was expressed

and purified by myself during a stay at MIT.

Purified α2 (wt, Y730F, NH2Y731 and NH2Y730) was exchanged into 5mM 4-(2-hydroxyethyl)-

1-piperazineethanesulfonic acid (HEPES) buffer (pH 7.6) containing 1.5mM MgSO4,

0.1mM ethylenediaminetetraacetic acid (EDTA) and 1mM β-mercaptoethanol with Ami-

con spin filters (30 000 NMWL). 100 µL protein solution was supplemented with 300 µL

buffer and spun at 12 000 g for 5min. This process was repeated 6 times. Adenosine

triphosphate (ATP) and cytidine diphosphate (CDP) were added and the protein concen-

tration was adjusted with assay buffer (50mM HEPES, pH 7.6, 15mM MgSO4, 1mM

EDTA) to yield a final concentration of 30 µM α2, 500 µM ATP and 167 µM CDP. 100 µL

quantities of this solution were frozen in liquid nitrogen and lyophilized overnight.

The samples were rehydrated in 10 µL H2
17O to yield solutions of 300 µM α2, 5mM

ATP and 1.67mM CDP in assay buffer. Recovery of wild-type (wt) α2 activity after the

lyophilization procedure was checked by spectrophotometric activity assay and found to be

90 - 100% (data not shown).

Purified β2 (wt, F3Y122, F3Y122/E52Q) was exchanged into assay buffer with the aforemen-

tioned protocol and had the following concentrations: 890 µM wt-β2, 980 µM F2Y122-β2,

1600 µM F3Y122/E52Q.

EPR samples were prepared by mixing the previously described α2 solutions containing

substrate and effector with the corresponding β2 solution (Table 5.2) and addition of H2
17O

to a final concentration of 180 µM α2β2, 3mM ATP and 1mM CDP. The final amount of

H2
17O was approx. 80%. The reaction mixtures were hand quenched in liquid N2 inside
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EPR tubes. The quench times followed the previously established protocols for maximum

radical yield.[25,26,69]

EPR samples containing only β2 with H2
17O were prepared by diluting the aforementioned

solutions of β2 (wt and F3Y122) with H2
17O to a final protein concentration of 180 µM

and approx. 90% H2
17O. The β2 solution was left to incubate for 10min at 4◦C to

allow for sufficient exchange of water molecules within the protein, i.e. close to Y122, and

subsequently frozen in liq. N2 inside the EPR tubes.

3.1.4 EPR samples

1.6mm outer diameter (OD)/1.1mm inner diameter (ID) quartz tubes (WG-221T) and

0.9mm OD/0.5mm ID suprasil tubes (WG-213ST9S) were purchased from Wilmad-Lab

Glass. 0.33mm OD/0.2mm ID (CV2033-S-100) suprasil capillaries were purchased from

CM scientific. Q-band samples contained 10− 12 µL solution in 1.6mm OD/1.1mm ID

quartz tubes. W-band samples contained 2 µL solution in 0.9mm OD/0.5mm ID suprasil

tubes. 263GHz samples contained 30− 50 nL solution in 0.33mm OD/0.2mm ID suprasil

capillaries.

3.2 Experimental setup

3.2.1 Spectrometers

Q-band: 1.2 T, 34GHz 34GHz experiments were performed on a Bruker E580 pulsed

Q-band spectrometer with a 170W microwave amplifier (AIE 187Ka-13402) leading to

typical π-pulse lengths of ∼ 12 ns at maximum output power. The ENDOR resonator

(Model EN5107D2) was placed in a liquid helium fed cryostat (Oxford Instruments). Radio-

frequency pulses were generated by a two-channel rf pulse forming unit (Bruker Dice-II)

and amplified by a 600W rf amplifier (Amplifier Research, Model 600A600A).

W-band: 3.4 T, 94GHz 94GHz experiments were performed on a Bruker E680 pulsed

W-band spectrometer with a 2W microwave amplifier (Quinstar) leading to typical π-pulse

lengths of ∼ 20 ns at maximum output power. The ENDOR resonator (Model EN600-

1021H) was placed in a liquid helium fed cryostat (Oxford Instruments). Radio-frequency

pulses were generated by a two-channel rf pulse forming unit (Bruker Dice-I/II) and amplified

by a 250W rf amplifier (Amplifier Research, Model 250A250A).

mm-band: 9.4 T, 263GHz 263GHz experiments were performed on a prototype Bruker

E780 spectrometer with a 100mW microwave amplifier multiplier chain (AMC, Virginia
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Diodes) leading to typical π-pulse lengths of ∼ 32 ns at maximum output power. The

ENDOR resonator (Model E9501510) was placed in a liquid helium fed cryostat (Oxford

Instruments). Radio-frequency pulses were generated by a two-channel rf pulse forming

unit (Bruker Dice-II) and amplified by a 125W rf amplifier (Amplifier Research, Model

125W1000).

3.2.2 EPR measurements

Pulse sequences for the EPR experiments are given in the following section. General

experimental details including the number of scans, shot repetition time (SRT), shots/point,

pulse lengths (mw and rf) and delay times are given in the captions of the figures or in

specific sections of the following chapters.

3.2.2.1 Echo-detected EPR (ESE)

Pulse sequence: π/2− τ − π − τ − echo

x-axis: magnetic field B0

3.2.2.2 Microwave nutation

Pulse sequence: tp − td − π/2− τ − π − τ − echo

x-axis: time increment of the the first pulse tp. For the optimization of selective pulses in

the range of hundreds of nanoseconds, delay times td of more than 10 µs were chosen to

avoid overlap of different echos. The mw nutation experiment was used to determine the

bandwidth, i.e. Q value of the resonators used for EDNMR experiments at the Q- and

W-band spectrometers. For this, a series of mw nutation experiments were performed with

a sample of protonated BDPA (0.1% in PS) while varying the detection frequency and

resonance field in a range of ∼ 200 − 500MHz around the center of the resonator dip.

Results are shown in Appendix A.

3.2.2.3 Relaxation measurements

Inversion recovery Pulse sequence: π − td − π/2− τ − π − τ − echo

x-axis: delay time td between the first two pulses. The spin-lattice relaxation time was

determined from a bi-exponential fit to the experimental time trace as the larger time

constant:

I = I0,1 exp

(
−
td
T1e

)
+ I0,2 exp

(
−
td
TSD

)
+ C with T1e > TSD (3.1)
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Phase memory time Pulse sequence: π/2− τ − π − τ − echo or π/2− τ − π/2− T −
π/2− τ − echo

x-axis: delay time 2τ . For phase memory time measurements using the stimulated echo,

the delay time T between the second and third pulse greatly influences the outcome (see

Sec. 5.5.1.3) and needs to be chosen carefully. The phase memory time Tm was determined

from a mono-exponential fit(a) to the experimental time trace:

I = I0 exp

(
−
τ

Tm

)
+ C (3.2)

3.2.2.4 Radio-frequency nutation

Figure 3.2: Radio-frequency nutation experiments of 17O nuclei at varying rf attenuations
at 1.2 T (Q-band, left) and 3.4T (W-band, right). The nutation with the experimentally
used attenuation is colored in cyan and the used radio-frequency pulse length is marked
by a dotted line. Experimental parameters: 50K, π/2 = 6/10 ns, τ = 390 ns, RF =
1 −→ 100/180 µs, 30 shots/point, 5ms SRT.

Pulse sequence: π/2− τ − π/2− tp(rf)− td − π/2− τ − echo

x-axis: length of the rf-pulse tp(rf). Radio-frequency nutation experiments were performed

with the Mims ENDOR sequence to achieve the highest possible sensitivity. Experiments

were recorded on- and off-resonance and divided to yield the background free nutation. The

protein sample of Y•356 (Y730F-α) was used to record the measurements at 34 and 94GHz,

with the signal at νn(17O) = +0.3MHz used for the on-resonance measurements and

off-resonance measurements performed at νn(17O) = +5MHz. The sample was chosen,

since it had the most defined 17O coupling features and showed the highest protein radical

yield. The power was adjusted to yield 40 µs rf pulses at both fields. Figure 3.2 shows the

power dependent rf nutations.

(a)because the phase memory time contains many different contributions, a fit is often not very successful
and a qualitative judgement is more reasonable
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3.2.2.5 ENDOR

Mims Pulse sequence: π/2− τ − π/2− π(rf)− td − π/2− τ − echo

x-axis: frequency of π(rf)-pulse. Mims ENDOR experiments were performed with either

full microwave power (6, 10 and 32 ns at 34, 94 and 263GHz, respectively) to maximize

signal intensity, or with 40 ns pulses for an increased and constant orientation selectivity.

The τ-value used in Mims ENDOR was 390 ns across all measurements. This value was

optimized, based on simulations of the 17O ENDOR spectrum of the Y•356 radical and its

phase-memory time. See Sections 4.3 and 5.5.1.5.

Davies Pulse sequence: πsel. − π(rf)− td − π/2− τ − π − τ − echo

x-axis: frequency of π(rf)-pulse. Davies ENDOR experiments were performed with a 400 ns

preparation pulse as a compromise between overall signal intensity and minimal size of

the central blindspot. The detection was performed with selective pulses (200/400 ns)

for the nitroxide radicals and with non-selective pulses (20/40 ns) for the protein radicals.

Selective read-out gave slightly higher signal-to-noise in the ENDOR spectra, if the phase

memory time of the radicals was long enough (data not shown).

All ENDOR experiments were performed with 10 − 20 µs delay time td between the

rf pulse and the subsequent read-out sequence to reduce the effects of rf heating , which

can lead to baseline distortions (see Appendix B). The radio-frequency was swept stochas-

tically to reduce heating and saturation effects and the entire echo was integrated to yield

the ENDOR spectra. Experiments were recorded in batches of 5 - 100 scans as a 2D

dataset. The batches were individually phase corrected to account for phase drifts during

long acquisition and then summed. The sum spectra were baseline corrected (first-order

polynomial) and normalized to the maximum intensity.

3.2.2.6 HYSCORE

Pulse sequence: π/2− τ − π/2− t1 − π − t2 − π/2− τ − echo

x/y -axis: pulse delays t1 and t2. HYSCORE experiments were recorded with with maximum

microwave power resulting in 6 ns and 12 ns π/2 pulses at 34 and 94GHz, respectively.

A 16-step phase cycle was used to remove unwanted echo contributions. Experiments

were performed with two inter-pulse delays τ chosen to either maximize (τ = n/νn) or

minimize (τ = (n + 0.5)/νn) the signal at the respective nuclear Larmor frequency of 17O.

The center of the produced echo (32 ns) was integrated to yield the time traces. The

experimental datasets comprised a total of 300 by 300 data points. The time domain

data was baseline corrected (third-order polynomial), apodized with a hamming function,
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zero-filled and Fourier transformed to yield the frequency spectrum with a resolution of

0.1MHz. Frequency spectra were normalized to the 17O signal.

3.2.2.7 EDNMR

Pulse sequence: tHTA − td − π/2− τ − π − τ − echo

x-axis: frequency of HTA-pulse. The microwave frequency of the detection echo was set

to the operating frequency of the resonator and the power adjusted to produce π/2-pulses

of 100 ns and π-pulses of 200 ns, checked by mw nutation experiments. The power of

the HTA pulse was adjusted for each experiment individually and the ω1/2π determined

as the half-width at half maximum (HWHM) of a Lorentz fit to the central blindspot.

Experiments were performed with 20 µs HTA pulses at 34GHz and 30 µs HTA pulses at

94GHz. A long delay td of 10 µs was chosen to allow a full relaxation of any coherences

produced by the HTA pulse. Experiments with shorter delays showed no significant loss in

EDNMR signal (data not shown).

The τ-value in the detection echo was set to 1400 ns, which ensures a sufficient delay

between the end of the spectrometer dead time and the echo (∼ 1000 ns), while limiting

signal loss due to relaxation. The experiments were performed with a 2-step phase cycle of

the π/2-pulse to remove artefacts from long free induction decays (FIDs) produced by the

π-pulse in combination with the narrow hole of the HTA pulse. The echo was integrated in

a range of ±1000 ns around its maximum to increase the spectral resolution.

3.3 Spectral simulations

Spectral simulations were performed using software implemented on the MATLAB program-

ming platform. Most simulations used the EasySpin 5.2.33 spectral simulation package.

Home-written simulation codes were developed on the same programming platform to

understand and validate the EasySpin simulations of 17O hyperfine experiments (see Chap-

ter 4).

3.3.1 EPR simulations

Echo-detected field sweep spectra were simulated using the pepper function with a matrix

diagonalization method (Opt.method=’matrix’). Simulations used the experimentally

determined microwave frequency, while the resonance fields of the canonical g-tensor

orientations were determined relative to the B0‖g3 singularity in the spectra. This was

done to compensate for incorrect measurement of the magnetic fields.
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3.3.2 ENDOR simulations

Davies ENDOR simulations used the salt function with a matrix diagonalization method

(Opt.method=’matrix’) if not declared otherwise.[70] Mims ENDOR simulations used

the saffron function.[71] Simulations were restricted to the ENDOR nuclei to reduce

calculation time significantly. Simulated ENDOR spectra were normalized to the maximum

intensity.

3.3.3 EDNMR simulations

EDNMR was simulated with a code initially described by Cox et al.[12] and further developed

by Wili et al.[72] It is implemented into EasySpin by the function horseradish, which is

available from the electronic supplementary information of reference [72]. The code was

optimized as described under Section 4.4. EDNMR simulations were normalized to the

maximum intensity of the 17O signal.

3.3.4 HYSCORE simulations

HYSCORE simulations used the saffron function. Simulated time traces were treated

identical to the experimental traces using apodization and zero filling. Fourier transformed

spectra were normalized to the 17O signal.

3.4 Density functional theory calculations

DFT models were calculated using the Orca 4.0.1.2 software package.[73] Geometry

optimization was performed using the BP86[74,75] combined with Ahlrichs’ triple-ζ quality

basis set def2-TZVP[76,77] and the RIJCOSX[78] approximation (def 2/J auxiliary basis set).

The SCF calculations were supplemented with Grimmes dispersion correction (d3bj).[79,80]

SCF energies, magnetic properties and coupling parameters were calculated from the

geometry optimized structures using the hybrid B3LYP[75,81,82] combined with the EPR-II

basis set[83] for the all atoms except sulfur, for which the IGLO-II functional was used. The

RIJCOSX approximation and dispersion correction were also used.

The water and protein environment was approximated by a conductor-like polarization

model (CPCM) with polarity epsilon of 80 and 24 for the nitroxides and the tyrosyl radicals,

respectively.[25,26] For the large model of NH2Y•730 an epsilon of 4 was used in accordance

with the previous model.[24]
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experiments 4

The extraction of coupling parameters from hyperfine spectra is generally only possible

with the aid of accurate numerical simulations. Today, multiple programs are available for

the simulation of EPR experiments. Most popular among those are EasySpin[70,71] and

Spinach[84], both implemented on the Matlab programming platform. These programs have

been developed and maintained for many years and are designed to perform a large number

of different simulations in the most time efficient way. This necessitates in a number of

simplifications or shortcuts, which need to be evaluated for every investigated system. The

nature of these programs, however, make it difficult to follow the entire simulation and

to directly correlate changes in the input of the simulations to the resulting spectra. In

this particular case, the simulation of 17O ENDOR experiments of tyrosyl radicals using

EasySpin resulted in asymmetric spectra and the explanation for this behaviour was not

readily found. Home-written simulation routines were developed for the calculation of 17O

ENDOR to find the nature of the asymmetry and to validate the EasySpin simulation

approach for the investigated systems.

Generally, two different simulation approaches can be distinguished: A) Static simulations,

in which the transition energies/frequencies between the energy states are calculated and

evaluated with respect to the desired experiments; B) dynamic simulations, in which the

evolution of the density matrix throughout the steps of the experiment is explicitly calculated

by the Liouville-von Neumann equation (see Sec. 2.2).[58] The following sections will show

both approaches:

4.1 Home-written static EPR/ENDOR simulations

The home-written code contains multiple approaches for the simulation of ENDOR spectra

to compare their validity for the case of 17O nuclei. The code is based on the separation

of coupled spin systems with an electron coupled to multiple nuclei. These are separated
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4 Simulation of 17O hf spectroscopy experiments

into EPR and ENDOR active, i.e. strongly and weakly coupled, nuclei. This requires the

high-field approximation for the electron spin, which entails the following:[51]

• much larger electron Zeeman energy compared to the hyperfine-coupling terms

EEZ � EHF

• small g-anisotropy gmax/gmin ≈ 1

Both conditions are met for the organic radicals at the magnetic fields investigated in this

thesis. The full Hamiltonian is therefore treated as sum of separable sub-Hamiltonians.

ĤS = ĤEPR
S + ĤENDOR

S (4.1)

with the Zeeman and coupling tensors (see Sec 2.1):

ĤEPR
S =

µB
~
BTgŜ +

µN
~
gEPRn BTÎEPR + ŜAÎEPR + ÎEPRP ÎEPR

ĤENDOR
S =

µB
~
BTgŜ +

µN
~
gENDORn BTÎENDOR + ŜAÎENDOR + ÎENDORP ÎENDOR

(4.2)

The EPR and ENDOR sub-Hamiltonians can then be individually diagonalized to determine

the relevant energy states of the system. This cuts down the calculation time of numerical

matrix diagonalization significantly, as it depends on the matrix-dimension. E.g. full

Hamiltonian of a coupled spin system: S = 1/2, IEPR = 1, IENDOR = 5/2 - 36x36 matrix,

EPR Hamiltonian - 6x6, ENDOR Hamiltonian - 12x12.

In the code, all transition frequencies between two states k and l of the sub-system

are calculated. The relevant EPR or ENDOR transitions are selected by computing the

transition matrix elements pkl:

pEPRkl ∝
〈
k |Ŝx |l

〉2
and pENDORkl ∝

〈
k |Îx |l

〉2
(4.3)

In addition to the diagonalization approach, the Hamiltonian of the EPR or ENDOR spin

system can be calculated in the high-field approximation for both electron and nucleus. In

this case, both spins are assumed to be fully quantified along the external magnetic field.

The spin Hamiltonian can then be expressed purely by the z-Operators:(a)

ĤENDOR
S =

µB
~
geffB0Ŝz +

µN
~
gnB0Îz + Azz Ŝz Îz +

1

2
P̂zz

(
3Î2z − I(I + 1)

)
(4.4)

In this case, the Hamiltonian is always diagonal and analytical expressions for the electron

or nuclear transition frequencies can be used. Such simulations are significantly faster

making them desirable to use but the following section will comment on its applicability to
17O ENDOR spectra.
(a)the ENDOR/EPR superscript of operators is omitted to make it easier to read
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4.1 Home-written static EPR/ENDOR simulations

Both approaches result in a theoretical frequency spectra without the consideration of

spectral blindspots. As described under Section 2.3.3, these blindspots significantly effect

the shape of the detected ENDOR spectra and therefore need to be considered. This is

done by multiplying the theoretical ENDOR spectra (Stheory) with either a Lorentzian hole

function with a FWHM corresponding to the preparation pulse of Davies ENDOR or with

the Mims blindspot function (2.82) for Mims ENDOR (Fprep). In a semi-empirical approach,

the blindspot functions are scaled by a factor x specific to the individual spectrum, that

accounts for effects such as imperfect preparation pulses or spectral diffusion:

Sfinal = (1− x) · Stheory + x · Stheory · Fprep (4.5)

The structure of the home-written simulation program is summarized in the following

pseudo-code:

1 1) Definition of spin systems:

2 a) spin system: EPR spectrum and orientation selection

3 b) spin system: ENDOR spectrum

4 2) Definition of simulation parameters

5 3) Definition of spin operators

6 4) Rotation of coupling tensors:

7 Hyperfine and quadrupole tensor in g−frame:
8 A_g=R^−1(alpha,beta,gamma)*A*R(alpha,beta,gamma) (P tensor equivalently)

9 5)Generation of orientation list:

10 for theta, phi

11 generate list of all orientations with equal weight

12 6)Calculation of the EPR frequency spectrum:

13 for all orientations

14 calculate effective coupling tensors A/P(theta,phi)

15 for individual EPR nuclei

16 calculate the spin Hamiltonian

17 numerically diagonalize the Hamiltonian

18 calculate all transition frequencies between Hamiltonian elements

19 calculate transition probabilities of all Hamiltonian elements with the S_x

operator

20 for all transition frequencies

21 if transition probability > 0

22 add transition to the total spectrum

23 save all parameters into a list

24 7) Orientation selection:

25 for all orientations

26 for all EPR resonances

27 if transition probability > 0

28 calculate excitation_function and compare to EPR resonance

29 if excitation_function value > threshold
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4 Simulation of 17O hf spectroscopy experiments

30 add parameters to list of excited orientations

31 else

32 discard result

33 8)Calculation of ENDOR spectrum:

34 for excited orientations

35 for all ENDOR nuclei

36 calculate the spin Hamiltonian of the subsystem

37 numerically diagonalize the Hamiltonian

38 calculate all transition frequencies between Hamiltonian elements

39 calculate transition probabilities of all Hamiltonian elements with the I_x

operator

40 for all transition frequencies

41 if transition probability > 0

42 add transition to the total spectrum

43 9) Convolution of EPR and ENDOR spectra with Lorentzian/Gaussian line shapes

44 10) Convolution ENDOR spectrum with spectral blindspot_function

The full code is shown in Appendix C. It was tested against EasySpin EPR (pepper

routine) and ENDOR (salt routine) simulations performed with matrix diagonalization

(Opt.method=’matrix’) and with perturbation theory (Opt.method=’perturb1’),

which is equivalent to the high-field approximation.

The home-written and EasySpin simulations produce nearly identical results for both the full

tensor treatment as well as the high-field approximation (see Fig. 4.1). Minor deviations

can be assigned to differences in the used excitation functions as well as numerical rounding

Figure 4.1: Comparison of EasySpin (black) and home-written (cyan) simulation code.
Simulations were performed in the high-field approximation (A) and with full Hamiltonian
diagonalization (B). Subtractions of the simulations (gray dotted lines) show only minor
deviations of the two approaches, most likely due to different excitation functions and nu-
merical rounding errors. Spin system: S = 1/2, g = [2.0081; 2.0062; 2.0022], IEPR(14N) =

1,A = [13; 13; 94]MHz,P = [1.3; 0.5;−1.8]MHz, IENDOR(17O) = 5/2,A = 0.6 +

[−0.2; 0.1; 0.1]MHz,P = [−0.02;−0.32; 0.34]MHz, all EPR resonances are excited.
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4.2 High-field approximation vs. full tensor diagonalization

errors. Therefore, the diagonalization routine for the EPR Hamiltonian was used in our

recent publication: A. Kehl, M. Hiller, F. Hecker, I. Tkach, S. Dechert, M. Bennati, A.

Meyer "Resolution of chemical shift anisotropy in 19F ENDOR spectroscopy at 263 GHz/9.4

T" J. Magn. Res., 2021, 333, 107091.
At the time of the code development, EasySpin was not an open-source software package

and therefore the exact theoretical treatment of the spin Hamiltonian was not clear, despite

the extensive and excellent documentation, publications and numerous applications. The

software package has since then been made open-source, which is a great asset to the EPR

community at large. The code is modular, since the software package is designed for a very

broad application range, and therefore it is advantageous to have a single simulation file in

which the theoretical treatment can be read by someone, who is not necessarily a software

engineer. It should be pointed out, that since EasySpin is significantly faster in simulating

ENDOR spectra of 17O nuclei and was programmed by experts that made it exceptionally

simple to use, it was utilized for the majority of the spectral simulations shown in this work.

4.2 High-field approximation vs. full tensor diagonaliza-
tion

Most ENDOR experiments of this thesis were performed at a W-Band spectrometer with a

magnetic field of 3.4T, which is usually considered as a high-field in EPR spectroscopy.

ENDOR studies at this field utilized the high-field approximation for very fast ENDOR

simulations, using the analytical solutions for the transition frequencies. This proved to

be accurate for high-γ nuclei such as 1H[85] and 19F[14] but also for the low-γ nucleus
2H[24–26,86], which has a gyromagnetic ratio similar to 17O (γ2H/γ17O = −1.13[43]). It was

justified, since in all cases, the hyperfine and quadrupole interactions were small compared

to the nuclear Zeeman interaction, but also importantly, the nuclear quadrupole coupling

was small, compared to the hyperfine coupling.

Figure 4.2 shows the simulated 17O ENDOR spectra for a series of spin systems (Table 4.1)

with hyperfine coupling values relevant to this work simulated with high-field approximation

(HF) and full tensor diagonalization (Matrix) at a magnetic field of 3.4T. No spectral

blindspot function was added to the theoretical ENDOR spectra. The individual nuclear

transitions (color) and the full spectrum (black) are shown to better illustrate the effect of

nuclear quadrupole coupling on the spectral line shape. Significant deviations between the

two simulation approaches indicate the breaking down of the the high-field approximation.

The first three spin systems (A, B and C) have very small quadrupole coupling constants

and purely dipolar (A), purely isotropic (B) or combined (C) hyperfine coupling tensors. The

nuclear transitions within the two electron spin manifolds have almost identical frequencies

47



4 Simulation of 17O hf spectroscopy experiments

Figure 4.2: Simulated ENDOR spectra (black) and individual nuclear transitions (color)
for coupled S = 1/2, I = 5/2 spin systems calculated in high-field approximation with 1st

order perturbation theory (HF) and with full tensor diagonalization (Matrix). Coupling
parameters are given in Table 4.1.
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4.2 High-field approximation vs. full tensor diagonalization

Table 4.1: Hyperfine and quadrupole coupling parameters for Fig. 4.2.

Simulation aiso T1 T2 T3 P1 P2 P3

A 0 -0.2 0.1 0.1 -0.001 -0.001 0.002
B 0.6 0 0 0 -0.001 -0.001 0.002
C 0.6 -0.2 0.1 0.1 -0.001 -0.001 0.002

D 0 -0.2 0.1 0.1 -0.17 -0.17 0.34
E 0.6 0 0 0 -0.17 -0.17 0.34
F 0.6 -0.2 0.1 0.1 -0.17 -0.17 0.34

G 0 -0.2 0.1 0.1 -0.02 -0.32 0.34
H 0.6 0 0 0 -0.02 -0.32 0.34
I 0.6 -0.2 0.1 0.1 -0.02 -0.32 0.34

* All coupling values in MHz.

and only vary in intensity due to different transition probabilities. The simulated spectra

for purely dipolar hf coupling show in both cases a small doublet structure close to the

Larmor frequency (A). In case of isotropic hf coupling (B) the signals are very sharp and

only broadened by the ENDOR linewidth. In case of the rhombic hf tensor (C) the signals

are additionally broadened by the dipolar hf coupling. For these systems, both methods

yield the same result, justifying the high-field approximation.

The second set of spin systems (D, E and F) have axial quadrupole tensors in the size

observed experimentally and either dipolar (D), isotropic (E) or combined (F) hyperfine

coupling tensors. Even though this quadrupole tensor shape is not expected in the systems

of this study, the simulations are shown here to better illustrate the impact of quadrupole

coupling on the ENDOR spectra. The individual nuclear transitions in the two electron

spin manifolds are no longer energetically equivalent and the simulated ENDOR spectra

contain sharp central signals (red) split by the hyperfine coupling, which correspond to

the mI = −1/2 −→ mI = 1/2 nuclear transition as well as broad signals corresponding to the

other nuclear transitions. The central transitions are not affected by quadrupole coupling

in the high-field approximation, so they have the same line shape as in A, B and C. The

simulations performed with matrix diagonalization show that the central transitions are

affected by the quadrupole coupling and become broadened and in case of a hf coupling

tensor with dipolar coupling contribution (D and F) also asymmetric around the 17O Larmor

frequency. For a small, purely dipolar tensor (D) the small doublet structure is lost and the

signal at the Larmor frequency becomes a single asymmetric peak.

The third set of spin systems has rhombic quadrupole coupling tensors (G, H and I),

equivalent to the systems we investigated in this work. The quadrupole transitions become

much broader and therefore less intense due to their rhombic tensor shape. In case of

small dipolar coupling (G) the effect observed in the previous section is amplified and all hf
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4 Simulation of 17O hf spectroscopy experiments

coupling information is lost in the spectrum within a single central peak. For the case of

isotropic hf coupling (H) the broadening effect on the central transition is limited while a

significant broadening and asymmetry is observed for rhombic hf and quadrupole tensor (I).

In conclusion. the high-field approximation fails for the coupling sizes observed in this

work , requiring full matrix diagonalization for all spectral simulations. Additionally, the

asymmetry of the ENDOR spectra is caused by the size and relative orientation of the

hyperfine and quadrupole tensors and therefore has to be considered during simulation.

4.3 Dynamic ENDOR simulations

The static ENDOR simulations described in Section 4.1 consider the Mims blindspot

function by multiplying the ENDOR frequency spectrum with the theoretical Mims ENDOR

efficiency. As discussed under section 2.3.3, this convenient treatment breaks down, as

soon as the direct mapping of hyperfine coupling A to the spectral radio-frequency axis is

perturbed due to the presence of significant nuclear quadrupole coupling. An analytical

approach by Hoffman et al. was adapted for I = 1 nuclei, calculating Aeff from a combination

of hyperfine and quadrupole coupling.[62] They concluded however, that a similar treatment

for I = 5/2 nuclei was unfeasible. The alternative to this approach is dynamic simulation of

the Mims ENDOR experiment in the density operator formalism, from which the spectral

shape including the spectral blindspots will emerge without the need of additional treatment.

EasySpin offers this option in the saffron function, albeit with several alterations to the

general density operator formalism described under 2.2.4. Most important among those

are:

• separation of the full spin Hamiltonian and density operator into sub-spaces for

electron α and β states

• pre-calculation of relevant coherence transfer pathways

• calculation of the frequencies and amplitudes of the coherence transfer pathways and

Fourier transforming them to gain the time domain signal

These are well founded in theory and have been applied to a large variety of EPR experiments.

However, a simulation-routine that treats the density operator in the exact product operator

formalism was used to validate the EasySpin approach for Mims ENDOR experiments of
17O. The simulation algorithm is based on the code developed by S. Glaser and R. Zeier

(TU Munich) as well as I. Bejenke and M. Bennati (MPI NAT).[86] The Mims ENDOR

routine was written in collaboration with A. Kehl in our research group and is summarized

in the following pseudo-code:
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4.3 Dynamic ENDOR simulations

1 1) Definition of spin systems:

2 a) spin system: EPR spectrum and orientation selection

3 b) spin system: ENDOR spectrum

4 2) Definition of simulation parameters

5 3) Definition of spin operators

6 4) Rotation of coupling tensors:

7 Hyperfine and quadrupole tensor in g−frame:
8 A_g=R^−1(alpha,beta,gamma)*A*R(alpha,beta,gamma) (P tensor equivalently)

9 5)Calculation of the EPR frequency spectrum

10 for theta, phi

11 calculate g_eff/A_zz/P_zz(theta,phi) explicitly

12 calculate EPR transitions explicitly

13 for all EPR transitions

14 calculate excitation_function and compare to resonance position

15 if excitation_function value > threshold

16 add magnetic parameter to list of excited orientations

17 else

18 discard result

19 6)Calculation of ENDOR spectrum

20 for excited orientations

21 for ENDOR nuclei

22 for m_I values

23 set electron resonance offset to ENDOR resonance

24 calculate Hamiltonians in the doubly rotating frame

25 calculate propagators

26 calculate density operator evolution

27 calculate echo intensity and add value to ENDOR spectrum

28 7)Convolve EPR and ENDOR spectra with Lorentzian/Gaussian line shapes

The full simulation code is given in Appendix D. For the density operator treatment, the

pulse sequence is split into time intervals during which the Hamiltonian acting on the system

can be considered time-independent. The density operator is then calculated by successive

evolution of the eight time intervals in the Mims ENDOR pulse sequence (see Fig. 4.3, A).

Three different Hamiltonians are necessary: firstly, the Hamiltonian during free evolution

times Ĥfree, secondly, the Hamiltonian during microwave pulses Ĥnonsel and thirdly, the

Hamiltonian during the radio-frequency pulses Ĥrf. For this approach, the Hamiltonians

have to be time-independent and are therefore considered in the doubly-rotating frame.
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4 Simulation of 17O hf spectroscopy experiments

Figure 4.3: Dynamic Mims ENDOR simulations. A: Mims ENDOR pulse sequence with
numbered time intervals used for density operator simulations. B/C/D: Comparison of
EasySpin (black) and home-written (cyan) simulation code for representative nuclear
spins I(1H) = 1/2 (B), I(2H) = 1 (C) and I(17O) = 5/2 (D). Spin system: S = 1/2, g =

2.0023,A = [−2; 1; 1]MHz,P (2H,17O) = [−0.2;−0.2; 0.4]MHz, all EPR resonances
excited.

This requires coupling Hamiltonians that commute with the Ŝz and Îz operators, which is

only given for the full high-field approximation:

Ĥfree(2,4,6,8) = ∆ωSŜz + ∆ωI Îz + Azz Ŝz Îz +
1

2
P̂zz(3Î2z − I(I + 1)) (4.6)

Ĥnonsel(1,3,7) = Ĥfree + ω1Ŝx (4.7)

Ĥrf(5) = Ĥfree + ω2Îy (4.8)

The microwave pulses can be considered as either ideal pulses by neglecting Ĥfree or as real

pulses by including it.

The result of Mims ENDOR simulations with EasySpin (black) and home-written code

(cyan) are compared for three representative τ -values in Figure 4.3, B-D for three different

nuclear spins. They show, that both simulation approaches produce nearly identical results

for all three nuclear spins. It should be noted, that only simulations using ideal microwave

pulses, produced results comparable with EasySpin. Minor deviations occur for the I = 5/2

simulations and can be explained by the different treatment of the spin Hamiltonian.

EasySpin simulations with saffron consider the full coupling Hamiltonians, i.e. use tensor

diagonalization, while the home-written code uses the high-field approximation.

It is currently being developed by A. Kehl to include the pseudo-secular hyperfine coupling

B, which requires a different treatment of the radio-frequency pulse. Since such a spin
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Hamiltonian no longer commutes with the Îz operator, it is also no longer time-independent

in the doubly rotating frame. To solve this, the rf pulse can be split into small time

increments, during which the Hamiltonian can be considered time-independent, which can

then be calculated in sequence. The drawback of this approach is an increased calculation

time.

For the purposes of this work, the density operator approach utilized by EasySpin is adequate

for the simulation of 17O Mims ENDOR spectra, while at the same time being much faster

than the home-written simulation code.

4.4 Static EDNMR simulations

The general principle of the EDNMR simulation code developed by Cox et al.[12] and Wili

et al.[72] is similar to the ENDOR simulation code described in the previous section. It is

contained in the EasySpin function horseradish.

For every orientation of the g-tensor with respect to the external field, all coupling tensors are

calculated and the full spin Hamiltonian is diagonalized to determine the energy eigenstates

and the transition frequencies between them. Subsequently, the inversion efficiency Wi of

every transition i , i.e. its relative weight in the EDNMR spectrum, is calculated. Therefore,

selective excitation with the HTA pulse is assumed and the time evolution of the individual

transition Mi is calculated using the Bloch equations in the rotating frame, including

relaxation Tm and relative transition probabilities Ii (see Sec. 2.3.4):

∂

∂t
Mi =


−1/Tm 0 0

0 −1/Tm −ω1 ·
√
Ii

0 ω1 ·
√
Ii 0

 ·Mi(t) (4.9)

The inversion efficiency after the HTA pulse results as

Wi =
1−Mz,i(tHTA)

2
(4.10)

if only z magnetization is assumed at the beginning of the high turning angle pulse.[12] The

main bottleneck of this simulation code is also the numerical diagonalization of the static

spin Hamiltonian, which needs to be repeated for every orientation of the g-Tensor, and

scales dramatically with the dimension of the Hamiltonian.

Therefore, the strategy of separating the spin system into EPR and EDNMR nuclei was

employed for the selection of excited orientations. These were calculated, in analogy to

the ENDOR code in Section 4.1, with the reduced spin system, containing only the EPR

active nuclei (here either 14N for the nitroxides or 1H for the tyrosyl radical). The orisel

function implemented in EasySpin was used for this[70]. It calculates the EPR transitions
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of the spin system and uses a Gaussian excitation function with a bandwidth corresponding

to the microwave π/2-pulse to select the excited orientations and their relative weights.

For the excited orientations, defined by the polar angles θ and φ, the EDNMR resonances

are calculated with the horseradish function. Here, full spin system, containing EPR

and EDNMR active nuclei are considered. This is important, since all nuclei influence

the transition probabilities in the diagonalized Hamiltonian. The adapted simulation code

described here was created by L. Fries in the course of her Master thesis, which I supervised.
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Water molecules in E. coli
ribonucleotide reductase 5

Summary The role of water in biological proton-coupled electron transfer is emerging as

a key for understanding mechanistic details at atomic resolution. Here we demonstrate 17O

high-frequency electron-nuclear double resonance in conjunction with H2
17O labelled protein

buffer to establish the presence of ordered water molecules at three radical intermediates

in an "active" enzyme complex, the α2β2 E. coli ribonucleotide reductase. Our data

give unambiguous evidence that all three, individually trapped, intermediates are hyperfine

coupled to one water molecule with Tyr-O···17O distances in the range 2.8− 3.1Å. The

availability of this structural information will allow for quantitative models of PCET in this

prototype enzyme. The results also provide a spectroscopic signature for water H-bonded

to a tyrosyl radical.

The first part of the chapter is an introduction to the studied enzyme and the investigated

radicals (Sec. 5.1-5.3). The second part of the chapter describes our 94 and 263GHz

Mims ENDOR study (Sec. 5.4-5.5). The third part of the chapter contains additional

information on the analysis of 17O Mims ENDOR spectra of the radical intermediates

(Sec. 5.6) and in the final part we will discuss perspectives for the future investigation of

PCET in RNR (Sec. 5.7).
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5 Water molecules in E. coli ribonucleotide reductase

5.1 E. coli ribonucleotide reductase

Ribonucleotide reductases (RNRs) are a family of enzymes that catalyze the reduction of

nucleotides (ND(T)P) to 2’-deoxyribonucleotides (dND(T)P), which are needed for the

production and repair of DNA.[87–91] Nucleotide reduction occurs in the active pocket of the

RNR enzyme, where a cystein radical is formed, which enables the reaction (Fig. 5.1).[92] All

ribonucleotide reductases share a common active site motive, which contains three cystein

residues, one of which is transiently oxidized while the other two provide the necessary

reduction equivalents.[39,93,94] The protein that harbors the active site is referred to as the

α-subunit.

Different classes of RNR enzymes are mainly distinguished by their metallo-cofactors (class

I, II and III), which enable the cystein oxidation. In class I RNRs, a µ-oxo-dimetallo radical

cofactor is located in another protein, the β-subunit, and transferred to the active site

over a long distance. Recently, another type of RNRs without a metal cofactor but rather

a 3,4-dihydroxyphenylalanine (DOPA) radical has been discovered, however due to the

similarity in long range radical transfer it is also counted as a class I.[27,28,95] In class II RNRs,

the radical is generated from an adenosyl cobalamin and in class III RNRs, the cofactor is

an S-adenosyl-L-methionin and an FeS cluster. The subclass Ia, which contains a diferric

tyrosyl cofactor, is found in human, mouse or yeast cells and due to its large similarity, E.

coli class Ia RNR(a) is studied as a model system for these enzymes. The research on RNRs

has been going on for over 70 years and there is no sign of stopping. Several excellent

reviews summarize the state of research[92,96–99] and this chapter will focus on the most

important aspects necessary to understand the research conducted during this thesis.

Figure 5.1:Mechanism of ribonucleotide reduction in all classes of ribonucleotide reductase.
A cystein radical (red, C439 in Escherichia coli) formed in the active site of the enzyme
initiates reduction by abstraction of the ND(T)Ps 3’ proton (blue). The reaction is driven
towards the dND(T)P by the rapid loss of water. In the process, two cystein residues
within the enzyme are oxidized. These are re-reduced by thioredoxin (TR) which in turn
gets reduced by thioredoxin reductase (TRR) with the aid of NADPH. In the final step,
the hydrogen atom is transferred back from the cystein to the deoxynucleotide, recovering
the cystein radical. Figure adapted from Ref. [92].

(a)E. coli contains multiple classes of RNR, but all future mentions of the enzyme refer to class Ia
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5.2 Proton-coupled electron transfer in E. coli RNR

5.2 Proton-coupled electron transfer in E. coli RNR

The E. coli class Ia RNR enzyme is composed of two homodimeric subunits α2 and β2.

The α2-subunit (Fig. 5.2, A) is a 172 kDa protein, which contains the enzyme’s catalytic

site, as well as the activity and specificity binding sites.[39,40] The β2-subunit (Fig. 5.2, B)

is a 87 kDa protein that contains the diferric metal cofactor and the stable tyrosyl radical

at position Y122.[100]. Regulated by the relative concentrations of NDPs and dNDPs in

the cell environment, the enzyme can adopt multiple quartanary structures, including the

dissociated state of the two subunits, an inactive α4β4 structure, generated by dATP

binding to the activity site, as well as the active α2β2, generated upon ATP binding to

the activity site.[101] In the presence of the correct substrate and effector combination,

the enzyme begins its catalytic cycle, in which the tyrosyl radical cofactor Y•122 in β is

reduced and the active site cystein C439 in α is oxidized. After reduction of a nucleotide,

the enzyme returns to its Y•122 resting state. The α2β2 state of the active complex was

hypothesized early on upon discovery of RNR, but it took nearly 30 years until a structure

was proposed. This so called docking model is based on the shape complementarity of the

individual β2 and α2 crystal structures (Figure 5.2, C).[39] To date, no X-ray structure of

α2β2 is available, since crystallization is prevented by the transient nature of the complex,

but the in silico docking model has been well established by a large number of biochemical

and biophysical studies.[99,102–105]

It showed the remarkable distance of ∼ 35Å between the diferric radical cofactor Y•122 in β

and the active cystein residue C439 in α. Based on this distance, a radical transfer (RT)

pathway involving redox-active residues was proposed: Y•122[β]� (W48[β])� Y356[β]�

Y731[α]� Y730[α]� C439[α] (Fig. 5.2, F).[107,108] The participation of the tyrosyl residues

Y356, Y731 and Y730 was initially established by phenylalanine mutations of RNR at the

respective positions, which retained the protein structure but lost enzyme activity.[109–111]

Participation of the tryptophan residue W48 was proposed but no direct experimental

evidence of its RT involvement exists.[112–114] The radical transfer mechanism proceeds as

a series of distinct proton-coupled electron transfer steps (Fig. 5.2, F), which avoids the

occurrence of high energy intermediates.[24–26,115,116] A feature of RNR functionality and

its reaction mechanism is its half-sites reactivity, which means that RT initially occurs only

in one of the two α/β pairs.[117] A conformational or chemical transformation that occurs

during or after product formation then allows the RT in the other α/β pair.

Recently, a cryo-EM structure of a stabilized α2β2 (F3Y•122/E52Q-β2 : α2-wt) (Fig. 5.2, D)

was recorded with a resolution of 3.6 Å and has shed new light into the RNR mechanism.

For the first time, the entire radical transfer pathway (Fig. 5.2, E) was observed and

confirmed the hypothesized position of Y356 (disordered in all β2 crystal structures) at the

subunit interface between β2 and α2.[106] The complex’s asymmetry, in contrast to the
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Figure 5.2: E. coli ribonucleotide reductase. A: α-subunit with marked specificity (purple),
catalytic (orange) and activity (green) site. B: β-subunit with marked diferric tyrosyl
cofactor. C: In silico docking model of the α2β2 complex based on shape complementarity
of the individual subunit crystal structures.[39] D: Cryo-EM structure of the F3Y122/E52Q-
β2 : α2−wt complex.[106] E: Resolved radical transfer pathway in the closely bound αβ
pair of the cryo-EM structure. F: Proposed mechanism of proton-coupled electron transfer.
Proton transfer marked as blue arrows, electron transfer marked as red arrows. Water
molecules detected in this thesis are marked bold.
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symmetric docking model, is consistent with the half-sites reactivity, since one of the two

possible RT transfer pathways (Fig. 5.2, D α′/β′) is interrupted by a large gap between

the subunits.

5.3 Investigation of radical intermediates

The current knowledge of PCET in E. coli RNR is based on the detailed structural

investigation of the individual radical intermediates on the RT pathway. EPR spectroscopy

can directly detect radical intermediates and is therefore the ideal tool for this task. The

stable tyrosyl cofactor Y•122 in E. coli RNR was the first enzyme radical ever detected by

EPR spectroscopy.[118] Its molecular structure and magnetic properties have since been

investigated in great detail[119,120] and new information continues to be revealed with

advances in EPR spectroscopy.[13,121,122] The thermodynamically uphill RT mechanism

(> 200mV)[69] and the conformational gating prevent the direct detection of other pathway

radicals in the wild-type enzyme. This hurdle was overcome by the site-specific incorporation

of unnatural amino acids, which alter the thermodynamic landscape of the radical transfer

pathway.[105,123,124] Two main strategies can be employed: The redox potential of the stable

tyrosyl cofactor can be raised by ∼ 120mV by replacing it with 2,3,5-F3Y (or & 300mV

by using NO2Y), which traps the radical at position Y•356 after initiation of the enzyme

reaction (Figure 5.3, red).[67,125] Alternatively, the residue at the desired radical position

can be replaced with NH2Y, which has a drastically lower redox potential (∼ 590mV) and

Figure 5.3: Radical trapping in E. coli RNR. Y•356 can be trapped by replacing Y122
with 2,3,5-F3Y, which raises the redox potential by ∼ 120mV (red), and prevents the
immediate re-oxidation of Y122 after turnover. NH2Y•731 and NH2Y•730 can be trapped by
replacing the tyrosines at either position with 3-NH2Y, which lowers the redox potential by
∼ 590mW, trapping the radical in the thermodynamic minimum (blue). Figure adapted
from Ref. [68, 69].
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therefore acts as a spin trap producing NH2Y•731 or NH2Y
•
730 after initiation (Figure 5.3,

blue).[68,105] Radicals are trapped with maximum yields of . 50 % due to the half-site

reactivity, leaving at least 50% radical in the Y122 resting position.

EPR was used to identify the trapped radicals, distinguishing them by their altered hyperfine

structure, electrostatic environment or relaxation behaviour.[26,67,105,123,125] The diagonal

distances between the radical in the resting β-subunit and the radicals trapped at different

positions in the RT transfer pathway was measured by pulsed electron double resonance

(PELDOR/DEER) spectroscopy, confirming the pathway intermediates and giving support

for the docking model.[104] High-field ENDOR studies of the the amino-tyrosyl radicals

NH2Y•730
[24] and NH2Y•731

[25] revealed the hydrogen-bonding environment that exists around

and between the two essential pathway residues. The ENDOR spectra gave the basis for

Figure 5.4: Combined EPR and DFT models for the H-bond network around NH2Y•730
(A) and NH2Y•731 (B). A: Model of NH2Y•730 in α as reported in Argirevic et al.[24] The
water and its mechanistic significance was proposed in that study, but direct experimental
evidence was missing. Hf coupling parameters of the water molecule are reported Table 5.1
as DFTlarge. B: Models of NH2Y•731 as reported in Nick et al.[25] Left: Model 1 includes
only the water molecule wat1. Center: Model 2 has no water molecules. Model 3 contains
a second water molecule wat2, which is observed in some X-ray structures. Residues in
interaction distance are bold. All distances are given in Å.
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large scale atomic models of PCET intermediates in RNR (see Fig. 5.4). These models, in

conjunction with independent theoretical models[126,127] led to the conclusion, that co-linear

PCET, i.e. transfer of electron and hydrogen between the same donor and acceptor, is the

mechanism of radical transfer within the α2 subunit. The hydrogen-bonding (H-bonding)

environment of NH2Y•730 included a water molecule at a distance of r(O···H) = 2.2Å

(Fig. 5.4, A) whose mechanistic importance for PCET has been hypothesized.[24]

Recently, the focus of the EPR studies in E. coli RNR has shifted towards the radical

transfer mechanism across the subunit. The PELDOR-derived diagonal distances suggested

a distance of at least ∼ 8Å between the RT intermediates Y•356 and NH2Y•731 and the recent

cryo-EM structure shows a distance of 8.3Å, in line with the PELDOR study.[104,106] The

flexibility of Y731, first observed as flipped conformations in the crystal structure of NH2Y731-

α2
[128], was investigated using PELDOR[129] and later also by HYSCORE spectroscopy and

transient optical spectroscopy with the photo-β2-method.[130] Both experiments revealed a

stable, flipped conformation of the NH2Y•731 radical, if a close arginine residue (R411-α) was

was mutated to an alanine, hinting at a possible mechanism of PCET across the subunit

interface. A recent molecular dynamics (MD) study based on the cryo-EM structure also

concludes flexibility of Y731.[131]

The trapped Y•356 radical allows the investigation of an unperturbed radical intermediate

at the β2 side of the subunit interface. PELDOR spectroscopy of multiple biochemical

constructs has shown consistent diagonal distances of Y•356 to Y•122 and therefore suggest

little flexibility of the residue, despite the flexibility that the β-tail exhibits in isolated

β2-subunits.[26] High-field EPR of the radical showed a remarkably small g1-value (2.0062),

pointing to a strongly polar environment, consistent with the placement of Y•356 at the

subunit interface. Finally, ENDOR experiments of a fully deuterated Y•356 radical gave the

first indication of a hydrogen-bonding network, which was assigned to water molecules at

the subunit interface.[26]

The question of PCET across the subunit interface remains of great interest and our

recent studies are focused on the Y•356 perspective. The
1H and 2H ENDOR studies of Y•356

and NH2Y•730 suggested the presence of water molecules at the radical intermediates, and

recent MD[132] and biochemical[133] studies all hint at the importance of water for PCET in

RNR. Water molecules have only been observed crystallographically in inactive α2’s with

out the presence of β2[39,40,67,125], but the direct experimental proof of water molecules in

the α2β2 complex has thus far been missing. In the following sections, we will show, how

water molecules can be directly detected using 17O ENDOR spectroscopy.
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5.4 Results and discussion

Here, we explored the capability of H17
2O ENDOR spectroscopy by exchanging the RNR

buffer with H2
17O. α2β2-Y•356 was generated by a 2,3,5-F3Y•122 mutation in β2[67] whereas

radicals at Y731 and Y730 were trapped by replacing the respective residue with 3-amino

tyrosine (NH2Y),[68] leading to α2β2-NH2Y•731and α2β2-NH2Y
•
730. The individual variants

were mixed with the complementary α2 or β2 protein, CDP as substrate and ATP as

effector. The reaction was then quenched after a few seconds inside EPR tubes. Details

on sample preparation are given in Sec. 5.5.1 and 5.5.2. Figure 5.5 displays representative

94GHz 17O Mims[4] ENDOR spectra of the radical intermediates.

Each spectrum shows a sharp doublet centred on the 17O Larmor frequency (19.3MHz at

3.4 Tesla), which can be assigned to the central spin transition (mI(17O) = +1/2 → -1/2) of

one coupled 17O nucleus. As 17O is contained only in the water of the protein buffer, these

sharp signals must arise from water molecules coupled to the radicals. Control experiments

with only β2 protein confirmed that the signal is associated to the radicals generated in α2β2
(Sec. 5.5.3). The broad resonances between ±2.5MHz are attributed to other nuclear

transitions of the I = 5/2 spin system, broadened by nuclear quadrupole coupling (Fig. 5.5, A).

Additionally, we note asymmetry of the doublet, which arises from second order effects

of the quadrupole coupling (Section 4.2). A comparison of the ENDOR spectra at the

low (B0‖g1) and high-field (B0‖g3) edges of the EPR line (Sec. 5.5.4) indicates an almost

isotropic hf coupling, with the dipolar contribution dominating the line width of the central

doublet. The 17O ENDOR spectra could be simulated with one 17O nucleus, from which the

asymmetry of the central peaks resulted using full diagonalization of the spin Hamiltonian

(Fig. 5.5). Parameters are in Table 5.1. The spectra of Y•356 and NH2Y•731 additionally

contain signals close to the Larmor frequency not reproduced in the simulations, which

likely originate from second sphere water molecules at the subunit interface. Additional

broadening is also observed, particularly at NH2Y•731. It might be caused by conformational

distribution of this residue, which was found to have flexibility.[129–131]

To rationalize the coupling, we began with a DFT optimized small model (25 atoms,

details in Sec. 5.5.1) of Y•356, as previous ENDOR revealed 1H couplings consistent with

one water at a H-bond distance rO-H ∼ 1.8Å.[26] The 17O coupling from this model was

Amax(17O)∼ 1MHz, slightly exceeding the present experimental value of 0.6± 0.05MHz.

To optimize the model, we computed dihedral θ(C3-C4-O···H) and distance scans for 17O

couplings, including the quadrupole tensor and the relative energies (Sec. 5.5.5). The DFT

equilibrium distance always resulted in rO-H ∼ 1.8Å. We found that hf coupling and energies

vary significantly with θ, while the quadrupole coupling is less affected (Fig. 5.14, A, B

and C). Values of A1,2,3 of . 1MHz are found for θ in the range . ±30◦ (or equivalently

150◦ . θ . 240◦), i.e. close to the ring plane. Water coordination in the ring plane also
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Figure 5.5: 94GHz 17O Mims[4] ENDOR spectra of the intermediate Y•356 (A) and
NH2Y•731 and NH2Y•730 (B) at B0 ‖ g2 in the EPR line; T = 50K, τMims = 390 ns.
Acquisition time: 46 h (Y•356), 40 h (NH2Y•731) and 18 h (NH2Y•730). Y•356 is from β2-
F3Y•122/α2−Y730F, which gives highest radical yield (Section 5.5.2). Experimental spectra
are in gray, with Savitzky-Golay (SG) filter (4th order polynomial, 20 point-window) in color.
Simulations used EasySpin[70] (Sec. 5.5.1.6) with parameters in Table 5.1 transitions
among mI > 0 manifolds, dashed lines (orange) among mI < 0 manifolds. Simulation
does not distinguish between dihedral θ = 0 or 180◦.
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Table 5.1: Simulation and DFT parameters for 17O-H2O and 1H hf couplings of water in
RNR intermediates.

Y•356 Sim./ DFTsmall NH2Y•731 Sim. NH2Y•730 Sim./DFTlarge
(a)

A1 (17O) 0.43/0.19 0.70 0.65/0.24
A2 (17O) 0.66/0.59 0.84 0.80/0.6
A3 (17O) 0.70/0.65 0.89 0.89/0.6
A (1H) 6.2[26]/7.4 . 2.5(a) 2.7(a)/4.2
ρ(17O)(b) 0.05% - 0.03%
r(O···17O) 2.9± 0.1Å ∼ 3.0Å ∼ 3.0Å
* Coupling values are in MHz. Simulated quadrupole coupling values for 17O were [P1;P2;P3] =

[−0.02;−0.32; 0.34]MHz with e2qQ/h = 6.8MHz and η = 0.93.[134]
(a) Values from 2H couplings in Ref.[25] and Ref.[24] using γ1H/γ2H ∼ 6.526.
(b) Loewdin spin density[135] from DFT. Uncertainties in coupling constants are less than 10%
for simulations and up to 20% for DFT.

results in minimal relative energies (Fig. 5.14, B). Importantly, predicted spin densities on
17O are < 0.1%, but sufficient for producing a marked 17O isotropic splitting. The spin

density transfer or spin polarization is likely related to the H-bond nature.

A distance scan for the optimized dihedral of +20◦ predicts Amax(17O) in the range

0.75− 0.56MHz (Fig. 5.15, A) for rO-H = 1.8− 2.0Å. Consideration of the DFT predicted
1H couplings (Fig. 5.15, B) and comparison with the experimental values[25] of ∼ 6.2 (H1)

and ∼ 1.6MHz (H2) indicates that the water is located at r(Tyr-O···17O) = 2.9± 0.1Å,

corresponding to rO-H of 1.9± 0.1Å. Notably, the DFT predicted dipolar coupling (T‖ ∼
0.3MHz, Sec. 5.5.5) is consistent with the point-dipole model and the above-mentioned

broadening of the sharp peaks.

Analogous DFT calculations were performed on an isolated amino-tyrosyl NH2Y•.[24,25,68]

We observed a trend for the 17O hf coupling in the dihedral and distance scans (Sec. 5.5.6)

very similar to the Y• model. The calculation predicts that aiso(17O) of NH2Y• is slightly

larger (10-15%) than in Y• at similar Tyr-O···17O distance and orientation, which could

explain the experimental observation. The amino group introduces an asymmetry in the

radical and the energetically most favoured water orientation is found at the opposite

side of the amino group (Fig. 5.16, B). Nevertheless, this small model could not account

simultaneously for the 17O and 1H couplings observed for these two intermediates (Fig. 5.17).

As noted in a previous g1 calculation,[24] the coordination of the water molecule to NH2Y•s

is influenced by the surrounding second sphere residues, as these two intermediates are

buried in α2β2 (Figure 5.2).

Having established that at least one water molecule is hf coupled to each of the three

intermediates, we examine their current molecular models in light of this finding. First,

we consider the radical site Y•356 (Figure 5.2). To explain the unprecedented g1 value

of Y•356 (g1 = 2.0062), we previously proposed that two almost equivalent waters might
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be simultaneously bonded to Y•356.
[25] While the present results are most consistent with

the distance and orientation proposed for one water, the 94GHz 17O ENDOR spectra

(Fig. 5.5, A) cannot resolve a second water. We note that the spectral line shape and
17O hf coupling in Fig. 5.5, A are conserved in other RNR constructs that generate Y•356
(Section 5.5.7), including the F3Y•122/E52Q-β2 double mutant used to solve a recent cryo-

EM structure.[136] To gain spectral resolution, we recorded 17O ENDOR spectra of Y•356 at

263GHz/9.4 T, Figure 5.6.[13,137,138]

Figure 5.6: Comparison of 94 and 263GHz Mims ENDOR of Y•356 at the three canonical
positions in the EPR line. For 263GHz (T = 20 K): Total acquisition time: 18 h (B0‖g1),
10 h (B0‖g2) and 11 h (B0‖g3). Experimental spectra are in gray, with SG filter (4th order
polynomial, 10 point window) in color. Simulations of 263GHz spectra are in black with
parameters as for 94GHz (see Table 5.1 and Section 5.5.4).

The results illustrate that the line width of the central doublet substantially narrows,

particularly at B0‖g3 (Fig. 5.6). Despite the narrowing, a factor of approximately two

from 94 to 263GHz, we cannot discern two distinct 17O contributions. Simulations of the

263GHz spectra with the same parameters used at 94GHz reproduce the line narrowing and
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support the analysis at 94GHz. The lack of evidence for a second, almost equivalent water

H-bonded to Y•356 strongly suggests that the two-water model has become very unlikely

and alternative explanations for the shifted g1 value of Y•356 will have to be examined. The

precise location of second sphere residues might play a role,[38] which will require further

experimental and computational investigation.

For the radical intermediates in the subunit α2 a previous combined ENDOR/DFT model

of NH2Y•730 proposed a water molecule coordinated in plane at a distance r(NH2Y730-O

···17O)∼ 3.0Å.[24] The present results are consistent with this model and provide direct

evidence for this postulated water in the enzyme complex α2β2-NH2Y•730. The DFT

predicted hf parameters (DFTlarge) for this large model (140 atoms) are reported in

Table 5.1 and the model is displayed in Fig. 5.4, A. Finally, for α2β2-NH2Y•731, large-scale

(215 atoms) DFT calculations previously proposed three models of the trapped intermediate.

Among these models, only one (model 3, Fig. 5.4, B) contained a water molecule in H-bond

distance. The DFT predicted 17O hf couplings of model 3 (∼ 2.5MHz), however, largely

exceed the present experimental values (Table 5.6). Albeit, this DFT model did not include

residues from the β2 subunit, which we now know are close to this residue in the active

complex.[136] Therefore, the model will require further refinement. Nevertheless, the present

results give evidence for a water molecule coordinated almost in plane of NH2Y•731.

In conclusion, we have reported the capability of 17O high-frequency ENDOR to detect

H-bonded water to tyrosyl radicals. The spectroscopic approach led to the first detection

of ordered water molecules at three trapped radicals proposed to be representative of Y•

intermediates in the PCET of E. coli RNR. These results verify previous hypothesis on the

presence and role of water in the RNR mechanism and provide a new starting point for

computational studies. Knowledge of this 17O signature will be generally useful also for

many other biological systems, in which tyrosyl radicals are involved.
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5.5 Supporting information

5.5.1 Experimental procedure

5.5.1.1 Sample preparation

90% 17O labelled water was purchased from Sigma Aldrich. The incorporation of unnat-

ural amino acids into E. coli ribonucleotide reductase followed the previously reported

protocols.[67,68] Purified α2 (wild-type, Y730F, NH2Y731 and NH2Y730) was exchanged into

5mM HEPES buffer (pH 7.6) containing 1.5mM MgSO4, 0.1mM EDTA and 1mM β-

mercaptoethanol with Amicon spin filters (30 000 NMWL). 100 µL protein solution was

supplemented with 300 µL buffer and spun at 12 000 g for 5min. This process was repeated

6 times. ATP and CDP were added and the protein concentration was adjusted with assay

buffer (50mM HEPES pH 7.6, 15mM MgSO4, 1mM EDTA) to yield a final concentration

of 30 µM α2, 500 µM ATP and 167 µM CDP. 100 µL quantities of this solution were frozen

in liquid nitrogen and lyophilized overnight. The samples were rehydrated in 10 µL H2
17O

to yield solutions of 300 µM α2, 5mM ATP and 1.67mM CDP in assay buffer. Recovery of

wild-type (wt) α2 activity after the lyophilization procedure was checked by spectrophoto-

metric activity assay and found to be 90 - 100% (data not shown). Purified β2 (wt, F3Y122,

F3Y122/E52Q) was exchanged into assay buffer with the abovementioned protocol and had

the following concentrations: 890 µM wt-β2, 980 µM F2Y122-β2, 1600 µM F3Y122/E52Q.

EPR samples were prepared by mixing the previously described α2 solutions containing

substrate and effector with the corresponding β2 solution (Table 5.2) and addition of H2
17O

to a final concentration of 180 µM α2β2, 3mM ATP and 1mM CDP. The final amount of

H2
17O was approx. 80%. The reaction mixtures were hand quenched in liq. N2 inside EPR

tubes. The quench times followed the previously established protocols for maximum radical

Table 5.2: Subunit combinations, quench times and radical yields.

α2-subunit β2-subunit Radical Quench Time Radical Yield(a)

Y730F 2,3,5-F3Y122 Y•356 10− 20 s 40%
wt 2,3,5-F3Y122 Y•356 10− 20 s 25%

Y730F 2,3,5-F3Y122/E52Q Y•356 120 s 40%
wt 2,3,5-F3Y122/E52Q Y•356 120 s 35%

F2Y731 2,3,5-F3Y122/E52Q Y•356 20 s 5%
NH2Y731 wt NH2Y•731 10− 20 s 10%
NH2Y730 wt NH2Y•730 10− 20 s 30%

- wt Y•122 10min 100%
- 2,3,5-F3Y122 2,3,5-F3Y•122 10min 100%

(a) Method for radical determination is explained under Section 5.5.2.
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yield.[25,26,69] EPR samples containing only β2 with H2
17O were prepared by diluting the

abovementioned solutions of β2 (wt and F3Y122) with H2
17O to a final protein concentration

of 180 µM and approx. 90% H2
17O. The β2 solution was left to incubate for 10min at

4◦C to allow for sufficient exchange of water molecules within the protein, i.e. close to

Y122, and subsequently frozen in liq. N2 inside the EPR tubes. W-band samples contained

2 µL protein mixture in 0.9mm OD/0.5mm ID suprasil tubes. 263GHz samples contained

30− 50 nL protein mixture in 0.33mm OD/0.2mm ID suprasil capillaries.

5.5.1.2 EPR spectroscopy

3.4T EPR experiments were performed on a Bruker E680 pulsed W-band spectrometer

with 2W microwave power output. The optimal pulse length was determined by a Rabi

nutation to 8 − 10 ns for a π/2 pulse at maximum output power. Echo detected EPR

spectra for radical yield determination were recorded with a Hahn echo pulse sequence

(π/2− τ − π − τ − echo) with τ = 290 ns. Shot repetition time (SRT) and shots/point

varied for different temperatures and radicals and are given in the figure captions. 9.4T

experiments were performed on a Bruker E780 pulsed 263GHz quasi-optical spectrometer

with 100mW microwave power output. The optimal pulse length was determined by a

Rabi nutation to 30− 32 ns for a π/2 pulse at maximum output power.

5.5.1.3 Relaxation measurements

To optimize ENDOR experiments at 50K, we measured the relaxation properties of each

radical. All relaxation experiments were recorded at the maximum of the EPR line, i.e.

B0‖g2. The electron spin-lattice relaxation time (T1e) was determined via an inversion

recovery experiment (π − t − π/2 − τ − π − τ − echo, inset Fig 5.7). A bi-exponential

fit (Eq. (5.1)) to the echo intensity as a function of the time-interval t yielded T1e as the

largest time constant, while the smaller time constant was assigned to spectral diffusion

TSD.

I = I0,1 exp

(
−
t

T1e

)
+ I0,2 exp

(
−

t

TSD

)
+ C withT1e > TSD (5.1)

At 50K, T 1e is 1.6ms for the tyrosyl radical Y•356/Y730F-α2 and 2.9ms and 4.6ms for the

two amino-tyrosyl radicals NH2Y•731and NH2Y•730, respectively. Therefore all 50 K ENDOR

experiments of Y•356 were performed with 5ms SRT, while 10ms SRT was used for the two

amino-tyrosyl radicals. The phase memory time Tm strongly influences the Mims ENDOR

sensitivity (see Section 5.5.1.5). It was measured by recording the stimulated echo intensity

as a function of the time delay τ (π/2− τ − π/2− T − π/2− τ − echo, inset Fig. 5.8).
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Figure 5.7: 50K inversion recovery experiments of the three radical intermediates
Y•356/Y730F-α2 (top, blue), NH2Y•731 (middle, red) and NH2Y•730 (bottom, cyan) in
gray and bi-exponential fits (Eq. (5.1)) in color. Largest time constant are given in the
figure. Inset: microwave pulse sequence.

Tm is the time constant of a mono-exponential decay fit to the experimental data (data

not shown):

I = I0 exp

(
−
t

Tm

)
+ C (5.2)

This experiment was repeated for increasing times T, i.e. the separation of the second and

third π/2 pulse. The experiments show that initially, Tm decreases almost exponentially

Figure 5.8: Phase memory times Tm as a function of the time T. Experimental values at
50K for the three radicals Y•356/Y730F-α2 (blue), NH2Y

•
731 (red) and NH2Y•730 (cyan).

The time T = 40 µs, used in ENDOR experiments, is marked by a dotted line. Inset:
microwave pulse sequence.
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with increasing pulse separation time T for all investigated radicals. At T = 40 µs, which

was used for all ENDOR experiments, the phase memory time is approximately 700 - 800 ns

for the three trapped radical intermediates.

5.5.1.4 ENDOR spectroscopy

ENDOR experiments at 94 and 263GHz were recorded with the Mims[4] pulse sequence

(π/2− τ − π/2− rf− π/2− τ − echo) most sensitive to small hyperfine couplings. The

microwave power at both instruments was reduced to produce π/2-pulses of 40 ns with an

excitation bandwidth of 25MHz/ 0.7mT for increased orientation-selectivity. The τ-value

was set as explained in the following Section (5.5.1.5). A 250W rf-amplifier (250A250A,

Amplifier research) was used to increase the rf pulse power. Rf pulse length was optimized

with a rf Rabi nutation experiment (see Fig. 5.9). At W-band frequency, 40 µs rf pulses

with an excitation bandwidth of 25 kHz were used, while 75 µs pulses with an excitation

bandwidth of 13 kHz were used at 263GHz. The difference in experimental setup at 3.4 T

vs 9.4 T is caused by the different ENDOR resonator design and efficiency as well as varying

output powers of the amplifier at the different frequencies.

All ENDOR experiments were recorded using stochastic rf acquisition with 30 shots-per-

point .[139–141] Comparison of experiments with 1 shots/point vs 30 shots/point showed

negligible saturation effects (data not shown), while a significant shortening of measurement

time was observed for the latter method. This is caused by the reprogramming time of

the spectrometer upon change of the rf frequency (i.e. between each x-axis data point),

Figure 5.9: Rf Rabi nutation experiments of 17O nuclei at 6, 9 and 12 dB radio frequency
attenuation at 3.4T (W-band). The nutation with the experimentally used attenuation
is colored in cyan and the used radio frequency pulse length is marked by a dotted line.
Experimental parameters: 50K, pulse sequence: π/2− τ − π/2− rf− π/2− τ − echo,
π/2 = 10 ns, τ = 390 ns, rf = 1 −→ 180 µs, 30 shot/point, 5ms SRT.
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which is around 30ms and does not occur between shots at the same frequency. ENDOR

experiments were recorded at 50K at W-band and 20K at 263GHz. The temperature was

chosen to achieve the best compromise between high signal intensity and short relaxation

time for quick experimental shot repetition.

5.5.1.5 Choice of τ - value for Mims ENDOR

The sensitivity S of the Mims ENDOR experiment is described by the product of the

ENDOR efficiency (FENDOR) and the echo intensity Iecho:

S = FENDOR · Iecho (5.3)

The Mims ENDOR efficiency for a nuclear spin I = 1/2 system can be described by a

periodic function, depending on the effective hyperfine coupling Aeff:

FENDOR =
1

2
sin2

(
Aeff

2
τ

)
(5.4)

This formula breaks down for nuclear spins I > 1/2, if the quadrupole coupling is on

the order of the hyperfine coupling.[62] The approach was adapted for I = 1 nuclei by

calculating Aeff from a combination of hyperfine and quadrupole coupling by Hoffman

and coworkers. A similar treatment to I = 5/2 nuclei was however deemed unfeasible.[62]

Therefore, the blind spots in a 17O Mims ENDOR spectrum have to be treated within the

Figure 5.10: Comparison of ENDOR spectra of Y•356 simulated with different τ-values
(color) and with pure tensor simulation (black). Simulations are scaled by the experimen-
tally determined phase memory time Tm = 0.7 µs.
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density matrix formalism and an explicit calculation of the coherence transfer pathway of

the Mims sequence for each individual spin system of interest. This can be achieved with

the EasySpin routine saffron[142] (vide infra).

The second term on the right side of equation (5.3) nevertheless is true and has to be

considered, since Iecho decays exponentially as a function of the phase memory time Tm (see

Eq. (5.2)). The choice of the optimal τ–value therefore depends on Tm (here ∼ 0.7 µs, see

Fig. 5.8) and the expected coupling parameters (A and P ). Fig. 5.10 shows the simulated

ENDOR spectrum of Y•356with blind spots (color, Mims ENDOR simulation) and with pure

tensor simulation (black). The ENDOR spectra are scaled by the phase memory time. The

simulations show that no periodic blind spots are clearly visible in the simulated spectra.

The shape of the central nuclear transitions depends slightly on τ but the main difference is

the change in overall signal intensity. The overall maximum ENDOR signal can be achieved

with values between 400 and 600 ns. In this study, we chose a τ-value of 390 ns to give

the best compromise between ENDOR sensitivity and echo intensity, since the latter also

influences the overall signal-to-noise of the spectra.

5.5.1.6 Simulation of ENDOR spectra

All ENDOR spectra were simulated using the EasySpin software package.[70] The simulated

spin system was based on the literature g-values of the radicals Y•356,
[26] NH2Y•731 and

NH2Y•730
[25] as well as the nuclei with the largest hyperfine coupling constants (Table 5.3).

In case of Y•356, this was only the β-methylene proton, while the amino nitrogen was

included for NH2Y•731 and NH2Y•730. Additional couplings were neglected, since they sig-

nificantly prolong calculation times while their contribution to the orientation-selection

and therefore the simulated 17O ENDOR spectra was found to be negligible. 17O ENDOR

spectra were calculated with the saffron routine employing full tensor diagonalization

(See 4.2). An excitation bandwidth of 25MHz was used to select the orientations. A

uniform ENDOR linewidth of 60 kHz was used for all simulations. All simulated ENDOR

spectra were normalized to unity for comparison with equally treated experimental spectra.

Table 5.3: Spin system parameters for EPR simulations.[25,26]

Radical g1 g2 g3 Nuclei A1 A2 A3

Y•356 2.0062 2.0045 2.0022 Hβ 61 52 57

NH2Y•731 2.0051 2.0040 2.0022
Hβ

Namino

23
2

22
3

22
31

NH2Y•731 2.0054 2.0042 2.0022
Hβ

Namino

31
2

29
3

28
31

* Hyperfine coupling values in MHz.
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The quadrupole coupling size calculated by DFT was generally too large. The devia-

tion can in part be explained by the absence of other H-bonding partners to the water

molecule in the small DFT models, which are known to reduce the quadrupole coupling

constant.[134] Therefore, the literature known coupling constants for pure water in ice:

P = [−0.02;−0.32; 0.34]MHz[134] was chosen and found to be in good agreement with

the data of this work.

5.5.1.7 DFT calculations

DFT models were calculated using the Orca 4.0.1.2 software package.[73] Geometry opti-

mization was performed using the BP86 functional[74,75] in combination with the Ahlrichs’

def2-TZVP basis set of triple-ζ quality[76,77] for all atoms and the RIJCOSX approximation[78]

(def 2/J auxiliary basis set). Grimmes dispersion correction (d3bj)[79,80] was applied on top

of the SCF calculations. Single point energies and EPR parameters were calculated from

the geometry optimized structures employing the B3LYP[75,81,82] functional in conjunction

with the EPR-II basis set[83] for all nuclei. The abovementioned RIJCOSX approximation

and dispersion correction were also used. The protein environment was approximated by a

conductor–like polarization model (CPCM) with polarity ε = 24.

The geometry of the small models of a tyrosyl and amino-tyrosyl radical model was initially

optimized without a water molecule and only restricted to the experimentally known β-H

dihedral angles (C2–C1–Cβ-Hβ1) of 70◦ and -120◦ for Y•356 and NH2Y•731, respectively.
[25,26]

A water molecule was added and its geometry was optimized while the C3-C4-OTyr···HH2O

dihedral angle θ and the coordinates of all the radical atoms were fixed. In case of the

amino-tyrosyl radical, the amino protons were not fixed, since they are potential hydrogen-

bond partners for the water molecule. 36 individual models were calculated with θ values in

increments of 10◦ from 0◦ to 350◦. The OTyr···HH2O distance r was not fixed in the models.

5.5.2 Radical yield determination

Due to the half-site reactivity of E. coli RNR,[104,143] the EPR spectra of hand quenched

samples contain the contribution of two radicals. One signal is the trapped radical in the

RT pathway of one α/β pair of the "active" α2β2 complex: Y•356/Y730F-α2 (Fig. 5.11, A),

NH2Y•731 (Fig. 5.11, B) or NH2Y
•
730 (Fig. 5.11, C). The second signal is Y•122 or F3Y

•
122

in the unreacted α/β pair. The two radical species have very different relaxation times

due to their different environments. The signal associated with the radical at residue 122

relaxes very fast due their proximity to the di-iron center, making it fully visible only at very

low temperatures.[144]
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Therefore, echo-detected EPR spectra of the samples were recorded at 10K (Fig. 5.11,

red lines) and the EPR spectrum of the respective tyrosyl radical at residue 122 (Fig. 5.11,

blue lines) was subtracted.[145] The relative amount of radical trapped was then determined

from the integral of the full EPR signal versus the integral of the subtracted spectrum

(Fig. 5.11, cyan lines). The resulting radical yields are displayed in Fig. 5.11 and Table 5.2.

Figure 5.11: Echo-detected EPR spectra of reaction mixtures (red) with the radicals
Y•356/Y730F-α2 (A), NH2Y•731 (B) and NH2Y•730 (C). Reference spectra of the respective
resting β2 (blue) and subtraction of the two spectra (cyan). Relative amounts of
radical determined by integration and given in the figure. Canonical g-tensor orientations
(B0‖g1, B0‖g2 and B0‖g3), at which the orientation-selective ENDOR spectra were
recorded, are marked by gray areas. Experimental parameters: 10K, pulse sequence:
π/2− τ − π − τ − echo, π/2 = 10 ns, τ = 290 ns, 5 shot/point, 100ms SRT.
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5.5.3 Mims ENDOR spectra of Y•111222222 and F333Y•111222222

The 17O ENDOR experiments in this study were performed on radical mixtures that contain

more than 50% unreacted tyrosyl radical Y•122 or F3Y
•
122 at the diiron cofactor. (See

Figure 5.11 and Table 5.2). To exclude 17O hf contributions of this radical, Mims ENDOR

experiments of Y•122 and F3Y•122 in the spectral region investigated in all other ENDOR

experiments (19.3± 3MHz) were recorded. These ENDOR experiments were performed at

10K due to the fast relaxation properties of the two radicals caused by the adjacent di-iron

cluster (see 5.5.2). Experiments were performed at the maximum of the EPR signal, i.e.

B0‖g2 and with full microwave power to increase the ENDOR signal.

The ENDOR spectra show a small amount of a mostly featureless signal in a range of

±0.2MHz around the 17O Larmor frequency. This contribution is smaller at temperatures

higher than 10K due to the fast relaxation properties which cause signal loss. The results

confirm that the distinct coupling features detected in the 17O ENDOR experiments of

the pathway radical intermediates originate from water molecules at the intermediates

themselves and not from the tyrosyl radicals associated with the di-iron cofactor.

Figure 5.12: Mims ENDOR spectra of Y•122 (cyan) and F3Y•122 (blue) in a region of
±3MHz around the 17O Larmor frequency recorded at the maximum EPR intensity, i.e.
B0‖g2. Experimental parameters: 10 K, pulse sequence: π/2−τ−π/2−rf−π/2−τ−echo,
π/2 = 8 ns, τ = 390 ns, rf = 40 µs, 5 shot/point, random rf acq., 30ms SRT, 6 kHz rf
sweep interval. Acquisition time of the spectra is written in the figure.
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5.5.4 Orientation-selective Mims 111777O ENDOR spectra of the radical
intermediates

Mims ENDOR spectra of the three radical intermediates Y•356/Y730F-α2 (A), NH2Y
•
731 (B)

and NH2Y•730 (C) were recorded at the field positions corresponding to the three canonical

g-tensor orientations marked in Fig. 5.11: B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan).
Baseline corrected (1st order polynomial) spectra are shown in light gray and 4th order

SG filtered spectra (20 pt window) are shown in color. The difference in signal-to-noise

in the spectra is a consequence of several factors: a) radical yield of the sample with the

lowest overall S/N for NH2Y•731, b) different EPR signal intensity at the field positions with

B0‖g2 giving the best S/N since it is the maximum of the EPR spectrum, c) different

ENDOR sensitivity at the specific g-tensor orientations with B0‖g3 having more ENDOR

sensitivity than B0‖g1 for the Y•356 radical, whiles this is reversed for the amino-tyrosyl

radicals. This is caused by the smaller difference of g1 and g2 in the amino-tyrosyl radicals,

resulting in the excitation of more orientations and the larger similarity of the spectra.

Orientation-selective ENDOR simulations with the spin system parameters specified under

Section 5.5.1.6 and the 17O coupling parameters from Table 5.4 are shown in black.

Table 5.4: Simulated and DFT calculated 17O hyperfine and quadrupole parameters.

Radical A1 A2 A3 α β γ P1 P2 P3 α β γ

Y•356
0.43
0.19

0.66
0.59

0.70
0.65

49 168 -67 -0.02 -0.32 0.34 -39 87 -22

NH2Y•731 0.70 0.84 0.89 84 109 -68 -0.02 -0.32 0.34 50 82 -27

NH2Y•730
0.65
0.24

0.80
0.6

0.89
0.6

84 109 -68 -0.02 -0.32 0.34 50 82 -27

* DFT values are shown in blue. All coupling constants given in MHz. Euler angles given in degrees
and defined from the A and P to the g-tensor based on the y -convention. A and P tensors are
chosen so that |A1/P1| < |A2/P2| < |A3/P3|.
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Figure 5.13: Orientation-selective Mims ENDOR spectra of Y•356/Y730F-α2 (A), NH2Y•731
(B) and NH2Y•730 (C) recorded at field positions corresponding to the three canonical
g-tensor orientations B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan). Simulations given in
black. Experimental parameters: 50 K, pulse sequence: π/2−τ−π/2−rf−π/2−τ−echo,
π/2 = 40 ns, τ = 390 ns, rf = 40 µs, 30 shot/point, random rf acquisition, 5ms (Y•356);
10ms (NH2Y•731/730) SRT, 6 kHz rf sweep interval. Acquisition time of the spectra is
written in the figure. Simulation parameters given in Section 5.5.1.6 and Table 5.4.

5.5.5 DFT models of an isolated tyrosyl radical with one coordinated
water molecule

Small scale models of an isolated tyrosyl radical with a single water molecule were geometry

optimized for restricted dihedral angles θ. From these, the single point energies and

hyperfine as well as quadrupole coupling parameters were calculated. The results are shown

in the following figure.
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Figure 5.14: Angle scan for a tyrosyl radical with one water molecule. Top: Small (26
atoms) DFT models with one water molecule fixed at τ = 120◦ and dihedral angles θ(C3-
C4-OTyr···HH2O) at DFT optimized distances of r(OTyr···HH2O) = 1.8Å. 0◦ structure
is marked by black dashed line. Calculation method described under Section 5.5.1.7.
A: Calculated 17O hf coupling tensor components A1,2,3 as well as isotropic coupling
constant aiso. Almost isotopic coupling in the experimental range . 1MHz is found
for θ in the range . ±30◦ and 150◦ . θ . 240◦. B: Relative energy of the calculated
structures. θ = 0◦ structure set as the zero-point. Orange area represents an interval of
thermal energy (kBT ) at 298K. Coordination with θ = 0◦ and 180◦ results in equivalent
energetic minima. C: Calculated 17O quadrupole coupling tensor components P1,2,3. The
values change only slightly as a function of θ. D: Calculated 1H hf coupling tensors
components A1,2,3 for H1 (open triangles) and H2 (full squares). Experimental values A
from previous study[26] marked by dashed lines with 5% confidence interval marked by
grey areas. Couplings close to the experimental values are observed for θ = 0◦ and 180◦.
20% confidence interval of DFT calculated coupling constants are marked by colored
areas.
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Figure 5.15: Distance scan for a tyrosyl radical with one water coordinated at θ = 20◦.
A: DFT calculated 17O hyperfine coupling tensor components and point-dipole (P.D.)
approximated T‖ components using a spin density ρ = 0.3 on the oxygen atom of Y•. B:
DFT calculated 1H hf coupling tensor components and point-dipole (P.D.) approximated
T‖ components with spin density ρ = 0.3. Experimental values are shown as gray dashed
lines with a 5% confidence interval marked as grey area. 20% confidence interval of DFT
calculated coupling constants are marked by colored areas. Orientation-selective 17O
Mims ENDOR simulations at C: B0‖g1, D: B0‖g2, E: B0‖g3 for the calculated coupling
tensors as a function of the r(OTyr···HH2O) distance.

Figure 5.15 displays the distance dependence of the 17O (A) and 1H hf (B) couplings

calculated by the DFT distance scan as well as by a simple point-dipole model. The dipolar

coupling contribution from the point-dipole (P.D.) model was estimated as:

T‖(P.D.) = 2 · T = 2 ·
µ0

4πh
geµBgnµN

1

r 3
· ρ (5.5)

where r is the inter spin distance and ρ the spin density. Since the water molecule is

coordinated almost in plane, we assumed an interaction only with the spin density ρ on the

oxygen atom, which was estimated from the DFT Loewdin spin population[135] analysis
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calculation to be 0.3 for the tyrosyl radical. Nuclear gn-values used were: gn(17O)= −0.7575

and gn(1H)= 5.5857.[43]

T‖(
17O) = −2 · 10.722

Å
r 3O···O

· 0.3 and T‖(
1H) = 2 · 79.064

Å
r 3O···H

· 0.3 (5.6)

We note that the point-dipole model agrees well with the dipolar contribution of 17O

computed by DFT (Figure 5.15, A). For the 1H coupling, the experimental values A

correspond to T‖, as the tensors are almost purely dipolar. For the two 1H tensors, the

DFT computed values slightly exceed the point-dipolar approximation. The experimental

values are found right between these two (Figure 5.15, B).

Overall, the distance analysis shows that a H-bond distance of 1.85±0.05Å leads to the best

agreement of the 17O couplings detected in this work, while a distance of ∼ 1.95± 0.05Å

leads to the best agreement with the 1H couplings detected in Nick et al.[25] Taken this

information together, we conclude that the H-bond distance is 1.9± 0.05Å.

Figure 5.15, C/D/E illustrates that simulation of the 17O ENDOR spectra with hf couplings

predicted for a distance of 1.9 Å shows peaks and line shapes well compatible with the data.

5.5.6 DFT models of an isolated amino-tyrosyl radical with one co-
ordinated water molecule

Small scale models of an isolated amino-tyrosyl radical with a single water molecule were

geometry optimized for restricted dihedral angles θ. From these, the single point energies

and hyperfine as well as quadrupole coupling parameters were calculated. The results are

shown in the following figure.

Overall, the angle sweep for the amino-tyrosyl radical shows that coordination with θ = 180◦,

i.e. in ring plane opposite to the NH2-group results in the energetic minimum and 17O

hyperfine couplings compatible with the experimental data. A distance sweep for this

coordination angle shows that the experimental 17O couplings of NH2Y•730 and NH2Y•731
would be most compatible with r(OTyr···HH2O) = 2.8Å. (Fig. 5.17, A) This distance is

however not compatible with the experimentally observed 1H hf couplings for NH2Y•730
(Fig. 5.17, B) (and also not with those of NH2Y•731 since they are even smaller. See

Table 5.1). We conclude that the small model cannot describe the amino-tyrosyl radicals

sufficiently due to the absence of surrounding second sphere residues.
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Figure 5.16: Angle scan for an amino-tyrosyl radical with one water molecule. Top: Small
(28 atoms) DFT models with one water molecule fixed at τ = 120◦ and dihedral angles
θ(C3-C4-OTyr···HH2O) at DFT optimized distances of r(OTyr···HH2O) = 1.8Å. 0◦ structure
is marked by black dashed line. Calculation method described under Section 5.5.1.7. A:
Calculated 17O hf coupling tensor components A1,2,3 as well as isotropic coupling constant
aiso. Almost isotopic coupling in the experimental range . 1MHz is found for θ in the range
. ±10◦ and 150◦ . θ . 240◦. B: Relative energy of the calculated structures, θ = 0◦

structure set as the zero-point. Orange area represents an interval of thermal energy
(kBT ) at 298K. Coordination with θ = 180◦, i.e. opposite to the NH2-group, results
in the energetic minimum. C: Calculated 17O quadrupole coupling tensor components
P1,2,3. The values change only slightly as a function of θ. 20% confidence interval of
DFT calculated coupling constants are marked by colored areas.
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Figure 5.17: Distance scan for an amino-tyrosyl radical with one water coordinated at
θ = 180◦. A: Calculated 17O hyperfine coupling tensor components and P.D. approximated
T‖ components (Eq. (5.5)) with a calculated spin density ρ = 0.25 on the oxygen atom
of NH2Y•. B: DFT calculated 1H hf coupling tensor components and P.D. approximated
T‖ components with a calculated spin density ρ = 0.25. Experimental values are shown
as gray dashed lines with a 5% confidence interval marked as grey area. 20% confidence
interval of DFT calculated coupling constants are marked by colored areas.

5.5.7 111777O ENDOR on different mutants to generate Y•111222222

The intermediate Y•356 is accessible from different biochemical constructs which share the

mutation, β2-F3Y122. An additional mutation of Y730F in the pathway results in the highest

radical yield. The F3Y122-β2/Y730F-α2 construct was thus investigated both at 94 and

263GHz. The F3Y122/E52Q-β2 was also studied as this double mutation leads to a tight

α2β2 complex that is active[136] which gave rise to the first high-resolution structure of the

holocomplex by cryo-EM.[106] Additionally, the F3Y122-β2/F2Y731-α2 construct is planned

for measurement of the distances between Y356 and the fluorines in F2Y731.[16] Figure 5.18

shows 94GHz Mims ENDOR experiments for four possible combinations of subunit pairs

prepared under similar conditions. The 17O ENDOR line shape and position of the peaks do

not vary significantly. Minor differences in asymmetry can be explained by slight variations

in field positions. The spectra generally show that a specific coordination of one water

molecule exists and is conserved across the biochemical constructs.
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Figure 5.18: Orientation-selective Mims ENDOR spectra of Y•356 produced by different
biochemical constructs. A: B0 ‖ g1, B: B0 ‖ g2, C: B0 ‖ g3. Black: F3Y122-β2 with
wt-α2. Blue: F3Y122-β2 with Y730F-α2. Red: F3Y122/E52Q-β2 with wt-α2. Cyan:
F3Y122/E52Q-β2 with Y730F-α2. Orange: F3Y122/E52Q-β2 with F2Y731-α2. S/N ratios
across the spectra vary due to different radical yields at position 356 and different total
acquisition times of the experiments. The radical yields are 25% for F3Y122-β2:α2-
wt, 40% for F3Y122-β2:α2-Y730F, 35% F3Y122/E52Q-β2:α2-wt, 30% F3Y122/E52Q-
β2:α2-Y730F and 5% F3Y122/E52Q-β2:α2-F2Y731. Experimental parameters: 50 K, pulse
sequence: π/2 − τ − π/2 − rf − π/2 − τ − echo, π/2 = 40 ns, τ = 390 ns, rf = 40 µs,
30 shot/point, random rf acq., 5ms SRT, 6 kHz rf sweep interval. Acquisition time of the
spectra is written in the figure.

5.6 Additional information

The following was not included in the published SI.

5.6.1 Sensitivity of spectral shape on 111777O hyperfine parameters

The analysis of ENDOR experiments by spectral simulation might be viewed as a least

square fitting procedure. The major difficulty lies in the number of fitting parameters to
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the experimental data. In the case of 17O ENDOR described in the previous chapter, the

parameters for a single nucleus that need to be fitted to the experimental spectra are: three

hyperfine tensor components A1,2,3, three quadrupole tensor components P1,2,3 and Euler

angles α, β and γ for both coupling tensors, i.e. 12 parameters. If the desired outcome

of the simulation is not just the reproduction of the experimental spectra but structural

information, quantum mechanical modelling is the method of choice.

Recently, Pribitzer et al. have reported a fitting strategy for 1H ENDOR spectra at X-band

frequency, where they reduced the fitting parameter space to two, the nuclear distance

and the isotropic hyperfine coupling, and introduced DFT model based regularization. This

strategy showed great success for these particular nuclei with only two nuclear transitions

and at low field, where orientation-selectivity can be neglected, but was nevertheless

computationally very expensive.[146] Our group has recently been working on a Bayesian

optimization approach for the simulation of 1H/19F ENDOR spectra, in which DFT

calculated hf couplings are used as a Prior to fit the experimental ENDOR spectra. Once

again, a key to the success of such a simulation approach is fast ENDOR spectra simulation

and a good prior knowledge of the molecular structure, both of which were not available

in this work. Instead, systematic DFT modelling was chosen to find a good structural

parameter for investigation.

For the tyrosyl radicals investigated in this work, the dihedral angle θ was chosen for

systematic study, since the 17O hyperfine coupling varies significantly while the nuclear

quadrupole coupling does not change (See Fig. 5.14). What does however change, is the

relative orientation of the hyperfine and quadrupole coupling parameters, i.e. their Euler

angles. This leaves 9 coupling parameters for optimization if a fixed quadrupole coupling is

assumed. The hyperfine and quadrupole coupling tensors are linked to and defined by the

the molecular frame of the water molecule, while the g-tensor is linked to the molecular

frame of the radical. Hence, the dihedral angle θ can (in the simple models used here) be

used as a substitute fitting parameter, which defines all 9 coupling parameters at once.

Simulations of the Y•356 and NH2Y•730 Mims ENDOR spectra with the DFT calculated

hyperfine coupling parameters and Euler angles are shown in Figures 5.19 and 5.20. They

show the large changes in spectral shape observed for even small changes in the dihedral

angle θ, which can be observed even without a trained eye. Quantitative analysis was

performed by calculating the normalized root-mean square deviation (NRMSD) between

simulations and experimental spectra.

NRMSD =

√√√√√ 1

Npoints

Npoints∑
i=1

(
y simi − y expi

)2 (5.7)
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Here, Npoints are the total number of data points and y simi and y expi are the individual

simulated and experimental data points, respectively. These show clearly defined minima at

the angles of 160/340◦ for Y•356 and 180◦ for NH2Y•730. It is also apparent, that the B0‖g3
spectra are most sensitive to even small changes (cyan dots in NRMSD figures). From this

analysis, the Euler angles of the hyperfine and quadrupole coupling tensors were chosen,

reducing the number of fitting parameters to three. Thus can be handled manually and

resulted in the parameters reported in Table 5.1. This analysis allowed us to give small

confidence intervals for the dihedral angles (±10/20◦).
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Figure 5.19: Top: Simulated (color) and experimental (grey) Y•356 ENDOR spectra at
B0‖g1 (left), B0‖g2 (middle) and B0‖g3 (right). Bottom: Calculated NRMSD between
simulation and experimental Y•356 ENDOR spectra recorded at B0‖g1 (blue), B0‖g2 (cyan)
and B0‖g3 (red) and the sum of all three (black).
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Figure 5.20: Top: Simulated (color) and experimental (grey) NH2Y•730 ENDOR spectra
at B0‖g1 (left), B0‖g2 (middle) and B0‖g3 (right). Bottom: Calculated NRMSD between
simulation and experimental Y•356 ENDOR spectra recorded at B0‖g1 (blue), B0‖g2 (cyan)
and B0‖g3 (red) and the sum of all three (black).
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5.6.2 Y•333555666 models with multiple water molecules

The 17O Mims ENDOR spectra of Y•356 showed very sharp spectroscopic features at 94

and especially at 263GHz with linewidths ∼ 0.2 and ∼ 0.1MHz, respectively, recorded

at the B0‖g3 position (see Fig. 5.6). This observation led us to reconsider our earlier

model of two in-plane water molecules, which was used to explain the strongly shifted g1
value of Y•356.

[26] In light of the strong dependence of 17O hyperfine coupling parameters on

small changes of dihedral angle θ (see previous section) it seemed unlikely that the narrow

ENDOR spectra would be compatible with two water molecules. To test this hypothesis,

we calculated a series of DFT models (Fig. 5.21) with two water molecules (Model C-F)

and compared them to the best fitting single water model (Model A).

The hydrogen-bond distances, dihedral angles and calculated hyperfine coupling parameters

for 17O and 1H are summarized in Table 5.5. Model B is our previously published model

based on the 1H ENDOR experiments, with wat1 at 20◦ and wat2 at 15◦. Despite the small

difference in coordination angle, the resulting 17O couplings differ by more than 0.1MHz,

which is not compatible with the experimental observations. Model C was optimized by

Figure 5.21: Y•356 models with multiple water molecules. Model A is the best fitting
single water model with a dihedral angle of 20◦. Model B is our previous model from Nick
et al.[26] Models C-F are described in the text. The structure parameters and calculated
17O and 1H hyperfine couplings are summarized in Table 5.5.
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restricting both water molecules to the same dihedral angle of 20◦, resulting in a fully

symmetric structure. The calculated hyperfine couplings are nearly identical and smaller

than for the single water Model A, showing that an absolutely symmetric coordination

would be compatible with the experimental data. Such a situation is however unlikely in an

asymmetric protein environment. Model D was optimized by restricting wat1 to a dihedral

angle of 20◦ while wat2 was unrestricted. In the resulting structure, wat2 assumes an angle

of 5◦, which results in significantly different hyperfine coupling (∆A3 ∼ 0.3MHz).

Finally, the influence of additional hydrogen-bonding to the H-bound wat1 was investigated

in Model E and F. In Model E, wat2 forms a hydrogen-bond with one of the lone-pairs of

wat2 while the opposite situation is shown in Model F. Both models were calculated by

restricting the dihedral angle of wat1 and placing the wat2 in the desired hydrogen-bond

orientation before optimization. In both models, the distant water molecules (wat2) show
17O hyperfine couplings smaller than 0.15MHz, which would fall into the center of the

ENDOR spectra. The coupling of wat1 is influenced by the water coordination, becoming

larger if one of its lone-pairs is coordinated (Model E) and becoming smaller if it coordinates

a lone-pair of wat2 itself (Model F).

The models with two water molecules show, that small differences in binding geometry

can cause large differences in hyperfine coupling, which is not in agreement with the sharp

signals observed in the ENDOR spectra. We thus concluded that a coordination with two

water molecules is unlikely. The models also show, that hydrogen-bonding of wat1 with

Table 5.5: Structure parameters and hyperfine couplings of the Y•356 models with multiple
water molecules.

Model Water r(O-H)/Å θ/◦ A1(17O) A2(17O) A3(17O) A3(H1) A3(H2)

A 1 1.8 20 0.29 0.68 0.81 8.2 2.5

B
1
2

1.8
1.8

20
15

0.58
0.18

0.90
1.03

0.98
1.15

7.5
7.8

2.2
2.4

C
1
2

1.8
1.8

20
20

0.20
0.22

0.61
0.61

0.73
0.74

7.7
7.7

2.4
2.4

D
1
2

1.8
1.8

20
5

0.24
0.73

0.59
0.90

0.72
1.00

7.7
7.0

2.4
2.4

E
1
2

1.8
3.6

20
50

0.35
0.07

0.74
0.08

0.91
-0.13

8.0
1.5

2.2
1.0

F
1
2

1.8
4.1

20
20

0.01
-0.12

0.64
0.11

0.73
0.14

8
1.6

2.5
1.3

Sim. - 1.9 20 0.43 0.66 0.7 6.2 1.6
* All coupling values given in MHz.
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5 Water molecules in E. coli ribonucleotide reductase

water molecules influences the 17O hyperfine coupling even if the dihedral angle is kept

constant, motivating larger models of Y•356 within its protein environment.

5.7 Perspectives

The current understanding of the proton-coupled electron transfer mechanism in E. coli

ribonucleotide reductase is a result of countless biochemical, biophysical and computational

studies, which range from kinetic investigations to detailed structure analysis. Ultimately,

an understanding of the RT transfer pathway requires full atomistic models of the individual

intermediates. Experimentally determined EPR parameters can be used to validate such

models. Our group has previously published two models of the aminotyrosyl radicals and

their immediate protein environment (Fig. 5.4), which were built based on the crystal

structures of the individual α2-subunits.[24,25] The models were in agreement with the

experimental g-values as well as the 2H hyperfine and quadrupole coupling tensors of

the exchangeable protons surrounding the radical intermediates. Both models contained

water molecules in the vicinity of the respective radical intermediate and were therefore

in principle suited to reproduce the experimental 17O hyperfine couplings recorded in this

study. Calculation of the 17O hyperfine coupling parameters from these structures resulted

in reasonable agreement for the NH2Y•730 model, while the NH2Y•731 values did not agree

with the simulations (see Table 5.6).

The recent cryo-EM structure of the "active" α2β2 RNR complex showed, that part of the

closely bound β-subunit, referred to as the β-tail, protrudes into the α-subunit close to the

RT residues.[106] Specifically the residues β-P348 and -Q349 are of particular interest as they

come close to α-Y731 in the cryo-EM structure and it is therefore prudent to assume that

they influence the radical’s surroundings, most notably the placement of water molecules

around them. Additionally, the residue α-P621 was not included in the previous models,

which is however in close vicinity to the α-Y731Y730 dyad and therefore also likely relevant

for the structure.

5.7.1 Models of NH222Y•777333000 and NH222Y•777333111

To create new models, atomic coordinates of the α-Y731Y730 dyad from the previous

models were fitted to the corresponding atoms in the cryo-EM structure. The closest

surrounding residues were then chosen: α-A696N695S694, -P621, -C439, -Y413, -R411, -D334
and β-Q349P348. For single residues, the backbone atoms were truncated at the Cα and

replaced by hydrogen atoms to reduce the overall atom count of the models. For adjacent

residues, the connecting backbone atoms were included. Two water molecules (wat1 and

wat2) were added, one at each radical, at dihedral angles of 180 degrees. The models
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included a total of 200 atoms. The models were geometry optimized under the following

restrictions:

• All backbone carbon, oxygen and nitrogen atoms were fixed

• The Cα-Cβ-C1-C2 dihedral angles of the respective amino-tyrosyl radicals were fixed

at the experimental values

• The angles and distances of the radicals’ hydrogen-bond donors (except the water

molecules) were fixed at the previously reported values

Figure 5.22: Large scale model of NH2Y•730 based on the cryo-EM structure. Residues
belonging to the α-subunit are shown in blue and belonging to the β-subunit are shown
in orange. Redox-active residues on the radical transfer pathway are shown in grey
sticks. Cryo-EM arrangement is shown as transparent sticks while the geometry optimized
arrangement is shown as wires. Hydrogen-bonding interactions are shown as black dashed
lines and distances given in Å.

From the geometry optimized structures, the 17O hyperfine coupling parameters of the

water molecule were calculated. The resulting structures of NH2Y•730 and NH2Y•731 are

shown in Figure 5.22 and 5.23, respectively, where they are compared to the residue

placement within the cryo-EM structure.

Both models show, that the β-residues do not come close enough to the radical intermediates

for direct hydrogen-bonding. They are however close enough to define the coordination

space around the radicals and influence the placement of the two water molecules. A

residue that has particular importance is β-Q349, as it forms a tight hydrogen-bond or

salt bridge with β-D334 and a H-bond with wat1 in the NH2Y•730 or wat2 in the NH2Y•731
models, accompanied by a twisting of the head-group between the two models. The wat1
molecule, bound to NH2Y•730 at 1.9Å is additionally bound by α-Y413 and α-D334 in this
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5 Water molecules in E. coli ribonucleotide reductase

Figure 5.23: Large scale model of NH2Y•731 based on the cryo-EM structure. Residues
belonging to the α-subunit are shown in blue and belonging to the β-subunit are shown
in orange. Redox-active residues on the radical transfer pathway are shown in grey
sticks. Cryo-EM arrangement is shown as transparent sticks while the geometry optimized
arrangement is shown as wires. Hydrogen-bonding interactions are shown as black dashed
lines and distances given in Å.

as well as the precious model (Fig. 5.22 and Argirevic et al.), explaining the very defined

position in accordance with the sharp spectroscopic features. The orientation with respect

to the ring plane of the amino-tyrosyl is 5◦, in excellent agreement with our small model

investigation. The calculated 17O coupling parameters are given in Table 5.6 under DFTlarge

and are in good agreement with the experimental data. They are generally larger and

fit the experimental 17O data better than in the previous model, a result of the shorter

hydrogen-bond distance.

The wat2 molecule in the NH2Y•731 model (Fig. 5.23) is bound to the radical intermediate at

a distance of 1.8Å and an angle of 30◦, both slightly outside the boundaries set by our small

model investigation. This appears to be influenced by a long distance hydrogen-bond to

α-Y413 of ∼ 2.4Å. The coupling parameters of this model (DFTlarge), given in Tab. 5.6, fit

to the experimental spectra much better than the previous model (Nick et al.). Compared to

the small model however, the deviation of A1 is significant and requires further optimization.

In contrast to the protein pocket housing wat1 near NH2Y•730, the coordination space at

the subunit interface, defined mainly by β-Q349P348 and α-R411, allows for multiple water

molecules, which might additionally influence the placement of wat2. Due to the large

amounts of structural freedom in the computation of water cluster geometry, this would

however also require the inclusion of more residues. Such calculations are computationally

very expensive and go beyond the current scope of this work. The advancement of fast QM
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calculations and ever larger computational resources make it however feasible to extent the

models in the future.

Table 5.6: Calculated 17O hyperfine coupling parameters for NH2Y• models.

NH2Y•730 A1 A2 A3 α β γ

Argirevic et al.[24] 0.24 0.57 0.61 80 54 −29

DFTsmall
[15] 0.69 0.89 0.94 81 109 −68

DFTlarge 0.47 0.84 0.93 −85 105 −46

Simulation 0.65 0.80 0.89 81 109 −68

NH2Y•731 A1 A2 A3 α β γ

Nick et al.[25] 0.37 0.59 −2.59 9 85 −40

DFTsmall
[15] 0.69 0.89 0.94 81 109 −68

DFTlarge −0.02 0.58 0.85 −30 29 −90

Simulation 0.70 0.84 0.89 81 109 −68

* All coupling values given in MHz. All angles given in degree.

5.7.2 Model of Y•333555666

The mechanism of proton-coupled electron transfer across the subunit interface has been

a mystery for many years. The current hypothesis of water-mediated PCET was first

proposed in the 1H ENDOR study of Nick et al.[26] and our 17O experiments gave the

direct experimental proof of water at all radical intermediates. Molecular dynamics by

Reinhardt et al. based on the cryo-EM structure showed these water molecules at the

subunit interface and concluded the importance of them for proton transfer across the

interface.[131] Additionally, experiments with photo-RNRs have highlighted the role of the

interface residue E52 in gating the transfer of protons to the bulk solution via a water

channel.[133] But even though the experiments and simulations suggest water involvement,

no direct experimental evidence for water-mediated PCET exists. The cryo-EM structure

resolves no water molecules[106] and our ENDOR experiments only detect defined coupling

structures for nuclei in the first coordination sphere.[15,26]

Recent experiments performed by A. Meyer in our group have revealed a possible new

PCET mechanism different to all previous proposals. High-field 19F ENDOR measurements

of the trapped Y•356 radical in an "active" α2β2 complex with fluorine labels at the Y731

position (β2-F3Y122(E52Q):F2Y731-α2) indicate the presence of a flipped Y731 conformation

in addition to the previously known stacked conformation.[16] Figure 5.24 shows the two

models representing the stacked (red) and flipped (cyan) conformation within the cryo-EM

surrounding (blue and orange wires, representing α and β residues). The OTyr···OTyr

distance between Y•356 and Y731 is ∼ 8Å in the stacked conformation, too large for direct
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5 Water molecules in E. coli ribonucleotide reductase

Figure 5.24: Large scale model of Y•356 based on the cryo-EM structure. Residues
belonging to the α-subunit are shown in blue and belonging to the β-subunit are shown
in orange. Redox-active residues on the radical transfer pathway are shown as sticks.
Important hydrogen-bonding interactions are shown as black dashed lines and distances
given in Å. Models based on the 19F ENDOR experiments are shown in red (stacked
conformation) and cyan (flipped conformation).[16]
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PCET, but only ∼ 3Å in the flipped conformation. This short distance allows co-linear

PCET between the two tyrosines, as was proposed for the Y731[α]� Y730[α]� C439[α]

pathway. Importantly, water coordination to Y•356 was detected by 17O Mims ENDOR in

samples of the enzyme with the fluorine mutation on Y731 (see Fig. 5.5.7, B), in which the

flipped conformation was also detected.

These findings and the available cryo-EM structure can form the basis of a large scale

model of the Y•356 radical within its protein environment. Figure 5.24 shows the beginnings

of such a model, but two important aspects need to be addressed: Firstly, the 8 Å distance

between Y356 and Y731 requires the modelling of a lot of residues. Currently the model

contains 360 atoms which pushes the upper boundary of DFT calculations and requires

many restrictions to arrive at a converged model. Secondly, the coordination space around

Y•356 leaves a lot of room for water molecules. A combined MD/DFT approach will be

necessary to find a sensible arrangement of water molecules in this space, but the defined
17O coupling features in all biochemical constructs suggest that a preferred motif has

to exist in the trapped radical state. Once a model in agreement with all spectroscopic

observations can be found, it may be used to calculate the influence of the water molecules

on the PCET mechanism.

Our previous theoretical investigation of NH2Y•730 had shown that water coordination to

radical intermediates could influence the RT kinetics by up to 1 order of magnitude.[24]

A mechanistic importance of water molecules in co-linear PCET between Y356 and Y731

might thus be shown on the basis of the 17O ENDOR experiments.

The cryo-EM structure and the new PCET model also open up new avenues for EPR

spectroscopy investigations: One striking fact of the model shown is the close distance of

the water molecule to residue R411. The importance of this residue for the conformation of

NH2Y•731 (see Sec. 5.3) was already shown and a possible coordination of the same water

molecule coordinated to Y•356 may be investigated by similar strategy of using α2-R411A.

Additionally, the arginine residue can be labelled with 15N and its coupling to Y•356 may be

detected by hyperfine spectroscopy methods.
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111777O hyperfine spectroscopy to
detect water binding to biologically

relevant radicals 6
Summary Nitroxide and tyrosyl radicals are important spin probes and intermediates in

electron transfer mechanisms. Binding of water molecules can have direct influence on

their magnetic parameters or influence the energetics and mechanism of the molecular

machines, which they are embedded in. Here we investigate the capabilities of different

hyperfine spectroscopy techniques to detect 17O signals of labelled water molecules around

three representative organic radicals: nitroxide radicals with six- (T•6) and five-membered

(T•5) rings and a tyrosyl radical intermediate (Y•356) in E. coli ribonucleotide reductase.

We use quantum mechanical calculations on the DFT level as well as molecular dynamics

simulations to rationalize the observed hyperfine spectra. Our experiments are able to

resolve a distribution of couplings in the range of 1− 8MHz for the two nitroxide radicals,

which originate from hydrogen-bound water molecules coordinated perpendicular to the two

nitroxides ring plains. They also show that Mims ENDOR is the only technique capable

of resolving small 17O couplings in the range of 0.6 − 0.8MHz, which originate from

hydrogen-bound water molecules coordinated in-plane of the two radicals. Systematic DFT

modelling and coupling parameter calculations were required to derive the aforementioned

binding motifs. We also show how MD simulations can be used compute and reproduce

a distribution of radical-water complexes in bulk solutions for simulation of the hyperfine

spectra.
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6.1 Introduction

Pulsed hyperfine spectroscopy techniques in EPR can be sorted into three classes of

experiments: 1.mw single resonance experiments such as HYSCORE based on the ESEEM

effect,[6,7] 2. mw double resonance experiments such as EDNMR[8] and 3. mw-rf double

resonance experiments such as ENDOR[4,5] (Fig. 6.1). While they all differ significantly

in the required experimental setup, they share the common goal of detecting nuclear

frequencies via the EPR signal. It is then the spectroscopist’s task to find the experiment

best suited to the research question at hand.

A question that has been of increasing interest over the last years is the involvement of

water molecules in a large variety of chemical and biological transformations.[29] Hyperfine

spectroscopy is particularly well suited for this task, since it detects only nuclei in close vicinity

to the paramagnetic centers within bulk solutions or enzymatic environments. The use of
17O hyperfine spectroscopy has specific challenges (see Chapter 1 and 5) but experiments

Figure 6.1: Pulse sequences of common hyperfine spectroscopy experiments. A:
HYSCORE - echo intensity is monitored as a function of the two inter-pulse delays
t1 and t2. B: EDNMR - echo intensity is monitored as a function of the HTA frequency
νHTA. C/D: Mims (C) and Davies (D) ENDOR - the echo intensity is monitored as a
function of the radio-frequency νrf. E: Four level scheme of a coupled S = 1/2, I = 1/2

spin system in the weak coupling case (A,B > 0, 2ωI > A).
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from all three aforementioned categories have been applied to 17O-labelled water molecules

around transition metal ions such as Mn(II)[44,46,47,103,147], Fe(III)[48,148,149], Cu(II)[49] and

Gd(III)[150]. The hyperfine couplings in these studies lie in a range of ∼ 1− 35MHz, with

the majority in the 5− 10MHz range (Table 6.2).

The use of 17O hyperfine spectroscopy for organic radicals faces additional challenges

due to the altered coordination of the water molecule to the paramagnetic center (see

Ch. 1). Nevertheless, Nalepa et al. have reported the use of 94GHz 17O EDNMR of a

nitroxide radical to quantify the local water exchange in bacterial photosynthetic reaction

centers. 17O hyperfine and quadrupole couplings were, however, not resolved and the

binding structure was not investigated.[50] We have recently reported the first 17O ENDOR

study of water molecules coordinated to tyrosyl radicals in E. coli class Ia ribonucleotide

reductase, in which we found that hydrogen-bonding induces small amounts of spin density

transfer (< 0.1%) onto the waters oxygen nucleus, sufficient for resolvable isotropic

hyperfine coupling.[15] We have therefore set out to systematically study the coordination of

water molecules to three oxygen-centered organic radicals (Fig. 6.2), namely the nitroxide

radicals TEMPOL/T•6 and TEMPYL/T•5 as well as the tyrosyl radical Y•356, with
17O

hyperfine spectroscopy in an effort to compare the capabilities of the different methods

available.

Stable nitroxide radicals like T•6 and T•5 belong to the most important spin probes used

in structural biology today.[151,152] The ability for site-directed spin labelling (SDSL) with

nitroxides allows the study of diamagnetic biological systems with EPR spectroscopy.[153]

Figure 6.2: Overview of three biologically relevant oxygen-centered radicals in 17O labelled
water. Cyan areas indicate the approximate coordination space that can be probed by
hyperfine spectroscopy. Grey area indicates an enzyme environment.
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They are also used as spin probes for paramagnetic NMR experiments[1,2] and as important

polarizers in dynamic nuclear polarization experiments.[154,155] Tyrosyl radicals, on the other

hand, are among the most common radicals occurring in enzymatic catalysis[156,157] and

we have previously established the presence of a coordinated water molecule at the Y•356
radical with 17O Mims ENDOR (Chapter 5).

6.2 Experimental results

The following section will summarize the experimental results of the 17O hyperfine spec-

troscopy experiments. We will however begin with a generalized discussion about design of

the experiments and set expectations for the results that will be discussed.

Four different commercial pulsed EPR spectrometers are available in the range from 9.5 to

263GHz (Table 6.1), with the X-band spectrometers most abundant across laboratories.

Q-band spectrometers have spread in recent years due to their application value for PEL-

DOR/DEER spectroscopy and are therefore present in most dedicated EPR laboratories.

W-band spectrometers can be found in a few specialized laboratories, while the mm-band

spectrometer remains a rarity. Our choice of spectrometer for 17O hyperfine spectroscopy

Table 6.1: Overview of commercially available fields for EPR spectroscopy with corre-
sponding electron and 17O nuclear Larmor frequencies.

mw-band EPR frequency/GHz magnetic field/T 17O Larmor frequency/MHz

X 9.5 0.34 1.96
Q 34 1.21 6.99
W 94 3.34 19.28
mm 263 9.38 54.16

* Resonance frequencies shown for g = ge = 2.0023.

experiments can be rationalized by looking at the Larmor frequency of the nucleus if

we assume the previously discussed small hyperfine couplings. At X-band frequency, it

is less than 2MHz, which provides challenges for all three hf spectroscopy experiments:

HYSCORE - poor resolution of small frequencies (< 2MHz) due to phase-cycling and

background artefacts; EDNMR - overlap of small frequencies (< 4MHz) with the central

hole; ENDOR - weak power of radio-frequency circuits at small frequencies (< 4MHz).

The higher Larmor frequencies of ∼ 7 and ∼ 19MHz at the magnetic fields of Q- and

W-band make these spectrometers the better choice that is still available to a good number

of EPR laboratories.

Performance of the hf spectroscopy techniques at different fields are a balance between

overall signal intensity and spectral resolution. With increasing magnetic field, signal

intensity will generally drop but resolution will increase, both due to the larger spread of
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EPR resonances and increased orientation-selectivity (see Fig. 6.13). Generally, we expect

HYSCORE to perform best at 34GHz, since the modulation depth and therefore signal

intensity also scales with the relative size of Larmor frequency and hyperfine coupling

(see Eq. (2.89)), reaching a maximum at the exact cancellation condition when A ∼ 2ωI.

EDNMR transition probabilities are equally field dependent and will be larger at the 34GHz,

but due to reduced signal overlap with the central hole and increased separation of Larmor

frequencies, performance at 94GHz is expected to be better. ENDOR transition prob-

abilities are not field dependent, therefore rf circuit performance and increased spectral

resolution at higher field make 94GHz the expected choice. Apart from these considera-

tions, we have previously shown that higher magnetic fields reduce the influence of nuclear

quadrupole broadening on ENDOR signals. The combination of reduced linewidth and

increased orientation selection leads to an overall increase of spectral resolution.[15]

All hyperfine spectroscopy experiments of the three radicals were performed at a tempera-

ture of 50K. For nitroxides, this temperature is generally regarded as the best compromise

between signal intensity and T1e relaxation time for pure EPR experiments.[158] In hyperfine

spectroscopy, not only electron but also nuclear relaxation needs to be considered. The

nuclear relaxation times can be much longer than the electron relaxation, but EPR experi-

ments to measure them are not readily available, and so the effect of nuclear relaxation has

to be determined indirectly. In our test, nuclear relaxation and saturation effects appeared

not to influence the hyperfine spectroscopy experiments for nitroxide and tyrosyl radicals.

6.2.1 HYSCORE experiments

HYSCORE experiments at the two EPR frequencies were performed with maximum

microwave power and short, broadband pulses to increase the probability of exciting

allowed and forbidden electron coherences. Measurements with two different τ-values (see

Fig. 6.1, A) were performed: one value was chosen, so that the maximum signal around

the 17O Larmor frequency was detected and the other with minimal signal. This was done

to catch all nuclear transitions that might otherwise be obscured in a single measurement.

The 17O HYSCORE spectra at 34GHz (Figure 6.3, A/C/E) show signal at ∼ 6.9MHz while

the signals in the 94GHz spectra are centered at ∼ 19.3MHz (Figure 6.3, B/D/F), which

are the 17O Larmor frequencies at the respective fields (Tab. 6.1). The full HYSCORE

spectra of the nitroxides contain additional signals in the (+,+) and (-,+)-quadrants (most

pronounced in the 94GHz experiments, see (Fig. 6.16-6.21) which can be assigned to the
14N nucleus of the nitroxide moiety. The full tyrosyl spectra only contain additional signal

along the diagonal in the (-,+)-quadrant (also present in the nitroxide spectra), which can

be assigned to artefacts from imperfect phase cycling.

The 17O signal at both frequencies is spread across a range of ±4MHz along the anti-
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diagonal for the two nitroxide radicals T•6 and T•5 while the tyrosyl radicals signal only

spans a range of ±0.5MHz. The 34 and 94GHz nitroxide spectra are broadened along

the diagonal, with individual ridges identifiable (arrows, Fig. 6.3, A and C) in the 34GHz

spectra. HYSCORE experiments performed at other principal g-tensor orientations show

little variation in the observed signal (Sec. 6.7.5). The 34GHz nitroxide spectra contain

pronounced signal close to the 17O Larmor frequency (dashed circles) in addition to the

broad signals, which is not present in the 94GHz spectra. The tyrosyl spectra contain

no discernible coupling ridges or structure and the major difference between the 34 and

94GHz spectra is an overall reduced intensity at higher field, only apparent in the full

spectra (Fig. 6.21) due to the normalization procedure.

All 17O signals in the HYSCORE experiments appeared in the (+,+)-quadrant, which means

that the coupling to organic radicals at 34 and 94GHz occurs in the weak coupling case, i.e.

A < ωI. The spread of signal across the anti-diagonal in the nitroxide spectra is evidence of

hyperfine coupling with coupling tensor components up to 8MHz. The spread across the

diagonal and the observed individual ridges are evidence of significant nuclear quadrupole

Figure 6.3: Experimental HYSCORE spectra ((+,+)-quadrant) of T•6 (A/B), T•5 (C/D)
and Y•356 (E/F) recorded at 34GHz (A/C/E) and 94GHz (B/D/F) microwave frequency.
Experiments were performed with two τ-values (given in the Figure) and summed. The
17O Larmor frequency is shown as a dashed line. Spectra are symmetrized along the
diagonal and normalized to the 17O signal. The full spectra including the (-,+)-quadrant
are shown in Figure 6.16-6.21. Arrows show the ridges corresponding to the nuclear
quadrupole transitions. Dashed circles indicate the signals corresponding to small hyperfine
coupling interactions, which are suppressed at higher magnetic field.
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coupling of similar size for both radicals. The overall intensity distribution at 34GHz also

suggests more small couplings in the T•5 then in the T•6 radical. The two-dimensional nature

of the HYSCORE experiment and especially the selectivity for strong vs weak coupling in the

different quadrants allows a successful separation of 17O from 14N signal. The very intense
14N signal observed for B0‖g1 and g2 at 94GHz (Fig. 6.17/6.19) is caused by the match

of nuclear Larmor frequency (∼ 10.5MHz) and hyperfine coupling size (A = 13/18MHz).

The tyrosyl spectra give evidence for only small 17O couplings A < 1MHz, in accordance

with our earlier work (Chapter 5).[15] Signals close to the center of the 94GHz spectra

(Fig. 6.3, dashed circle), i.e. signals corresponding to small hyperfine couplings, are

suppressed at the higher magnetic field. This is caused by the increasing difference between

hyperfine or quadrupole coupling and Larmor frequency. Additionally, small pseudo-secular

hyperfine coupling B also decreases the transition probability (see Eq. (2.89)). For the two

nitroxide radicals this means that the 94GHz spectra consist only of the larger coupling

contributions. (Fig. 6.3, B and D). In case of the Y•356 radical, the signal is still detectable

at 94GHz but the intensity is notably reduced. An abundance of “matrix” 17O nuclei, i.e.

distant nuclei with very small dipolar coupling, is present in the three samples, since H2
17O

is the solvent. It is therefore not possible to determine, whether the signals originate purely

from the matrix or other nuclei with small hyperfine couplings A < 1MHz.

6.2.2 EDNMR experiments

ELDOR-detected NMR experiments were performed with high-turning angle pulses of

20 µs at 34GHz and 30 µs at 94GHz. The detection was performed with a selective

echo sequence with π/2-pulses of 100 ns (tπ = 2tπ/2) at both microwave frequencies.

Experiments were performed with different microwave field strength ω1/2π of the HTA

pulse.

Experiments with strong HTA pulses (ω1/2π > 2MHz), given in the supporting information,

showed intense signals for all three radicals with offsets ∆νEDNMR = ±6.9MHz and

±19.3MHz at 34 and 94GHz, respectively, which can be assigned to 17O nuclei (Fig. 6.22-

6.24). The 34GHz spectra of all three radicals contain additional symmetric signals at

±51.5MHz, which are 1H resonances. While the strong 17O signals of all radicals resemble

Gaussian peaks with a width of ∼ 2MHz, the nitroxide radicals show additional, broader

features at either side of the peak. These are obscured in the 34GHz EDNMR spectra

due to the overlap with the central hole (Fig. 6.22-6.24). The nitroxide spectra also show

signals originating from the strongly coupled nitroxide nitrogen (14N), which are asymmetric

around the central hole.

Experiments performed with lower HTA power (ω1/2π < 1MHz) show a significant

reduction of the strong Gaussian signal at the 17O Larmor frequency and reveal broad
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Figure 6.4: Experimental EDNMR spectra T•6 (A), T•5 (B) and Y•356 (C) recorded at
34GHz (black) and 94GHz (cyan) microwave frequency. Experiments were performed with
low microwave field strengths ω1/2π = 0.5− 0.7MHz to suppress the central Gaussian
signal for the two nitroxide radicals. Higher microwave power (ω1/2π = 2.2MHz) was
used for the Y•356 radical since lower power produced almost no detectable signal. Spectra
are shown at the left side of the central hole (negative offsets). The full spectra, including
the central hole, are shown in Figure (Fig. 6.27/6.26). Experiments of the nitroxide
radicals (A/B) are shown at the B0‖g3 position, where no 14N signal overlaps the 17O
resonances. Experiments of the tyrosyl radical (C) are shown at the B0‖g2 position of
maximum signal intensity. Untreated spectra are shown in light gray and 4th order SG
filtered (20 point window) spectra in black and cyan.

signals, spanning a range of ± 4MHz for the two nitroxide radicals (Figure 6.4, A and B).

The 94GHz spectra of both radicals show a broad doublet with maxima at ±2MHz. The

overall 17O signal intensity relative to the central hole and compared to the 14N signal is

about twice as large for the T•6 than the T•5 radical (see Fig. 6.25). This effect is obscured

in Figure 6.4, since the 17O signal is normalized to its absolute intensity.

In the 34GHz spectra, the Gaussian signal at the Larmor frequency is still more intense

then the doublet and partially overlaps with the central hole (black, artefacts between +4

and +6MHz) due to the small Larmor frequency of 17O at 34GHz. EDNMR experiments

performed at the B0‖g1 and g2 positions in the EPR spectrum show that the 17O signal

strongly overlaps with 14N resonances of the nitroxide nitrogen at 94GHz. A similar overlap,

however to a smaller extent is also present in the 34GHz spectra (Fig. 6.27/6.26). The

only resonance position that has exclusively oxygen resonances around the 17O Larmor

frequency is the B0 ‖g3 position, which was confirmed by control measurements with

unlabelled sample.

The tyrosyl spectra at low power show almost no detectable signal (Fig. 6.24) and medium

power produces only the Gaussian signal spanning around ±1MHz (Fig. 6.4, C) The 94GHz

EDNMR spectra are generally easier to interpret, since the 17O signal is shifted 13MHz

further away from the central hole than at 34GHz and no overlap of signal with the central

hole impedes the assignment.

The high-power EDNMR spectra of all three radicals show an abundance of weakly

104



6.2 Experimental results

coupled 17O nuclei with hyperfine couplings A < 2MHz at both magnetic fields. Signals

corresponding to such nuclei were also present in all 34GHz HYSCORE spectra. The

EDNMR spectra recorded with low microwave power give evidence of nuclei with hyperfine

couplings up to 8MHz for the two nitroxide radicals, which is the same coupling range

observed in the HYSCORE spectra. Signal intensities are linked to the turning angle of the

HTA pulse, that is a product of the microwave power and the transition probability. This is

why the signals of nuclei with small couplings are reduced in the low power spectra. Even

though they are much more abundant than the strongly coupled nuclei (since all samples

contain H2
17O as solvent and therefore a lot of matrix nuclei), the turning angle becomes

too small to produce significant signal intensity.

The spectral resolution of the EDNMR spectrum allows no distinction between weakly

coupled (0.1 < A < 1MHz) and matrix (A . 0.1MHz) nuclei. The transition probability is

also affected by the relative size of hyperfine coupling and nuclear Larmor frequency. The

transition probability of small couplings is therefore higher at 34GHz and the corresponding

signal is more intense than in the 94GHz spectra. The EDNMR spectra of the tyrosyl

radical show no indication of couplings larger than 2MHz, also in analogy to the HYSCORE

spectra. Due to its one-dimensional nature, 14N signal overlap is a problem which renders

the 17O signals of nitroxides almost un-interpretable at resonance positions other than

B0‖g3. The overlapping signal is most intense at 94GHz, which follows the same trend

observed in the HYSCORE spectra. This is especially problematic for the T•6 radical at

B0‖g1 (Fig. 6.27) where a clear doublet structure might be misinterpreted as 17O coupling

if no background measurements are recorded. The EDNMR experiment cannot distinguish

between hyperfine and quadrupole coupling contributions.

6.2.3 ENDOR experiments

We performed Davies and Mims ENDOR experiments at Q- and W-band frequencies.

Davies ENDOR experiments were optimized for the observation of medium sized hyperfine

couplings (A ∼ 1 − 10MHz) by choosing a long, selective preparation pulse of 400 ns.

Mims ENDOR experiments were optimized for the observation of small hyperfine couplings

(A ∼ 0.2−1.5MHz) by performing short, broadband microwave pulses and by choosing a τ -

value of 390 ns.[15] Experiments were recorded for the three canonical g-tensor orientations

in the EPR spectrum (Sec. 6.7.7, Fig. 6.13).

Figure 6.5 shows representative spectra recorded at B0‖g3 for the two nitroxide spectra,

since they contain no underlying 14N signal. The ENDOR spectra of the tyrosyl radical

are shown for the B0‖g2 position because the signal intensity needed to be maximized.

Davies ENDOR spectra of the two nitroxide radicals (Fig. 6.5, A and C) show broad signals

around the 17O Larmor frequency at both microwave frequencies. The shape varies between
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Figure 6.5: Experimental Davies (A/C/E) and Mims (B/D/F) ENDOR spectra of
T•6 (A/B), T•5 (C/D) and Y•356 (E/F) recorded at 34GHz (black) and 94GHz (cyan)
microwave frequency. All nitroxide spectra shown are recorded at the B0‖g3 position to
avoid underlying 14N signal. The tyrosyl spectra are shown at the B0‖g2 position since
the signal intensity is maximized there. Davies ENDOR spectra were recorded with 400 ns
preparation pulse and selective detection (200/400 ns echo) for the nitroxide radicals but
broadband detection (20/40 ns echo) for the tyrosyl radical. Mims ENDOR was recorded
with short, broadband pulses (6− 12 ns) and a τ-value of 390 ns. The radio-frequency
pulses were uniformly 40 µs long. Untreated spectra are shown in light gray and 4th order
SG filtered (20 point window) spectra in black and cyan. Asterisks indicate theoretical
(I = 1/2) Mims blindspots for τ = 390 ns. The additional blindspot at the zero frequency
is not marked.

fields and respective nitroxide radical but the majority of the intensity is spread across a

range of ±4MHz for all four spectra (dashed gray lines). Davies ENDOR spectra of the

tyrosyl radical show no signal at either frequency (Fig. 6.5, E). The T•6 Davies spectra

show a small matrix line at the Larmor frequency, which is most pronounced at B0‖g2
(Fig. 6.28) but otherwise only the broad features. The T•5 Davies spectra on the other

hand contain a matrix line, broad features and additionally a sharp doublet structure in the

center of the spectrum with a splitting of ∼ 0.8MHz (Fig. 6.5, C, dotted black lines). The

doublet is present at both frequencies and different g-tensor orientations but appears most

pronounced in the 94GHz at B0‖g2 (Fig. 6.30).
The 34 and 94GHz Mims ENDOR spectra of T•6 (Fig. 6.5, B) contain an intense matrix

line at the center of the spectrum and broad, unstructured signal with apparent shoulders

at ±1.3 and ±2.6MHz. This shape is uniform for all g-tensor orientations (Fig. 6.28).

The shoulders correspond to the Mims blindspots that would be expected for I = 1/2 nuclei
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(asterisks, also see Sec. 2.3.3).

The T•5 Mims ENDOR spectra contain the same doublet structure (Fig. 6.5, D, dotted

line) observed in the Davies ENDOR with a splitting of 0.74MHz in addition to an intense

matrix line as observed for T•6. Two peaks are observable, but not well separated in the

34GHz spectra (black), whereas they are clearly distinguishable in the 94GHz spectra

(cyan). Experiments at the other g-tensor orientations (Fig. 6.31) show that the doublet

is isotropic with only small differences in peak width. The spectra also contain shoulders at

the positions of the Mims blindspots (asterisks).

The Mims ENDOR spectra of Y•356 show a clearly separated doublet with a splitting of

0.6MHz at both EPR frequencies (Fig. 6.5, F, dotted line). In contrast to the two nitroxide

spectra, the doublet is the most intense signal in absence of a clear matrix line. The

spectra contain additional shoulders at ±0.7 and ±1.4MHz (arrows). The sharp doublet

signal shows a generally smaller linewidth than observed in the nitroxide T•5 but the trend

of narrower signals at the higher field (cyan vs. black) is preserved. Additional shoulders at

the theoretical I = 1/2 blind spots are not discernible in the Y•356 Mims spectra.

The Davies ENDOR spectra of the two nitroxide radicals show the same spread of signals

observed in the EDNMR and HYSCORE spectra with coupling components up to 8MHz.

The spectral hole at the center of the ENDOR spectrum significantly reduces contributions

from weakly coupled nuclei (A < 0.5MHz). Due to its one-dimensional nature and the

mostly broad and featureless signal, the Davies ENDOR does not allow a distinction between

influence of hyperfine vs. quadrupole coupling, which the HYSCORE experiments do. The

sharp doublet observed for T•5 but not the T
•
6 radical in both ENDOR experiments confirms

the presence of well-defined small hyperfine couplings. This signal was fully suppressed in

the EDNMR spectra and only the ENDOR spectra show the clear coupling structure.

The nitroxide ENDOR spectra, in analogy to the EDNMR spectra, have varying and

sometimes significant contributions of 14N signal (Fig. 6.28 and 6.30). The contributions

vary strongly for the different g-tensor orientations and could only be identified by performing

control measurements with nitroxide samples containing unlabeled water. As observed in

the EDNMR and HYSCORE spectra, the 14N contributions do not overlay the 17O signal

at the B0‖g3 position, where the 14N hyperfine coupling is very large.

The Davies ENDOR experiments of the tyrosyl radical showed no signal while the Mims

spectra revealed clearly defined coupling structure. While Davies is generally not well suited

for small hyperfine couplings (vide infra), slightly larger couplings were readily observed in

the spectra of T•5. This may be rationalized by the three times longer phase memory time

of the nitroxide vs the tyrosyl radical (see Fig. 6.34). Due to the long preparation pulse in

the Davies experiment, only a small amount of the spins is excited and a significant delay

τ has to be used to record the broad echo. This reduces the signal intensity to a bare

minimum in case of Y•356. The Mims experiment, on the other hand, has an intrinsically
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larger signal intensity due to the broadband excitation and the significantly shorter pulse

delay time in which T2 relaxation occurs (390 vs. 1000 ns).

The Mims ENDOR spectra of Y•356 are the only spectra in which shoulders, that are assigned

to nuclear quadrupole transitions, were resolved. We have previously reported the trend of

narrowing 17O ENDOR signals for the tyrosyl radical. This trend is again readily identifiable

in both T•5 and Y•356 Mims ENDOR spectra and affects the sharp, isotropic signals, which

belong to the central nuclear transition of the 17O nucleus. This is caused by: firstly, the

higher orientation-selectivity at higher fields, meaning that generally less spins contribute

to the ENDOR spectrum and secondly, the reduction of higher order nuclear quadrupole

broadening of these transitions (see Fig. 6.35).

6.2.4 Experiment summary

The spectroscopy methods all show the presence of coupled 17O nuclei around the three

radicals. The best performing experiments are summarized in Figure 6.6. All methods

indicate the presence of nuclei with hyperfine couplings up to 8MHz (grey dashed lines) for

the two nitroxide radicals while they show only weakly coupled nuclei with hyperfine couplings

smaller than 1MHz for the tyrosyl radical. The broadband hf techniques HYSCORE

and Mims ENDOR are more sensitive than the selective EDNMR and Davies ENDOR

experiments for all radicals. This is most pronounced for the tyrosyl radical, largely due to

the significantly shorter phase memory time of Y•356 compared to T•6 and T•5 (Fig. 6.34).

34GHz experiments show stronger 17O signals than 94GHz experiments, which can be

explained by the smaller orientation-selectivity when using identical pulse lengths in EDNMR

and Davies ENDOR, especially at the B0‖g3 position. For Mims and HYSCORE, it is

explained by the higher microwave power at this frequency allowing for shorter pulses with

larger excitation bandwidths. 34GHz HYSCORE experiments of the nitroxides suggest a

clearly defined nuclear quadrupole coupling which cannot be distinguished from the other

two experiments.

A clearly defined hyperfine coupling structure of the moderately coupled 17Onuclei (1−
8MHz), i.e. clearly distinguishable tensor features, cannot be discerned from any of the

hyperfine spectroscopy experiments of the nitroxide radicals. Nevertheless, the distribution

is experimentally best resolved in 34GHz HYSCORE as well as 94GHz EDNMR and Davies

ENDOR. Mims ENDOR at 94GHz best resolves clearly defined hyperfine couplings of 0.74

and 0.6MHz for the T•5 and Y•356 radicals (dotted lines), respectively. The Mims ENDOR

spectra of Y•356 also show the evidence of nuclear quadrupole coupling.
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Figure 6.6: Comparison of 17O hyperfine spectroscopy experiments of the three radicals
T•6 (A/B/C),T•5 (D/E/F) and Y•356 (G/H/I). HYSCORE experiments are best performed
at 34GHz (A/D/G). EDNMR experiments are best performed at 94GHz (B/E/H).
Davies (cyan) and Mims (black) ENDOR experiments are best performed at 94GHz
(C/F/I).
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6.3 Computational results

6.3.1 Structural models

EPR parameters calculated from molecular models on the density functional theory level

have shown great agreement with experimental results.[55] In order to interpret the ob-

served 17O hyperfine spectra, we have therefore calculated a series of DFT radical models

(Fig. 6.7, A/D/G), each containing a single water molecule fixed at specific dihedral angles

θ(C-N(C)-OPC···HH2O) between the respective radical ring and the hydrogen atom of the wa-

ter molecule (see Fig. 6.13). No other parameters were fixed during geometry optimization,

resulting in bond distances r(OPC···HH2O) of 1.8− 1.9Ångstrom with OPC···HH2O-O angles

of ∼ 175◦ in all models. This falls within the definition of a moderate hydrogen-bond.[159]

After restricted geometry optimization, we calculated the EPR parameters including the
17O hyperfine coupling of the water oxygen atoms from these models.

We previously used this method to elucidate the binding structure of water around three

tyrosyl radicals.[15] Here, we employ it again since a dipole model, often used for 1H/2H

couplings, proved unable to predict 17O couplings in water molecules. The results for the

Y•356 radical (originally shown in Fig. 5.14[15]) are reproduced in Fig. 6.7 to emphasize

similarities and differences between nitroxide and tyrosyl radicals. We note here, that

all calculations are gas-phase calculations, even though the polarity of the solvent was

considered for the coupling parameter calculations by the use of a CPCM model. This

is in stark contrast to the actual binding situation the radicals exhibit in solution, where

multiple layers of solvation spheres and the protein environment determine the exact binding

geometry. The models can nevertheless be used to gain an understanding of the relative

relationship between coupling parameters and binding structure.

We have chosen the dihedral angle θ between the ring plan eof the respective radical and

the water molecule (Fig. 6.13) as variable, since it can be used to scan the majority of the

available coordination space around the radical oxygen atom. Previous studies have shown,

that the angle τ(N(C)-OPC···HH2O) ( Fig. 6.13) of a water molecule coordinated to a sp2

hybridized oxygen atom in nitroxides or carbonyls is expected to be ∼ 120◦ in line with the

oxygen lone-pairs.[159] Deviations from this angle are caused by restrictions to the available

coordination space. The coordination space around the nitroxide group is restricted by the

two methyl groups, whereas the space around the tyrosyl oxygen is unrestricted.

The six-membered ring of the T•6 radical assumes a chair-like conformation (Fig. 6.7, A),

leaving more space above the NO group (θ = 90◦) than below (θ = 270◦), while the

coordination space in the ring plane (θ = 0/180◦) is at the same time restricted. The

five-membered ring of the T•5 radical is planar (Fig. 6.7, D), due to the double bond between

the two carbon atoms in the back of the ring, restricting the coordination space above and
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Figure 6.7: DFT models of the radicals with one water molecule (A/D/G) fixed at
specific dihedral angles θ(C-N(C)-OPC···HH2O). The structure with 0◦ is marked by a
dashed black line and the angles given in grey. B/E/H: Relative energy of the calculated
structures, θ = 0◦ structure set as the zero-point. Orange area represents an interval of
thermal energy (kBT ) at 298K. C/F/I: Calculated hyperfine coupling tensor components
(A1 < A2 < A3) and isotropic hyperfine coupling aiso. An error estimate of 20% is shown
as shaded area.

below the ring equally while leaving more space for in-plane coordination.

A comparison of the relative energies of the individual models shows that the two nitroxide

radicals have no clear energetic minimum, whereas the tyrosyl radical shows two symmetric

minima for in-plane (θ = 0/180◦) coordination of a water molecule (see Fig. 6.7, B/E/H).

Figure 6.7, C, F and I shows, how the 17O hyperfine coupling components (A1 < A2 < A3)

depend on the water coordination geometry. In all three radicals, coordination of the water

molecule in the ring plane leads to small positive couplings, indicative of mostly isotropic

hyperfine couplings of ∼ 0.5− 1MHz with small dipolar contributions. For the T•6 radical,

the isotropic coupling is observed for angles θ that are 10 − 20◦ larger than 0◦ or 180◦,

which is a result of the non-planar six-membered ring. Coordination of the water molecules

perpendicular to the ring planes lead to very anisotropic coupling tensors with one large
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and negative coupling tensor component (cyan squares) in the three radicals.

This can be explained by the spin-density of the radicals (see Fig. 6.13): the large positive

spin density is distributed above and below the oxygen atom while only small amounts of

negative spin density are distributed in-plane . Perpendicular coordination therefore leads

to "closer" and therefore stronger interaction between 17O nucleus and spin density.

The T•6 calculations show hyperfine couplings up to −10MHz for coordination below

(θ = 270◦) the ring while coordination above the ring (θ = 90◦) leads to couplings of up to

4MHz. This can be explained by the asymmetry in the two coordination spaces, allowing

the water molecules to coordinate closer to the center of the N-O bond (τ ∼ 100◦) for

the more open space above the ring as compared to the space below the ring where the

water interacts mostly with the oxygen nucleus (τ ∼ 120◦). The T•5 calculations show a

more symmetric behavior of the hyperfine coupling with couplings up to −8/− 6MHz for

θ = 90/270◦, respectively. This is in line with the symmetric coordination space above and

below the ring which leads to τ angles of ∼ 110◦. Small deviations from the symmetric

behavior may be caused by the slightly tilted NO group in the T•5 models.

The Y•356 calculations show a completely symmetric behavior of the hyperfine couplings

with components up to −3MHz for perpendicular coordination of the water molecule

(θ = 90/270◦, τ ∼ 120◦). The difference in maximum hyperfine coupling between the

nitroxides and tyrosyl radical may be explained by the different spin density distribution of

the radicals. The spin density of the nitroxides is almost fully located on the NO group

with ∼ 50% on the oxygen atoms (Fig. 6.13 and Loewdin spin population analysis[135]),

while it is distributed across the aromatic ring of the tyrosyl radical with ∼ 30% located

on the oxygen atom.

The 17O nuclear quadrupole coupling tensor components do not change significantly with

the coordination geometry for either of the radicals (see Fig. 6.37). Since the quadrupole

coupling depends on the electric field gradient around the nucleus, which is mostly defined

by two lone-pairs of the oxygen as well as the two bound hydrogen nuclei, a change of the

quadrupole coupling as a function of θ was also not expected.

For all three radicals, in-plane coordination of a water molecule leads to the transfer of

small amounts of spin density (< 0.1%) onto the 17O nucleus via the hydrogen-bond,

giving rise to isotropic couplings up to 1MHz with small amounts of through space dipolar

coupling (< 0.4MHz). Out of plane coordination leads to larger spin density transfer (up

to 1%) and much larger hyperfine couplings of up to −10MHz. For these coordination’s,

the dipolar contribution may no longer be estimated from the point-dipole model.

The g- tensor orientation of all three radicals is similar, with g1 and g2 spanning the ring

plane and g1 oriented along the N(C)-O bond direction, while g3 is oriented perpendicular

to the ring plane (Fig. 6.13). The DFT calculations show, that large hyperfine coupling

components at the perpendicular orientation (A1) are aligned with the g3 component of
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the g-tensor, making the B0‖g3 resonance position the most sensitive for such couplings.

Models show that, in the absence of external structural influences, no energetically pre-

ferred coordination motif is expected for the two nitroxide radicals. Similar calculations

by Bras et al., performed in the course of an infrared spectroscopy study of the TEMPO

radical that is structurally very similar to TEMPOL, came to the same conclusion.[160]

The opposite situation occurs for the tyrosyl radical, for which an energetically preferred

in-plane coordination of the water molecule should be expected. They also show that

small variations in coordination structure result in large changes of the hyperfine coupling

parameters, which means that sharp spectral features have to be the result of a clearly

defined coordination geometry. Single models can therefore be used to interpret the Y•356
spectra, while a different methodology is necessery to rationalize the broad T•6 and T•5
spectra.

6.3.2 Molecular dynamics simulations

A computational method that is well suited to the task of probing the structural variety in

solutions is the molecular dynamics simulation.[161] We therefore performed MD simulations

of a single nitroxide radical (T•6 or T
•
5) in a mixture of H2O and glycerol (v/v: 8:2). The MD

parameters of the nitroxide radicals were adapted to explicitly include the oxygen lone-pairs

(see Sec. 6.7.11) following the methodology first described by Stendardo et al.[161] The

lone-pairs of the oxygen atom are crucial for the description of hydrogen-bonding.

To emulate the experimental conditions, we simulated the freezing of the sample by

reduction of the internal temperature to 50K until molecular motion stopped. This was

repeated a total of 100 times with slightly different starting conditions to acquire a statistical

average of structures. From the final structures, the three closest water (or glycerol)

molecules to the nitroxide radical and their 3 neighbors (9 solvent molecules in total)

were selected and the rest discarded. Using DFT, we calculated the EPR parameters of

the radical and the three closest water molecules without further geometric optimization.

Figure 6.8 summarizes the most important results of the MD simulations.

The water molecules fill the coordination space around the nitroxide group, as expected, with

a lot more structural variation than the limited DFT model showed. Generally, coordination

with τ(N-OPC···HH2O) angles < 150◦ is present, which is also in accordance with the DFT

optimized structures (Fig. 6.8, A/H). Two sets of water molecules can be distinguished by

looking at the distribution of OPC···HH2O distances (Fig. 6.8, B/E). The biggest peak in

the distribution occurs at 1.8 Å, i.e. the equilibrium hydrogen-bond distance observed in all

DFT models. A second, much broader, peak shows the unbound waters with distances

larger than 2.3 Å.

The hydrogen-bound waters are mostly found at the two perpendicular orientations (θ =
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Figure 6.8: Molecular dynamics simulations of the two nitroxide radicals. A/H: Overlay
of the 100 MD runs aligned to the respective nitroxide radical (A: T•6, F: T•5), includ-
ing the 3 closest water molecules, for which the coupling parameters were calculated.
B/E: Distribution of OPC···HH2O (cyan) and OPC···OH2O (red) distances observed for
the molecules around the nitroxides oxygen atoms. Dashed line indicates the distinc-
tion between hydrogen-bound (r(O···H)< 2.3Å) and distant waters (r(O···H)> 2.3Å).
C/F: Dihedral angle θ(C-N-OPC···HH2O) distribution of all (cyan) water molecules and
distribution of hydrogen-bound (red) vs. distant waters (blue). D/G: Calculated 17O
hyperfine coupling tensor components (A1 < A2 < A3) of the hydrogen-bound (circles)
and distant (squares) water molecules. The calculation results of the previous DFT
optimized structures are shown as solid lines for comparison.
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90/270◦) for the T•6 radical and the in-plane orientations (θ = 0/180◦) for the T•5 radical

(Fig. 6.8, D/F, red). The more distant water molecules (r(OPC···HH2O)> 2.3Å) are more

or less uniformly distributed around the nitroxide groups for both radicals (Fig. 6.8, D/F,

blue).

The calculated hyperfine couplings of the MD generated structures, shown as open symbols

in Figure 6.8, D and G, fall into the boundaries of the couplings calculated from the DFT

optimized structures (solid lines, compare Fig. 6.7). Because the binding structures are

much more diverse, a broad distribution of hyperfine couplings can be observed for the

closely bound waters (circles), which fits very well to the observed broad coupling features in

all hyperfine spectroscopy experiments of the nitroxide radicals. The more distant, unbound

waters predominantly have hyperfine couplings smaller than 1MHz and may therefore be

counted as “matrix” waters (squares).

6.4 Interpretation and discussion

At the beginning of this study we asked two questions: “Can we detect water molecules

around organic radicals using 17O hyperfine spectroscopy?” and “Which hyperfine spec-

troscopy method is best suited to the task?”. The answer to the first question has a simple

answer: “Yes”. We could show that all methods, performed at 34 or at 94GHz, detect the

presence of 17O nuclei around the three organic radicals, albeit with varying sensitivities

and resolution.

The second question, not surprisingly, has no simple answer. A short answer would have to

be that: ” It depends on the hyperfine coupling size.” This answer summarizes the most

important and least satisfying result of our study: Knowledge about the hyperfine couplings

that are expected are a prerequisite for the choice of experiment. The following discussion

of the three radicals will showcase this:

6.4.1 The tyrosyl radical

We will begin with the tyrosyl radical because it showed the smallest and most defined

coupling features of the three investigated radicals and the hyperfine coupling parameters

are known from our previous study.[15] Y•356 is coordinated by a single hydrogen-bound

(r(OPC···HH2O) = 1.9 ± 0.1Å) water molecule oriented close to the ring plane (θ =

20±20◦) of the radical with A = [0.46; 0.66; 0.70]MHz and P = [−0.02;−0.32; 0.34]MHz

(Figure 6.9, C). As discussed in Section 6.3.1, the 17O hyperfine coupling tensor of an in-

plane water molecule is comprised of a significant isotropic and a small dipolar contribution.

The nuclear quadrupole coupling tensor is equivalent to the known tensor of pure H2
17O

in ice.[134] Specific signals assignable to hyperfine and quadrupole coupling features are
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Figure 6.9: Simulation of 34GHz/1.2T (A) and 94GHz/3.35T (B) 17O Mims ENDOR
spectroscopy experiments performed on the tyrosyl radical Y•356 in E. coli RNR. Experiments
shown in color with simulations shown in black. C: Coordination motif and coupling
parameters. 94GHz ENDOR spectra and coordination structure reproduced from Ref.
[15].

only resolved in the Mims ENDOR spectra of this radical. Simulations with the previously

published hyperfine and quadrupole couplings reproduce the experimental Mims ENDOR

spectra very well (Figure 6.9, A/B).

At both fields, the spectra are comprised of the typical narrow doublet, split by the isotropic

hyperfine coupling (∼ 0.6MHz) and broadened by a small dipolar coupling (∼ 0.1MHz),

corresponding to the central nuclear transition (mI(17O) = +1/2 → -1/2) of I = 5/2 nuclei

and broad shoulders, which correspond to the other nuclear transitions.

The decreased line width of the central doublet observed at the higher field is reproduced

by the simulation, which confirms the earlier explanation of increased orientation-selectivity

and decreased quadrupole broadening. It is important to note that this requires simulations

which consider the full coupling Hamiltonian instead of the high-field approximation, where

the central transitions are unaffected by quadrupole coupling (see Ch. 4). Our experiments

clearly show, that the fingerprint of in-plane water molecules at tyrosyl radicals can be

detected with 17O Mims ENDOR spectroscopy at common Q-band EPR frequencies and

that high-field, orientation-selective Mims ENDOR at W-band provides the information

necessary to determine water binding structures.

6.4.2 The TEMPOL radical

The binding structure of water around the TEMPOL radical in solution was not known

prior to this study. A recent gas-phase IR spectroscopy study showed both perpendicular

and in-plane coordination to a TEMPOL analogue[160] and a proton and deuterium ENDOR

spectroscopy study of TEMPOL in isopropyl-alcohol solution suggested the presence of

multiple H-bond motifs for this radical.[162]

All 17O hyperfine spectroscopy methods show broad 17O coupling features. The largest
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Figure 6.10: Simulation of TEMPOL/T•6 hf spectra with a distribution of 17O tensors
(D) derived from MD simulations. A/B: HYSCORE simulations (red) reproduce the
experimental spectra (black) at 34 (A) and 94GHz (B). The 34 GHz spectra show
resolution of the quadrupole coupling along the anti-diagonal. C: EDNMR simulations
(black) of the experiments performed at 34 (black) and 94GHz (cyan) show the difference
in contribution of small hyperfine couplings and reproduce the width of the spectra. D:
The hyperfine coupling components for hydrogen-bound water molecules show a broad
distribution of A1 (cyan) values, while A2,3 (red, blue) are predominantly in the range of
0 ± 1.5MHz. E: Davies ENDOR simulations (black) of the experiments performed at
34 (black) and 94GHz (cyan) reproduce the broader distribution at 94 GHz. The sharp
simulation features are artefacts of the limited amount of simulated hf coupling tensors
with small linewidth. F: Mims ENDOR simulations (black) reproduce the experiments
performed at 34 (black) and 94GHz (cyan). The positions of the broad shoulders
correspond to the theoretical Mims blindspot positions marked by asterisks.

distribution with a range of up to 8MHz is observed at the B0‖g3 position. From the

DFT models it is clear, that the B0‖g3 spectral position is the most sensitive to the

structural variations of water molecules. The increased orientation-selectivity at 94GHz

makes the EDNMR and ENDOR experiments at the higher field more suitable to detect

these couplings but at the same time reduces signal intensity which results in the poor

signal to noise even for long measurements.

The MD simulations of the T•6 radical show mostly perpendicular coordination of the closely

bound water molecules, which is in good agreement with the large couplings observed

experimentally. The absence of a defined coordination geometry in the MD, as observed

for the tyrosyl radical, is also in good agreement with the broad, featureless distribution

in the experiments. The simulation approach for the hf spectroscopy experiments is
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

therefore different than for the tyrosyl radical, where the spectra are reproduced by a

single hyperfine and quadrupole coupling tensor. The broad coupling features may be

represented by a combination of two coupling tensors with very broad linewidth parameters,

but this would represent the structural variety in the sample only very poorly. Instead, we

simulated the hyperfine spectra for all DFT calculated coupling tensors from the MD study.

The quadrupole coupling tensor was set to the same values used for the tyrosyl radical

(P = [−0.02;−0.32; 0.34]MHz) for all simulations.

The experimental spectra were then simulated as a sum of the individual tensor simulations

with linewidths comparable to the simulations utilized for the tyrosyl radical (∼ 0.1MHz)

and are shown in Figure 6.10. HYSCORE and Mims ENDOR simulations calculated a

density operator evolution while EDNMR and Davies ENDOR simulations calculated the

transitions from a static Hamiltonian (see Sec. 4). A sum of coupling tensor components

for the hydrogen-bound water molecules (r(OPC···HH2O) < 2.3, Fig. 6.10, D) reproduces

the broad coupling features in all three types of hf spectroscopy experiments. Significant

deviations between spectra and simulation can mainly be observed for the Davies ENDOR,

where the simulation does not cover the full width of the experimental 94GHz spectrum

and contains shoulders which the experiment does not exhibit (Fig. 6.10, E). This may

be explained by the limited set of simulated tensors (3 waters x 100 models) used to

simulate these spectra, which is not a full sampling of all possible coordinations, and the

high orientation-selectivity of the Davies ENDOR experiments and simulations.

The experimental hyperfine spectra combined with the DFT and MD analysis allows us to

concluded that no clearly defined binding motif for water exist for the six-membered T•6
radical, but that perpendicular is preferred over in-plane binding.

6.4.3 The TEMPYL radical

In analogy to the T•6 radical, the binding structure of water around the nitroxide T•5 was

not known. The 1H/2H ENDOR study of hydrogen-bound isopropyl-alcohol concluded that

hydrogen-bond coordination occurs exclusively in-plane for this radical.[162] The hyperfine

spectra of T•5 show strong similarities but also marked differences compared to the T•6
spectra. Similar broad 17O coupling features in a range of up to 8MHz are present at all

canonical g-tensor orientations in the three experiment types with the largest distribution

observed at the B0‖g3 position. The EDNMR and 94GHz HYSCORE spectra of T•5
show mainly an overall reduced 17O signal intensity compared to T•6. Only the ENDOR

spectra of T•5 reveal additional, sharp
17O couplings of ∼ 1MHz, which resemble the signals

observed for the tyrosyl radical. In contrast to the tyrosyl radical, these signals can also

be observed in the Davies ENDOR spectra, which can be explained by the larger overall

radical concentration (∼ 80 vs 200 µM) and the 3-fold longer relaxation time of T•5. The
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6.4 Interpretation and discussion

Figure 6.11: Simulation of TEMPYL/T•5 hf spectra with a distribution of 17O tensors (D)
derived from MD simulations. A/B: HYSCORE simulations (red) only reproduce the center
of the experimental spectra (black) at 34 (A) and 94GHz (B). C: EDNMR simulations
(black) of the experiments performed at 34 (black) and 94GHz (cyan) overestimate the
small hyperfine couplings and underestimate the width of the spectra. D: The hyperfine
coupling components for hydrogen-bound water molecules show a broad distribution of A1
(cyan) but a clear majority of A1,2 and A3 in the range of 1± 1MHz. E: Davies ENDOR
simulations (black) of the experiments performed at 34 (black) and 94GHz (cyan) do
not reproduce the broader distribution at 94 GHz. The sharp doublet with a splitting
of 0.7MHz (dotted grey lines) are broader in the simulation than in the experiment and
barely visible in the 34GHz simulation. F: Mims ENDOR simulations (black) are broader
than the experiments performed at 34 (black) and 94GHz (cyan). The positions of the
sharp doublet with a splitting of 0.7MHz is reproduced but the difference in line-width is
obscured in the simulations.

94GHz Mims ENDOR spectra best resolve the clear doublet structure with a splitting of

0.74MHz, while the broadening at lower field makes them hard to distinguish.

From the DFT analysis it is clear, that such couplings correspond to water molecules

coordinated in the plane of the nitroxide radicals ring. The MD simulations are in accordance

with this spectroscopic observation, indicating the preference for in-plane coordination

for hydrogen-bound waters. The same simulation approach used for the T•6 radical was

employed, using the sum of calculated hyperfine tensors predicted by the MD/DFT analysis.

Figure 6.11 shows the simulations of all hyperfine spectroscopy experiments which, in

contrast to T•5, do not agree with the experimental spectra. In all simulations, the

broad distribution of hyperfine couplings is underestimated, showing a narrower coupling

range. The sensitivity of the B0‖g3 spectral position for large couplings associated with
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

Figure 6.12: Alternative simulation of TEMPYL/T•5 ENDOR spectra with a combination
of a broad distribution of 17O tensors and a single hyperfine coupling tensor. A/B: ENDOR
simulations (black) with a combination of a broad (dashed line) tensor distribution and a
single coupling tensor (dotted line) with a relative weight of 55/45 (±10)%, respectively.
Davies ENDOR simulations (A) represent the experimental spectra better than in Fig. 6.11.
Mims ENDOR simulations (B) reproduce the experimental spectra very well, especially
the different linewidths at 34 vs. 94GHz. C: In-plane coordination of water molecules
to T•5 at a dihedral angle of θ = 0/180◦ with corresponding hyperfine and quadrupole
coupling tensor. Simulations do not distinguish between the two angles.

perpendicular water binding means that this coordination mode is underestimated by the

molecular dynamics simulations. This is reflected by the distribution of hyperfine couplings

of the hydrogen-bound waters (Figure 6.11, D), which is dominated by small couplings in

the 0− 1MHz range. The sharp coupling features in the Davies and Mims ENDOR spectra

are reproduced qualitatively by the MD simulations but appear too broad (Figure 6.11, E/F).

The different linewidths observed in the 34 and 94GHz Mims ENDOR spectra are also not

reproduced by the simulations, which indicates that the MD overestimates the structural

variety of the in-plane coordination.

We therefore used an alternative simulation approach for the ENDOR spectra by combining

a broad tensor distribution similar to the T•6 MD results with a single hyperfine coupling

tensor (A = [0.55; 0.70; 0.90]MHz) with the orientation and coupling size close to the

predicted DFT tensor of an in-plane (θ = 0/180◦) water molecule.

They are shown in Figure 6.12 and fit the experimental data better than the pure MD

simulations, reproducing the linewidth differences between 34 and 94GHz experiments in the

same way observed for the tyrosyl radical. The coordination geometry of water molecules,

shown in the same figure, represents only the binding motif responsible for the sharp

coupling features. It should be noted that the simulation can neither distinguish between 0

or 180◦ coordination, nor between one or two coordinated water molecules. The relative

intensity of the sharp and broad coupling features in the ENDOR simulations are approx. 45

and 55%, respectively. Since the broad coupling features are the only contribution to the

94GHz HYSCORE and EDNMR spectra, this also explains their reduced signal intensity
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compared to the T•6 spectra.

We conclude that water molecules coordinate to the T•5 radical both perpendicular and in-

plane, with a rather well-defined coordination geometry for the latter motif. MD simulations

qualitatively describe the presence of this preferred binding mode but overestimate the

structural distribution.

6.5 Conclusion

We have shown the application of HYSCORE, EDNMR and ENDOR spectroscopy at two

different EPR frequencies to detect 17O-labelled water molecules around three biologically

relevant radicals. Our experiments show, that the 17O nucleus is a good hyperfine spec-

troscopy target to unambiguously assign spectral signatures to water molecules.

The choice of the best method depends on the size of the 17O hyperfine coupling.

HYSCORE, EDNMR and Davies ENDOR are well suited to resolve hyperfine couplings

in the range of 1 − 8MHz, which were observed for both nitroxide radicals as broad

spectroscopic features. The advantage of HYSCORE over EDNMR and ENDOR lies in the

spectral separation of strongly and weakly coupled nuclei, important for nitroxide radicals

due to the strongly coupled 14N nucleus, as well as in the resolution of nuclear quadrupole

coupling separated from hyperfine coupling. The disadvantage lies in the long acquisition

times of the 2D datasets and the spectral blindspots.

Mims ENDOR is the only method capable of resolving isotropic 17O hyperfine couplings

smaller than 1MHz, which were observed for the five-membered nitroxide T•5 and the tyrosyl

radical Y•356. Mims experiments at the common Q-band frequency yield ENDOR spectra

with characteristic spectral features while experiments at the higher W-band frequency

significantly improve the spectral resolution due to the reduction of nuclear quadrupole

coupling and increased orientation-selectivity. The small coupling features resolved by

Mims can be completely missed in HYSCORE and EDNMR spectra due to their limited

resolution and may also disappear in Davies ENDOR experiments if the relaxation time of

the investigated radical is fast enough. A combination of HYSCORE and Mims ENDOR

should be the preferred experimental approach if the binding mode is unknown, since it is

unlikely that spectral features are missed in this approach.

Small structural models of the three radicals showed that the 17O hyperfine coupling is

very sensitive to the binding motif of the hydrogen-bound water molecules due to the

asymmetric spin density distribution of the oxygen-centered radicals. While large hyperfine

couplings are indicative of perpendicular coordination above and below the ring, small

isotropic couplings correspond to in-plane coordination. The 17O hyperfine spectra show

a clearly defined in-plane coordination for the Y•356 radical. This is linked to the enzyme

environment and the energetic preference of the ideal hydrogen-bond. Our earlier 17O
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

Mims ENDOR work had established water molecules at the Y•356 as well as two other

tyrosyl radicals in the RNR enzyme.[15] These works hint at the mechanistic significance of

the structured water molecules in biological proton-coupled electron transfer and open the

possibility for study in other enzymes with tyrosyl radicals.

The broad 17O hyperfine spectra of the nitroxides on the other hand represent a large

variety of binding motifs in the bulk solution, which was supported by MD simulations. The

six-membered nitroxide radical T•6 exhibits mostly perpendicular water coordination without

a clearly preferred binding mode. The five-membered T•5 radical on the other hand shows

both variable perpendicular binding as well as a clearly defined in-plane binding mode. The

difference between the two nitroxides results from their methyl group arrangement, due to

the difference between a chair-like six membered ring and a planar five membered ring.

Our results give the first link between 17O hyperfine spectra and structural information

about nitroxide-water hydrogen-bond geometries. The hydrogen-bond environment around

nitroxide radicals has previously been investigated by indirect measurement of its effects on

the g-values and nitrogen hyperfine as well as quadrupole coupling tensors.[163–166] From

these works, qualitative information about hydration amount and number of hydrogen-bonds

could be gained. The earlier work of Nalepa et al. using 17O EDNMR and Davies ENDOR

of a TEMPOL had resolved similarly broad 17O signals, but gave no link to structural

information.[50] Our work shows that 17O hyperfine signatures can be used to derive struc-

tural information around nitroxides and distinguish between different coordination modes in

bulk solutions.

6.6 Experimental section

Substances, sample preparation and experimental setup are described in Chapter 3.

HYSCORE experiments HYSCORE experiments were recorded with the pulse sequence

π/2− τ −π/2− t1−π− t2−π/2− τ − echo with maximum microwave power resulting in

6 ns and 12 ns π/2 pulses at 34 and 94GHz, respectively. A 16-step phase cycle was used

to remove unwanted echo contributions. Experiments were performed with two inter-pulse

delays τ chosen to either maximize (τ = n/νLarmor) or minimize (τ = (n + 0.5)/νLarmor)

the signal at the respective nuclear Larmor frequency of 17O. The center of the produced

echo (32 ns) was integrated to yield the time traces. The experimental datasets comprised

a total of 300 by 300 data points. The time domain data was baseline corrected (third-order

polynomial), apodized with a hamming function, zero-filled and Fourier-transformed to yield

the frequency spectrum with a resolution of 0.1 MHz. Frequency spectra were normalized

to the 17O signal.
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EDNMR experiments EDNMR experiments were performed with the pulse sequence

tHTA− td−π/2−τ−π−τ−echo. The microwave frequency of the detection echo was set

to the operating frequency of the resonator and the power adjusted to produce π/2-pulses

of 100 ns and π-pulses of 200 ns, checked by mw nutation experiments. The power of the

HTA pulse was adjusted for each experiment individually and the ω1/2π determined as

twice the HWHM of a Lorentz fit to the central blindspot. Experiments were performed

with 20 µs HTA pulses at 34GHz and 30 µs HTA pulses at 94GHz. A long delay td of

10 µs was chosen to allow a full relaxation of any coherences produced by the HTA pulse.

Experiments with shorter delays showed no significant gain in EDNMR signal (data not

shown). The τ-value in the detection echo was set to 1400 ns, which ensures a sufficient

delay between the end of the spectrometer dead time and the echo (∼ 1000 ns), while

limiting signal loss due to relaxation. The experiments were performed with a 2-step phase

cycle of the π/2 to remove long FIDs produced by the π-pulse. The echo was integrated in

a range of ±1000 ns around its maximum to increase the spectral resolution. Experimental

data was processed by subtracting an aforementioned Lorentz fit to the central hole and

normalized to the 17O signal.

ENDOR experiments ENDOR experiments were performed with the Davies πsel.−π(rf)−
td−π/2−τ−π−τ−echo and Mims pulse sequence π/2−τ−π/2−π(rf)−td−π/2−τ−echo.
The microwave power was adjusted to produce π/2-pulses of 200 ns and π-pulses of 400 ns

for Davies ENDOR and π/2-pulses of 6− 40 ns for Mims ENDOR, respectively, checked

by mw Rabi nutation experiments. The radio-frequency power was adjusted to produce

40 µs pulses at 34 and 94GHz, respectively, checked by rf Rabi nutation experiments. The

radio-frequency was swept stochastically to reduce heating and saturation effects and the

entire echo was integrated to yield the ENDOR spectra.[139] ENDOR experiments were

recorded in batches of 5− 100 scans as a 2D dataset. The batches were individually phase

corrected to account for phase drifts during long acquisition and then summed. The sum

spectra were baseline corrected (first-order polynomial) and normalized to the maximum

intensity.

DFT calculations DFT models were calculated using theOrca 4.0.1.2 software package.[73]

Geometry optimization was performed using the BP86[74,75] combined with Ahlrichs’ triple-ζ

quality basis set def2-TZVP[76,77] and the RIJCOSX[78] approximation(def 2/J auxiliary

basis set). The SCF calculations were supplemented with Grimmes dispersion correction

(d3bj).[79,80] SCF energies, magnetic properties and coupling parameters were calculated

from the geometry optimized structures using the B3LYP[75,81,82] combined with the EPR-II

basis set[83] for the entire model. The RIJCOSX approximation and dispersion correction

were also used. The water and protein environment was approximated by a conductor-like

123



6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

polarization model (CPCM) with polarity epsilon of 80 and 24 for the nitroxides and the

tyrosyl radical, respectively.

MD simulations MD simulations were performed using the Gromacs 2018.4 software

package.[167] A detailed description of the methodology is given under Section 6.7.11.

Spectral simulations Spectral simulations were performed using the EasySpin 5.2.33

software package.[70,142] HYSCORE simulations were performed using the saffron routine.

Simulated time traces for the individual τ -values and were summed to give the overall time

trace. The sum of all time traces was zero filled, Fourier transformed to yield frequency

domain simulations with 0.1MHz resolution and normalized to the 17O signal. EDNMR

spectra were simulated using a modified version of the horseradish routine, developed

by Wili et al.[72] (see Ch. 4). Simulated spectra were summed and normalized to the 17O

signal. Davies ENDOR spectra were simulated using the salt routine utilizing full tensor

diagonalization (Opt.Method=’matrix’). Individual spectra were summed, normalized

to the maximum signal and convolved with an inverted Lorentzian line-shape to account

for the spectral hole in the center of the spectrum. Mims ENDOR spectra were simulated

using the saffron routine. Individual spectra were summed and then normalized to the

maximum signal.
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6.7 Supporting information

6.7.1 111777O hf studies of water molecules at transition metal ions
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

6.7.2 EPR characterization

Table 6.3: EPR simulation parameters of T•6, T
•
5 and Y•356.

Radical g1 g2 g3 Nuclei A1 A2 A3 P1 P2 P3

T•6
2.0093
2.0088

2.00615 2.0022 N 19.5 18.9 105 1.2 0.54 −1.7

T•5 2.0082 2.0061 2.0022 N 13.3 13.3 104 1.2 0.4 −1.7

Y•356 2.0062 2.0045 2.0022
Hβ
Ha

Hb

61
−5

−3

52
−21

−19

57
−24

−24

- - -

(a) Simulation of experimental T•6 spectra was performed as a 1:1 mixture of two spectra with different
g1 values to account for different H-bond environments.[166]

(b) Euler angles α,β,γ = 90◦,90◦,± 20◦ were used.[26]

Figure 6.13: Echo-detected field sweep spectra of the T•6 (A), T•5 (B) and Y•356 (C)
radicals recorded at three different microwave frequencies. Experiment is shown in black
with simulations shown in red. Simulations were performed with EasySpin, using full matrix
diagonalization and parameters are specified in Table 6.3. Resonance fields corresponding
to the canonical g-tensor orientations (B0‖g1,2,3) are marked by dotted lines. Differences
between simulation and experimental spectra are most likely caused by different relaxation
behavior across the EPR line. T•5 experimental spectrum at 263GHz is missing due to
technical problems with the spectrometer.
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6.7.3 HYSCORE of I === 555/222 nuclei

Figure 6.14: Simulated HYSCORE spectra of a coupled S = 1/2, I = 5/2 spin
system. Hyperfine coupling tensor A = 4 + [−2;−2; 4]MHz in combination
with A: no quadrupole coupling (P = [0; 0; 0]MHz), B: small quadrupole cou-
pling (P = [−0.002;−0.032; 0.034]MHz) and C: large quadrupole coupling (P =

[−0.02;−0.32; 0.34]MHz). Spectra are simulated using the EasySpin function saffron,
which calculates a time evolution of the density matrix.
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

6.7.4 Mims blindspots

Figure 6.15: Simulated Mims ENDOR spectra of a nuclear spin I = 1/2 (A) and I = 5/2

(B) with a hyperfine coupling tensor A = [−2; 1; 1]MHz and a quadrupole coupling tensor
(I = 5/2 only) P = [−0.2;−0.2; 0.4]MHz. Simulated spectra using the EasySpin function
saffron, which calculates the spectrum through density matrix evolution, shown in
black. Theoretical Mims blindspot function (Eq. 2.82) is shown as gray dotted lines. Red
dashed lines show the product of the full tensor simulation (bottom) with the respective
blindspot function. The two methods produce identical results in case of a spin I = 1/2

(A) nucleus, while significant deviations are present for a nuclear spin I = 5/2 (B).
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6.7.5 Experimental HYSCORE spectra

Figure 6.16: 34GHz HYSCORE spectra of T•6 recorded at the B0‖g1 (A) and B0‖
g3 (B) positions in the EPR line. Experimental parameters: 50K, pulse sequence:
π/2− τ − π/2− t1 − π − t2 − π/2− τ − echo, π/2 = 6 ns, τ = 146/206 ns, dt = 10 ns,
t1/t2 = 100 −→ 3090 ns, 16-step phase cycle, 6 shot/point, 3ms SRT, 15 h per spectrum.
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

Figure 6.17: 94GHz HYSCORE spectra of T•6 recorded at the B0‖g1 (A), B0‖g2 (B)
and B0‖g3 (C) positions in the EPR line. Experimental parameters: 50 K, pulse sequence:
π/2− τ − π/2− t1 − π − t2 − π/2− τ − echo, π/2 = 10 ns, τ = 180/208 ns, dt = 4 ns,
t1/t2 = 100 −→ 1296 ns, 16-step phase cycle, 3 shot/point, 6ms SRT, 15 h per spectrum.
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Figure 6.18: 34GHz HYSCORE spectra of T•5 recorded at the B0‖g1 (A) and B0‖
g3 (B) positions in the EPR line. Experimental parameters: 50K, pulse sequence:
π/2− τ − π/2− t1 − π − t2 − π/2− τ − echo, π/2 = 6 ns, τ = 140/200 ns, dt = 10 ns,
t1/t2 = 100 −→ 3090 ns, 16-step phase cycle, 5 shot/point, 3ms SRT, 12 h per spectrum.
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

Figure 6.19: 94GHz HYSCORE spectra of T•5 recorded at the B0‖g1 (A), B0‖g2 (B)
and B0‖g3 (C) positions in the EPR line. Experimental parameters: 50 K, pulse sequence:
π/2− τ − π/2− t1 − π − t2 − π/2− τ − echo, π/2 = 12 ns, τ = 180/208 ns, dt = 4 ns,
t1/t2 = 100 −→ 1296 ns, 16-step phase cycle, 3 shot/point, 5ms SRT, 12 h per spectrum.
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Figure 6.20: 34GHz HYSCORE spectrum of Y•356 recorded at the B0‖g2 position in the
EPR line. Experimental parameters: 50 K, pulse sequence: π/2− τ −π/2− t1−π− t2−
π/2 − τ − echo, π/2 = 6 ns, τ = 206 ns, dt = 10 ns, t1/t2 = 100 −→ 3090 ns, 16-step
phase cycle, 6 shot/point, 3ms SRT, 7.5 h.

Figure 6.21: 34GHz HYSCORE spectrum of Y•356 recorded at the B0‖g2 position in the
EPR line. Experimental parameters: 50 K, pulse sequence: π/2− τ −π/2− t1−π− t2−
π/2 − τ − echo, π/2 = 10 ns, τ = 180 ns, dt = 4 ns, t1/t2 = 100 −→ 1296 ns, 16-step
phase cycle, 3 shot/point, 5ms SRT, 6 h.
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6.7.6 Experimental EDNMR spectra

Figure 6.22: Power-dependent EDNMR spectra of T•6 recorded at 34GHz (A) and 94GHz
(B) at the B0‖g3 position in the EPR line. Experiments with high microwave-power HTA
are shown in cyan and with low mw-power are shown in black. ω1/2π and acquisition
times were: A: 3MHz/2 h and 0.4MHz/9 h, B: 2MHz/2 h and 0.5MHz/9 h. Spectra
are normalized to the central hole. Experimental parameters: 50K, pulse sequence:
tHTA − td − π/2− τ − π − τ − echo, tHTA = 20/30 µs, td = 10 µs, π/2 = 100 ns, 2-step
phase cycle, 20 shot/point, 3/5ms SRT.

Figure 6.23: Power-dependent EDNMR spectra of T•5 recorded at 34GHz (A) and 94GHz
(B) at the B0‖g3 position in the EPR line. Experiments with high microwave-power HTA
are shown in cyan and with low mw-power are shown in black. ω1/2π and acquisition
times were: A: 3MHz/2 h and 0.4MHz/9 h, B: 2MHz/2 h and 0.5MHz/9 h. Spectra
are normalized to the central hole. Experimental parameters: 50K, pulse sequence:
tHTA − td − π/2− τ − π − τ − echo, tHTA = 20/30 µs, td = 10 µs, π/2 = 100 ns, 2-step
phase cycle, 20 shot/point, 3/5ms SRT.
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Figure 6.24: Power-dependent EDNMR spectra of Y•356 recorded at 34GHz (A) and
94GHz (B) at the B0‖g2 position in the EPR line. Experiments with high microwave-
power HTA are shown in cyan and with low mw-power are shown in black. ω1/2π

and acquisition times were: A: 3MHz/4.5 h and 0.4MHz/13 h, B: 2.3MHz/3 h and
0.8MHz/9 h. Spectra are normalized to the central hole. Experimental parameters: 50 K,
pulse sequence: tHTA − td − π/2 − τ − π − τ − echo, tHTA = 20/30 µs, td = 10 µs,
π/2 = 100 ns, 2-step phase cycle, 20 shot/point, 3/5ms SRT.

Figure 6.25: EDNMR comparison of T•6 (cyan) and T•5 (black) recorded at 94GHz at the
B0‖g3 position in the EPR line. 17O Larmor frequency marked by dotted grey line. Spectra
are normalized and the central hole is scaled to 5% of its original intensity. Experimental
parameters: 50 K, pulse sequence: tHTA− td−π/2− τ −π− τ − echo, tHTA = 20/30 µs,
ω1/2π = 0.4MHz, td = 10 µs, π/2 = 100 ns, 2-step phase cycle, 20 shot/point, 3/5ms
SRT.
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6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

Figure 6.26: Orientation-selective EDNMR spectra of T•6 recorded at 34GHz (A) and
94GHz (B) at the B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan) positions in the EPR
line. Background measurements recorded with unlabelled water are shown in grey. 17O
Larmor frequency marked by dotted grey line. Spectra are normalized and the central hole
is scaled to 5% of its original intensity. Experimental parameters: 50K, pulse sequence:
tHTA−td−π/2−τ−π−τ−echo, tHTA = 20/30 µs, ω1/2π = 0.35−0.5MHz, td = 10 µs,
π/2 = 100 ns, 2-step phase cycle, 20 shot/point, 3/5ms SRT.

Figure 6.27: Orientation-selective EDNMR spectra of T•5 recorded at 34GHz (A) and
94GHz (B) at the B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan) positions in the EPR
line. Background measurements recorded with unlabelled water are shown in grey. 17O
Larmor frequency marked by dotted grey line. Spectra are normalized and the central hole
is scaled to 5% of its original intensity. Experimental parameters: 50K, pulse sequence:
tHTA−td−π/2−τ−π−τ−echo, tHTA = 20/30 µs, ω1/2π = 0.35−0.5MHz, td = 10 µs,
π/2 = 100 ns, 2-step phase cycle, 20 shot/point, 3/5ms SRT.
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6.7.7 Experimental ENDOR spectra

Figure 6.28: Orientation-selective Davies ENDOR spectra of T•6 recorded at 34GHz (A)
and 94GHz (B) at the B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan) positions in the
EPR line. Background measurements recorded with unlabelled water are shown in grey.
Experimental parameters: 50 K, pulse sequence: πsel.−π(rf)−td−π/2−τ−π−τ−echo,
πsel. = 400 ns, rf = 40 µs, π/2 = 200 ns, 30 shot/point, random rf acquisition, 3/5ms
SRT, 24 kHz rf sweep interval. Acquisition time of the spectra is written in the Figure.

Figure 6.29: Orientation-selective Mims ENDOR spectra of T•6 recorded at 34GHz (A)
and 94GHz (B) at the B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan) positions in the EPR
line. Experimental parameters: 50 K, pulse sequence: π/2− τ −π/2−π(rf)− td−π/2−
τ − echo, π/2 = 6/12 ns, τ = 390 ns, rf = 40 µs, 20 shot/point, random rf acquisition,
3/5ms SRT, 12 kHz rf sweep interval. Acquisition time of the spectra is written in the
Figure.
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Figure 6.30: Orientation-selective Davies ENDOR spectra of T•5 recorded at 34GHz (A)
and 94GHz (B) at the B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan) positions in the
EPR line. Background measurements recorded with unlabelled water are shown in grey.
Experimental parameters: 50 K, pulse sequence: πsel.−π(rf)−td−π/2−τ−π−τ−echo,
πsel. = 400 ns, rf = 40 µs, π/2 = 200 ns, 30 shot/point, random rf acquisition, 3/5ms
SRT, 24 kHz rf sweep interval. Acquisition time of the spectra is written in the Figure.

Figure 6.31: Orientation-selective Mims ENDOR spectra of T•5 recorded at 34GHz (A)
and 94GHz (B) at the B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan) positions in the EPR
line. Experimental parameters: 50 K, pulse sequence: π/2− τ −π/2−π(rf)− td−π/2−
τ − echo, π/2 = 40 ns, τ = 390 ns, rf = 40 µs, 30 shot/point, random rf acquisition,
3/5ms SRT, 12 kHz rf sweep interval. Acquisition time of the spectra is written in the
Figure.
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Figure 6.32: Orientation-selective Mims ENDOR spectra of Y•356 recorded at 34GHz
(A) and 94GHz (B) at the B0‖g1 (blue), B0‖g2 (red) and B0‖g3 (cyan) positions in
the EPR line. Experimental parameters: 50K, pulse sequence: π/2− τ − π/2− π(rf)−
td − π/2 − τ − echo, π/2 = 40 ns, τ = 390 ns, rf = 40 µs, 30 shot/point, random rf
acquisition, 3/5ms SRT, 12/6 kHz rf sweep interval. Acquisition time of the spectra is
written in the Figure.
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6.7.8 Relaxation properties

Figure 6.33: Inversion recovery measurements (grey) with bi-exponential fits (color)
of T•6 (blue), T•5 (red) and Y•356 (cyan) recorded at 34GHz (A) and 94GHz (B) at
the B0‖g2 positions in the EPR line. Experimental parameters: 50K, pulse sequence:
π − t − π/2− τ − π − τ − echo, π/2 = 6/12 ns, 100 shot/point.

Figure 6.34: Phase memory time measurements of T•6 (blue), T
•
5 (red) and Y•356 (cyan)

recorded at 34GHz (A) and 94GHz (B) at the B0‖g2 positions in the EPR line. Ex-
perimental parameters: 50K, pulse sequence: π/2− τ − π − τ − echo, π/2 = 6/12 ns,
100 shot/point.

140



6.7 Supporting information

6.7.9 Nuclear quadrupole broadening

Figure 6.35: Simulation of the full ENDOR spectrum expected for an electron spin S = 1/2

with g = ge = 2.0023 coupled to a nuclear spin I = 5/2 with A = [0.5; 0.5; 0.7]MHz and
P = [−0.02;−0.32; 0.34]MHz.
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6.7.10 DFT models

Figure 6.36: Overview of the three oxygen-centered radicals T•6 (A), T•5 (B) and Y•356 (C)
investigated in this study. Top: DFT optimized structures and spin density of the radicals.
Positive (light blue) and negative (light green) spin density at the ±0.002 a.u. level.
Orientation of the g-tensor within the molecular frame is marked by arrows (red: g1, blue:
g2, green: g3). Bottom: Lewis structures with a water molecule coordinated at a distance
r(OPC···HH2O) with dihedral angle θ(C-N(C)-OPC···HH2O) and angle τ(N(C)-OPC···HH2O)
(cyan).
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Figure 6.37: DFT calculated nuclear quadrupole tensor components of the individual
radical models of T•6 (A), T•5 (B) and Y•356 (C). The values change only slightly as a
function of θ. 20% confidence interval of DFT calculated coupling constants are marked
by colored areas.
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6.7.11 Molecular dynamics simulations

All MD simulations were performed with Gromacs 2018.4.[167] For water molecules, the

default tip3p model was used as included in the Gromacs installation. Topologies for

glycerol and the T•6 and T•5 radicals were constructed in a semi-automatic pipeline:

The geometries of the respective molecules were first optimized by DFT (Orca 4.2.1

using B3LYP/def2-TZVPP).[73] For the optimized geometry, a Hartee-Fock calculation

was performed for the subsequent determination of atomic charges by RESP fitting using

the Multifn 3.6 program[168,169], following the recommendations for obtaining parameters

compatible to the amber force field.[170] For this purpose the results of the quantum

chemical calculations were converted using the orca_2mkl module in combination with

the -molden flag, the result of which can be read-in to Multiwfn. Identical charges on

atoms related by molecular symmetry were enforced directly in the RESP fitting procedure.

The final charges used for glycerol and the radicals are summarized in Figures 6.38-6.40.

The optimized structures and atomic charges were combined in *.mol2 files, which were

used as input to acpype [171] for the construction of initial topology files, using the c

user and a amber flags.

Following this, the parameters (bond, angles, dihedrals) related to the radical moiety were

adjusted manually using literature values specifically developed for nitroxide radicals.[161]

The dihedral parameters given in the latter reference as periodic-type format were translated

to Ryckaert-Bellemans coefficients for consistency with the acpype output.

At this stage, two lone-pairs were also included at the nitroxide oxygen atom following the

literature approach. Charges for the nitroxide oxygen atoms were evenly distributed to the

oxygen atom itself and its two lone-pairs, in analogy to the literature approach. Notably,

we found the introduction of an addition dihedral potential (which is explicitly set to 0

in 7) to be required to prevent the undesirable and physically nonsensical rotation of the

lone-pairs around the nitroxide N-O bond for certain modes of water coordination.

The T•5 radical features a double bond within the 5-membered ring, for which the amber

force field is not explicitly parametrized. We chose to treat this group with the parameters

used in the amber force field for the 5-membered ring in the tryptophan sidechain, which

should behave very similar. In cases where definitions for bonded parameters were lacking

in the original amber forcefield implementation, we resorted to default values (particularly

for the dihedral angles) by treating the sp2 carbons like the CA atom type intended for

aromatic carbon atoms. For the improper dihedrals we used values given for a similar

situation in [161]. We note, that very similar parameters result if the -a GAFF option of

acpype is used. An overview of relevant bonded parameters is given in Table 6.5.

In order to test the topologies obtained in this fashion, we performed energy minimization

of water complexes of the T•5 and T•6 radicals, analogous to [161]. The different steric
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demand of the methyl groups resulting from the variation of the ring atom arrangements

in the two radicals (see Figure 6.41) is reflected by the optimized hydrogen-bond lengths

and bond angles summarized in Table 6.4.

For the MD simulations, the respective radical was placed in a pre-equilibrated solvent box

containing approximately 20% glycerol (v/v) in water (78 glycerol molecules, 15017 water

molecules), reflecting the experimental conditions. Notably, the concentration of the radical

within the simulation box is ca. 1mM and thus five times higher than in the experiment.

However, further increase of the box size is unfavorable in terms of computational demand.

Since only a single radical is present, the simulation implicitly disregards any possible

radical-radical interactions.

The complete simulation box was equilibrated for 500 ps in the nvt ensemble and 1000 ps

in the npt ensemble, after which a stable density was obtained, close to the expected value

(ca. 0.99 g cm−3). Due to the fast fluctuation of the nitroxide oxygen lone-pairs, simulation

time steps of 0.2 fs were used throughout. Subsequently two different paths were followed:

Firstly, the simulation was allowed to develop for 2000 ps at a temperature of 300K to

assess the dynamic behavior at ambient temperature. Secondly, a total of 100 annealing

runs were performed for each radical using different initial particle velocities (by supplying

unique random seeds to the velocity generation).

Each run consisted of 3 phases. First, the system was allowed to reach a pseudo-random

state based on its initial velocities, which consequently differs between the various runs. To

determine the required length of this stage, the system RMDS was used, which indicated

complete loss of any structural auto-correlation within ca. 1000 ps. Hence, for the first

phase the system was allowed to develop for 1000 ps. Following this, the system temperature

was decreased linearly over 800 ps to the experimental value of 50K. Finally, the system

was allowed to settle for a further 200 ps at the target temperature to allow for a complete

settling of the structure.

Atom Atom type Partial charge/e

C1 CT 0.082325
C2 CT 0.392255
O1 OH -0.709847
O2 OH -0.733242
H1 HO 0.051033
H2 HO 0.050074
H3 H1 0.449474

Figure 6.38: Labeling scheme and atomic charges for glycerol.

145



6 17O hyperfine spectroscopy to detect water binding to biologically relevant radicals

Atom Atom type Partial charge/e

C1 CT 0.385580
C2 CT 0.511891
C3 CW(a) -0.447150
C4 C*(a) -0.084100
C5 CT -0.365870
C6 CT -0.372210
C7 CT 0.392070
N1 NN(b) 0.060150
O1 NO(b) -0.124980(c)

O2 OH -0.695951
H1 NH(b) 0.096160
H2 NH(b) 0.093130
H3 H4(a) 0.228990
H4 H1 -0.031570
H5 HO 0.427060

Figure 6.39: Labeling scheme and atomic charges for T•5.
(a)These atom types are used

in the amber force field for the 5-membered ring in the tryptophan side chain. (b)These
atom types were introduced in [161] for nitroxide radicals. (c)Additional charges of -0.125 e
were used on the lone-pairs, thus the total charge of the oxygen atom is -0.374980 e.

For the calculation of 17O interaction parameters using DFT, only the close environment

of the nitroxide oxygen atom was included, as for more remote molecules, no significant

hyperfine interactions are expected. Thus, as a first shell the water molecules closest

to the oxygen atom were included. In cases, where glycerol was among the closest

three neighboring molecules, the molecule was also included in the calculation but not

considered for the calculation of hyperfine couplings. In these cases, only two first-shell

water neighbors are included for the calculation of interaction parameters. Importantly,

to obtain meaningful results for the 17O electric field gradients, which in turn determine

the quadrupole interaction, the nearest neighbors of the first-shell water molecules were

included as well. Thus, the precise number and types of molecules differs between the

various frames in the trajectories and between the individual annealing runs. For efficient

handling of these quite large data sets, a Python script was used for automatic creation

and analysis of the DFT calculations.

Bond/Angle T•5 complex T•6 complex

NO-HW 1.859/1.860Å 1.957/1.920Å
NO-OW 2.817/2.811Å 2.911/2.872Å

NN-NO-HW 123.4/121.7◦ 130.4/127.9◦

Table 6.4: Optimized parameters (from molecular mechanics parametrization) of T•5 and
T•6 complexes with two water molecules, see Fig. 6.41.
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Atom Atom type Partial charge/e

C1 CT 0.568924
C2 CT -0.663448
C3 CT 0.576191
C4 CT -0.404915
N1 NN(a) -0.084919
O1 NO(a) -0.104956(b)

O2 OH -0.617854
H1 NH(a) 0.102004
H2 HC 0.176154
H3 H1 -0.032712
H4 HO 0.354295

Figure 6.40: Labeling scheme and atomic charges for T•6.
(a)These atom types were

introduced in [161] for nitroxide radicals. (b)Additional charges of -0.105 e were used on
the lone-pairs, thus the total charge of the oxygen atom is -0.314956 e.

Figure 6.41: Optimized structures (from molecular mechanics parametrization) of T•5
(A/B) and T•6 (C/D) complexes with two water molecules.
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Table 6.5: Bond parameters used for the T•5 MD simulations.

bond parameters

bond involved atom types amber bond type used
C1-C4 CT-C* CT-C*
C2-C3 CT-CW CT-C*
C3-C4 CW-C* CW-C*
C3-H3 CW-H4 CW-H4
C4-C7 C*-CT CT-C*

angle parameters

angle involved atom types amber angle type used
N1-C1-C4 NN-CT-C* NN-CT-CAa
N1-C2-C3 NN-CT-CW NN-CT-CAa
C1-C4-C3 CT-C*-CW CT-CA-CA
C1-C4-C7 CT-C*-CT CT-CA-CA
C3-C4-C7 CT-C*-CW CT-CA-CA
C2-C3-C4 CT-CW-C* CT-CA-CA
C2-C3-C3 CT-CW-H4 C*-CW-H4
C4-C3-H3 C*-CW-H4 C*-CW-H4
C4-C7-O2 C*-CT-OH CT-CT-OH
C4-C7-H4 C*-CT-H1 CT-CT-H1

dihedral parameters

dihedral involved atom types amber dihedral type used
O1-N1-C1-C4 NO-NN-CT-C* NO-NN-CT-CT(a)

O1-N1-C2-C3 NO-NN-CT-CW NO-NN-CT-CT(a)

N1-C1-C4-C3 NN-CT-C*-CW X-CA-CT-X(b)

N1-C1-C4-C7 NN-CT-C*-CT X-CA-CT-X(b)

N1-C2-C3-C4 NN-CT-CW-C* X-CA-CT-X(b)

N1-C2-C3-H3 NN-CT-CW-H4 X-CA-CT-X(b)

H1-C5-C1-C4 NH-CT-CT-C* NH-CT-CT-CT(a)

H2-C6-C2-C3 NH-CT-CT-CW NH-CT-CT-CT(a)

C5-C1-C4-C3 CT-CT-C*-CW X-CA-CT-X(b)

C5-C1-C4-C7 CT-CT-C*-CT X-CA-CT-X(b)

C6-C2-C3-C4 CT-CT-CW-C* X-CA-CT-X(b)

C6-C2-C3-H3 CT-CT-CW-H4 X-CA-CT-X(b)

C1-C4-C3-C2 CT-C*-CW-CT NA-C*-CW-CT
C1-C4-C3-H3 CT-C*-CW-H4 NA-C*-CW-H4
C2-C3-C4-C7 CT-CW-C*-CT NA-C*-CW-CT
C7-C4-C3-H3 CT-C*-CW-H4 NA-C*-CW-H4
C3-C4-C7-O2 CW-C*-CT-OH X-CA-CT-X(b)

C1-C4-C7-O2 CT-C*-CT-OH X-CA-CT-X(b)

C3-C4-C7-H4 CW-C*-CT-H1 X-CA-CT-X(b)

C1-C4-C7-H4 CT-C*-CT-H1 X-CA-CT-X(b)

C4-C7-O2-H5 C*-CT-OH-HO CT-CT-OH-HO
LP1-O1-N1-C1 LP-NO-NN-CT No. of paths: 2, V·n (kcal mol−1): 12.0
LP2-O1-N1-C1 LP-NO-NN-CT Φ0: 180°, n=2

improper dihedral parameters

improper involved atom types amber improper type used
C4-C2-C3-H3 C*-CT-CW-H4 CA-CA-CA-CIa
C3-C1-C4-C7 CW-CT-C*-CT CA-CA-CA-CIa

(a) type taken from [161].
(b) amber default, which is a zero potential.
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Three challenges have previously discouraged the use of the 17O hyperfine spectroscopy to

study water binding to organic radicals: Firstly, the low gyromagnetic ratio of 17O leading

to a small sensitivity; secondly, it’s high nuclear spin leading to quadrupole broadening;

thirdly, the hydrogen-bond coordination of water molecules to oxygen-centered organic

radicals, which leads to PC···17O distances & 3Å. The experiments, theoretical models and

spectral simulations of this thesis have shown, that the method can be used effectively

for hydrogen-bound water molecules despite these challenges. They will be addressed

individually in the following section. The relationship between 17O hyperfine couplings and

coordination geometry will be discussed. Finally, ongoing work and further applications will

be mentioned.

Sensitivity and Resolution The low sensitivity the 17O nucleus leads to generally long

acquisition times to produce interpretable hyperfine spectra. The experiments show that

spectroscopy methods employing broadband excitation, i.e. HYSCORE and Mims ENDOR,

generally perform better than the selective excitation methods EDNMR and Davies ENDOR

due to the larger amount of spins contributing to the spectra. The same argument also

explains, why hf experiments generally show larger sensitivity at lower field, where resonances

are less spread out due to g-tensor anisotropy.

HYSCORE is particularly useful for the detection of 17O since it separates hyperfine and

quadrupole coupling in different spectral dimensions. The additional separation of strongly

and weakly coupled nuclei is of great value for nitroxide radicals, as 17O resonances are

easily distinguished from the intense nitrogen resonances. The intrinsic resolution of the

HYSCORE experiment is well suited for hyperfine couplings larger than 1 MHz but prevents

the distinction of small hyperfine coulings (< 1MHz). The experiment is most sensitive at

34GHz due to the smaller orientation-selectivity and the increased modulation depth for

the specific 17O hyperfine couplings in the range of 1− 8MHz.

EDNMR experiments performed with powerful (large ω1) high-turning angle pulses can
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show the presence of 17O signals with high sensitivity while lower powered HTA pulses can

establish the presence of large (>1MHz) 17O hyperfine couplings, albeit with significantly

reduced sensitivity. Detailed hyperfine and quadrupole coupling parameters, especially for

small (< 1MHz) hyperfine couplings, can however not be distinguished from the experiments.

This is due to the intrinsically low resolution and also because the EDNMR transition

probabilities are zero for canonical the hyperfine and quadrupole tensor orientations that

contain the most valuable information. Additionally, strong overlap of nitrogen resonances

hinder the analysis of 17O signals in the case of nitroxide radicals. To acquire pure 17O

EDNMR spectra, experiments have to be performed at the B0‖g3 position, which however

has the lowest overall signal intensity. The experiment is best performed at 94GHz to

avoid overlap of 17O signals with the central blindspot.

The selective excitation of Davies ENDOR leads to relatively low sensitivity and long

acquisition times. Small hyperfine couplings are difficult to detect due to the spectral

hole of the preparation pulse. The Mims ENDOR experiment, on the other hand, is the

only experiment suited to resolve small 17O hyperfine couplings (< 1MHz). 17O Mims

ENDOR spectra are less affected by the Mims blindspot function than comparable spectra

of I = 1/2 nuclei, due to the presence of considerable quadrupole coupling. Apart from

the spectral blindspot function, ENDOR spectra contain the full hyperfine and quadrupole

tensor information. The specific fingerprint signature of in-plane water molecules can

be detected with Mims ENDOR at all three investigated frequencies (see Fig. 7.1). 17O

ENDOR experiments of nitroxide radicals, like EDNMR, suffer from the underlying nitrogen

signals, which need to be identified by background measurements. Measurements at the

B0‖g3 position can and should be made to avoid the overlap but suffer from the poor signal

intensity.

The highest concentration sensitivity so far was achieved by 94GHz Mims ENDOR, with

which a hydrogen-bound water molecule was detected around a sample of Y•356 with a

concentration of ∼ 1µM.[16] In the future, the sensitivity of Mims ENDOR experiments

may be increased by the application of broadband excitation pulses.[11,172] This could

especially benefit experiments at high field, where arbitrary waveform generator technology

is now available. The same technology might be used to increase performance of EDNMR

experiments by performing the initial HTA as Gaussian pulse.[8,173,174]

Quadrupole broadening The high nuclear spin of 17O may lead to significant quadrupole

broadening effects of the detected signals. The central nuclear transition (mI(17O) = +1/2

→ -1/2) is affected when the difference between nuclear Larmor frequency and hyperfine as

well as quadrupole coupling is small. Mims ENDOR experiments in this work showed that

quadrupole broadening affects the spectra at EPR frequencies of 34 and 94GHz. They

also showed that the effect can be significantly reduced at the higher frequencies, especially
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at 263 GHz where signals with linewidths . 0.1MHz can be detected (see Fig. 7.1).

The effect can be reproduced by spectral simulations, which do not use the high-field

approximation but consider the full hyperfine and quadrupole coupling Hamiltonian in a

tensor diagonalization approach. Experiments and simulations show that it is the combined

effect of reduced nuclear quadrupole broadening and increased orientation selectivity. The

narrow 17O signals recorded with 263GHz Mims ENDOR experiments can be used to

resolve the binding of one versus two water molecules, which was an open question prior to

this work.[26]

Figure 7.1: Mims ENDOR experiments of Y•356 at 34 (blue), 94 (red) and 263GHz
(cyan). Simulations are shown in black. The effect of narrowing linewidths at higher
magnetic fields is indicated by arrows and reproduced by the simulations.

PC···OH2O distance The hydrogen-bond coordination of water to organic radicals leads

to PC-O distances of & 3Å. Due to the small gyromagnetic ratio of 17O, this would

result in dipolar couplings of . 0.2MHz, if the system could be considered in the point-

dipole approximation. Such couplings would be hard to detect due to the additional

quadrupole broadening (see. Fig. 7.2, A). The experiments of this thesis have shown that

hydrogen-bond coordination leads to spin density transfer onto the 17O nucleus, sufficient

to produce isotropic couplings that are readily resolvable with Mims ENDOR spectroscopy

(see Fig. 7.2, B).

Recent 19F Mims ENDOR experiments performed in our group have shown that much

smaller hyperfine couplings in the range of ∼ 0.02MHz can be resolved, corresponding to

PC···F distances of ∼ 15Å.[14] While such long distances are not feasible with 17O due

to it’s small gyromagnetic ratio, the resolution of hyperfine couplings in the kHz range

would allow the detection of second sphere water molecules at distances of ∼ 5Å. This is

potentially very interesting for applications in RNR, where hydrogen bond networks might

be of key importance for the PCET mechanism.[131,133] Mims ENDOR resolution of small
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couplings is mainly limited by the choice of τ-value, which is in turn limited by the phase

memory time Tm.[14,15,61] Therefore methods to prolong the Tm can be employed to increase

the detectable PC···OH2O distance. These methods have been developed for the PELDOR

technique and usually rely on the deuteration of the solvent and cryoprotectant[175–177]

as well as the entire biomolecule[178,179]. The deuteration of H2
17O is rather problematic

and therefore deuteration of the radical itself might be the more reasonable approach.[177]

Deuterated nitroxide radicals are available and tyrosyl residues Y122[121,122] and Y356[26] have

been deuterated in the RNR enzyme, making them interesting candidates for future 17O

Mims ENDOR studies.

Figure 7.2: Effect of spin density transfer through hydrogen-bond interaction. A: Assump-
tion of pure dipolar coupling over 3 Å results in no discernible hyperfine coupling structure.
B: Hydrogen-bonding leads to spin density transfer onto the 17O nucleus, resulting in
detectable isotropic coupling.

Relationship between 17O hyperfine coupling and coordination geometry Small DFT

models of organic-radical water complexes have shown the strong dependence of 17O

hyperfine couplings on the coordination geometry around tyrosyl and nitroxide radicals.

The asymmetric spin density distribution around oxygen-centered organic radicals is mainly

responsible for this effect. Coordination of water molecules in the ring-plane of the radicals,

i.e. with the ideal hydrogen-bond geometry to the lone pairs of oxygen, leads to small,

isotropic hyperfine couplings. Perpendicular coordination, on the other hand, leads to large,

anisotropic hyperfine couplings, since the majority of the spin density is located here and

the effective distance to the 17O nucleus is shorter.

The most sensitive resonance position within the EPR spectra is B0‖g3, as g3 is aligned
directly perpendicular to the ring plane for such radicals, in line with the spin density.

Additionally, the largest 17O hyperfine coupling component is also aligned in this direction.

This allows for a clear distinction between the two coordination modes from hf spectra,

even in bulk water with a lot of structural variety. In the case of specific coordination in

protein environments, the sensitivity of the 17O couplings can be used to determine dihedral

angles with approximately 20◦ accuracy.
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Perspective applications Tyrosyl radicals are the most common radicals encountered

in enzymatic systems[156,157] and water molecules around essential tyrosine resides have

been crystallographically identified. Photosystem II houses two essential tyrosyl radicals,

YD and YZ, with interesting water molecules, which are part of proton-coupled electron

transfer reactions.[38,41] Both of them could be investigated with 17O hyperfine spectroscopy.

Another interesting tyrosyl intermediate in PCET reactions is Y8 in the blue light using

flavine adenine dinucleotide (BLUF) domaine, present in many bacterial photoreceptors.[116]

Water has not been established around this intermediate but 17O hf spectroscopy could be

used to do so.

Derivatives of the nitroxide radicals investigated in this work are routinely used as spin

probes in diamagnetic biomolecules. They are used for inter- and intramolecular distance

measurements or as mobility probes.[151–153] 17O hyperfine spectroscopy offers a new possi-

bility to use them for the detection of structured water domains.

Beyond these, different organic radicals, such as DOPA, cysteine or tryptophane radicals

exist in biomolecular machines.[156] All of them could be investigated with the established
17O hyperfine spectroscopy methods.

The use of 17O hyperfine spectroscopy for organic radicals can also be expanded beyond

water molecules. Our group, in collaboration with the group of Prof. Tittmann, has recently

incorporated 17O-labelled tyrosines into the α-subunit of ribonucleotide reductase.[16] This

was done to detect a direct hydrogen bond between the Y•356 radical in β and the 17O-Y731

residue with 17O Mims ENDOR spectroscopy. Our experiments so far could not detect
17O signatures but we hope to expand the applications in the future.

To increase the information content gain from 17O signals, advanced hyperfine spectroscopy

methods may be applied in the future. Especially spectroscopy experiments, which allow the

detection of correlation frequencies between nuclei coupled to the same electron spin, are of

particular interest. Such methods include multi-dimensional EDNMR,[180] THYSCOS,[181]

DONUT-HYSCORE[182] or TRIPLE.[183] A specific question for such an experiment is the

involvement of the arginine residue R411 in water binding to Y•356 in RNR. Efforts to perform
17O-14,15N correlation experiments are currently being made, to establish the binding of

water and arginin to the same spin system.
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Appendix

A Resonator bandwidth measurements

The microwave power ν1 = ω1/2π depends on the quality factor of the microwave resonator

Q and is described by the following expression:

ν1 = ν1,max ·
√

1 +

(
2 ·Q ·

νmw − ν0
ν0

)2
(A.1)

Figure A.1: Resonator bandwidths of the Q- (A) and W-band (B) spectrometers. Ex-
perimental microwave powers (black circles) were determined by microwave Nutation
experiments. Resonator quality factors Q were determined by a least square fit of Eq. (A.1)
to the experimental data (red). Measurements were performed with 0.1% 1H-BDPA
samples at 50K.
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B Rf heating

Figure B.1: Experimental Mims ENDOR spectra of 2H BDPA in PS as a function of
delay time td (given in figure) between rf pulse and microwave readout. Experiments
recorded at 94GHz EPR frequency and a temperature of 50K with a rf pulse of 40 µs.
Spectra are not baseline corrected but normalized to maximum intensity of the ENDOR
signal. Dotted grey lines show the relative baseline.

C Static Hamiltonian simulation code

1 %% ENDOR simulation script

2 %%%%%%%%%%%

3 clear

4 tic

5 %% Natural Constants and Conversion Factors

6 H = 6.62607015 * 10^−34; % J*s Planck Constant

7 MU_B = 9.274010783 * 10^−24; % J/T Bohr Magneton

8 MU_N = 5.0507837461 * 10^−27; % J/T nuclear Magneton

9 G_E = 2.00231930436256; % G−factor electron

10

11 Nucleus_EPR='14N';

12 Nucleus_ENDOR='17O';

13 %g_N_EPR = 0.40376100; % g_N of 14N, reference see line 33

14 %g_N_ENDOR = −0.7575 ; % g_N of 17O,

15 g_N_EPR=nucgval(Nucleus_EPR); % Easyspin

16 g_N_ENDOR=nucgval(Nucleus_ENDOR); % Easyspin

17 % unless other Ref given: National Institute of Standard and Technology 2019

18

19 %% Parameters for Simulation %%%%%%%%%%

20 Ntheta = 200; % No.of increments for the powder average
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21 Nphimax = 200;

22 g = diag([2.00913 2.00633 2.00233]); % g_xyz values of nitroxide radical

23

24 Nuclei_ENDOR = ([2.5]); % ENDOR spin quantum number(s)

25 Ni_ENDOR = size(Nuclei_ENDOR,2); % number of coupled nuclei for ENDOR

26

27 Nuclei_EPR = ([1]); % EPR spin quantum number

28 Ni_EPR = size(Nuclei_EPR,2); % number of coupled nuclei for EPR spectrum

29

30 %ENDOR Nucleus

31

32 A_ten=[0.43 0.66 0.7 ]; %in MHz

33 A_Frame=[0 0 0]; % ind deg

34 P_ten=[−0.02 −0.32 0.34]; %in MHz

35 P_Frame=[0 0 0]; % in deg

36

37 % A_ten=[1 1 2]; %in MHz

38 % A_Frame=[0 0 0]; % ind deg

39 % P_ten=[0 0 0]; %in MHz

40 % P_Frame=[0 0 0]; % in deg

41

42 % HF coupling constants

43 L(1,1:3) = A_ten;

44 L(1,4:6) = A_Frame;

45 L(1,7:9) = P_ten;

46 L(1,10:12) = P_Frame;

47

48 % EPR Nucleus

49 M(1,1:3) = [13,13,94]; % 14N values in MHz

50 M(1,4:6) = [0,0,0] ; % alpha ,beta, gamma

51 M(1,7:9) = [+1.3 +0.5 −1.8]; % Quadrupole values in MHz

52 M(1,10:12) = [0,0,0]; % Euler angles

53

54 % Measurement Parameters

55 FreqMeas = 94e9; % MW frequencz in Hz

56 FieldOffset=0.0; % correction factor for 263 GHz spectrometer in

Gauss

57 Endordelta = 0.001; % resolution of ENDOR spectrum, in MHz (i.e. histogram bin size)

58 EndorSw = 6; % RF sweep range for simulation, MHz

59 endormin = −EndorSw/2;
60 endormax = EndorSw/2;

61

62 % Linewidth parameters.

63 lw = 20; % line broadening for EPR [MHz]

64 lwEnd = 0.06; % line broadening for ENDOR [MHz]
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65

66 % Field positions for ENDOR detection in Gauss

67 % 94 GHz W−band
68 ObsField{1}=33425; % B||g1

69 ObsField{2}=33470; % B||g2

70 ObsField{3}=33535; % B||g3

71

72 % Field Correction with Offset

73 for i=1:length(ObsField)

74 ObsField{i}=ObsField{i}−FieldOffset;
75 end

76

77 chosenfield = 2; % Observerfield

78 larmor = larmorfrq(Nucleus_ENDOR,ObsField{chosenfield}/10);

79

80 % Frequency range for calculation of EPR spectrum at 94 GHz

81 freq_min = 93.3e9; % in Hz

82 freq_max = 94.4e9; % in Hz

83 delta_freq = 1e6; % in Hz

84

85 % Mims blindspot calculation

86 Mims_blindspot = false;

87 tau = 850; % in ns

88

89 %excitation pulse length in ENDOR

90 probe_pi=80; % pulse length for a mw pi pulse in ns

91

92 %simulation mode

93 transition_probability = true ; %calculate with Ix operator ?

94

95 % what will be plotted

96 plot_EPR = false; % plot EPR?

97 plot_ENDOR = true; % plot ENDOR?

98 plot_sum_ENDOR = false; % plot summed ENDOR spectrum over all orientations

99

100 % save results?

101 save_EPR = false; % EPR?

102 save_ENDOR = false; % ENDOR?

103 save_sum_ENDOR = false; % summed ENDOR spectrum over all orientations

104

105 %%%%%%%%%%%%%%%%%% SIMULATION %%%%%%%%%%%%%%%%%%%%%

106 %% Spin Operator Definitions

107 % Adapted from Easyspin/Examples/Varia/Spinopxyz.m

108 % Define the Electron Spin operators in S eigenbasis

109 S = 1/2;
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110 S_id = eye(2*S+1);

111 Sz0 = diag(S:−1:−S);
112 Svalues = sqrt((1:2*S).*(2*S:−1:1));

113 Sp0 = diag(Svalues,+1);

114 Sm0 = diag(Svalues,−1);

115 Sx0 = (Sp0 + Sm0)/2;

116 Sy0 = (Sp0 − Sm0)/2i;

117

118 %Define the EPR Nuclear Spin operators in I eigenbasis

119 I_EPR = Nuclei_EPR;

120 I_id_EPR = eye(2*I_EPR+1);

121 Iz0_EPR = diag(I_EPR:−1:−I_EPR);
122 Ivalues_EPR = sqrt((1:2*I_EPR).*(2*I_EPR:−1:1));

123 Ip0_EPR = diag(Ivalues_EPR,+1);

124 Im0_EPR = diag(Ivalues_EPR,−1);

125 Ix0_EPR = (Ip0_EPR + Im0_EPR)/2;

126 Iy0_EPR = (Ip0_EPR − Im0_EPR)/2i;

127

128 %Define the ENDOR Nuclear Spin operators in I eigenbasis

129 I_ENDOR = Nuclei_ENDOR;

130 I_id_ENDOR = eye(2*I_ENDOR+1);

131 Iz0_ENDOR = diag(I_ENDOR:−1:−I_ENDOR);
132 Ivalues_ENDOR = sqrt((1:2*I_ENDOR).*(2*I_ENDOR:−1:1));

133 Ip0_ENDOR = diag(Ivalues_ENDOR,+1);

134 Im0_ENDOR = diag(Ivalues_ENDOR,−1);

135 Ix0_ENDOR = (Ip0_ENDOR + Im0_ENDOR)/2;

136 Iy0_ENDOR = (Ip0_ENDOR − Im0_ENDOR)/2i;

137

138 % Transform EPR operators into the (S= 1/2, I = 1) eigenbasis

139 Sx_EPR=kron(Sx0,I_id_EPR);

140 Sy_EPR=kron(Sy0,I_id_EPR);

141 Sz_EPR=kron(Sz0,I_id_EPR);

142 Sop_EPR={Sx_EPR; Sy_EPR; Sz_EPR};

143

144 Ix_EPR=kron(S_id,Ix0_EPR);

145 Iy_EPR=kron(S_id,Iy0_EPR);

146 Iz_EPR=kron(S_id,Iz0_EPR);

147 Iop_EPR={Ix_EPR;Iy_EPR;Iz_EPR};

148

149 % Transform ENDOR operators into the large eigenbasis

150 Sx_ENDOR=kron(Sx0,I_id_ENDOR);

151 Sy_ENDOR=kron(Sy0,I_id_ENDOR);

152 Sz_ENDOR=kron(Sz0,I_id_ENDOR);

153 Sop_ENDOR={Sx_ENDOR; Sy_ENDOR; Sz_ENDOR};

154
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155 Ix_ENDOR=kron(S_id,Ix0_ENDOR);

156 Iy_ENDOR=kron(S_id,Iy0_ENDOR);

157 Iz_ENDOR=kron(S_id,Iz0_ENDOR);

158 Iop_ENDOR={Ix_ENDOR;Iy_ENDOR;Iz_ENDOR};

159

160 %% Parameter calculation

161 B = [0 0 ObsField{chosenfield}]*10^−4; % in T

162 % transform ENDOR coupling tensors into g Frame

163 for k = 1:Ni_ENDOR

164 alpha = L(k,4)*pi/180;

165 beta = L(k,5)*pi/180;

166 gamm = L(k,6)*pi/180;

167 RA(1,1) = cos(beta)*cos(alpha)*cos(gamm) − sin(alpha)*sin(gamm);

168 RA(1,2) = cos(beta)*sin(alpha)*cos(gamm) + cos(alpha)*sin(gamm);

169 RA(1,3) = −sin(beta)*cos(gamm);
170 RA(2,1) = −cos(beta)*cos(alpha)*sin(gamm) − sin(alpha)*cos(gamm);

171 RA(2,2) = −cos(beta)*sin(alpha)*sin(gamm) + cos(alpha)*cos(gamm);

172 RA(2,3) = sin(beta)*sin(gamm);

173 RA(3,1) = sin(beta)*cos(alpha);

174 RA(3,2) = sin(beta)*sin(alpha);

175 RA(3,3) = cos(beta);

176

177 X = RA*diag(L(k,1:3))*RA';

178 A_g_ENDOR((k−1)*3+1:(k−1)*3+3,:) = X; % A TENSOR in g Frame

179

180 if size(L,2)>6

181 alphaQ = L(k,10)*pi/180;

182 betaQ = L(k,11)*pi/180;

183 gammQ = L(k,12)*pi/180;

184 RQ(1,1) = cos(betaQ)*cos(alphaQ)*cos(gammQ) − sin(alphaQ)*sin(gammQ);

185 RQ(1,2) = cos(betaQ)*sin(alphaQ)*cos(gammQ) + cos(alphaQ)*sin(gammQ);

186 RQ(1,3) = −sin(betaQ)*cos(gammQ);
187 RQ(2,1) = −cos(betaQ)*cos(alphaQ)*sin(gammQ) − sin(alphaQ)*cos(gammQ);

188 RQ(2,2) = −cos(betaQ)*sin(alphaQ)*sin(gammQ) + cos(alphaQ)*cos(gammQ);

189 RQ(2,3) = sin(betaQ)*sin(gammQ);

190 RQ(3,1) = sin(betaQ)*cos(alphaQ);

191 RQ(3,2) = sin(betaQ)*sin(alphaQ);

192 RQ(3,3) = cos(betaQ);

193 Y = RQ*diag(L(k,7:9))*RQ';

194 P_g_ENDOR((k−1)*3+1:(k−1)*3+3,:) = Y; % Q TENSOR in g Frame

195 end

196 end

197

198 % transform EPR coupling tensors into g Frame

199 for k = 1:Ni_EPR
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200 alpha = M(k,4)*pi/180;

201 beta = M(k,5)*pi/180;

202 gamm = M(k,6)*pi/180;

203 RA(1,1) = cos(beta)*cos(alpha)*cos(gamm) − sin(alpha)*sin(gamm);

204 RA(1,2) = cos(beta)*sin(alpha)*cos(gamm) + cos(alpha)*sin(gamm);

205 RA(1,3) = −sin(beta)*cos(gamm);
206 RA(2,1) = −cos(beta)*cos(alpha)*sin(gamm) − sin(alpha)*cos(gamm);

207 RA(2,2) = −cos(beta)*sin(alpha)*sin(gamm) + cos(alpha)*cos(gamm);

208 RA(2,3) = sin(beta)*sin(gamm);

209 RA(3,1) = sin(beta)*cos(alpha);

210 RA(3,2) = sin(beta)*sin(alpha);

211 RA(3,3) = cos(beta);

212

213 X = RA*diag(M(k,1:3))*RA';

214 A_g_EPR((k−1)*3+1:(k−1)*3+3,:) = X; % A tensor in g Frame

215

216 if size(M,2)>6

217 alphaQ = M(k,10)*pi/180;

218 betaQ = M(k,11)*pi/180;

219 gammQ = M(k,12)*pi/180;

220 RQ(1,1) = cos(betaQ)*cos(alphaQ)*cos(gammQ) − sin(alphaQ)*sin(gammQ);

221 RQ(1,2) = cos(betaQ)*sin(alphaQ)*cos(gammQ) + cos(alphaQ)*sin(gammQ);

222 RQ(1,3) = −sin(betaQ)*cos(gammQ);
223 RQ(2,1) = −cos(betaQ)*cos(alphaQ)*sin(gammQ) − sin(alphaQ)*cos(gammQ);

224 RQ(2,2) = −cos(betaQ)*sin(alphaQ)*sin(gammQ) + cos(alphaQ)*cos(gammQ);

225 RQ(2,3) = sin(betaQ)*sin(gammQ);

226 RQ(3,1) = sin(betaQ)*cos(alphaQ);

227 RQ(3,2) = sin(betaQ)*sin(alphaQ);

228 RQ(3,3) = cos(betaQ);

229 Y = RQ*diag(M(k,7:9))*RQ';

230 P_g_EPR((k−1)*3+1:(k−1)*3+3,:) = Y; % Q TENSOR in g Frame

231 end

232 end

233

234 % Frequency Axis of EPR Spectrum

235 Npts_epr_freq=round((freq_max − freq_min)/delta_freq);

236 freq = linspace(freq_min,freq_max,Npts_epr_freq);

237 epr_amp_tensor_freq = zeros(Npts_epr_freq,1);

238

239 % Number of points in ENDOR dimension

240 NptsE = round(EndorSw/Endordelta)+1;

241

242 %ENDOR PREPARATION FUNCTION

243 W1 = pi/(probe_pi*1e−9); %in rad/s−1
244
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245 % Calculate list of theta and phi values to allow parfor loop for EPR

246 or_all=0;

247 for ii = 1:Ntheta

248 theta = ii*pi/Ntheta;

249 Nphi = round(sin(theta)*Nphimax);

250 for jj = 1:Nphi

251 or_all=or_all+1;

252 phi = (jj−1)*pi*2/(Nphi−1);
253 orientation_list(or_all,:)=[or_all theta phi];

254 end

255 end

256

257 %% EPR calculation

258 tic

259 parfor ii = 1:or_all

260 %initialyze arrays

261 temp_epr_amp_tensor_freq=zeros(Npts_epr_freq,1);

262

263 %retrieve previously generated variables

264 orientation=orientation_list(ii,:);

265 orientation_id=orientation(1);

266 theta=orientation(2);

267 phi=orientation(3);

268 A_g_EPR_or=A_g_EPR*1e6; %in Hz, HF Couplings for EPR

269 P_g_EPR_or=P_g_EPR*1e6; % in Hz, NQ Couplings for EPR

270

271 A_g_ENDOR_or=A_g_ENDOR*1e6;

272 P_g_ENDOR_or=P_g_ENDOR*1e6;

273

274 R1 = zeros(3);

275

276 % Rotation matrix into lab system

277 R1(1,1) = cos(theta)*cos(phi);

278 R1(1,2) = cos(theta)*sin(phi);

279 R1(1,3) = −sin(theta);
280 R1(2,1) = −sin(phi);
281 R1(2,2) = cos(phi);

282 R1(2,3) = 0;

283 R1(3,1) = sin(theta)*cos(phi);

284 R1(3,2) = sin(theta)*sin(phi);

285 R1(3,3) = cos(theta);

286

287 % g tensor rotation into Lab frame

288 grot = R1*g*R1';

289
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290 %ENDOR Nuclei

291 A_ENDOR=zeros(3,3,Ni_ENDOR);

292 P_ENDOR=zeros(3,3,Ni_ENDOR);

293

294 for m = 1:Ni_ENDOR

295 hf2 = A_g_ENDOR_or((m−1)*3+1:(m−1)*3+3,:);
296 X2 = R1*hf2*R1';

297 A_ENDOR(:,:,m)=X2;

298

299 qq2 = P_g_ENDOR_or((m−1)*3+1:(m−1)*3+3,:);
300 Y2 = R1*qq2*R1';

301 P_ENDOR(:,:,m)=Y2;

302 end

303

304 % EPR Nuclei

305 A_EPR=zeros(3,3,Ni_EPR);

306 P_EPR=zeros(3,3,Ni_EPR);

307 for m = 1:Ni_EPR

308 hf2 = A_g_EPR_or((m−1)*3+1:(m−1)*3+3,:);
309 X2 = R1*hf2*R1';

310 A_EPR(:,:,m)=X2;

311

312 qq2 = P_g_EPR_or((m−1)*3+1:(m−1)*3+3,:);
313 Y2 = R1*qq2*R1';

314 P_EPR(:,:,m)=Y2;

315 end

316

317 %EPR Calculation

318 H_HF_EPR=zeros(size(Sz_EPR));

319 H_NQI_EPR=zeros(size(Sz_EPR));

320

321 H_EZ_EPR = MU_B*grot(3,3)*B(3)*Sz_EPR/H; %in Hz

322 H_NZ_EPR = MU_N*g_N_EPR*(B(1)*Ix_EPR + B(2)*Iy_EPR + B(3)*Iz_EPR)/H; %in Hz

323

324 H_HF_EPR = Iz_EPR * A_EPR(3,3) * Sz_EPR + Ix_EPR *(A_EPR(1,3)^2+A_EPR(2,3)^2)^0.5 *

Sz_EPR % H_HF = ASzIz + BSzIx

325

326 %Calculate EPR NQI Hamiltonian Q*I*I in Hz

327 for m = 1:Ni_EPR

328 for k=1:size(Iop_EPR,1)

329 for t=1:size(Iop_EPR,1)

330 H_NQI_EPR = H_NQI_EPR + P_EPR(k,t,m)*Iop_EPR{k}*Iop_EPR{t};

331 end

332 end

333 end
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334

335 %Calculate the EPR Spin Hamiltonian in Hz (neglecting 19F for orientation selection)

336 H_S_EPR = H_EZ_EPR − H_NZ_EPR + H_HF_EPR + H_NQI_EPR;

337

338 % Diagonalize and calculate eigenvalues of the EPR Hamiltonian

339 [V_EPR,E_EPR] = eig(H_S_EPR); % E ... Hamiltonian Elements, V... eigenvectors

340 V_EPR=round((V_EPR),9); % round necessary for following calculation

341 E_EPR=real(diag(E_EPR));

342

343 %initiallyze freq matrices

344 freq_EPR = zeros(1,length(V_EPR)*length(V_EPR));

345 trans_prob_EPR = zeros(1,length(V_EPR)*length(V_EPR));

346

347 % Calculate transitions between all elements

348 q=1;

349 for x=1:length(V_EPR)

350 for y=1:length(V_EPR)

351 trans_prob_EPR(q)=abs(round((V_EPR(:,x))'*Sx_EPR*(V_EPR(:,y)),9))^2; %<x|S_x|

y>^2 , x/y are the eigenvectors

352 freq_EPR(q)= abs(E_EPR(x)−E_EPR(y)); %in Hz, Transition Frequency

353

354 %Select EPR Transitions with frequency threshhold value (1 GHz)

355 if freq_EPR(q)<1e9

356 trans_prob_EPR(q)=0;

357 end

358 q=q+1;

359 end

360 end

361

362 EPR_Resonances =[freq_EPR' trans_prob_EPR' grot(3,3)*ones(length(freq_EPR),1)];

363

364 %EPR Frequency Spectrum

365 for p = 1:length(EPR_Resonances)

366 if trans_prob_EPR(p)>0

367 bin_freq = round((EPR_Resonances(:,1)− freq_min)/delta_freq) + 1; %scale

resonance to freq axis bin

368 temp_epr_amp_tensor_freq(bin_freq(p)) = temp_epr_amp_tensor_freq(bin_freq(p))

+ EPR_Resonances(p,2);

369 end

370 end

371

372 Resonances{ii} = EPR_Resonances;

373 ENDOR_values{ii} = [A_ENDOR,P_ENDOR]; % parameters for ENDOR calculation

374

375 epr_amp_tensor_freq=epr_amp_tensor_freq+temp_epr_amp_tensor_freq; %EPR intensities
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376

377 end

378 toc

379

380 %% Orientation selection for ENDOR

381 n_res = size(Resonances{1},1);

382 params_all = zeros(or_all*n_res,size(Resonances{1},2)+1);

383 ENDOR_params_all = zeros(size(ENDOR_values{1},1),size(ENDOR_values{1},2),or_all*n_res);

384 tic

385 count=0;

386 for ii = 1:or_all

387 %retrieve arrays

388 Res = Resonances{ii};

389 for jj = 1:n_res

390 count=count+1;

391 trans_prob = Res(jj,2);

392 if trans_prob > 0

393 Deltaom =(Res(jj,1)−FreqMeas)*2*pi; % mw offset between resonance and

excitation frequency

394 scalefactor =((Deltaom^2)−(W1^2))/((Deltaom^2)+(W1^2));
395 scalefactor =(1−scalefactor)/2;

396 if scalefactor > 1e−3
397 SF=scalefactor;

398 else

399 SF=0;

400 end

401 params_all(count,1:3) = Res(jj,:);

402 params_all(count,4) = SF;

403 ENDOR_params_all(:,:,count) = ENDOR_values{ii};

404 end

405 end

406 end

407 toc

408

409 %sort out non excited resonances by discarding entries with scalefactor 0

410 Params_sel= params_all(logical(params_all(:,4)),:);

411 ENDOR_params_sel=ENDOR_params_all(:,:,logical(params_all(:,4)));

412

413 %% ENDOR Calculation

414 tic

415 trans_sel=size(Params_sel,1);

416 endor_amp_full = zeros(NptsE,1);

417 endor_amp_perturb = zeros(NptsE,1);

418 parfor jj = 1:trans_sel

419 % Initiallyze empty HF and NQI tensors
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420 H_HF_full=zeros(size(Sz_ENDOR));

421 H_NQI_full=zeros(size(Sz_ENDOR));

422

423 % Set HF and P Tensors from precalculated values

424 A_ENDOR=ENDOR_params_sel(:,1:3,jj);

425 P_ENDOR=ENDOR_params_sel(:,4:6,jj);

426 scalefactor=Params_sel(jj,4);

427 EPR_trans_prob = Params_sel(jj,2);

428 g_sel=Params_sel(jj,3);

429 % −−−−−−−−−−−−−−−− HAMILTONIANS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
430 %Calculate Electron and Nuclear Zeeman Terms

431 H_EZ_full = MU_B*g_sel*B(3)*Sz_ENDOR/H; %in Hz

432 H_EZ_perturb = H_EZ_full;

433

434 for m=1:Ni_ENDOR %% Here we need a loop over multiple Nuclei !!

435

436 H_NZ_full = MU_N*g_N_ENDOR*(B(1)*Ix_ENDOR + B(2)*Iy_ENDOR + B(3)*Iz_ENDOR)/H;

437 H_NZ_perturb = H_NZ_full;

438

439 for k=1:size(Sop_ENDOR,1)

440 for t=1:size(Iop_ENDOR,1)

441 H_HF_full = H_HF_full + A_ENDOR(k,t,m)*Sop_ENDOR{k}*Iop_ENDOR{t};

442 end

443 end

444

445 %Calculate first order perturb HF

446 H_HF_perturb=A_ENDOR(3,3,m)*Sz_ENDOR*Iz_ENDOR;

447

448 %Calculate full NQI Hamiltonian Q*I*I in MHZ

449 for k=1:size(Iop_ENDOR,1)

450 for t=1:size(Iop_ENDOR,1)

451 H_NQI_full = H_NQI_full + P_ENDOR(k,t,m)*Iop_ENDOR{k}*Iop_ENDOR{t};

452 end

453 end

454

455 %Calculate first order perturb NQI

456 H_NQI_perturb=P_ENDOR(3,3,m)/2*(3*Iz_ENDOR*Iz_ENDOR−I_ENDOR*(I_ENDOR+1)*eye(size(
Iz_ENDOR)));

457

458 %Calculate the Full Spin Hamiltonian

459 H_S_full = H_EZ_full − H_NZ_full + H_HF_full + H_NQI_full;

460 H_S_perturb = H_EZ_perturb − H_NZ_perturb + H_HF_perturb + H_NQI_perturb;

461

462 % Calculate the eigenvalues of the Hamiltonian

463 [V_full,E_full] = eig(H_S_full);
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464 V_full=round((V_full),9);

465 [V_perturb,E_perturb] = eig(H_S_perturb);

466 V_perturb=round((V_perturb),9);

467

468 %Sort the eigenvectors of the system into energetic order, this is

469 %necessary to calculate the ENDOR transitions in the simple model

470 %as differences of adjacent levels

471 [~,Ind_full]=max(abs(transpose(V_full)));

472 [~,Ind_perturb]=max(abs(transpose(V_perturb)));

473

474 E_sort_full=E_full(Ind_full,Ind_full);

475 E_sort_full=real(diag(E_sort_full));

476

477 E_sort_perturb=E_perturb(Ind_perturb,Ind_perturb);

478 E_sort_perturb=real(diag(E_sort_perturb));

479

480 E_full=real(diag(E_full));

481 E_perturb = real(diag(E_perturb));

482

483 %initiallyze matices for transistion probability calculation

484 freq_SF_full=zeros(1,length(V_full)*length(V_full));

485 freq_SF_perturb=zeros(1,length(V_full)*length(V_full));

486 trans_prob_full=zeros(1,length(V_full)*length(V_full));

487 trans_prob_perturb=zeros(1,length(V_full)*length(V_full));

488

489 % initiallyze matrices for simple adjacent subtraction calculation

490 freq_simple_full=zeros(1,length(E_sort_full)−1);

491 freq_simple_perturb=zeros(1,length(E_sort_perturb)−1);

492

493 if transition_probability==true %Calculate nuclear Frequencies via the Ix

operator

494 q=1;

495 for x=1:length(V_full)

496 for y=1:length(V_full)

497 trans_prob_full(q)=abs(round((V_full(:,x))'*Ix_ENDOR*(V_full(:,y)),3)

)^2;

498 trans_prob_perturb(q)=abs(round((V_perturb(:,x))'*Ix_ENDOR*(V_perturb

(:,y)),3))^2;

499 freq_SF_full(q)= abs(E_full(x)−E_full(y));
500 freq_SF_perturb(q)= abs(E_perturb(x)−E_perturb(y));
501 q=q+1;

502 end

503 end

504 else % Calculate nuclear frequencies as difference between adjacent energy levels

505
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506 for z=2:length(E_sort_full)

507 freq_simple_full(z−1)=abs(E_sort_full(z)−E_sort_full(z−1));
508 freq_simple_perturb(z−1)=abs(E_sort_perturb(z)−E_sort_perturb(z−1));
509 end

510 %Find Transition with largest Frequency −> this is the

511 %transition between ms manifolds

512 [max_freq_full,max_freq_ind_full]=max(abs(freq_simple_full));

513 [max_freq_perturb,max_freq_ind_perturb]=max(abs(freq_simple_perturb));

514

515 %Delete central transistion between electron spin manifolds

516 freq_simple_full(max_freq_ind_full)=[];

517 freq_simple_perturb(max_freq_ind_perturb)=[];

518

519 end

520

521 %initiallize temporary ENDOR spectra matrices, necessary for PARFOR

522 temp_amp_full = zeros(NptsE,1);

523 temp_amp_perturb = zeros(NptsE,1);

524 ebinmax = NptsE;

525 if transition_probability==true

526 ebin_full = round((freq_SF_full/1e6 − (endormin+larmor))/Endordelta)+1;

527 for k = 1:length(ebin_full) % take only resonances in desired spectral

range

528 if 0 < ebin_full(k)

529 if ebin_full(k) <= ebinmax

530 temp_amp_full(ebin_full(k)) = temp_amp_full(ebin_full(k)) +

scalefactor*trans_prob_full(k);

531 end

532 end

533 end

534

535 ebin_perturb = round((freq_SF_perturb/1e6 − (endormin+larmor))/Endordelta)+1;

536 for k = 1:length(ebin_perturb) % take only resonances in desired

spectral range

537 if 0 < ebin_perturb(k)

538 if ebin_perturb(k) <= ebinmax

539 temp_amp_perturb(ebin_perturb(k)) = temp_amp_perturb(ebin_perturb

(k)) + scalefactor*trans_prob_perturb(k);

540 end

541 end

542 end

543 else % Line intesity is uniformly one

544 ebin_full = round((freq_simple_full/1e6 − (endormin+larmor))/Endordelta)+1;

545 ebin_perturb = round((freq_simple_perturb/1e6 − (endormin+larmor))/Endordelta

)+1;
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546 for k = 1:length(ebin_full) % take only resonances in desired spectral

range

547 if 0 < ebin_full(k)

548 if ebin_full(k) <= ebinmax

549 temp_amp_full(ebin_full(k)) = temp_amp_full(ebin_full(k)) +

scalefactor;

550 end

551 end

552 end %full

553 for k = 1:length(ebin_perturb) % take only resonances in desired

spectral range

554 if 0 < ebin_perturb(k)

555 if ebin_perturb(k) <= ebinmax

556 temp_amp_perturb(ebin_perturb(k)) = temp_amp_perturb(ebin_perturb

(k)) + scalefactor;

557 end

558 end

559 end

560 end % trans prob if

561 endor_amp_full=endor_amp_full+temp_amp_full*EPR_trans_prob;

562 endor_amp_perturb=endor_amp_perturb+temp_amp_perturb*EPR_trans_prob;

563

564 end %Ni_ENDOR loop

565 end % ori loop

566 toc

567

568 %% CONVOLUTION

569 % Convolve EPR with a Gaussian

570 Delta=(lw*10^6*pi/((freq_max − freq_min)*sqrt(2*log(2))))^2; % Conversion of line width

to line broadening factor

571 Intens1_tensor_freq = ifft(epr_amp_tensor_freq);

572 Intens_tensor_freq = zeros(1,Npts_epr_freq);

573 for i = 1:Npts_epr_freq

574 Intens_tensor_freq(i) = Intens1_tensor_freq(i)*exp(−Delta*i^2/2); % Gaussian line

shape

575 end

576 Intens1_tensor_freq = fft(Intens_tensor_freq);

577 Intens1_tensor_freq=Intens1_tensor_freq−Intens1_tensor_freq(1); % Subtract first

datapoint to account for FFT baseline offset

578 ConvolvedEPR = real(Intens1_tensor_freq/max(real(Intens1_tensor_freq)));

579

580 % Convolve the Endor dimension with a Lorentzian line width

581

582 Deltaend = lwEnd*pi/(EndorSw); % Conversion of line width into a linebroadening

factor used for FT
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583 endintens=zeros(1,NptsE);

584 endintens1 = ifft(endor_amp_full);

585 for ii = 1:NptsE

586 endintens(ii) = endintens1(ii)*exp(−Deltaend*ii); % Lorentzian line shape

587 end

588 endamp_conv = real(fft(endintens));

589 endamp_conv = endamp_conv − endamp_conv(1); % Subtract first datapoint to account for FFT

baseline offset

590

591 % normalization of ENDOR spectrum

592 amplitude_full=(endamp_conv−min(endamp_conv))/(max(endamp_conv)−min(endamp_conv));
593 Deltaend = lwEnd*pi/(EndorSw); % Conversion of line width into a linebroadening

factor used for FT

594 endintens=zeros(1,NptsE);

595 endintens1 = ifft(endor_amp_perturb);

596 for ii = 1:NptsE

597 endintens(ii) = endintens1(ii)*exp(−Deltaend*ii); % Lorentzian line shape

598 end

599 endamp_conv = real(fft(endintens));

600 endamp_conv = endamp_conv − endamp_conv(1); % Subtract first datapoint to account for FFT

baseline offset

601

602 % normalization of ENDOR spectrum

603 amplitude_perturb=(endamp_conv−min(endamp_conv))/(max(endamp_conv)−min(endamp_conv));
604 endfreq=linspace(EndorSw/(−2),EndorSw/(2),NptsE);

605

606 % EPR field axis

607 g_axis = freq*H/(MU_B * B(3));

608 field_axis=zeros(1,Npts_epr_freq);

609 for ii = 1:size(g_axis,2)

610 field_axis(ii) = H*FreqMeas/(MU_B*g_axis(ii)); % in T

611 end

612

613 %% PLOTTING AND SAVING

614 % plot EPR spectrum

615 if plot_EPR == true

616 %Visualize excitation window

617 Deltaom_ex =(freq−FreqMeas)*2*pi;
618 scalefactor_ex=zeros(length(Deltaom_ex),1);

619 for i=1:length(Deltaom_ex)

620 sf_ex =((Deltaom_ex(i)^2)−(W1^2))/((Deltaom_ex(i)^2)+(W1^2));
621 scalefactor_ex(i) =(1−sf_ex)/2;

622 end

623 figure('Renderer','painters')

624 box on
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625 hold on

626 plot(freq*10^−9,ConvolvedEPR)

627 plot(freq*10^−9,scalefactor_ex);

628 xline(FreqMeas*10^−9);

629 xlabel('mw Frequency/GHz')

630 ylabel('norm. Intensity/a.u.')

631 hold off

632 figure('Renderer','painters')

633 plot(field_axis*1e3,ConvolvedEPR)

634 xlabel('magnetic Field/mT')

635 ylabel('norm. Intensity/a.u.')

636 end

637 % save EPR spectrum

638 if save_EPR == true

639 data_EPR=[field(:) ConvolvedEPR(:)];

640 save('EPR','data_EPR','−ascii');
641 end

642 %plot the simulated spectra and measured ENDOR spectra

643 if plot_ENDOR == true

644 figure

645 hold on

646 plot(endfreq,amplitude_full);

647 plot(endfreq,amplitude_perturb+1);

648 hold off

649 data=[endfreq(:) amplitude_full(:)];

650 end

651 %save the simulated spectra

652 if save_ENDOR==true

653 cur_amplitude=amplitude_full{ff};

654 data=[endfreq(:) cur_amplitude(:)];

655 save(['AM100_263_sim_',num2str(chosenfield),'.dat'],'data','−ascii');
656 end

D Spin dynamics simulation code

1 % Example for simulating small quantum systems

2 % relevant to nuclear magnetic resonance.

3 % The system consists of an electron spin

4 % and a nuclear spin.

5 % Robert Zeier, 2016, zeier@tum.de

6 % (adapted from cosy_demo.m by

7 % Michael Tesch, 2016, michael.tesch@tum.de)

8 % adapted version Oct 2020 AK

9 % selective mw pulse operator Sx instead SxIa
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10 % selective RF pulse operator Iy for all RF positions

11 % powder pattern as sum over all possible orientations

12 % adapted version April2021 FH

13 % Orientation Preselection Implemented

14

15 clear

16 tic

17 %−−−−−−−−−−−−−−−−−−−−SPIN SYSTEM PARAMETERS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
18 g=[2.00263 2.00260 2.00257]; % diagonal g Tensor

19 % g=[2.0063 2.0042 2.00257]; % diagonal g Tensor

20 g = diag(g);

21 g2 = g*g;

22 g_iso=(g(1,1)+g(2,2)+g(3,3))/3;

23

24 %ENDOR Nuclei

25 A_ten=[−2 1 1]; %in MHz

26 A_frame=[0 0 0]; % in deg

27 Q_ten=[0 0 0]; %in MHz

28 Q_frame=[0 0 0]; % in deg

29

30 % A_ten=[0.43 0.66 0.7]; %in MHz

31 % A_frame=[49 168 −67]; % in deg

32 % Q_ten=[−0.02 −0.32 0.34]; %in MHz

33 % Q_frame=[−39 87 −22]; % in deg

34

35 L(1,1:3) = A_ten*10^6; % Hf constants /CONST1

36 L(1,4:6) = A_frame; % Euler angles alpha ,beta, gamma !!!

37 L(1,7:9) = Q_ten*10^6;

38 L(1,10:12) = Q_frame;

39 Ni_ENDOR = size(L,1);

40

41 %EPR Nuclei

42 % M(1,1:3) = [20 20 90]*10^6;

43 % M(1,4:6) = [0 0 0];

44 Nuc_Spin_EPR = [1];

45 Mi_EPR=BuildSpace(Nuc_Spin_EPR); % Generate Nuclear Spin orientations for EPR calculation

46 Ni_EPR=0;

47

48 %Define the Electron Spin operators in general

49 S = 1/2;

50 id_S = eye(2*S+1);

51 Svalues = sqrt((1:2*S).*(2*S:−1:1));

52 sigma_Sp = diag(Svalues,+1);

53 sigma_Sm = diag(Svalues,−1);

54 sigma_Sx = (sigma_Sp + sigma_Sm)/2;
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55 sigma_Sy = (sigma_Sp − sigma_Sm)/2i;

56 sigma_Sz = diag(S:−1:−S);
57

58 %Define the Nuclear Spin operators in general

59 I = 1/2;

60 id_I = eye(2*I+1);

61 Ivalues = sqrt((1:2*I).*(2*I:−1:1));

62 sigma_Ip = diag(Ivalues,+1);

63 sigma_Im = diag(Ivalues,−1);

64 sigma_Ix = (sigma_Ip + sigma_Im)/2;

65 sigma_Iy = (sigma_Ip − sigma_Im)/2i;

66 sigma_Iz = diag(I:−1:−I);
67

68 % alpha and beta operators % REDIFINE FOR GENERAL CASE

69 alpha_S = [1 0; 0 0];

70 beta_S = [0 0; 0 1];

71 alpha_I = [1 0; 0 0];

72 beta_I = [0 0; 0 1];

73

74 % spin operators

75 Sx = kron(sigma_Sx, id_I);

76 Sy = kron(sigma_Sy, id_I);

77 Sz = kron(sigma_Sz, id_I);

78 Sop={Sx; Sy; Sz};

79 Ix = kron(id_S, sigma_Ix);

80 Iy = kron(id_S, sigma_Iy);

81 Iz = kron(id_S, sigma_Iz);

82 Iop={Ix;Iy;Iz};

83

84 % Have to be redefined for the general case

85 Sa = kron(alpha_S, id_I);

86 Sb = kron(beta_S, id_I);

87 Ia = kron(id_S, alpha_I);

88 Ib = kron(id_S, beta_I);

89

90 %MW pulse Length

91 tp_MW = 100; % in ns

92 tau = 1000;

93 % tau = [200 400] ; % in ns

94 % tau = [200 400 600 1000 1200 1400 1600] ; % in ns

95 tp_RF = 60; %in us

96

97 %Consider Ideal pulses (no Hfree during pulses)

98 ideal_pulse=1; %disable Hfree during mw Pulses

99
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100 %time intervals

101 t1 = tp_MW*10^(−9); %seconds pi/2 pulse

102 t2 = tau*10^(−9); %seconds delay

103 t3 = tp_MW*10^(−9); %seconds pi/2 pulse

104 t4 = 1*10^(−6); %seconds delay

105 t5 = tp_RF*10^(−6); %seconds RF

106 t6 = 1*10^(−6); %seconds delay

107 t7 = tp_MW*10^(−9); %seconds pi/2

108 t8 = tau*10^(−9); %seconds delay

109

110 %Parameters for Powder Averaging

111

112 Ntheta = 100;

113 Nphimax = Ntheta;

114

115 %−−−−−−−−−−−−−−−CONSTANT DEFINITIONS−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
116 k_B=2.0836618E10; %Boltzmann Constant Hz K−1
117 ge=28024.95266E6; %MHz/Tesla

118 gn=42.576E6;% proton Larmor MHz/Tesla

119 CONST1=2.81; %G to MHz conversion

120 T = 298; %K

121 Temp_Eff=1;

122

123 % sel_trans = −1; % preparation selective on +1=alpha EPR

transition or −1=beta EPR transition

124 omega_1e = pi/(2*t1); % MW amplitude pi/2 pulse

125 omega_1n = pi/t5; % RF amplitude pi pulse

126

127 % omega1e in T for orientation preselection

128 pulsewidth = omega_1e/(2*pi*1e6*CONST1*1e4);

129

130 FreqMeas=94*10^9; % in Hz

131 vmw = FreqMeas; %Microwave Frequency

132 FieldOffset=0*10^−4; % in T

133 ObsField{1}=FreqMeas*6.62607*10^−34/(g(2,2)*9.27401*10^−24); % B||gy

134 vepr=FreqMeas*6.62607*10^−34/(9.27401*10^−24)−FieldOffset*g_iso; %(g*B0)

135 fieldCenter=vepr/g_iso;

136

137 % EPR SPECTRUM Simulation Parameters

138 plot_EPR = 0; %Plot EPR Spectrum 1 = yes, 0 = no

139 deltafield = 0.01*10^−4; %EPR Field sweep interval in T

140 fieldrange = 200*10^−4; %Sweep around Center in T

141 DeltaEPR = 0.001; % EPR Gaussian Line Broadening

142

143 %EPR x−axis definition
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144 fieldmin = fieldCenter−fieldrange/2; % Field sweep range for simulation

145 fieldmax = fieldCenter+fieldrange/2;

146 Npts = round((fieldmax − fieldmin)/deltafield)+1; % number of points in Field dimension

147 field = linspace(fieldmin,fieldmax,Npts);

148

149 % ENDOR Spectrum Parameters

150 res_EN = 0.01*10^6; % in Hz

151 range_EN = 2*max(abs(L(1,1:3))); % ENDOR x−axis width

152 range_EN = 6e6; % ENDOR x−axis width

153

154 ff = 1;

155 v_L = gn*ObsField{ff}*10^6; % Hz Nuclar larmor frequency

156 % range_EN = 16*10^6; % ENDOR x−axis width

157

158 plot_ENDORtens = 1; %Calculate and plot ENDOR Spectrum without time domaine 1 = yes, 0 =

no

159 om1r = 25*10^6; %in MHz

160 om1=1.55*om1r;

161

162 %ENDOR Line Broadening

163 Lorentian = 0; %Lorentian broadening yes=1, no=0

164 Deltaend_L = 0.02;

165 Gaussian = 1; %Gaussian broadening yes=1, no=0

166 Deltaend_G = 0.001;

167 slots_iter_EN = range_EN/res_EN; % 1001;

168 start_EN = v_L−range_EN/2; % max(abs(L(1,1:3))); % ENDOR start x−
axis

169 step_EN = range_EN/(slots_iter_EN−1); % X−Axis steps

170 x_coords = zeros(slots_iter_EN,1);

171 for aa = 1:slots_iter_EN

172 x_coords(aa) = start_EN + (aa−1)*step_EN−v_L;
173 end

174

175 % FOR PURE TENSOR SIMULATION

176 endor_amp_tens=zeros(slots_iter_EN,1);

177 endor_freq_tens=x_coords*10^(−6);

178 endormin=endor_freq_tens(1);

179 endormax=endor_freq_tens(end);

180 endstep=res_EN*10^−6;

181 Deltaend_tens=0.004;

182 %−−−−−−−−−−−−−−−−−−−−−Tensor Rotation−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
183 for k = 1:Ni_EPR

184 alpha = M(k,4)*pi/180;

185 beta = M(k,5)*pi/180;

186 gamm = M(k,6)*pi/180;
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187 R(1,1) = cos(beta)*cos(alpha)*cos(gamm) − sin(alpha)*sin(gamm);

188 R(1,2) = cos(beta)*sin(alpha)*cos(gamm) + cos(alpha)*sin(gamm);

189 R(1,3) = −sin(beta)*cos(gamm);
190 R(2,1) = −cos(beta)*cos(alpha)*sin(gamm) − sin(alpha)*cos(gamm);

191 R(2,2) = −cos(beta)*sin(alpha)*sin(gamm) + cos(alpha)*cos(gamm);

192 R(2,3) = sin(beta)*sin(gamm);

193 R(3,1) = sin(beta)*cos(alpha);

194 R(3,2) = sin(beta)*sin(alpha);

195 R(3,3) = cos(beta);

196 X = R*diag(M(k,1:3))*R';

197 A_EPR((k−1)*3+1:(k−1)*3+3,:) = X;

198 end

199

200 for k = 1:Ni_ENDOR

201 alpha = L(k,4)*pi/180;

202 beta = L(k,5)*pi/180;

203 gamm = L(k,6)*pi/180;

204 R(1,1) = cos(beta)*cos(alpha)*cos(gamm) − sin(alpha)*sin(gamm);

205 R(1,2) = cos(beta)*sin(alpha)*cos(gamm) + cos(alpha)*sin(gamm);

206 R(1,3) = −sin(beta)*cos(gamm);
207 R(2,1) = −cos(beta)*cos(alpha)*sin(gamm) − sin(alpha)*cos(gamm);

208 R(2,2) = −cos(beta)*sin(alpha)*sin(gamm) + cos(alpha)*cos(gamm);

209 R(2,3) = sin(beta)*sin(gamm);

210 R(3,1) = sin(beta)*cos(alpha);

211 R(3,2) = sin(beta)*sin(alpha);

212 R(3,3) = cos(beta);

213 X = R*diag(L(k,1:3))*R';

214 A((k−1)*3+1:(k−1)*3+3,:) = X;

215

216 if exist('Q_ten','var')==1

217 alphaQ = L(k,10)*pi/180;

218 betaQ = L(k,11)*pi/180;

219 gammQ = L(k,12)*pi/180;

220 RQ(1,1) = cos(betaQ)*cos(alphaQ)*cos(gammQ) − sin(alphaQ)*sin(gammQ);

221 RQ(1,2) = cos(betaQ)*sin(alphaQ)*cos(gammQ) + cos(alphaQ)*sin(gammQ);

222 RQ(1,3) = −sin(betaQ)*cos(gammQ);
223 RQ(2,1) = −cos(betaQ)*cos(alphaQ)*sin(gammQ) − sin(alphaQ)*cos(gammQ);

224 RQ(2,2) = −cos(betaQ)*sin(alphaQ)*sin(gammQ) + cos(alphaQ)*cos(gammQ);

225 RQ(2,3) = sin(betaQ)*sin(gammQ);

226 RQ(3,1) = sin(betaQ)*cos(alphaQ);

227 RQ(3,2) = sin(betaQ)*sin(alphaQ);

228 RQ(3,3) = cos(betaQ);

229 Y = RQ*diag(L(k,7:9))*RQ';

230 Q((k−1)*3+1:(k−1)*3+3,:) = Y;

231 end
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232 end

233 % preallocate −−−−−−−−−−−
234 epr_amp = zeros(Npts,1);

235 endor_amp_time=zeros(1,slots_iter_EN);

236 endor_amp_time_tau{length(tau)}=(zeros(1,slots_iter_EN));

237 endamp_2d_G_conv=zeros(1,slots_iter_EN);

238 endamp_2d_L_conv=zeros(1,slots_iter_EN);

239 endintens = zeros(1,slots_iter_EN);

240 endintens1=zeros(slots_iter_EN,1);

241 Nint = 8;

242 Nori=0;

243 ObsField=ObsField{ff};

244 or=1;

245 tmp_epr = zeros(Npts,1);

246

247 %−−−−−−−−−−−−−−−−−−−−−Oreintation Preselection−−−−−−−−−−−−−−−−−−−−−−−−−−−−
248 for ii = 1:Ntheta

249 theta = ii*pi/Ntheta;

250 Nphi = round(sin(theta)*Nphimax)*1;

251 for jj = 1:Nphi

252 phi = (jj−1)*pi*2/(Nphi);
253 dc = [cos(phi)*sin(theta) sin(phi)*sin(theta) cos(theta)]; %

direction cosine vector

254 geff = (dc*g2*dc')^.5; % effective g−Value for given theta and phi combination

255 B = vepr/geff; %effective B field for given theta and phi

256 veff = geff*ObsField*9.27401*10^−24/(6.62607*10^−34); % Resonance frequency for

geff at ObsField in GHz

257

258 HF_zz=zeros(1,Ni_ENDOR);

259 for m = 1:Ni_ENDOR

260 HF_zz(m) = ...

261 (sin(theta))^2*(cos(phi))^2*A(3*m−2,1)... %A11

262 +(sin(theta))^2*(sin(phi))^2*A(3*m−1,2)... %A22

263 +(cos(theta))^2*A(3*m,3)... %A33

264 +2*(sin(theta))^2*sin(phi)*cos(phi)*A(3*m−2,2)... %A12

265 +2*sin(theta)*cos(theta)*cos(phi)*A(3*m−2,3)... %A13

266 +2*sin(theta)*cos(theta)*sin(phi)*A(3*m−1,3); %A23

267 end

268

269 HF_zz_EPR=zeros(1,Ni_ENDOR);

270 for m = 1:Ni_EPR

271 HF_zz_EPR(m) = ...

272 (sin(theta))^2*(cos(phi))^2*A_EPR(3*m−2,1)... %A11

273 +(sin(theta))^2*(sin(phi))^2*A_EPR(3*m−1,2)... %A22

274 +(cos(theta))^2*A_EPR(3*m,3)... %A33
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275 +2*(sin(theta))^2*sin(phi)*cos(phi)*A_EPR(3*m−2,2)... %A12

276 +2*sin(theta)*cos(theta)*cos(phi)*A_EPR(3*m−2,3)... %A13

277 +2*sin(theta)*cos(theta)*sin(phi)*A_EPR(3*m−1,3); %A23

278 end

279

280 NQI_zz=zeros(1,Ni_ENDOR);

281 for m = 1:Ni_ENDOR

282 NQI_zz(m) = ...

283 (sin(theta))^2*(cos(phi))^2*Q(3*m−2,1)... %Q11

284 +(sin(theta))^2*(sin(phi))^2*Q(3*m−1,2)... %Q22

285 +(cos(theta))^2*Q(3*m,3)... %Q33

286 +2*(sin(theta))^2*sin(phi)*cos(phi)*Q(3*m−2,2)... %Q12

287 +2*sin(theta)*cos(theta)*cos(phi)*Q(3*m−2,3)... %Q13

288 +2*sin(theta)*cos(theta)*sin(phi)*Q(3*m−1,3); %Q23

289 end

290

291 if Ni_EPR>0

292 E = B + Mi_EPR*(HF_zz_EPR./CONST1*10^(−10))'; %calculate EPR Resonance with

HF only

293 bin = round((E − fieldmin)/deltafield) + 1;

294 else

295 E=B;

296 bin = round((E − fieldmin)/deltafield) + 1;

297 end

298 for p = 1:length(bin)

299 tmp_epr(bin(p)) = tmp_epr(bin(p)) + 1; % Add resonances to EPR spectrum

300 end

301

302 DeltaB=zeros(2,1);

303 for l = 1:length(E)

304 DeltaB(l) = field(bin(l)) − ObsField; % Magnetic field offset in T

305 if abs(DeltaB(l)) <= abs(5*pulsewidth)

306 scalefactor = (DeltaB(l)^2 − pulsewidth^2)/(DeltaB(l)^2 + pulsewidth^2);

307 scalefactor = (1−scalefactor)/2;
308 else

309 scalefactor= 0;

310 end

311 end

312 S=((veff−vmw)^2−(omega_1e)^2)/((veff−vmw)^2+(omega_1e)^2);
313 S=(1−S)/2;

314 %Select only those parameters, for which scalefactor > 0

315 if scalefactor>0

316 geff_sel(or)=geff;

317 B_sel(or)=B;

318 HF_zz_sel{or}=HF_zz;
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319 NQI_zz_sel{or}=NQI_zz;

320 S_sel(or) = scalefactor;

321 W_sel(or)=1; %Weight of the orientation

322 or = or +1;

323 end

324 end

325 epr_amp=epr_amp+tmp_epr;

326 end

327 %−−−−−−−−−−−−−−−−−−−−−ENDOR Calculation−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
328 parfor ii = 1:length(B_sel)

329 tmp_endor_time = zeros(1,slots_iter_EN); % for time domaine simulation

330 tmp_endor_tens =zeros(1,slots_iter_EN); % for tensor simulation

331 res=0;

332

333 %Set precalculated orientation dependent values

334 geff = geff_sel(ii);

335 B = B_sel(ii); %effective B field for given theta and phi

336 veff = geff*ObsField*9.27401*10^−24/(6.62607*10^−34); % Resonance frequency for geff

at ObsField in GHz

337 HF_zz=HF_zz_sel{ii};

338 NQI_zz=NQI_zz_sel{ii};

339 S=S_sel(ii)*W_sel(ii);

340

341 % Temperature Effect calculation

342 if Temp_Eff==1

343 E = ge*B*Sz ; %Energy from electron zeeman

344 for m=1:Ni_ENDOR

345 E = E − gn*B*Iz + HF_zz(m) * Sz*Iz;

346 end

347 Boltz=expm(−E/(k_B*T)); % calculate Boltzmann factor

348 rho0=Boltz/trace(Boltz); % calculate density matrix with Temp Effect

349 else

350 rho0 = −Sz; % calculate density matrix without Temp Effect

351 end

352 %Loop over individual nuclei

353 for tt = 1:length(tau)

354 for m=1:Ni_ENDOR

355 %Calculate half ENDOR spectrum

356 switch I

357 case 1/2

358 res = HF_zz(m)/2/10^6;

359 case 1

360 res(1) = (HF_zz(m)/2+1.5*NQI_zz(m))/10^6;

361 res(2) = (HF_zz(m)/2−1.5*NQI_zz(m))/10^6;

362 case 5/2
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363 res(1) = (HF_zz(m)/2)/10^6;

364 res(2) = (HF_zz(m)/2−1.5*NQI_zz(m))/10^6;

365 res(3) = (HF_zz(m)/2+1.5*NQI_zz(m))/10^6;

366 res(4) = (HF_zz(m)/2−3*NQI_zz(m))/10^6;

367 res(5) = (HF_zz(m)/2+3*NQI_zz(m))/10^6;

368 end

369 ebin = round((res − endormin)/endstep)+1;

370 ebinmax = round((endormax − endormin)/endstep);

371 for k = 1:length(ebin) % take only resonances in desired spectral range

372

373 if 0 < ebin(k)

374 if ebin(k) <= ebinmax

375 tmp_endor_tens(ebin(k)) = tmp_endor_tens(ebin(k)) + 1*S;

376 end

377 end

378 end

379 for kk=−I:I
380 v_off_S = kk*HF_zz(m);

381 for a = 1:slots_iter_EN

382 v_RF = (start_EN+step_EN*(a−1)); %Increments x−Axis (RF

increment)

383 v_off_I = (v_L − v_RF); %Calculates nuclear offset for

each RF increment

384

385 %Calculate the Free evolution hamiltonian

386

387 Hfree = 2*pi*v_off_S*Sz + 2*pi*v_off_I*Iz + 2*pi*HF_zz(m)*(Sz*Iz) +

pi*NQI_zz(m)*(3*Iz*Iz−I*(I+1)*eye(size(Iz)));
388

389 %Select between nonideal and ideal pulses

390 if ideal_pulse==1

391 Hnonsel = omega_1e*Sx;

392 else

393 Hnonsel = Hfree + omega_1e*Sx;

394 end

395 HRF = Hfree + omega_1n*Iy;

396 %Calculate the propagators

397 U1 = expm(−1i*Hnonsel*t1);

398 U2 = expm(−1i*Hfree*t2);

399 U3 = expm(−1i*Hnonsel*t3);

400 U4 = expm(−1i*Hfree*t4);

401 U5 = expm(−1i*HRF*t5);

402 U6 = expm(−1i*Hfree*t6);

403 U7 = expm(−1i*Hnonsel*t7);

404 U8 = expm(−1i*Hfree*t8);
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405

406 %Evolve the densitymatrix

407 rho = rho0;

408 rho = U1*rho*U1';

409 rho = U2*rho*U2';

410 rho = U3*rho*U3';

411 rho = U4*rho*U4';

412 rho = U5*rho*U5';

413 rho = U6*rho*U6';

414 rho = U7*rho*U7';

415 rho = U8*rho*U8';

416

417 t9 = 1/((HF_zz(m))*Nint); %Calculate t9 as multiple of Couling

constant

418 U9 = expm(−1i * Hfree * t9);

419 value_Sy=0;

420

421 for b=1:Nint

422 rho = U9*rho*U9';

423 value_Sy = value_Sy+real(trace(rho*Sy));

424 end

425 tmp_endor_time(a) = tmp_endor_time(a)+(value_Sy/Nint)*S;

426 end

427 end

428 end

429 endor_amp_time=endor_amp_time+tmp_endor_time;

430 endor_amp_tens=endor_amp_tens+tmp_endor_tens;

431 end

432 end

433 calculationtime=toc;

434 %−−−−−−−−−−−−−−−−−−−−−ENDOR Convolution−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
435 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
436 %TENSOR Spectrum

437 %Convolve with Gaussian

438 endintens_ten = zeros(1,slots_iter_EN);

439 endintens1_ten = ifft(endor_amp_tens(:));

440 for i = 1:slots_iter_EN

441 endintens_ten(i) = endintens1_ten(i)*exp(−Deltaend_tens*i^2/2); % Lorentzian line

shape

442 end

443 endintens_ten(1)=0.5*endintens_ten(1);

444 endintens_ten(:) = real(fft(endintens_ten));

445 %Flip and ADD

446 endintens_ten2 = fliplr(endintens_ten);

447 endintens_ten = endintens_ten + endintens_ten2;
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448 endintens_ten = endintens_ten/max(endintens_ten);

449

450 %Time Domaine Spectrum

451 %Lorentian

452 if Lorentian == 1

453 endintens1 = ifft(endor_amp_time(:));

454 for i = 1:slots_iter_EN

455 endintens(i) = endintens1(i)*exp(−Deltaend_L*i); % Lorentzian line shape

456 end

457 endintens(1)=0.37*endintens(1);

458 endamp_2d_L_conv(:) = real(fft(endintens));

459 end

460

461 %Gaussian

462 if Gaussian == 1

463 endintens1 = ifft(endor_amp_time(:));

464 for i = 1:slots_iter_EN

465 endintens(i) = endintens1(i)*exp(−Deltaend_G*i^2/2); % Gaussian line shape

466 end

467 endintens(1)=0.5*endintens(1);

468 endamp_2d_G_conv(:) = −abs(fft(endintens));
469 end

470

471 %Normalize to Number of Orientations

472 endamp_2d_L_conv(:)=endamp_2d_L_conv(:)/or;

473 endamp_2d_G_conv(:)=endamp_2d_G_conv(:)/or;

474

475 if Lorentian==1

476 endamp_fin=endamp_2d_L_conv(:)−endamp_2d_L_conv(1);
477 endamp_fin=endamp_fin/max(endamp_fin);

478 end

479 if Gaussian==1

480 endamp_fin=endamp_2d_G_conv(:)−endamp_2d_G_conv(1);
481 endamp_fin=endamp_fin/max(endamp_fin);

482 end

483

484 %−−−−−−−−−−−−−−−−−−Easyspin Calculation−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
485 tic

486 switch I

487 case 1/2

488 Nuc='1H';

489 case 1

490 Nuc='2H';

491 case 5/2

492 Nuc='17O';
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493 end

494 Sys.g=diag(g)';

495 if exist('Q_ten','var')==1

496 Sys=nucspinadd(Sys,Nuc,A_ten,A_frame,Q_ten,Q_frame);

497 else

498 Sys=nucspinadd(Sys,Nuc,A_ten,A_frame);

499 end

500 Sys.lwEndor=0.1;

501 Exp.Sequence='MimsENDOR';

502 % Exp.tau=(t1+t2)*10^6;

503 Exp.tau=(t2)*10^6;

504 Exp.nPoints=slots_iter_EN;

505 Exp.mwFreq=FreqMeas/10^9;

506 Exp.Field=ObsField*1000;

507 Exp.ExciteWidth=1e6;

508 SW=abs(x_coords(1)*10^(−6));

509 Exp.Range=[larmorfrq(Nuc,Exp.Field)−SW larmorfrq(Nuc,Exp.Field)+SW];

510 Opt.nKnots=90;

511 Opt_p.nKnots=Opt.nKnots;

512 Opt_p.Method='perturb1';

513 Opt_t.nKnots=Opt.nKnots;

514 Opt_t.Method='matrix';

515 [x_saf,spec_saf]=saffron(Sys,Exp,Opt_p);

516 [x_sal_p,spec_sal_p]=salt(Sys,Exp,Opt_p);

517 % [x_sal_t,spec_sal_t]=salt(Sys,Exp,Opt_t);

518

519 spec_saf=spec_saf/max(spec_saf);

520 spec_sal_p=spec_sal_p/max(spec_sal_p);

521 % spec_sal_t=spec_sal_t/max(spec_sal_t);

522

523 bsfunc=(sin(2*pi*Exp.tau*10^−6*(x_sal_p−larmorfrq(Nuc,Exp.Field))*10^6).^2);
524 spec_sal_p_bsfunc=spec_sal_p.*bsfunc;

525 spec_sal_p_bsfunc=spec_sal_p_bsfunc/max(spec_sal_p_bsfunc);

526 calculationtime_ES=toc;

527

528 %−−−−−−−−−−−−−−−−−−−−−−Plotting−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
529 %−−−−−−−−−−−−−−−−−−−−−−EPR Spectrum−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
530 if plot_EPR==1

531 %Gauss Convolution

532 eprintens1 = ifft(epr_amp);

533 eprintens = zeros(1,Npts);

534 for i = 1:Npts

535 eprintens(i) = eprintens1(i)*exp(−DeltaEPR*i^2/2); % Gaussian line shape

536 end

537 eprintens(1) = 0.5*eprintens(1);
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538 eprintens1 = fft(eprintens);

539 eprintens1 = real(eprintens1/max(real(eprintens1)));

540 %Calculation of Excitation Function

541 SF=zeros(1,length(field));

542 for i=1:length(field)

543 DeltaB=field(i)−ObsField;
544 SF(i) = (DeltaB^2 − pulsewidth^2)/(DeltaB^2 + pulsewidth^2);

545 SF(i) = (1−SF(i))/2;
546 end

547 SF=SF/max(SF);

548 %Plotting

549 figure('Renderer','painters')

550 hold on

551 plot(field,eprintens1,'k','Linewidth',1.2)

552 plot(field,SF,'r','Linewidth',1)

553 legend({'EPR Spectrum','Excitation Function'});

554 end

555 %−−−−−−−−−−−−−−−−−−−−−−ENDOR Spectrum−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
556 fig=figure('Position',[200 200 1000 500],'Renderer','painters');

557 box on

558 hold on

559 plot(x_coords*10^(−6),endamp_fin)

560 plot(x_saf−larmorfrq(Nuc,Exp.Field),spec_saf)
561 plot(x_sal_p−larmorfrq(Nuc,Exp.Field),spec_sal_p_bsfunc)
562 if plot_ENDORtens ==1

563 plot(x_sal_p−larmorfrq(Nuc,Exp.Field),spec_sal_p−1)
564 plot(endor_freq_tens,endintens_ten−1)
565 legend({'AK Mims', 'ES Mims','ES Tensor * BS','ES Tensor','MB Tensor'})

566 else

567 legend({'AK Mims', 'ES Mims','ES Tensor * BS'})

568 end

569 ylim([−1.1 1.1])

570 xlim([endormin endormax])

571 formatSpec = A = [%0.1f;%0.1f;%0.1f], Q=[%0.1f;%0.1f;%0.1f], tau = %d, Ntheta = %d;

572 str = sprintf(formatSpec,A_ten(1),A_ten(2),A_ten(3),Q_ten(1),Q_ten(2),Q_ten(3),tau,Ntheta

);

573 title(str)

574 formatSpec='Mims_tau_%d_I_%0.1f_A_%0.1f_%0.1f_%0.1f_Q_%0.1f_%0.1f_%0.1f_Ntheta_%d_tcalc_%

ds';

575 str=sprintf(formatSpec,tau,I,A_ten(1),A_ten(2),A_ten(3),Q_ten(1),Q_ten(2),Q_ten(3),Ntheta

,round(calculationtime));

576 str_figname=[str,'.fig'];

577 str_filename=[str,'.mat'];

578 % savefig(fig,str_figname,'compact')

579 % save(str_filename)
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580 fprintf('Calculation Time AK: %d min %0.2f sec\n', floor(calculationtime/60), round(rem(

calculationtime,60),2));

581 fprintf('Calculation Time ES: %d min %0.2f sec\n', floor(calculationtime_ES/60), round(

rem(calculationtime_ES,60),2));

582 fig=figure('Position',[200 200 700 500],'Renderer','painters');

583 box on

584 hold on

585 plot(x_coords*10^(−6),endamp_fin+1,'Linewidth',1.2)

586 plot(x_saf−larmorfrq(Nuc,Exp.Field),spec_saf,'Linewidth',1.2)
587 legend({'Time Domaine ENDOR', 'Easy Spin Mims'})

588 ylim([−0.1 2.1])

589 xlim([−3 3])
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