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Quotes

I had to visit Nepal to realize that staircases are not for me.

(Nathan Daelman)
In the end, everything will converge

(Jan Weinreich)
Also 1 kilo flops, pathetic...

(Martin L. Paleico)
unleash your potential

(Author unknown)
Don’t talk about it, just fit it

(Author unknown)
The way to get started is to quit talking and begin doing

(Walt Disney)
Success is not final, failure is not fatal: it is the courage to continue that counts.

(Winston S. Churchill)
The greatest glory in living lies not in never falling, but in rising every time we fall

(Nelson Mandela)
If you are going through hell, keep going.

(Winston S. Churchill)
To improve is to change; to be perfect is to change often.

(Winston S. Churchill)
Now this is not the end. It is not even the beginning of the end. But it is, perhaps, the end
of the beginning.

(Winston S. Churchill)
I am like a tank - slowly but surely

Dima

The most beautiful things about human beings is that they give meaning to ever(ythiné
they do and that is around them. We give meaning to life itself. We are nothing more
than numerous cells and chemical reactions strung together by biology and yet we spend
our lives creating art dedicated to and searching the world (and ourselves) with the goal of
uncovering the meaning for the lives that we are living. While pessimistic, the above quote
is true. Nothing inherently has meaning, but the meaning that we give it makes it wonderful
and worth having.

(Bioshock Infinite)
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Your aim must be to take All-under-Heaven ("Tianxia’) intact. Thus your troops are not
worn out and your gains will be complete. This is the art of offensive strategy.

(Sun Tzu, The Art of War, Chapter 111, Line 11)
I may not have gone where I intended to go, but I think I have ended up where I needed to
be.

(Douglas Adams, The Long Dark Tea-Time of the Soul)
I love deadlines. I love the whooshing noise they make as they go by.

(Douglas Adams, The Salmon of Doubt)
There is a theory which states that if ever anyone discovers exactly what the Universe
is for and why it is here, it will instantly disappear and be replaced by something even
more bizarre and inexplicable. There is another theory which states that this has already
happened.

(Douglas Adams, The Restaurant at the End of the Universe)
Space is big. You just won’t believe how vastly, hugely, mind-bogglingly big it is. I mean,
you may think it’s a long way down the road to the chemist’s, but that’s just peanuts to
space.

(Douglas Adams, The Hitchhiker’s Guide to the Galazy)
Kodai-in, formerly known as Nene (this is the origin of the name of the subroutine inside
the MDT?2 framework) was an aristocrat and Buddhist nun, founder of the temple Kodai-ji
in Kyoto, Japan. She was formerly the principal samurai wife of Toyotomi Hideyoshi, a man
who would later become one of the three great unifiers of Japan. As the matriarch figure
of the Toyotomi clan, she led all diplomatic affairs that had to do with the imperial court,
and monitored the daimyos’ families who were being held hostage at Osaka Castle. As the
wife of Hideyoshi, Nene is most famous for being one of his closest aides and confidantes.
The daughter of a samurai, she had many familial connections that netted Hideyoshi several
retainers. Nene was known to have been an intelligent woman who, at times, advised
Hideyoshi on matters of governance by sending him letters. When Hideyoshi unified Japan,
Nene often went with him to attend parties. She was courteous and respectful to her guests
on every occasion. After her death in 1624 and burial within the temple compound, she was
posthumously given the name of Hikari no Tenshi or "Angel of Light".

(taken from: hitps://en.wikipedia.org/wiki/Kodai-in on September 29th 2021)
Strive for Excellence

(Tsz Wai Ko (Kenko))
Die Kunst des Verhandelns ist es, seinen Gegeniiber so schnell iiber den Tisch zu ziehen,
dass er die dabei entstehende Reibungshitze als Nestwéirme empfindet.

(Nils Hertl)
I’'m living the healthy lifestyle

(Nils Hertl)
Keep fighting

(Tsz Wai Ko (Kenko))

it’s all wrong, it’s all a lie...

(Martin L. Paleico)



nihil verum est, omnia licet — nothing is true, everything is allowed

(Friedrisch Nietzsche, Thus spake Zarathustra)
Omnia rerum principia parva sunt — The beginnings of all things are small

(Marcus Tullius Cicero (106-43))
a minore ad maius — from smaller to bigger

(famous Latin phrase)
You don’t drive mother nature, you ride it

(Theofanis Kitsopoulos)
When you can measure what you are speaking about, and express it in numbers, you know
something about it

(William Thomson, 1st Baron Kelvin (Lord Kelvin))
Scientists should always state the opinions upon which their facts are based

(Author unknown)
The only way to survive a mad world is to embrace the madness

(Victor Strand)

You're only given a little spark of madness, you mustn’t lose it

(Robin Williams)
There is still a lot to learn and there is always great stuff out there, even mistakes can be
wonderful

(Robin Williams)

Never give up — never surrender.

(Mathasar, 'Galazy Quest’)
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Abstract

When a hydrogen or a deuterium atom is interacting with a graphene surface during scattering
events, its energy loss determines if the projectile will be adsorbed or scattered. The energy
loss highly depends on the initial conditions of the projectile and the surface. Unlike for metal
and insulator surfaces, a barrier to C—H bond formation is involved, which is the movement
of a single carbon atom out of the surface plane (puckering) and by that rehybridization of
the C-atom from sp? to sp>. In the experiments, a bimodal branching of the translational
energy and scattering angle distribution is observed. One signal corresponds to a quasi-elastic
channel, where the impinging atom loses only a minor fraction of its initial kinetic energy. The
location of this channels’ maximum intensity can be reasonably well estimated with a simple
binary collision model. The second signal corresponds to inelastic scattering events, where the
projectile loses a large fraction of its initial kinetic energy. Previous studies using a reactive
empirical bond order potential are in good agreement with incidence kinetic energies of ~1 eV,
but could not reproduce the distribution of scattering with &2 eV incidence kinetic energy at
given incidence conditions.

Machine learning potentials are best known to bridge the gap between accuracy and perfor-
mance. To study the bond formation of H- and D-atoms with graphene with high dimensional
neural network potentials, I implemented the existing description of neural network potentials
in our developed molecular dynamics program and generated a high-dimensional neural network
for H-atoms at a free-standing graphene surface. The performance of this new potential to
accurately describe the experiment is much better than the previously reported reactive bond
order potential. The neural network potential is able to capture the correct branching of the
two channels observed in the experiment and can even reproduce subtle differences seen in
energy loss distributions for different hydrogen isotopes. But still, systematic differences can
be seen, especially for small incidence polar angles, where out-of-plane scattering is more likely.

New experiments for a H-atom scattering along the surface normal indicate that nuclear
quantum effects might play a more important role in the scattering dynamics than previously
anticipated. Therefore, classical and path-integral based simulations are compared to full-
quantum mechanical simulations based on wave-package propagation. Classical simulations
are incapable to predict the correct energy loss and scattering distributions from experiment
for higher incidence kinetic energies of the projectile. Path-integral based simulations improve
the description, but only taking all quantum effects into account offers the best description of
H-atom scattering from graphene with normal incidence direction.
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CHAPTER

Introduction

Nothing is more important than heterogeneous catalysis [I], 2] in our modern society to gain
access to pharmaceuticals, fertilizer, drugs and many more chemicals [3]. Most heterogeneous
catalysts are solids, interacting with substrates in the liquid or gaseous reaction mixture. To
increase the performance of catalysts and to develop new materials, a fundamental understanding
of the mechanisms, elementary steps and processes occurring in these reactions is needed.

In gas-surface interactions it is essential to characterize the energy dissipation of molecules
to the surface and vice versa. Atom and molecular beam scattering experiments have become
a very important tool to elicit the dynamics of gas-surface interactions, when combined with
quantum state resolved laser analysis. By analyzing the scattering of atoms and molecules
from surfaces, one can get insights into energy exchange processes. These processes influence
adsorption, desorption, diffusion, and reaction dynamics. All these elementary processes provide
valuable insights to the catalytic active material which in turn might be used for optimization
of the catalytic process or development of superior catalytic materials.

Prominent examples for surface catalyzed reactions are the hydrogenation of olefines using
Raney-Nickel [4], ammonia production via the Haber-Bosch process with the help of an iron-
based surface [5l 6] as well as the conversion of chemisorbed carbon monoxide and water to
saturated hydrocarbons in the presence of metal catalysts, which is known as Fischer-Tropsch
synthesis [7].

When atoms or molecules approach surfaces in a molecular beam experiment, they can
either stick or scatter. Several scattering mechanisms have been established in the past. One
mechanism is referred to as trapping desorption [§]. In this mechanism, molecules transfer a
sufficient amount of the initial translational energy to the surface and the molecule adsorbs,
and remains at the surface for a long time until it thermally desorbs again. In some cases,
the interaction time is too short to equilibrate the molecule and it scatters directly. Here, the
final distributions of the projectile degrees of freedom (DOFs) depend on incidence parameters
of the scattering. This is often referred to as a memory effect. Signatures of this effect are
narrow angular distributions close to the specular angle. Also final translational and rotational
energies scale with the incidence energy. This has been reported for NO scattering from a
Ag(111) surface [9].

The first elementary step in heterogeneous catalysis is adsorption of atoms and molecules
from the gas-phase to the surface. Here, two different kinds of adsorption states exist —
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physisorption and chemisorption. In the former case, the adsorbant is bound in a well that is
caused by dispersion interactions whereas the formation of chemical bonds takes place in the
latter case. Several mechanisms for reactions on surfaces are already known and characterized.
The most prominent examples are Langmuir-Hinshelwood [10], Eley-Rideal and Mars-van
Krevelen reaction mechanisms [I1], depending on how the initial adsorption takes place.

In direct scattering processes, inelastic scattering occurs. Applying the concepts of classical
collisions — and e.g. phonons are internal DOFs — the scattering process intrinsically is
inelastic and there is an energy transfer observable. Energy from the impinging molecule can
excite surface DOFs and vice versa. Despite the details of energy transfer, if a particle collides
with a surface only once, it still contains information of the incidence conditions. However, long
interaction times, i.e. many collisions lead to equilibration of the impinging projectile and no
conclusion of the incidence conditions can be drawn anymore. If these equilibrated projectiles
eventually desorb, their velocity distribution can be described with a Maxwell-Boltzmann
distribution (MB).

To simulate the scattering dynamics of atoms or molecules with surfaces, both electronic
and phonon reservoir and rearrangements have to be accounted for in full-dimensions (internal
DOF). If due to the interaction electronic excitations occur, we have to employ simulation tools
which go beyond the commonly applied Born-Oppenheimer approximation (BOA) [12] [13].

There has been an increased development both on experimental and theoretical tools, but
still modeling gas-surface interactions under industrial conditions, i.e. undefined surfaces at
high pressures, remains challenging to this day. Thus we are engaged to reduce the complexity
and establish benchmark systems. The purpose behind this approach is to identify individual
elementary steps in the dynamics between adsorbates and surface which can be later applied
for studying catalytic processes under industrial conditions.

Using atoms as projectiles reduces the projectile’s degrees of freedom to the translational
ones. Scattering from single crystal surfaces with well-defined crystallographic orientations
under ultra-high vacuum conditions decrease the complexity even further. As mentioned
above, an established tool are atomic and molecular beam experiments. Combined with laser
state resolved studies, they can help to unravel the underlying dynamics. Investigating the
energy transfer mechanisms between atoms and surfaces is a key step for adsorption—the first
elementary step for chemical conversions taking place on surfaces.

The simplest projectile possible is a hydrogen atom due to its low mass and simple electronic
structure. The results from a scattering experiment, where an H-atom scatters from a Xe(111)
surface [14], could be reproduced using an electronically adiabatic picture for the energy loss
of the projectile. In this mechanism, the translational energy of the projectile is distributed
to the surface, exciting phononic surface states. The resulting energy losses are very small,
because of the inefficient energy transfer from the projectile to the substrate’s lattice, which
can be rationalized with the large mass mismatch between H and Xe. When an Au(111) single
crystal is used as substrate instead, the recorded energy losses are much larger—ranging from
small energy gains to relative energy losses larger than 95% with respect to the incidence
kinetic energy. It could be shown that the dominant energy transfer channel is the creation
of electron-hole pairs, which gives rise to high sticking probabilities [15]. Here, the commonly
applied Born-Oppenheimer approximation fails and only molecular dynamics with electronic
friction simulations were capable to reproduce the experiments [I5HIS]. Recently, it could be
shown that this process is not restricted to fcc, but can be applied to bcc metal surfaces, too
[19].

Besides metals, another material class, which have zero-band gaps, are semimetals; the
probably best-known example for this class is graphene [20]. Its peculiar electronic structure,
i.e. no band-gap and no density of states at the Fermi level, makes graphene an excellent
benchmark system to study the role of the electronic structure on the very effective non-adiabatic



energy transfer channel found for H-atom scattering from metal surfaces.

It has been demonstrated that epitaxial graphene on metal substrates like Pt and Ir can
be considered as quasi free-standing graphene, because there are only small interactions due
to weak dispersion forces [21H23]. Experiments on H-atom scattering from graphene were
performed using the Rydberg atom tagging (RAT) machine [24]. With this it is possible to
create an H-atom beam with a very narrow energy distribution. The energy is tunable and
scattering angle resolved time-of-flight distributions can be measured in high resolution.

Previous to this thesis, an empirical reactive bond order (REBO) potential was developed by
fitting it to embedded mean field theory (EMFT) data in order to study the dynamics of H
atom scattering from graphene with MD simulations [25]. From this investigation, it could be
shown that the scattering can be described in an electronically adiabatic picture using a single
PES. This is supported by the small density of states at the Fermi level, making electron hole
pair excitations negligible small on the energy range of the experiment and investigated here.

In comparison to metals and insulators, the scattering of H-atoms from graphene was found
to be unique, because a barrier is involved in the scattering process. The barrier is the
movement of a single carbon surface atom out of the flat and highly-symmetrical surface plane.
During the movement — referred to as puckering — the carbon atom changes from a sp? to a
sp? configuration. Structurally, this can be described by changing the trigonal planar to a
tetrahedral geometry. By this, a diamond like structure is locally formed.

H-atom scattering from graphene can follow two different pathways, which we will henceforth
call channels. In one case the impinging atom comes from the gas phase, scatters before crossing
the barrier, and re-emerges into the gas phase. This event can be regarded as quasi-elastic
scattering and occurs close to the middle of a six-membered carbon ring. The incoming particle
loses only a small fraction of its initial kinetic energy. This pathway is therefore referred to as
the fast channel. It is even possible that the projectile can gain kinetic energy due to transfer
from the surface to the projectile, but this depends highly on the initial conditions.

In the second channel, depending on the incidence conditions, the atom crosses the barrier
and forms a transient C—H bond. If the projectile manages to distribute its initial kinetic energy
to the surface, it will be adsorbed. If the energy transfer is not rapid enough, the projectile can
surpass the barrier again and subsequently enters the gas phase with a significant translational
energy loss. Because of the high energy loss, this pathway will be called the slow channel. The
barrier and its involvement in the scattering explains the unexpected high sticking probability
of H-atoms. It was also reported, that once a covalent bond is formed, there is a high diffusion
barrier of about 1 eV [26] 27], independent if in-plane or out-plane diffusion and recombination
with other adsorbed H-atoms is considered.

Despite the qualitative agreements between the REBO-PES based MD simulations with the
experiment, quantitative differences can be seen. Although these simulations can distinguish
between the slow and fast channel, they fail to reproduce the branching of the two scattering
channels (ratio of signals) for a given experimental condition. This short-coming can be
attributed to the high RMSE of 175 meV (=7 meV per atom) of the REBO-PES. The aim
of this thesis is to provide a better PES to improve the description of the H-atom scattering
dynamics from graphene. The method of choice are full dimensional neural network potentials
as these potential energy functions are highly flexible because they are not based on a physical
model, and thus can be fitted to input data with a high accuracy.

With the RAT machine [24] one can also conduct D-atom scattering experiments. However,
the isotope effect on the scattering dynamics from graphene has not been theoretically studied
for incidence kinetic energies larger than 1 eV. Another purpose of this thesis is to fill this
blank spot by comparing new simulations to their experimental counterparts.

Furthermore, it could be shown that taking nuclear quantum effects into account when
performing ring-polymer molecular dynamics simulations, the nuclear-quantum effect seems
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to be small [28] when comparing to RAT experiment. However, new results from HBEAM
experiment using velocity map imaging (VMI) technique [29] indicate that quantum effects
could play a larger role in the H-atom scattering dynamics along the surface normal from
graphene than previously anticipated. Those experimental findings were the driving force to
compare classical molecular dynamics simulations and path-integral based simulations with full-
quantum mechanical simulations based on wave-package propagation. All of those calculations
are based on the Neural-Network potential developed during my PhD research. This thesis is
organized in the following way: In Chp. [2] an overview of the concepts and methods used in
this thesis can be found. Additionally, the important properties of graphene, H-atom scattering
and especially H-atom scattering from graphene is given in more detail. This is followed by a
list of used programs in Chp. [3] whereas Chp. [4] contains a detailed analysis of H- and D-atom
scattering from a free-standing graphene sheet. The scattering done in MD simulations using a
high-dimensional neural network potential energy surface (HDNN-PES), which involved the
extension of our surface scattering program to make simulations on Neural-Network potentials
possible. The dependence on the incident polar angle and incident kinetic energy of the
projectile is analyzed. The section is followed by the influence of the surface temperature on the
scattering processes. This chapter also discusses the quality of the HDNN-PES by comparing
the results of the MD simulations to the corresponding experiments performed on the RAT
machine [24]. In addition, calculations to experiments conducted on a recently constructed
apparatus have been performed. In those experiments, ultra-short H-atom pulses impinge
the graphene along the surface normal and the velocity map imaging (VMI) based detection
scheme allows for a much broader angle resolution. These calculations are complemented
with MCTDH-based simulations, which have been conducted in the course of a collaboration
between the working group of Fabien Gatti and us, to give a broader picture of the entangled
nature of H-atom scattering from graphene [30].

The results are summarized in the last chapter and possible improvements of the current
PES are given as well. The appendix provides technical details and offers supporting material
for the main part. Additionally, the trajectories used and characteristics for H- and D-atoms at
different conditions is given to improve the readability of Chp. [4]



CHAPTER

Theory

In this chapter, a brief overview of the required physical concepts will be given that form the
basics of this work. First, the Born-Oppenheimer approximation is explained in detail. Density
functional theory is the method of choice to calculate electronic structure data which are in turn
used to fit a machine learning potential. The potential is used in molecular dynamics simulations.
A section is dedicated to the description of propagation algorithms, which describe the dynamics
with and without quantum effects. Finally, the multi-configuration time-dependent Hartree
method will be explained since it accounts for quantum effects in a more fundamental way.

2.1 Born Oppenheimer Approximation

In quantum mechanics (QM), the wave function ¥ contains all information of the system and
thus allows access to all of its properties. The wavefunction represents a valid solution to the
Schrodinger equation (SE), a linear partial differential equation. In the non-relativistic form,
the time-dependent Schrédinger equation (TDSE) [31]

HU(z,R,t) = ih%lll(m,R,t) (2.1)

describes the dynamics of a system of particles. Here, H is the many-particle Hamiltonian
operator, z = (o,r) is a shorthand notation for the spin and spatial coordinate of an electron,
respectively. With R describing the position of the nuclei, ¢ as the imaginary unit, the
fundamental constant i = % with h as Planck’s constant and t is the variable of time.

The Hamiltonian (H) consists of terms for the kinetic (1) and the potential (V') energy of
particles in a system

H = T+V. (2.2)

The operator for the kinetic energy is
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whereas the operator for the electrostatic or Coulomb potential energy reads

9 q1 42
V= . 2.4
4dmeg|r| (24)
In a system with n electrons and N nuclei, the Hamiltonian
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is composed of several terms, T, is the kinetic energy of the electrons and T, describes the
kinetic energy of the nuclei, respectively. The electrostatic repulsion of electrons is expressed in
Vee, whereas the repulsion of the nuclei is denoted by Vnn and the electrostatic attraction is
given as Ven. Here, V is the nabla operator and V2 is also known as the Laplacian operator.
The charges for the nuclei are expressed as g, = Ze, with Z being the atomic number and M
is their mass. For the electrons the charge for the electrons is ¢ = —e and m, is their mass.

A Hamiltonian that only considers the electronic part can be defined by splitting the
Hamiltonian from Eq. into

HBO(R) = H - Ty, (2.6)

which will be referred to as the Born-Oppenheimer (BO) Hamiltonian [32] and will not
include the momenta of nuclei anymore. Thus, the corresponding Hamiltonian depends only
parametrically on the positions of the nuclei. The general Hamiltonian can be split and in
the time-independent Schrédinger Equation (TISE),just the Hamiltonian respecting only the
electronic contributions is used [31), B3], which provides eigenfunctions and -values for a fixed
set of nuclear configurations

HBO (R)W (z, R) = EB°(R) ¥ (z, R) (2.7)

A single eigenvalue is a single potential energy surface (PES). For each atomic configuration,
the eigenfunctions are chosen to be orthonormal and the eigenvectors form a complete basis set.
The many-body wavefunction ¥ can be expressed as a linear combination of BO wavefunctions

O(z,R,t) = ¢:i(R 1)V (2, R), (2.8)

with ¢; as nuclear wavefunction chosen to obey the normalization condition in the Born-Huang
ansatz [34]. Still, no approximations are introduced. Assuming adiabatic behavior, the nuclear
motion is decoupled from electronic dynamics, which is supported by the difference of the masses
of electrons with respect to nuclei. The resulting cross-terms tend to be small and therefore
they normally are neglected. This assumption is called the Born-Oppenheimer Approximation
(BOA) [12], 13]. The dynamics of the nuclei are now describable with a single BO surface. All
in all, this leads to a Hamiltonian that only accounts for the electronic contributions [35] of the
total energy

ﬁel = Te + ‘A/ee + Vnn + ‘7en- (29)

Molecular dynamic simulations applying the BOA are referred to as Born-Oppenheimer molec-
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ular dynamics (BOMD) [36]. Nevertheless, if the energetic difference of individual BO states
becomes very small, the BOA will fail and theories going beyond have to be considered [37].

However, graphene has a very small density of states (DOS) at the Fermi level, which means
that there is only a small number of occupied as well as unoccupied states. This explains, why
non-adiabatic dynamics do not play any role at least on the energy range of scattered particles
used in experiment. In short, to describe the H-atom scattering from graphene, a single PES is
sufficient to use in MD simulations, which are based on the BOA.

2.2 Density Functional Theory

As mentioned before, in the dynamics of H-atom scattering from graphene, no excited electronic
states are analyzed. In this work, density functional theory (DFT) is chosen to generate the
electronic structure data containing energies and forces.

The common procedure to develop a PES is to fit a model potential to accurate electronic
structure data based on solving the TISE (Eq. (2.7)). However, considering many-body systems
with a lot of degrees of freedom (DOF), solving the TISE soon becomes cumbersome for bigger
systems (100 DOF and upwards). In contrast, DFT reduces the dimensionality by making use
of the electronic density which solely depends on three spatial coordinates. Applying the BOA,
the nuclei of the treated molecules are seen as fixed, which generates a static external potential,
in which the electrons are moving in.

Two theorems by Hohenberg and Kohn form the basis of DFT [38]. The first theorem states
that there is a one-to-one relation between the electronic ground-state density po (r) and the
external potential v(r). Consequently, the external potential is a unique functional of the
electronic ground-state density. This means that the electronic wavefunction and the energy
can be expressed based on the electronic ground-state density. The second theorem states
that the energy of a system for a given external potential vy is minimized according to the
variational principle (VP)

Eylpl > Eo for p(r) # po(r), (2.10)
Eylpl=Eo for p(r)=po(r). (2.11)

Without solving the Schrédinger equation and by instead using the VP in order to solve the
variational equation, the ground-state density is accessible. By using functionals, the properties
of a many-electron system can be determined. These functionals are spatially dependent on
the electron density.

In principle the functionals are universal, but the exact form is unknown and approximations
are needed.However, direct approximations are not good enough. The kinetic energy is calculated
from a single Slater determinant, but is just an approximation, because non-interacting electrons
are considered. To resolve this problem, the Kohn-Sham (KS) formalism defines introduces
orbitals again and a (fictitious) system of non-interacting (NI) particles, reproducing the exact
electronic ground-state density [39)].

Since the exact ground-state density is not known, a set of auxiliary one-electron functions ¢
(single-particle orbitals) are used to approximate the density

Nelec

papprox = Y |¢il*, (2.12)
=1

which will yield the number of electrons Ngj. of the system by integrating over the volume.
Using single-particle orbitals, a single Slater Determinant [40] can be used to represent the
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total energy functional as

E¥S[p] = T.[p] + Vi, o] + Vee o] (2.13)
Teny [p] + Vi [p] + Ve p] + Exe. (2.14)

Here, Vi is the classical Coulomb energy and the exchange-correlation functional can be
written as

Exclp] = Te[p] — Ten [o] + Veelp] — Ve lpl- (2.15)

Additionally, the functional includes the difference between the real and the non-interacting
system with respect to its kinetic energy.

The exchange-correlation functional is not analytically known, therefore approximations
have to be introduced. Analog to the Fock operator in the Hartree-Fock method, here the KS
operator is applied. In the Thomas-Fermi-Dirac model, the first formulations for kinetic and
exchange energy were derived for the uniform electron gas [41], [42].

Considering a uniform electron gas (which is equivalent assuming the density to be a
slowly varying function), the local density can be estimated for each point on a grid (local
density approximation, LDA) [43H45]. The energy is then accessible via integration. For a
spin-unpolarized system the LDA approximation is

EEPA[p] = [ plalebPA (ple) (216)

with € being the energy density. The exchange and correlation terms have a linear decomposition

Exc[p] = Ex|[p] + E¢[p]. (2.17)

In spin-polarized systems, where the densities for different spins are not equal, LDA has to
be extended to account for individual spin densities. This method is called local spin density
approximation (LSDA) [46], 47]. The exchange and correlation energy Ey. of the system is then

E)L(EDA [pa, /0,37] = /drp(r)sl:?A (paa pﬁ:)a (218)

with a and S representing different spin densities. When investigating closed shell systems,
LSDA is equal to LDA.

To improve on LDA, the electron gas can be assumed to be non-uniform. In the generalized
gradient approximation (GGA) [48H50] approach, not only the density, but also its derivative
is considered. This can be seen as a Taylor series with LDA being the starting point to fulfill a
more exact description of the electrons. In GGA, the functional only depends on densities and
their derivatives at a given point, not on a space volume

ES5p] = [ plr)eSo(x). Vp(r) dr. (2.19)

In GGA one distinguishes between two types of functionals, first with parameters fitted to
experimental data and second parameter-free forms. A very prominent and of the latter type
is the Perdew-Burke-Ernzerhof (PBE) functional [5I]. Known for its general application and
rather accurate results, it is used for a wide range of systems. It was therefore the functional of
choice in this work.

To further increase the accuracy of the xc functional, higher order gradient or meta-GGA
methods using higher-order derivatives of the electronic density [52H54] are available as logical
extensions of GGA.

Different models using exact exchange are often denoted hyper-GGA or hybrid methods [55].
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In the following, the BSLYP (Becke, 3-parameter, Lee—Yang—Parr) functional [47, 48, [56, [57]
as an example of the hybrid methods will be presented since it was used to benchmark the
system of interest and might become important in future analysis. Hybrid functionals split
the exchange energy into two parts. First, a fraction of the exact exchange from HF [58-62] is
used EXY whereas the rest is derived from LDA and GGA. The form of B3LYP is

EBSWYP — (1 _ ) ELSPA L o EHY L pAEBSS 4 (1 — ¢) ELSPA 4 ¢ ELYP, (2.20)

with a part of the exchange energy taken from the B88-GGA (Becke 1988 enhancement
factor) functional [63, 64] and parts for the correlation energy are taken from the LYP-
GGA (Lee—Yang—Parr) functional [48]. The parameters a, b and c¢ are obtained by fitting to
experimental data.

In principle, only two variables have to be set in DFT, the basis set as well as the xc functional.
The basis set is needed, because DFT also uses orbitals, which have to be represented by basis
functions.

2.2.1 Dispersion Correction

Despite the successes of DFT, weak interactions due to dispersion forces (part of van der Waals
type interactions) arising from correlation are not described [65) [66]. Commonly, correction
terms are applied to account for non-local dependence. An example for correction is given by
Grimme on the D2 level [67] and can be expressed like

By = 222' C6ii  f (risn).- (2.21)

zl]lL ZJ,L

Summations are over all atoms NV and prime indicates i # j when L = 0. C is the dispersion
coeflicient for atom pair ¢ j, the distance between atom ¢ in the reference cell L = 0 and atom
J in cell L is given by r;; 1, whereas the definition of the Fermi type damping function is

-1
f(rij,L) = s6 - (1 + exp (—d (SRT;{DM - 1))) : (2.22)

whose role is to determine the short-range behavior of the dispersion correction. It is also
needed to avoid double-counting effects of electron correlation at intermediate distances. Also,
near-singularities for small distances should be avoided [6§].

To derive the parameters of the correction term, one uses the combination rules

Ceij = \/C6iiCsjj (2.23)

R()ij == ROi + Roj, (2.24)

and

to obtain parameters for interactions across different elements. Here, Rg is the element specific
reference atomic van der Waals (vdW) radius.

In this work, also analytic Grimme dispersion corrections on the D3 level [69] are used for
benchmark as well as the numeric correction introduced by Tkatchenko and Scheffler (TS)
[70]. TS is similar to D2, but dispersion coefficients and damping function are charge-density
dependent. D3 in contrast to D2 use geometry-dependent dispersion coefficients, they are
adjusted based on the local geometry.
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2.3 Neural Network Potentials

In this section an introduction to machine learning potentials (MLPs) is given and specifically
neural network potentials (NNPs) are described. Here, the method of neural networks (NNs) is
explained in detail and how it is used to develop a full-dimensional potential energy surface
(PES).

2.3.1 Overview

Machine Learning (ML) is part of artificial intelligence and is not explicitly programmed to
make predictions or decisions [71]. With the help of computer algorithms, they can improve
automatically based on the data and by experience. A model is developed based on the sample
data and applied in many fields for pattern recognition and data mining [72]. They become
important when the development of conventional algorithms is difficult or unfeasible.
Traditionally, the vast field of ML is divided into three broad classes. Depending on the
specific input and available feedback to the learning system, this leads to the classes of [73]

1. Reinforcement learning,
2. Unsupervised learning,
3. Supervised learning (Regression, Classification).

The first class is used to train an artificial intelligence to learn how to play even complex games
(for example Go [74]), the second class is used to discover representation of input data and
group it by its properties and the third class is subdivided into Regression and Classification
type. Both are designed to predict an output from a given input. Classification means to
predict a single output from several possible outputs whereas regression means to best describe
a single property depending on several parameters. The first is used for recognition of voices,
faces and many more, while the latter type can be applied to estimate properties of a given
geometry.

2.3.2 Supervised Learning

Despite recent development of high-performing algorithms used in several fields and rapid
increase of computational power, application of first principles methods is still limited to rather
small systems due to their tremendous demands. To gain insights into complex systems, MLPs
have been successfully introduced to combine acceleration of computer simulations (on the level
of force field potentials) but keeping quantum mechanical accuracy. They offer a PES fitted
to accurate electronic structure data. The energy of a system can be given as a parametric
function of nuclear coordinates, offering a relation between the geometry (e.g. atomic positions
in Cartesian space) and properties (energies, forces, etc.) related to this specific geometry. It is
fundamental that there is a very rigorous connection between input and output, otherwise any
ML based algorithm will fail.

There are many different machine learning methods in the field of supervised learning
to construct a PES, such as NNs, kernel ridge regression (KRR) [75] [76], Support Vector
Machines (SVMs; but rarely used to construct a PES) [77] and Spectral Neighbor Analysis
Potentials (SNAPs; linear version of GAPs) [78]. Gaussian Approximation Potentials (GAPs)
as a prominent example are part of kernel-based MLPs [79].

Here, artificial neural networks [80] as part of the regression type of the supervised learning
class will be presented, which are in principle able to represent unknown (and even complex)
real-valued functions of any dimensionality to high accuracy [81, [82]. To generate a PES, NNs
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will be fitted to accurate electronic structure data from DFT calculations offering energies and
forces. Although DFT is the most common used data to fit NNs, in principle any accessible
electronic structure data can be used. It is not like that the NN is restricted to DFT, but the
system under investigation must be able to be described. So far, larger systems can only be
efficiently treated by DFT.

The different steps needed to develop a machine learning potential are given in Fig. and
will be explained in detail in the following.

Structure Generation '

4

Electronic Structure Calculations'

4

Data Preparation I

4

PES Construction '

4

4

Application

Figure 2.1: Workflow to construct a MLP. Reference energies and forces of given geometries are
calculated using electronic structure methods. These data points are used to fit the
PES and increase the data set in an iterative way for searching missing configurations.
After validation, the PES can be used for example in MD simulations.

In ML based potentials, the available descriptors can be arbitrarily combined with the method.
Currently, there are a few prominent combinations of those. This is not about compatibility
reasons, but the personal preferences of the developers [83]. What makes NNPs interesting for
us is their long history and the largest diversity in terms of methods and concepts [84] and
also the fact that the framework containing the description of the neural networks was also
programmed in Fortran, which was highly beneficial for us from a technical point of view.

2.3.3 Feed-Forward Neural Networks

Inspired by biology, neural networks are adapted from the connection in the brain built by
neurons. NNs can be categorized into (deep) feed-forward, convolutional and recurrent types
and many more [86]. Feed-forward NN (FFNN) are also known as artificial NN. They have
been well known for a long time [87H89] and are used in this work. A scheme of different types
of NN and how they are categorized can be seen in Fig. to just give an overview of the field.

In the feed forward network, all nodes are fully connected and information flows from the
input layer to the output layer without back loops. There can be several layers between the
input and the output, which are called hidden layers. An example of a simple feed-forward
neural network is shown in Fig. The coordinates of the system under investigation enter
the network in the input layer. Every node in all layers is a simple mathematical function and
create an output that is passed to all nodes in the next layer. Each node in the next layer
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receives an input from all nodes of the previous layer. All input is passed to internal functions
that combine the given input with weights and biases, which are the fitting parameters of the
NN. If NNs have the same architecture — the same number of layers and nodes per layer — they
have equal number of weights and biases, but their values differ due to different data sets and
fitting procedures (training of NNs). Weights are between all nodes and depend on the fitting.
They act on the input functions and on the activation functions (AF) [90, O1], which are acting
on each node. Weights are multiplicative and scale the flow of information. Biases depend on
the data set and act only on activation functions of the hidden layers and the output layer.
Unlike the weights, biases are additive and shift the AF. Both weights and biases moderate the
communication inside the whole network. It is therefore possible, that there are zero-responses
between nodes meaning weights can be positive, negative and also zero.

In the hidden layers, an activation function is acting on all nodes (artificial neurons). AFs have
several purposes but they also have to fulfill some requirements. They have to be continuous
non-linear functions substituting the early used step functions. The purpose is to mimic the
activation threshold in biological neurons. These functions have the property of converging
to constant numbers for very negative and very positive arguments. In between they have a
non-linear region, enabling the NN to represent any shape of functions. The only exception is
the output node, where always a linear form is used to avoid any restrictions. AFs introduce

Artificial Neural

Network
Superwsed Convolutional
Learnlng B Ncural Network

Recurrent
Neural Network
Self Organizing

Map
Unsuperwsed Boltzman
Learnlng Machine

AutoEncoder

Figure 2.2: Architecture of the classification for different learning types of machine learning or
deep learning field. In this work, artificial (feed-forward) NN as part of supervised
learning have been utilized [85].

Learnlng
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non-linearity and they make NNs universal function approximators [81], [82]. It is an ongoing
task searching for different and better suited activation functions [90].

Many of different AFs can be used: Cosine, exponential, Gaussian, harmonic, softplus,
sigmoid (comparing to biological neurons they have a similar form) and hyberbolic tangent
(tanh) functions [92]. In this work, the tanh is the function of choice and is shown in Fig.
Since as simple mathematical functions with well known derivatives (analytically accessible,
higher-order derivatives) are used as activation functions, the prediction of properties like forces
(1st derivative) and hessians (2nd derivatives) are easy and quickly accessible. Forces are used
to propagate the system in classical molecular dynamics (MD) simulations. The hessians can
be used for normal mode analysis (calculation of molecular frequencies, phonon analysis etc.).

With the above mentioned functions, the NN can be expressed as an analytical function of
the form given in Eq. in Sec. These first generation NNs [93] are able to reproduce
a target PES, because their form is analytic. Backpropagation [94] is used to fit the parameters
of the NN to represent the structural properties offered in the input data set. This method
has some limitations, though. Invariant input means that the energy expression is the same
for structures that are rotated or translated or have a permutation of elements. The first
generation of NNPs could only describe low dimensional molecular systems of fixed system size.

Atomic NN

- Hidden Output

.:..;' b 1 ::, .:.:' b 2 ::, b 3 ::-..,,

"Structural fingerprint" | B iases
Gn = {xn'Yn’Zn}

Figure 2.3: Diagram of a feed-forward atomic neural network (NN). For every atom in the
system all interactions are considered inside a given cutoff radius. The input has to
be given to account for invariance in form of symmetry functions (SF). Beforehand,
the Cartesian coordinates have to be converted to SF (denoted as G), which depend
on the atomic environment inside a given cutoff radius (rcy). The network consists
of 2 input nodes (2 SF), 2 nodes for the first as well as the second hidden layer
and a single node for the output layer (energies F). Because simple mathematical
functions with well known derivatives are used, not only the energies, but also
their derivatives with respect to positions (forces, hessian) can be predicted. Here,
weights w and biases b are the parameters of the NN. Weights are between all nodes
(black arrows) and depend on the fitting. They act on symmetry functions as well
as activation functions, whereas the biases act on the activation functions of every
node inside the hidden and output layer and they depend on the data set. Weights
are multiplicative and biases additive.
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2.3.4 High-Dimensional Neural Network Potentials

Solving the limitations of the first generation methods [93] led to the introduction of second
generation high-dimensional neural network potentials (2G-HDNNP) by Behler and Par-
rinello [95H98] as shown in Fig. Two modifications were added, first the total energy of the
system is split into individual partitioned, fictitious atomic energies, where the contribution
is determined by individual atomic neural network potentials (NNPs). The NNPs account
for each atom of the same element, meaning for each element the set of weights and biases is
the same. In other words, the element-specific atomic NNs share weights and biases. Second,
symmetry functions (SFs) are used for the input layer.

Like before, the Cartesian coordinates have to be converted to an invariant input (internal
coordinates). This means that translated or rotated structures will result in the same energy
and also permutation of the underlying atoms of each element have to be considered to result
in the exact same energy.

Many descriptors are fulfilling those needs, whereas the most popular and widely used
are atom centered symmetry functions (ACSFs) [99], smooth overlap of atomic positions
(SOAP) [100], Gaussian Processes to build a bispectrum matrix of spherical harmonics [101}-
103] and permutation invariant polynomials (PIP) [104], where the latter can only treat small
systems and are of minor importance.

ACSFs offer a way to describe high-dimensional systems with a large number of atoms and
they depend on positions of all neighbor atoms. In this work, many-body ACSFs are used,

Activation Function

—— tanh(x)

—0.5 -

9 1 0 1 9
X

Figure 2.4: Graphical representation of the hyperbolic tangent function (tanh) as used as
activation function with a linear behavior close to 0, converging to constant numbers
(-1 and 1) for very large or small input values and a non-linear behavior in between.
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which are indicated by G. For a single atom they describe its environment up to a given cutoff
radius and offer a structural fingerprint of the environment. The cutoff function is a central
part of the used symmetry function (SF), because otherwise it would not be extendable to
larger systems. SFs help to fulfill this behavior, because they got to zero beyond the cutoff. A
suitable function to fulfill those requirements has to be continuous and differentiable.

A variety of cutoff functions exist and a common example utilizes a cosine function

1 Rij < Rinner,c
fc(Rij) = %[COS (7TX)+1] Rinner,c < Rz’j < Rc (2'25)
0 Ri; > R,
where X is defined as R R
X — -1#j — “linner,c 2.96
Rc - Rinner,c ( )

Usually, the inner cutoff Rinper, is set to zero, which simplifies Eq. and

By construction, SFs are many-body functions and the actual input of the NN. The SFs can
be categorized into radial and angular type. Radial SFs describe the distribution of neighboring
atoms and can be interpreted as continuous coordination numbers of the considered atom

HDNNP

Atomic Symmetry Atomic Atomic Short
Coordinate Function NNs Energies Range
Vectors Vectors Energy

Figure 2.5: Example scheme of a high dimensional neural network potential (HDNNP) for a
system with two elements. The schemes for Atomic NNs are shown in Fig. 23] As
can be seen in the diagram, to get a description of the total system, the energies
from single atoms using atomic NNs are summed up. For each element, the values
for the weights and biases are shared. This means, that in principle for each element
there can be different architectures and also symmetry functions to describe the
interactions.
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whereas angular SF are constructed by summing up all values of angles considering all triplets
of atoms around the central atom.

A variety of functional forms can be utilized for both types of SFs [99, 105, [106]. Different
mathematical shapes of functions can serve for specific problems. The form depends on the
purpose, which system will be investigated.

The functional form for the radial SF used in this work is [105]

Gt =3 exp [ (Rij — Ro) - fe(Rij). (2.27)
J

Considering the environment of atom ¢, the indices of all atoms inside the cutoff are denoted

as j and R;; is the distance between the central atom ¢ and atom j. The radius of the shell

around the considered atom is determined by the shift R and n is the width of the Gaussian.
For the used angular SF the functional form is

G = 91=C 3™ (14 Aeos(01))° -oxp [ (B + B+ B2 )| - felRig) - fel Ryn) - fel R,
3k
(2.28)
Again, the environment of central atom ¢ is considered. ©;;; is the angle centered around
atom 7 with the neighbors j, k being inside the cutoff. A set of angular functions resulting in a
fingerprint for the chemical environment can be generated by using different exponents ¢ and
the positions of the extrema can be adjusted using A & 1.

Although there are some tools available to construct a set of suitable SF based on the
minimum distance in the structures of the underlying data set, it also needs some effort to
adjust the parameters for the fitting procedure. Together with the number of nodes and hidden
layer(s) they describe the architecture of the used NN and have to be set before the fitting.

Although explicitly shown here, NNPs are not restricted to energies. Atomic (partial) charges
can be fitted as well. Furthermore, it could be shown that NNPs can also predict the spin of a
given structure [I07]. This can be any property of interest, the only restriction is, that the
property of interest must have a dependence on the structure. For example, different electronic
states that of the same structure are not distinguishable by a single NNP. In this case, different
NNPs with one for each electronic state have to be used.

The third generation of HDNNPs (3G-HDNNP) is capable to predict local charges, accounting
for long-range electrostatic interactions. Finally, the fourth generation of HDNNPs (4G-HDNNP)
make use of non-local information to account for electrostatic interactions [108, 109]. In all
cases similar schemes of atomic NNs are used, but instead of energies, atomic (partial) charges
can be trained. As mentioned before, in principle, if there is any property related to a specific
structure, a NN can be used to fit to these data.

In the most general picture according to 4G-HDNNP (and 3G-HDNNP), the total energy of
a system has a short range and an electrostatic contribution. The short range contribution is a
many-body interaction of atoms inside a cutoff radius whereas the electrostatic part describes
Coulombic interactions of charges centered around atoms.

Etot = Eshort + Eclcc- (229)

In this work the electrostatic contribution was not included. This term corrects for local changes
in the electronic structures induced by long range charge transfer. There are no charges in
the graphene system investigated in this thesis. Additionally, including charges would make
developing and application more demanding, which is crucial when simulating millions of
trajectories. Consequently and as mentioned, the total energy is just the short range energy
according to the picture of 2G-HDNNP. The short range energy is derived by summing up all
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element specific atomic energies predicted in using atomic NNs as presented before.

Nelem Natoms,u

Etot = Eshort = Z Z EZ (230)
v=1 p=1

For each atom in the system the environment-dependent energetic contribution to the short
range energy cab be analytically obtained. Here, v runs over all elements present in the total
system and p over all atoms of this element. The atomic energy is estimated by an element
specific atomic neural network

Nhid,2 Nhid,1

Ng
El =P+ D wit- fi (b + D wii f b+ > wi - Giuw . (2.31)
k=1 j=1 i=1

with G being the symmetry functions, f denote the activation functions, b describes the biases
whereas w are the weights. The superscript of the weights and biases indicate which inter-layer
connection is described. 0 indicate the input, 1 and 2 the hidden and 3 the output layer.
Nhiq,1 is the number of nodes in the first and Npiq 2 the number of nodes in the second hidden
layer, respectively. Weights and biases are the parameters of the NN, where weights have a
multiplicative and biases have an additive effect on the activation functions, as mentioned in
Sec. 2.3.3

For a HDNNP, forces are obtainable as a derivative of the predicted atomic energies with
respect to the positions. When in Cartesian space, three sets of forces are obtained per atom in
the system, one for each direction. For an atom k, the force acting on component 7 = z,y, z
can be expressed as
OB _ " OF,

Fp .= -
k,T 0Rk77-’

' - aRk},T B

(2.32)
i=1
with 7 representing Cartesian coordinates. Here, Fi is the total energy output for the whole
system, whereas F; is the atomic energy. Since only interactions inside the cutoff are considered,
the forces also have to respect this aspect. The sum will be constrained and the chain rule
can be applied to separate the derivatives containing SF terms. Unlike the energies, the forces
effectively depend on twice the cutoff radius around the central atom k under consideration,
which leads to

Ng, Nr. M;
$ OE; = OF; 0G;;
Frr=—> =0 . bl 2.33
& i=1 8Rk,‘r i=1 j=1 8Gi7j 8Rk,7 ( )

with ¢ as neighbor of k, Ng, giving the number of all neighbors with respect to k. Again, R,
is the cutoff radius, M; gives the number of SF of atom i and G; ; stands for the symmetry
function number j of atom i. This condition is essential to achieve consistent energies and
forces, needed in molecular dynamics simulations to conserve energies.

Some comments the fitting procedure for a HDNNP: The main part and in analogy to further
schemes on fitting procedures in the field of ML, a loss function [ITOHI12] is used to have an
expression for the accuracy of the fit and a way for optimization. Here, an error function is
introduced in the same manner. In the case of the energies predicted by the NN, the error
function can be expressed as

1 Nyata

Ndata

I (E) (BN - EiREF)Q. (2.34)

For the forces it is similar, but it will be for all directions in Cartesian space.
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The number of structures that form the data set used for the fitting is denoted as Ngata-
There are two different energy expressions. ERFF is the reference target energy from electronic
structure calculations and ENNP indicates the energy predicted by the NN for this structure,
respectively. Optimization in this case means, that the quantity % 8F is minimized. The
weights and biases of the NN are expressed in a. Weights and blases are initialized in a
random fashion, but the interval and the way can be chosen, according to the needs for the
investigated system; this procedure is called rescaling. The update of weights and biases is
done employing the adaptive global extended Kalman filter (GEKF) [I13]. The Kalman filter
(KF) procedure [114] is also known as linear quadratic estimation (LQE) and is sometimes also
termed Stratonovich-Kalman-Bucy filter because of its inventors [IT5HIT9]. Known to increase
the signal-to-noise ratio in measurements, the KF is applied in time series analysis. The KF
produces estimates of unknown variables and a joint probability distribution over the variables.
Furthermore, the KF is commonly used for topics such as signal processing and econometrics.
However, the extended KF [120] is the non-linear version of the Kalman filter and was designed
for non-linear state estimation, autonomous or assisted navigation and GPS [121].

Training of the network is done iteratively [122], where the steps are called epochs. In each
epoch, forces and energies are taken from structures, where the predicted properties have the
largest deviation with respect to the data set. To measure the quality of the fit in each epoch,
the root mean square error (RMSE) is calculated for the energies as well as the forces [106]
according to

energles EREF ENNP 2
Lshort =
energles i=1 atoms
1 Norces REF NNP 2
% (BREF— BNNPY (2.35)
forces j=1

where Nepergies data set of the energies and Neorces the data set of the forces, respectively. Here,
Fil\INP is the predicted and EREF the reference force component. The scaling factor, which
adjusts the relative importance of the force accuracy in the training of the ANN is given as ~.
The weights of the ANN are optimized in order to decrease the error of the loss function [108].
For the energies and forces this quantity is expressed as the square root of the error function

RMSE (E, F) = /T (E, F). (2.36)

In principle, the epochs could be infinitely extended to further increase the accuracy of the
fit. But since the interpolation capacity of the fit is of utmost interest, the question is less
about the best way to just reproduce the structures in the training set but also to predict
structures from the validation set with high accuracy. To create these sets, the data set is split
into a subset, that is used to actually fit the potential (training set) whereas the remaining
structures form a validation (test) set and the RMSE is calculated as well. If the RMSE of
both sets are diverging, there is a indication for overfitting and that the configuration space
of the reference data set is not well sampled. The best fit is achieved when the error for the
training set is lowest and there is only a minor divergence between the two different sets. The
standard approach is to target an error of 1 meV per atom for the energies and 100 meV A~!
for the forces [97].

To aim for the best possible fit, the underlying architecture of the NN is one of the most
important factors. Too few nodes and layers may result in a function that is too unflexible to
accurately reproduce the data, whereas too many nodes and layers will lead to a highly flexible
function, where overfitting is more likely. Also, there have to be enough DOFs represented by
the SF, but too many DOF will lead to overfitting, resulting in a fit with less accuracy.
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HDNNPs are able to learn PESs for a wide variety of chemical systems, with high trans-
ferability and they can be easily expanded to larger systems. Thus, NNPs don’t have a size
limitation. Though, they have other limitations: Their functional form has no underlying
physical expression and they have a poor extrapolation capability outside the configuration
space of the underlying data. It is crucial to carefully check for poorly sampled regions in the
PES before application. This means several stages of validation have to be passed through.
For structures outside the configuration space, extrapolation warnings will help, whereas for
the check for holes inside the PES different architectures of HDNINPs have to be applied to
cross check each other [122].

2.4 Molecular Dynamics

In molecular dynamics (MD) the classical equations of motions are solved on an potential energy
surface to obtain the time evolution of a system. When applied to many-particle systems, a
general analytic solution is not accessible. Thus, only numerical methods can be used. This
means that we can only integrate the equations of motions using finite differences for the
time (time-steps). Furthermore, one needs symplectic integrators, which are designed for the
numerical solution of Hamilton’s equations. These integrators preserves the canonical character
of the equations of motion, they conserve the phase space (symplectic) [123H127].

2.4.1 Classical Dynamics

The dynamics of a Hamiltonian system of particles can be described using the Lagrangian
equation of motion [128, [129]

d (0L oL
— ( - ) — =0, (2.37)
dt \9¢;) 0qi
where the generalized coordinates and their derivatives with respect to time (velocities) are
expressed as ¢; and ¢;, respectively. p and g are so called canonical coordinates. The two terms
of the Lagrange function

L=T-V (2.38)
are the kinetic energy T and the potential V. Here, the usual expression for the kinetic energy
is

1 .
T= §Zm,-rz2 (2.39)
i
and the forces F; can be estimated using Newton’s second equation in differential form

76‘/ _m821‘i _ oL
aI’i N 8752 N 81‘17

F, = (2.40)

when using cartesian coordinates r;. Newton’s equation of motion can be derived using

Euler-Lagrange Eq. (2.37) [36]

When introducing generalized momenta p; that are conjugate to the coordinates

oL
P = 9.42
p 94 (2.42)

the Hamiltonian for the system can be defined like
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The Hamiltonian resembles the energy assuming the potential does not depend on the time ¢
and the velocities ¢;. Then, the Hamiltonian equation of motion can be written as

. 0H
= 5o (2.44)
)

o= e (2.45)

In a system using Cartesian coordinates one gets

) pi

o= i 2.46
I s (2.46)
p;, = Fi (2.47)

Note in Eq. (2.41) a system of 3N second-order differential equations is used while Eq. (2.47))
contains a system of 6V first-order differential equations. Although equivalent, both systems
lead to different discrete algorithms used to solve the corresponding equations.

Taylor expansion

The simplest way to discretize the equations of motion is to expand them in a Taylor series.
The change of the positions and velocities from one time step to the other can be derived using

At? At . 4
r; (t+At) = Iy (t) + Atv; (t) + 2 F; (t) + ? r; (t) ‘l—O(At ), (248)
A A2 A
Vi(t+ AL = vl-(t)+%Fi(t)+7ti}i(t)+3—t"\'fi(t)+(9(At4). (2.49)

Where r is the position, v =7 the velocity, a = % = the acceleration and b = 7" the hyperac-
celerations [62] (also known as jerk [I30]). A multitude of propagators have been proposed,
for example n-order integration schemes like Runge-Kutta [I31HI33], Beeman [134HI36] and
others [133] [136]. Here, the focus will be on Verlet-like algorithms.

2.4.2 Velocity-Verlet integration scheme

In the Verlet algorithm the velocities can only be obtained from a time step further in time.
Moreover, updating the positions gives rise to numerical imprecision [137, [138]. To obtain both
positions and velocities in the current time step, the leap-frog algorithm [137, 139-H142] can
be applied. Here, numerical imprecisions are minimized, but still velocities are not accessible
in an ad-hoc manner. To derive positions, velocities and forces at the same time, we use the
Velocity-Verlet algorithm [139] [I43]. The update of the positions and velocities is estimated
according to

2

(EHAD) = () At (1) + S F (1) + O (AF), (2.50)
vi(t+At) = v(t)+2ij (F; (t) +F; (t+At)) + O (AL?). (2.51)

Algebraically, the Velocity-Verlet algorithm is equivalent to the original Verlet scheme. Although
rather simple, the Velocity-Verlet scheme is very stable and is a symplectic integrator. This
explains why it is widely used in MD simulations.
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2.4.3 Thermostats

The canonical (NVT) [144H149] ensemble, the number of atoms N, the volume V' as well as
the temperature T are preserved. This is therefore often referred to as the NVT ensemble.
In this ensemble, the energy of processes is constantly exchanged with a thermostat. A
variety of thermostat algorithms are available to realistically introduce a mechanism, which can
exchange energy from the boundaries of a MD simulation. Therefore, the canonical ensemble is
approximated via rescaling the velocities. The Nosé-Hoover-Thermostat [150], Nosé-Hoover
chains, the Berendsen thermostat, Langevin dynamics and the Andersen thermostat are popular
methods. In this work, the Andersen Thermostat was used [144) [I51].

As a way to simulate such system, we rely on stochastic forces acting on the atoms in order
to change their kinetic energy, which is similar to Brownian motion. The result will be that
the average of any property in a trajectory is equal to the canonical ensemble. The equations
of motion of a N particle system in Volume V are the hamiltonian equations, Eq. and
. In the latter equation a stochastic collision term is added. The momentum of each
particle is affected by the stochastic collisions in an instantaneous event. The collisions that
occur are Poisson processes and statistically uncorrelated. Evolution of the state between
collisions are according to Eq. and . Initially, the desired temperature 1" of the
(artificial) bath the system stays in contact with and the rate of the collision v has to be set.
The heat bath has a Maxwell Boltzmann (MB) velocity distribution with energy distributed
randomly among all particles of the bath. The probability of a collision in a time interval is
then v At. In the beginning of a simulation the particular times of a collision are set by using
random numbers and the time intervals are distributed according to

P(t) = vexp(—vt), (2.52)

with P(t) At being the probability that an interval takes place between ¢ and A¢. (Alternatively,
random numbers can be used to choose which atom will collide.) The system is given enough
time after each collision to equilibrate to the desired temperature. The canonical ensemble is
used to equilibrate a surface structure to the desired surface temperature, but we are basically
interested in the microcanonical ensemble (NVE) [152] I53] to analyze energy dissipation
pathways. We use the Andersen Thermostat purely for heating up our systems of interest
because of its simplicity and ease of utilization.

2.4.4 Ring Polymer Molecular Dynamics

Quantum effects cannot be treated directly in classical MD simulations. Because hydrogen
atoms are very light and fast traveling particles, neglecting quantum effects might lead to
changes in the scattering behavior and thus changes the distribution of energy loss spectra.
This is especially of importance, because in the scattering a barrier is involved, which is due to
a rehybrdization of a surface carbon atom. Depending on the system, effects like tunneling and
zero point energy (ZPE) might lead to drastical changes when evaluating rate constants for
proton transfer reactions [154].

Introduced in 2004, Ring Polymer Molecular Dynamics (RPMD) [155, [156] offer a way to
account for quantum effects in MD simulations. Keeping the methodology from classical MD
simulations, the imaginary-time path integral (PI) formalism is adopted to exploit the exact
equilibrium mapping between a quantum mechanical particle and a classical ring polymer
[155, 157]. With this method, tunneling and zero point energies can be approximated. A
classical ring polymer is isomorphic to a quantum particle in the limit of assigning an infinite
number of beads. Real-time quantum coherence (wave-like behavior) is neglected, which results
in less demanding trajectories compared to the full quantum treatment. Assuming the coherence



22 Chapter 2 Theory

vanishes quickly due to thermal averaging or strong intermode coupling, RPMD can provide
insights to influence of quantum effects. Atoms are no longer treated as points but exist in an
extended space in analogy to a necklace, fully characterized by their number of beads P and
connected via harmonic springs. The difference of the classical picture, where P =1 and an
example of the extended space with 4 beads (P =4) can be seen in Fig.

In summary, RPMD make use of PI and is classical MD in the extended ring polymer phase
space. RPMD as well as centroid MD (CMD) are two distinct extensions to Path Integral MD
(PIMD) [158], with the latter not being of interest here, because this will go beyond the scope
of this thesis.

Although the atoms exist in an extended phase space, a single PES is sufficient. The inter-
bead interaction is handled by the propagator of the MD, whereas for a single bead the same
PES describing the total system is used to derive its specific properties (energies, forces). In
the short-time and high-energy limit, the quantum mechanical results are correct. In principle,
an exact treatment of the quantum Boltzmann operator with an approximate treatment of the
real-time evolution based on classical mechanics is realized [T59H163].

In the following, a brief overview of the main aspects and derivations is given. Furthermore,
common literature will be offered for RPMD and path integrals, where appropriate.

RPMD is an algorithm developed for time evolution of ring polymers. Therefore, the
Hamiltonian is split into a sum of a free ring polymer part and a potential energy part. The
two parts can be combined in a symplectic integration scheme, where the phase space density
evolves under the influence of the propagator. A convenient way for integration is the constant

P=1

Figure 2.6: Scheme for the carbon-carbon interaction of atom ¢ and j in the classical limit
(Trotter number P = 1). Example of atoms having 4 beads (P = 4), forming what
can be thought of as a "ring polymer molecule". The harmonic springs between beads
are in red, and red/green/blue curly bonds represent the classical intermolecular
pair potential.
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transformation between bead and normal mode representation, because the use of FFT is
efficient In the following the main steps of the algorithm are given.

1. exact evolution of the ring polymer momenta through time interval % (under influence
of the Hamiltonian)

2. transform bead to normal mode representation

3. exact evolution of the ring polymer coordinates and momenta through time interval At
(under the influence of the free ring polymer Hamiltonian)

4. transform normal mode representation back to bead representation

5. further exact evolution of ring polymer momenta through time interval % (under influence
of the Hamiltonian)

In RPMD, H, (p, q) is the classical Hamiltonian of a fictitious ring polymer consisting of n
copies of the system, connected by harmonic springs. In the full form the Hamiltonian can be
written as

P N $))?
s s (p’f)) % P 2 s s— 2
o) = AV (o) -3 | Bl (2 (=Y | e

where the classical potential function is denoted as V, the common definition 8 = (kg 7)™ ! is
used and P is called the Trotter number and give the number of beads with bead index s.
Here, the term for the kinetic energy is extended by formula that is analog to a spring potential
of the form

1
‘/spring (.%') = 5 k?(.f - xO)Q- (254)

In the high-temperature limit, the radius of the ring polymer shrinks to zero, because the
force constant become very large. Here, Shwmax << 1, with w being the highest vibrational
frequency in the physical problem. In the large atomic mass limit, the term for the spring
constant is large as well, which correspond to the classic case. Secondary, in the limit ¢ — 0,
classical MD is recovered, because the ring polymer is reduced to a single point. This behavior
can be seen from the definition of the radius of gyration

2
rg(free) = % <1 - ;2>, (2.55)

which describes a free ring polymer [164].
In analogy to the Hamiltonian equations of motion as shown in Eq. (2.44)) and ([2.45), for

PIMD the equations of motion can be formulated. For the velocities this looks like

dg/” _9H _ P, (2.56)
dt (9pis) m; '

whereas for the momenta one can write

dt aq(s)

%

Bh

o 2 oV (e
dp; _M:—mz‘(P) (24 —q" —q™Y) - ( 2 (257)

The extension with respect to classical MD can be seen best in the term for the kinetic energy,
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where the "virial" energy estimator [165] is

3 1 XN av (g, ... ¢
B35+ g 3 5 o ) P

(2.58)
i=1s=1 8q1

with the centroid g; being derived by averaging over all beads of the i*® ring polymer necklace

1 P
a=-> q” (2.59)
n s=1

In Eq. , the first term is estimated by considering %l{:BT for each translational degree
of freedom (DOF) in the classical picture. The contribution from quantum fluctuations is
expressed in the second term. Without an external field, the term will cancel out. The term
becomes noticeable when simulating condensed matter systems at low temperatures, due to
the Heisenberg uncertainty principle. The kinetic energy of the beads is higher the more the
bead is contracted under the influence of external forces. The more the beads are localized, the
higher the fluctuations of the momenta. Using RPMD in scattering simulations was justified
elsewhere [I58]. In short, although the interaction between an impinging particle with a surface
is far from equilibrium conditions, there is no indications preventing the use of this approach
in non-equilibrium systems. Furthermore, the quality of the insights gained from RPMD
simulations will be cross-checked with the more accurate MCTDH method to account for all
nuclear quantum effects [166].

2.4.5 Path Integral Langevin Equation

To heat up a system that exists in an extended phase space i.e. using ring polymers, the Path
Integral Langevin Equation (PILE) [167, [168] is used. Bussi and Parrinello have shown how
a Langevin thermostat can be combined with the velocity verlet algorithm [169]. In classical
statistical mechanics, it provides an efficient sampling of the canonical distribution. In the
classical MD picture, when there is only a single bead, this equation is reduced to the Langevin
equations of motion [I64]. The momentum update is done in a three-step manner:

1. use an orthogonal transformation matrix gj to convert Cartesian coordinates j to
normal modes k (Eq. [2.60)

2. each normal mode of the ring polymer experiences a random force and friction as shown
in Eq. (2.61)

3. transfer normal modes back into Cartesian coordinates, according to Eq. (2.62)

with v(*) as friction coefficient for normal mode k, £€*) represents the vector of independent
Gaussian numbers. The transformation between the Cartesian coordinates and normal modes
to represent the system is done by using fast fourier transformations (FFT), well known for
their performance and efficiency.

n

LR Sy 260)
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P9 Z gjkﬁ(k) (2.62)
k=0
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The only required initial input parameter is the friction coefficient v of the centroid mode. This
mode describes the movement of a full ring polymer. Whereas the friction coefficients for the
normal modes can be estimated analytically by minimizing the autocorrelation time for the
Hamiltonian of the harmonic oscillator [I67]. This is in analogy to the Andersen thermostat,
where the interaction time of the particles in the system with the heat bath has to be set.

The algorithm consists of a sequence of exact evolutions, which are performed using approxi-
mate Hamiltonians. Because it is symplectic, the ring polymer phase space volume is preserved,
if the timestep is chosen to be sufficiently small.






CHAPTER

Computational Details

In this chapter, an overview of all used programs and tools will be provided. Starting with the
used electronic structure codes VASP and FHI-AIMS, the stand-alone Fortran program RulNNer
used to construct high-dimensional neural network potentials is described. The molecular
dynamics code md_ tian is described, which was developed in our group and used to simulate
the scattering of atoms and molecules from surfaces. Furthermore, its successor MDT2 is
described. In this program the RuNNer subroutines implementing the HDNN-PES providing
the energies and forces were integrated, which can be seen as RuNNer-MDT2 interface.

The MCTDH package used for quantum molecular dynamics has been used by our collabora-
tors [30] and the details will not be mentioned here, because this will be beyond the scope of
my work.

This chapter is meant to be the foundation of a full manual for the MDT2 code along with
a guideline of how to conduct proper DFT calculations serving as input data for PES fitting
procedures. This is why I also explain the structure of the input files which are used in the
standard electron structure codes VASP and FHI-aims. The small manual given here will be
extended and offered as well on the GitHub webpage [170].

3.1 VASP

The method of choice in this work to generate electronic structure data is the Vienna Ab-initio
Simulation Package (VASP) in the version 5.3.5 [I7IHI74]. This code uses a plane-wave basis
set and requires several input files to initialize a calculation, which will be explained in the
following.

3.1.1 INCAR

The main keywords and settings are provided in the INCAR file. An example file is given in
Lst. in the appendix. This counts for all following given example files. DFT at the GGA
level of theory using PBE functional with a planewave basis is used in combination with Grimme
D2 dispersion correction. The kinetic energy cutoff has been set to 400 eV. Spin polarization
in the electronic structure calculations are included. The tetrahedron method with Blochl
corrections [175] [I76] using the default value of 0.2 eV as the smearing parameter is applied to



28 Chapter 3 Computational Details

treat partial occupations. When relaxing the electronic degrees of freedom, the threshold for the
change in energy between iteration steps is set to 107 eV. A normal precision of calculations
is used in combination with a very fast diagonalization algorithm in the self-consistent steps.
The minimum number of SCF steps is 4 and it cannot exceed 300 steps.

3.1.2 KPOINTS

The number of k-points sampling the irreducible Brillouin zone is set in the KPOINTS file.
An example how the KPOINTS file looks like is given in Lst. The Monkhorst-Pack
scheme [I77] with a 8 x 8 x 1 I'-centered k-point mesh is used to sample the surface Brillouin
zone for a single hydrogen atom on a 24 carbon atom graphene surface.

3.1.3 POSCAR

In the POSCAR file, not only the positions of each atom but also information concerning the
simulation cell, number and symbol of elements is given. An example structure file is offered
in Lst. With two atoms per unit cell the 3 x 4 surface cell consists of 24 carbon atoms
in total and is 8.55 A x 7.40 A in size. 3D periodic boundary conditions have been applied
with 13 A vacuum perpendicular to the graphene sheet to ensure that the periodic images
of the surfaces are non-interacting and that hydrogen atoms can be included at a maximum
separation of 6 A from the surface. The cell must contain enough lateral space to ensure that
the H-atom does not see its periodic image. There have to be enough C-atoms to enable the
impinging particle to distribute the energy to surface phonons.

3.1.4 POTCAR

The POTCAR file has to be manually put together in a modular way. If more than one
species (element) is present in the system (in the POSCAR file), the different files have to be
merged. Note, the order has to be the same as given in the POSCAR file. In principle, one
can decide between ultrasoft pseudopotentials (USPP) and projector-augmented wave (PAW)
potentials [I74], 175]. The latter are used in this work, although both types of pseudopotentials
can be transformed into each other. The motivation of using pseudopotentials is to reduce
the basis set size and number of electrons as well as inclusion of relativistic and other effects.
Core electrons with a highly oscillating wavefunction near the nucleus are described in an
effective (pseudo-) potential, replacing the Coulomb potential of the Hamiltonian. Reducing
the complexity makes a plane-wave basis set practical to use. Normally, the PAW method is
used for the pseudopotentials because of performance reasons.

In this work, to model the core and valence electron interactions, the PAW approach was
used. For H-atoms PAW potentials are used in the version "PAW__PBE H 15Jun2001" and for
the C-atoms the version "PAW_PBE C 08Apr2002" was used, respectively.

3.2 FHI-aims

The Fritz Haber Institute ab initio molecular simulations (FHI-aims) code was used as additional
electronic structure code [I78-183]. FHI-aims uses numeric-atom centered orbitals (NAO) as
basis set. In contrast to VASP, there is only a single input file named control.in aside the
structure file called geometry.in.

This electronic structure was used to cross check for the data generated by VASP and helped
to identify problems in the underlying DFT data. Therefore, I will only give a brief overview
according to the Manual [I84]. In the following, the two input files are inspected in detail.
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3.2.1 control.in

The main input file contains all required settings for the calculations and an example file is
given in Lst. [A.4] The B3LYP functional was utilized and vdW corrections are added using the
Tkatchenko-Scheffler (TS) scheme [70]. Spin polarized calculations are carried out explicitly
setting the spin in the geometry file as shown next. Relativistic effects are included by using
the scaled zeroth order regular approximation (ZORA) [I85) [I86]. 3D periodic boundary
conditions have been included by defining a k-point density approximately equivalent to a
6 x 6 x 1 mesh. Again, the threshold for the change in energy between iteration steps is
set to 107° eV. There are different levels of basis sets available for each atomic species: light,
tight and very-tight. Additionally, the really tight basis set is available but should only be
used for specific testing scenarios, not in a production run, since it is computationally very
expensive. To calculate Energies at least a light ("tier 1") basis set for the H-atom and all
C-atoms is needed, respectively. This basis set is pre-constructed and includes all occupied
orbital functions. A small set of unoccupied orbital functions is included as well. Higher basis
sets are in ascending order tight ("tier 2") or very tight ("tier 3"). Even higher "tier" levels are
accessible, depending on the element. In case of the C-atoms, even a "tier 4" basis set can be
assigned.

3.2.2 geometry.in

In analogy to the POSCAR file in VASP, the structure is given in the geometry.in file. Here,
the lattice vectors had to be set explicitly starting with the keyword lattice vector. Cartesian
coordinates have to be given for each atom starting with the keyword atom and the element
symbol is given last. Unlike in VASP, here the spin has to be given in the structure file below
the specific atom having a spin starting with the keyword initial _moment. This can be seen in

Lst. [A5l

3.3 RuNNer

To construct high-dimensional neural network potentials, the RuNNer Neural Network Energy
Representation (RuNNer) code was used [I87]. Following the last given reference, it will direct
the user to the online manual.

RuNNer needs two input files, first the main input file input.nn and the structure file
input.data containing the information of all structures with corresponding energies and forces
(and charges, if available) from electronic structure calculations. The program uses a bottom-up
approach to finally offer a PES. It is operated in constructive modes. In mode 1, the values
for the symmetry functions are calculated and the data set is split into the training and a
validation (test) set in a random fashion. In mode 2, the PES is fitted whereas in mode 3 the
obtained weights and biases are used to predict properties (e.g. energies and forces) of a given
structure.

3.3.1 input.nn

In the input.nn file, the different types of NNs are defined. For the H on graphene system, only
the short range NN is required. The exact same file can be used in all different modes. The
first mode is used to calculate the values for the symmetry functions in the data set, in mode 2
the PES is fitted and mode 3 is used to predict the properties (energies and forces if requested)
of a given structure using the PES.

There exist two types of short NN, Behler-Parrinello atomic or pair. Here, the Behler-
Parrinello atomic NN is used. In the system, there are two elements, H-atom and C-atoms,
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their element symbol has to be given and the seed for the random number generator (RNG)
is set as well as which type of RNG should be used. If the total energy of a structure is
higher than the threshold (Ha atom™1!), the structure is not used for the fitting. Beforehand,
structures are chosen to fulfill certain criteria (energy, bond length), so all structures in the data
set can be used for the fitting. Although structures with a too small bond length have been
removed from the data set, the threshold is set that structure with a bond length below 0.1 A
are ignored. This also helps to avoid problems arising when calculating symmetry function
values. The architecture has been set to two hidden layers with 15 nodes for each layer. The
hyperbolic tangent activation function is used for all hidden layers and the output layer uses
a linear activation function. 10% of the structures from the reference data set are arbitrarily
chosen for validation (test set), most structures are used for the fitting (training set). The test
set is completely independent of the training set and is used to validate the fit and also to
account for overfitting. Type two of radial symmetry function is used, which is equivalent to
G%. For the angular symmetry functions type 3 is used, which is equivalent to G?. Both types
of SF are described in Ch.[2l A complete list with used SF can be seen in Tab. and
The values of the symmetry functions are rescaled to have a range from 0 to 1. The values of
the weight parameters have been initialized with random numbers in the interval from -1 to
1. Additionally, a preconditioning scheme was applied to reduce the initial root-mean-square
error (RMSE). To reduce the probability of being trapped in local minima, the training data
was presented in a random order in each of the 200 iterations (epochs). To further reduce
the RMSE, after 100 iterations, the program was stopped and restarted from that epoch to
re-initialize the parameters of the fitting algorithm. After each epoch, the current weights are
written to disk. From the available information of forces, only 1% is used to further increase
the fit of the energies. The common protocol is to use most or all energies and only a small
fraction of forces to increase the overall RMSE of the fit. To reduce the demanding RAM in
the fitting, the number of structures being present at one time was set to 2000, whereas in
prediction mode the number is automatically set to the number of atoms in the structure, but
for simplicity it was manually set to avoid a warning message. Forces have to be explicitly
requested, because otherwise only energies are predicted. It is also possible to check, if the
sum of all forces is zero. Especially when using NNPs in MD simulations, it is also possible to
reduce the output. This is done by including md_mode. At least for H-atom scattering on
graphene it turned out that using symmetry function groups slightly increases the performance,
which is the reason why it is used here.
An example file containing all the above mentioned settings can be seen in Lst.

3.3.2 input.data

In the input.data file all structures to fit the NNP are offered. All information for a single
structure is given between the begin and end keywords. Starting with the comment keyword,
comments can be included (for example settings from electronic structure calculations, system
specific information etc.). The lattice vectors are given starting with the lattice keyword. All
information for a single atom is given after the atom keyword. First, the Cartesian coordinates
in xz, y and z are given followed by the element symbol, the atomic charge and the atomic
energy. Finally, forces in x, y and z direction are given. In case, the investigated system is
charged, to total charge is given after the charge keyword. The total energy of the structure is
given after the energy keyword. Note, the unit for distances is Bohr, the energies are given in
Hartree (Ha), the charge is given in e whereas the forces are expressed in Ha Bohr~!. A single
structure how the input.data file has to look like is shown in Lst.
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3.4 md_tian_xia

The self-written Molecular Dynamics Tian Xia (md_ tian) code was developed in the Wodtke
group by Svenja M. Janke, Sascha Kandratsenka and Daniel J. Auerbach [I88]. The code
implements Newtonian and Langevin dynamics for the simulation of an H-atom interacting with
fee and bee metal surfaces [15) [19] using a full dimensional effective medium theory (EMT) PES
[189, 190] and the programming language is Fortran. With the Levenberg-Marquardt approach
it is possible to fit the PES to electronic structure data. Furthermore, a genetic algorithm
(GA) has been made available as a wrapper script to improve the fitting procedure in terms of
accuracy as well as performance. A more detailed overview is given in Refs. [I88] [191], [192].

3.5 md_tian_xia_2

The Molecular Dynamics Tian Xia 2 (MDT2) code [I70] is the successor of the md_ tian
code with new organization, general applicability and a modular based structure. Again, the
programming language is Fortran. Marvin Kammler improved and extended the program.
With this improvement, H-atom scattering on all fce and bec metals is possible [19]. So far
also ring polymer molecular dynamics can be performed, allowing to account for tunneling and
zero point energy (ZPE) effects in the simulations. Additional potentials can be included as
well as propagation methods, independent from each other. The reactive empirical bond order
(REBO) potential has been added to the available potentials. In principle, different potentials
can be used to describe specific interactions only. The flowchart of the MDT2 program is shown
in Fig.

The equilibrium geometry of the system of interest is used to initialize simulations in the
NVT ensemble. To heat up the system, there are two thermostats available: The Andersen and
Path Integral Langevin Equation (PILE). The system is heated up to the desired temperature
and after equilibration, the positions as well as velocities are saved as a snapshot. This snapshot
is then used to initialize simulations in the NV E ensemble. From a long trajectory, snapshots
after a given timestep are used to generate configurations that can be chosen when simulating
scattering trajectories. Normally, this is done using the mxt (binary) format.

In MDT2, there are several input files on different levels. The main input file is normally
named md_ tian.inp, but can be arbitrarily named. In the main input file, for each used
potential a potential-depending file and its path has to be given, containing the potential
specific parameters. Normally, the naming follows the rule by first giving the name or acronym
of the potential and they end on .pes, but again this is up to the user.
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Figure 3.1: Flowchart of the program MDT2 [I70]. After initialization, the interaction matrix
is build up according to the PES(s) used. The main loop of the program is to
calculate energies and forces for all used PESs, to decide if positions and velocities
are updated or if any stopping criterion is reached (list in text). This flowchart was

generated using [193].
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3.5.1 md_tian.inp

run md

rng_seed traj_id

start 1

ntrajs 10000

nsteps 2000

step 0.1

projectile 1 H 1.0 ver
lattice 1 C 12.0 ver
Einc 1.92

polar 50

azimuth 0

pip r r 6.0

pul 6.1

Tsurf 300

Tproj 300

conf merge ’conf/proj/’ 1 ’conf/latt/’ 1000
pes ’'pes/nene.pes’
output scatter 1

Listing 3.1: Example MDT2 md_ tian.inp file

An example of a typical input file as used in MD simulations to perform scattering trajectories
is given in Lst.

In MDT?2, there exist three different run modes. Minimization of a given structure using the
(FIRE) algorithm is requested by using the min keyword, fitting REBO parameters can be
done by using min keyword and performing MD simulations with the run keyword. Depending
on the run mode, structure files and their path have to be given in the main input file. So
far, the POSCAR and mxt (binary) format can be read in. Normally, the system is split
up into the projectile and the surface. Beforehand, from a single long trajectory (ps to ns)
in the NVT ensemble screenshots are extracted in the mxt format to account for different
surface configurations created from thermal movement. This is crucial, because the scattering
trajectories take place on a rather short timescale compared to the preparation. With this
procedure it should be guaranteed that the surface is sampled enough to not be trapped in
local minima and to bias the simulations. The same procedure is applied in the case of the
projectile. For a single atom, just a single structure is used, but for molecular projectiles,
internal vibrational as well as rotational DOFs have to be considered and will be sampled
again using the procedure of taking screenshots from a NVT trajectory beforehand. When
performing RPMD simulations, the same counts for atoms when using more than a single bead,
because they affect both the projectile as well as the surface.

After the start keyword, the number of the trajectory can be set. This has several advantages.
This number is used to seed the RNG and will therefore lead to different initial conditions.
With this attempt, it is also possible to meaningful split the simulations to many cores, leading
to an elegant parallelization scheme. For example, if we double the number of cores used for
calculations, we also double the number of trajectories run at the same time. Furthermore,
it is also possible to re-calculate a single trajectory out of a series of many trajectories for
further analysis. The ntrajs keyword is used to set the number of trajectories to be calculated
and nsteps sets the maximum allowed number of time steps. With this, we have a stopping
criterion to not calculate infinitely long trajectories, if the projectile is adsorbed and is not
released. The step keyword sets the time interval for integration and is given in femtoseconds
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(fs). As already mentioned, the system of interest is split into the projectile and the surface.
The properties for the projectile are given after the projectile keyword. The first number
denotes the number of projectiles followed by a sequence of the element symbol, the mass of
the element and the abbreviation of the propagator used to upgrade forces and positions of the
particles in the simulations. This is repeated until all elements have been defined. The same
procedure is applied in the case of the surface, if it is an alloy, for example. The only difference
is, that all information is given after the lattice keyword. If using the NVT ensemble, the
Andersen (and) method can be used or PILE (pil) in case of performing RPMD simulations.
If only a single bead is set, PILE can be used to heat up a classic system as well. For both
algorithms, a time constant has to be set.

For simulations in the NV E ensemble, the initial conditions of the projectile have to be set.
The initial kinetic energy is given in eV after the Einc keyword, whereas its initial polar as
well as azimuth angle in °. The polar angle is with respect to the z-axis and the azimuth angle
is with respect to the x-axis. The initial position of the projectile can be either set explicitly
giving the x, y and z coordinates or r can be used to do this in a random fashion. With the
projectile upper limit (pul) a stopping criterion can be set. If the z-coordinate of the projectile
exceeds this limit after a time step, the trajectory is stopped and the final conditions are saved.
The temperature in Kelvin (K) of the projectile as well as the surface have to be explicitly given
after the Tsurf and Tproj keyword. The starting structure is given after the conf keyword.
Normally, merge is used and the system is split beforehand into the projectile (proj) and
surface (latt) part. Here, the path to the screenshots from previous simulations has to be given
as well as the number of possible structures that can be picked. Which structure should be
used is decided randomly. Additionally, the path to the potential file containing the potential
specific parameters has to be given here. Furthermore, it can be decided, which scheme of
RNG should be used. Because of performance reasons, using traj_id turned out to be very
efficient and offers a very well sampled uniform distribution. In this case, the number of the
current trajectory is used to seed the RNG. After the output keyword, several output formats
can be given. When calculating a large number of trajectories, normally only the keyword
scatter is present. It checks for all mentioned stopping criteria and collects all information in
the beginning and at the end of a simulation. Further output formats and information can be
found in [170].

When using MDT?2 to perform MD simulations, a detailed input file is given in Lst.

3.5.2 nene.pes

In principle, the potential files can be arbitrarily named like the input file, but it is common
practice to use the potential name, abbreviation or acronym as first part and the file ends on
.pes, which has to also be given in the main input file, as mentioned before.

In the potential file, all permutations of projectile and surface elements has to be defined,
enabling to describe all interactions even by more than one potential. First, after the pes
keyword the abbreviation of the potential that should be used to describe the following
interaction is given. With giving the element symbols and after that the definition if the
element is part of the projectile or lattice, the matrix has to be set. This can be seen in the file
giving below in this subsection.

Depending on the requested potential, several parameters have to be given in the potential
file. When using HDNNP, the potential file is named nene.pes, with nene being a short notation
for neural networks. Furthermore, the naming is based on the real person Nene, the wife of one
of the three great unifiers of Japan in the Sengoku period (16th Century). Here, the interested
reader might also read the entry in the quotes or [194-196].

For the HDNNP, only two parameters have to be given. First, the folder containing all
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needed files for the NNP. In the folder, the following files have to be present
e input.nn
e scaling.data / scalinge.data
e weights. XXX.data / weightse. XXX.data

As mentioned before, the input.nn file is the main input file containing the architecture of
the NN and all SF, the scaling.data file contains all biases and there has to be a weight file
for each element present in the system. The format of the weight files is weights. XXX.data,
with XXX being the atomic charge. In case of H-atom scattering from graphene, there are
two weight files, the one for the H-atom is weights.001.data and the one for all C-atoms is
weights.006.data, respectively. In case of using 4G-HDNNPs, when including an additional
NNP for the electrostatic part, a complete set of biases and weights for this NN has to be given,
too. The naming is to add a single e at the end of the prefix. These files are automatically
generated by RuNNer during the fitting mode. An example for the files needed for RuNNer or
its subroutines implemented in MDT2 is not given here. Check Sec. for the input.nn file
and also consider the RuNNer Manual for further details [197].

Nevertheless, some notes for the input.nn file when used in MDT2: To avoid unnecessary
warnings, the points_in_memory should be manually set to the number of atoms in the
structure and runner mode should be 3, although it will be set by default. The keyword
calculate_ forces should be given, since in MD forces had to be predicted as well. By default,
they are turned on, but explicitly giving the keyword saves a warning message. Most of the
output is suppressed by switching on md_ mode and as mentioned before, to sort the SF by
groups slightly increases the performance.

Secondly, the optional keyword maxnum_ extrapolation warnings can be given to manually
set the maximum number of extrapolation warnings allowed before stopping the program. If
no keyword is given, there will be effectively no stopping criterion. If the keyword is given, the
following number defines the threshold. This is because of performance reasons but also to
avoid creating unusable results outside the configuration space of the underlying potential.

An example file is given in Lst.

3.6 Implementation of NN into MDT2

This section is constructed to give an overview of the steps performed in order to couple the
description of a neural network potential in the RuNNer program written by Jorg Behler with
our molecular dynamics program, MDT2, presented in and Here, the purpose is to
collect the offered information from different sources in one place.

To describe the scattering from H-atom from a graphene surface one needs an accurate,
full-dimensional PES. And this PES is used to predict energies and forces to update positions
and velocities in MD simulations. There are very common used MD programs like LAMMPS,
for example. But as far as we know, there is no implementation of the EMT formalism in such
programs. Although there is a general realization to couple NNs formulated in RuNNer with
an MD program (referred to as RuNNer-LAMMPS), the necessity to use NNP in a surface
scattering program is at hand. In RuNNer-LAMMPS the energy and force evaluations are
provided by the n2p2 neural network library [I98] utilized in MD simulations performed using
LAMMPS [199]. To investigate surface scattering using machine-learning based potentials, the
treatment of neural-networks as formulated in the RuNNer program is included into our MD
simulation program called MDT2. Both programs are mentioned in previous sections.

During the process to finally create a fast hybrid program, there was also a very early attempt,
which is referred to as the slow version. In this version, the information is passed from MDT?2
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to RulNNer as a whole program. With this, soon a working version was established performing
simulations to obtain results, which could be compared to scattering experiments. Depending
on the hardware, where the program runs on, it could take around a minute up to several
minutes on average to calculate a single scattering trajectory. In short, I highly recommend
using not only the latest intel compiler but also the MKL library for best performance when
compiling MDT2.

Since both programs are written in Fortran, no new code or more demanding re-writing of
already existing code is needed. Although, a lot of existing code especially when reading in
the information from input files had to be re-written. The reason is, that due to the different
structure of the two programs the subroutines could not be used directly. At the same time
this has the advantage to cross check input offered in MDT2 with that from RulNNer. This
detection allows to have sanity checks which helps to reduce not only missing or corrupt files
but also user specific errors and is crucial when properly simulating particles. This is especially
of importance, since files from the RuNNer framework are used next to files needed in MDT?2.
Changes in future versions of the RulNNer framework has been accounted for by giving the
location in the source code where each part has been taken from RuNNer framework to update
existing code. However, the subroutines calculating properties of a given structure (energies,
forces etc.) are used as they are in RuNNer. This has the advantage to not destroy or re-write
the most crucial parts that are needed for the potential used, it also makes it easier to update
those subroutines in the future, when changes occur. And at least so far it seems, there are a lot
of changes coming in the future, because many people are constantly updating and improving
the RuNNer framework.

A flowchart of the MDT?2 program [I70] is shown in Fig. Necessary input files are first
the input file that will initialize the program. The structure file can be read in as it is, but in
most cases the system is split up into projectile and surface geometry files. This procedure
has the advantage, that several surface geometries can be sampled and the projectile can be
initialized anywhere in the simulation cell as determined in the input file. By this, structural
bias is negated. This is also of importance, because the scattering process happens on very
small time scales, where the surface does not have enough time to fully reach its equilibrated
state after collision events.

Next, the PES file containing all interactions and which PES is used to describe them is
read in. In MDT?2 it is from the technical site possible to combine different PESs for specific
interactions. For example and what was already done is that a REBO potential describes the
interaction of an H-atom with a graphene surface but the interaction of the graphene surface
with a substrate — in this example a Pt(111) metal surface — is described by a LJ potential.
Although one can discuss how accurate the description is, this is also possible by using a NNP
instead of the REBO/LJ hybrid potential. And at least so far, in the future a single NNP will
be used to include substrates in the system. The coupling of PESs was mainly done, because
the REBO potential is not extendable to describe metals speaking from the perspective of the
graphene and EMT is not able to describe directed electron densities like there are in graphene
(C—C bonds). EMT can describe the delocalized bonds occurring in metals but fails to properly
describe covalent bonds.

After setting up all interactions and assigning the potentials that should be used as descriptors,
final positions and velocities are assigned to each atom if not already read in from structure files.
Common procedure is to use positions and velocities from snapshots from previous performed
MD simulations using NV T-ensemble. Otherwise, velocities are assigned according to a MB
distribution using an Andersen or PILE thermostat.

In the main part, for each step energies and forces are calculated for all utilized PESs to
update positions and velocities if no stopping criterion appeared. Stopping criteria can be:

steps maximum number of allowed steps per trajectory reached
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projectile upper limit projectile exceeded set z-coordinate above surface
trajectory after the maximum number of given trajectories is reached, the program stops

extrapolation warnings when a NNP is used, a maximum number of extrapolation warnings
will stop the program to prevent simulating unphysical behavior

A complete list of available output formats and different types of outputs can be found on
[170]. The final version is considerably faster as only less than a minute is needed on average
for a single trajectory. With the incidence conditions of Et =1.92 eV, 0; = 50°, ¢1 = 0°, the
projectile starting 3.5 A above the surface plane and a maximum time length of 200 ps at
300 K surface temperature, only 45 seconds per trajectory are needed averaging over 10 000
trajectories. This is not only much faster compared to the slow version, but also compared
to the previous used REBO potential. Although no proper benchmark was done, a rough
estimation was around 1 minute per trajectory on average. But it is unfortunately not clear, if
this average was for a specific incidence condition or averaged over multiple conditions. Despite
all this, the main point was an estimation being on the order of a minute more or less. The
most fundamental statement here is, that the latest version is performing faster, but at least
on the same level compared to the previous used REBO function.

As a final remark, it is also possible to perform RPMD simulations using a neural-network
potential. Assuming the information of the density is given in a proper and readable way to
the neural-network, it is in principle also possible to perform non-adiabatic simulations, i.e.
molecular dynamics simulation with electronic friction at the local density electronic friction
approximation. [200H202] But preparing the data and make it structurally dependent so that a
neural network is able to reproduce the wanted property is an ongoing task, but nevertheless a
very interesting topic for future applications in other systems of interest.

What seems more likely is the description of electrostatic interactions and also considering
non-local effects in neural network potentials. In the current implementation, there is no such
treatment of electrostatics, but the necessary steps to extend the framework are still there. In
the future, this will be a rather easy and fast task to update features in the program as well as
the potential.

3.7 Improvements of MDT?2

The use of an HDNN-PES in our simulation suite was made available. The use of a force-field
based approach drastically reduces the time needed to perform molecular dynamics simulations
but keeping the accuracy of AIMD simulations. These are improvements of the performance
based on the PES used. Another point is the technical realization. I spent some more time
not only to make the use of a new PES available, but also to improve the performance of the
MDT?2 code. Without going too much into detail, a potential point to improve is the way how
to use a random number generator. There are two options available determining which type of
random number generator is used in the program. When using the traj id option, roughly 20
seconds are needed to calculate random numbers for 2.5 million trajectories. In each trajectory,
before the actual numbers are generated, 100 numbers are calculated but never used (dummy
numbers). This should result in uncorrelated numbers to ensure a uniform distribution. For
each trajectory, 4 numbers are calculated and used. This is because in typical simulations
performed in this work, it has to be determined, which structure of the projectile as well as the
surface has to be chosen as initial conditions. Furthermore, the initial position of the projectile
inside the simulation cell has to be determined. Since the initial distance to the surface is set
manually, the x and y coordinates of the projectile in the plane spanned by the lattice vectors
parallel to the surface plane has to be defined.
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In a small Benchmark test, no dummy numbers are used. In this case, there was not even
a uniform distribution anymore, smaller numbers were favored, which will result in a bias of
underlying structures used in the simulation, artificially pronouncing early-taken structures
from previous NVT simulations. It turned out that calculating dummy numbers before the
actual used numbers is crucial to get a uniform distribution of used numbers. Although 10
dummy numbers are sufficient to not bias the structures anymore, the distribution converges
best to a uniform distribution when at least 100 dummy numbers are calculated. The second
option is global, where a fixed seed is used and random numbers are calculated according to the
current trajectory number. Here, also 100 dummy numbers are calculated but for all trajectories
beforehand for each new trajectory. This means for trajectory with ID 1, 100 numbers have to
be calculated, for trajectory with ID 2, 200 dummy numbers have to be calculated in addition
to the 100 from before and so on. The scaling is tremendous. With the global option, more than
14 days are needed purely to calculate the random numbers needed to initialize the trajectories,
which is a huge loss of valuable computational time. This is especially astonishing, because
most of the CPU time is wasted to calculate numbers not even used.

In contrast to that, with the traj id option a higher quality uniform distribution is offered
and the time demand will only scale linear with increasing numbers of trajectories.

I made it possible to re-run a single trajectory in a series of trajectories to get the exact same
trajectory. Beforehand, there was a bug preventing this valuable insight into a single trajectory.
The purpose is to analyze trajectories with specific conditions. Because of performance reasons,
not every information is written in each step to save an overload of common hard discs. We
therefore just save the initial and final information of a trajectory. But to get insight into the
scattering events, it is necessary to check single trajectories in all detail in each step to extract
data needed to understand the mechanism taking place for specific conditions. Therefore, it
is crucial to get the exact same trajectory independent if it is calculated in a series or single.
Otherwise, it would not be possible to see what is going on the surface during the scattering
event and to really understand the elementary steps involved.

To further increase the workflow speed and make things easier, I also added several new
structure output formats. A full list can be found in the project, but at least very common
formats shall be mentioned here. A structure can be taken directly from simulations in VASP,
AIMS and RulNNer to save conversion steps, saving time and accuracy.

Velocities have also been added for initial and final conditions of the projectile. Now, they
can also be followed in each step for the total system, if requested.

Recently, the analysis tools have been updated to not only look at forward, but also backward
scattering of the projectile.

Additionally, the time where the projectile has its closest approach with the surface will now
also be written to the trajectory information file.

To further increase the performance of the simulations, I managed to check in the initialization
part of the program if and how many output options are needed, saving valuable time during
the main loop of the program over the steps in the simulations.

In case of ring-polymer molecular dynamics simulations, I also updated all output formats to
write the centroid position of the polymer. It is now possible to request single beads, when
writing down geometries. Since this would require a lot of checks during the simulation and
the available disc space can be easily overrun, by default this is disabled and should only be
used for a minor amount of trajectories, but this depends on the user and available resources.

The implementation has been done in the most general manner as possible. The use of a
NNP is not restricted to the H-atom scattering from graphene system. It is not even restricte to
use a single atom, molecules can be used as well. If it is possible to come up with a HDNN-PES
that can adequately describe atom and surface scattering, from the technical site there are no
drawbacks. Although I implemented 2G-HDNNP, it should be an ease to implement newer
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generations, which can include electrostatics as well as non-local interactions.

3.8 Reference Data Set

The reference data set was generated in an iterative procedure. This procedure is explained in
detail in [122]. In each step, energies and forces of new structures are added to the already
established data set. This is always done if the current fit does not show the desired accuracy
or the configuration space is not fully covered by the PES in progress. By comparing the results
of several NNPs with different architectures, these geometries can be accounted for. By adding
the new structures to the already existing data set, the number of underlying structures is
constantly increased. This procedure is repeated until convergence is reached. For the initial
data set, approximately 6-10* reference geometries were created, which were picked from several
approaches.

(i) Ab initio molecular dynamics (AIMD) trajectories for an H-atom with 1.9 eV incidence
energy and incidence angles of 34° and 52° scattering from a graphene slab at 300 K and
600 K surface temperature are used.

(ii) Geometries from and close to the minimum energy path (MEP) to adsorption are taken.
Here, the H-atom was put at the lateral position of the C-atom and the z-coordinates
were varied over a range of -0.8 A< 2y < 5.8 A and -08 A < zc < 1.0 A, respectively.
The step size is 0.025 A and structures with rcg < 0.6 A are excluded. The remaining
C-atoms are kept at their equilibrium positions.

(iii) Further geometries from AIMD trajectories with the H-atom randomly placed over the
thermalized graphene surface at 300 K are chosen. The position of the H-atom is allowed
to range over the whole simulation cell with the z-coordinate ranging from 1 to 6 A.

For the asymptotic energy reference the configuration with a C—H distance of 6 A and a fully
relaxed graphene surface was used. This structure is the energy zero point. Energies and forces
of all structures in the data set are obtained from DFT calculations. The HDNN-PESs was
created by fitting to the initial reference data set. About 1.5-10* configurations obtained from
MD simulations of H-atom scattering from a graphene sheet at incidence energy of 1.9 eV
in the wide range of incidence angles (from 0° to 90° in 10° step) are added. Furthermore,
structures from scattering trajectories with incidence energy of 6 eV and normal incidence
angle with surface temperatures of 0 K and 600 K starting over high-symmetry sites shown in
Fig. are included as well. Moreover, configurations from equilibrium MD simulations of the
graphene surface in the wide range of temperatures from 0 K to 2000 K are taken. Because
the surface can locally being heated during the scattering in the proximity of the collision site,
these structures are useful. All in all, 75 945 configurations form the reference data set, which
the final HDNN-PES was trained on.

As mentioned before, different architectures using the same data set are used for the training
and cross checked to check for holes in the configuration space of the underlying data points.
In Fig. the used 15-15 architecture is compared to a 20-20 architecture. Because the
RMSE values for energies and forces are very close for those different architectures, there is no
indication of missing structures in the covered configuration space of the used data points for
the fit to come up with a HDNN-PES. Although not explicitly shown here, but the difference
between two different architectures is an order of magnitude smaller than the difference of the
fit with respect to the DFT data. The fit accuracy of the HDNN-PES compared to the DFT
data points is 15 meV for energy of the total system and =2 meV energy difference between
like structures predicted by the two different NNs. The same counts for the forces. The reason
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Figure 3.2: The primitive cell of graphene contains two C-atoms represented as gray spheres.
Points of high symmetry are shown as white spheres. The cell is converted from
hexagonal to orthogonal representation, which is then used to create the 3x4
surface sheet. Here, the bonds between adjacent atoms are shown including bonds
to periodic image atoms. This figure and the ones showing surface structures of
graphene are created using OVITO version 2.9.0 [203]. Reproduced from Ref. [204]
with permission from the Royal Society of Chemistry.
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why only two different architectures are shown and not more is that in the iterative process,
several more architectures have been tested and it could be reduced to an architecture, which
is able to accurately reproduce the underlying data points to our desired accuracy of less than
1 meV / atom. Only a 20-20 architecture was used for later fits to account for possible problems
in the configuration space when adding newly generated structures and not anymore to find
the best architecture.

This is also supported by our collaborationist Fabien Gatti and Lei Shi. Within the MCTDH
framework, there are some tools available to find even subtle holes in the PES. At least in
the region, where a chemical bond is formed between the impinging atom and the surface
carbon atom and as shown in Fig. no significant holes could be found, indicating that the
configuration space of interest is well covered.

3.9 Molecular Dynamics Simulations

The presented framework MDT2, which is described in detail in Sec. is used to simulate
the scattering of projectiles from graphene surface in MD simulations.

To set up the H on graphene system, the equilibrium structure from DFT calculations is
used and heated up to the desired temperature by using the Andersen thermostat in the NVT
ensemble. The structure closest to the desired temperature is manually selected and used in
the NV E ensemble to reach equilibrium condition. This condition is used as the starting point
in a single 100 ps long trajectory, from which the initial structures are selected with a period
of 100 fs to offer 1000 uncorrelated structures. By this, the sampling of slab geometry and
velicities is more sufficient compared to structures directly taken from NVT ensemble, which
can be distorted due to random collisions with the thermostat. The structures are typically
saved in the mxt format. We apply a RNG to choose one of the given geometries in a random
fashion. The procedure stays the same and has to be repeated for each sub-system.

The MD scattering simulations for H- and D-atoms have been carried out in the NV E
ensemble using the velocity verlet algorithm, which is described in Chp. 2.4, The timestep
is 0.1 fs, which has been confirmed to conserve the energy in the simulations. An analysis is
shown in Fig. Although it not explicitly shown, but a timestep of 0.01 fs was tested as
well, but there are no significant changes in the characteristics of the trajectories. This is even
the case for the scattering with 2 eV incidence kinetic energy along the surface normal.

The particle was launched 3.5 A above the surface plane and its initial position in the
zy-plane was estimated using a RNG. The trajectories are stopped either if the distance of the
projectile to the surface is larger than 3.6 A or the duration of the trajectory exceeded 200 fs.
This was done to decrease the computational demand. The energy difference of the projectile
at the distance of 3.5 A compared to 6.0 A is less than 4 meV. Considering the high initial
kinetic energy of the projectile and its high velocity, there are only subtle differences in the
starting position.

It will be explicitly stated, where the projectile was launched 6.0 A above the surface in the
interaction free region and here trajectories are stopped again if the trajectory exceeded 200 fs
or the projectile surface distance surpassed 6.1 A.

The total number of trajectories carried out for different isotopes, angles, energies and at
different surface temperatures are shown in Chp. [A] for each condition separately.

3.10 Ring Polymer Molecular Dynamics Simulations

In ring polymer molecular dynamics (RPMD) simulations, nuclear quantum effects (NQE)
such as tunneling and zero point energy can be accounted for. Again, the presented framework
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MDT?2 is used to perform such simulations, which is described in detail in Sec.

To include quantum effects in classical MD simulations, one can extend the configuration
space by copies of the system in an imaginary space connected by ring polymers, also called
beads. The procedure is described in Ch. 2.4.4]

The procedure to generate usable input structures is the same as in preparing classical MD
simulations. To prepare the simulations, the starting structure have to be generated. The
starting point is again a relaxed structure from DFT. The positions of the atoms in the extended
space are generated automatically, based on the number of beads requested. The procedure
is the same as before, the system is heated up to the temperature of 300 K using the PILE
thermostat to account for the bead temperature as well, a snapshot from the equilibrated
geometry containing positions and velocities is used in NV E ensemble as starting structure.
From a single, 2 ps long trajectory, from which the initial structures are selected with a period
of 200 fs to offer 1000 uncorrelated surface structures. For the projectile, 1000 initial structures
are extracted from a single 200 ns long trajectory with a period of 20 fs. Because of the beads
used for the projectile and the surface, the procedure of generating different initial structures
has to be applied to the projectile, too.

In the following, the necessary steps to estimate the number of beads that has to be assigned
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Figure 3.3: The normalized energy loss distribution is shown for all scattered trajectories
depending on the number of beads assigned in RPMD simulations (dashed lines).
The results shown here based on 10 000 trajectories each. The results based on
classical MD simulations and are given as reference value in black solid line (1 bead).
When comparing to classical results, in RPMD the quasi-elastic component is not
present anymore (peak in black solid line around 0.2 V).
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in RPMD simulations to obtain meaningful results are shown. Like the basis set and many
more properties in electronic structure calculations, the number of beads has to be estimated
when performing RPMD simulations to make sure, the prediction of desired properties have
converged. In this case, the average energy loss and the sticking probability depending on the
number of beads is followed until convergence is reached.

To find an appropriate number of beads, several number of beads have to be tested beforehand.
Some annotations to best decide on the number of beads follows. A single bead is equivalent to
classic simulations, thus starting with 2 beads is constructive. Previous knowledge show that
2 beads are by far not enough and at least 4 beads make sense and odd numbers should be
avoided. Therefore, the number of beads is constantly increased by 4 up to 24 beads. For each
number of beads, 10 000 trajectories were generated to compare energy loss distributions as
well as sticking coefficients.

In Fig. the normalized energy loss distribution is shown for all beads assigned in RPMD
simulations. Here, 1 bead shows the results obtained from classical simulations as a reference.
Here, the projectile was launched 6.0 A above the surface. Interestingly, the classical distribution
has a peak around 0.2 eV, but all simulations including NQE doesn’t show this peak. This
behavior can be explained in the following way. Minor energy loss refers to quasi-elastic
scattering at the middle of a six-membered carbon ring. When we introduce the beads, the
volume of the projectile becomes much larger and it is rather unlikely that the middle of the
ring is hit directly. In this case the extended projectile in form of the polymer is very likely to
perform inelastic scattering leading to a higher energy loss.

Additionally, in Fig. in the top panel the average energy loss of all scattered trajectories is
shown depending on the number of beads used in RPMD simulations. Again, 1 bead represents
the results obtained from classical MD simulations. An inset is shown as well to better follow
the trend. On the large scale, the average energy loss seems to be rather constant and the
number of beads does not have a significant influence. The inset is given to highlight that
although on the large scale the value seems converged, there is an drastic increase at 20 beads.
There are actually two things to consider here. First, the number of trajectories might not be
statistically enough to well sample the average energy loss. Second, because of time restrictions,
no higher numbers for the beads have been tested. This was also not the case, because to
further increase the number of beads will drastically increase the time needed to run simulations.
Since a large number of trajectories is needed to compare to experiment, this is not beneficial
anymore speaking in terms of computation power.

Fig. shows the sticking probabilities of 10 000 trajectories depending on the number of
beads assigned in RPMD simulations. Like before, 1 bead shows the results obtained from
classical MD simulations for reference. Again, an inset is shown to better follow the trend.

To conclude, at least 4 beads are enough to account for quantum effects in RPMD simulations.
But considering the average energy loss as well as the sticking coefficient, convergence seems to
be reached for at least 8 beads. Additionally, RPMD simulations are more demanding, and
thus 8 beads seems to be a good compromise between convergence and performance. This is
especially important, because for statistical reasons a high number of trajectories is needed for
prediction and drastically increasing the demand is not beneficial anymore.

Bottom line, the number of beads is set to 8 when RMPD simulations are performed to
account for tunneling and zero point energy in the scattering simulations.
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Figure 3.4: In the picture the convergence test in order to perform RPMD simulations is given.
The average energy loss (top panel) of all scattered trajectories is given in meV
depending on the number of beads assigned in the simulations. The estimated
sticking coefficients are given depending on the beads in the bottom panel. At 1
bead the results obtained from classical simulations is given as a reference value,
respectively. The insets show the same plot, but on a smaller range for y-values to
emphasize the trend and highlight the behavior.



CHAPTER

Studying the C-H bond forma-
tion by analyzing scattering ex-
periments

In this chapter I will present studies of H- and D-atoms scattering from graphene. Accurate first-
principles dynamics simulations are used to view the atomic-scale motion and energy dissipation
pathways involved in forming a covalent bond. The purpose, why we compare the results
obtained from the to experiment is to validate its usability and test, if it is able to reproduce
experimentally found results. If it is validated, analysis can be done rather easy and fast for
different initial conditions compared to very expensive and long experiments. Furthermore, in
theory it is even possible to analyze microscopic events and dynamics like backward-scattering
along the incidence beam, which can not directly detected in experiment. This combination
of experiment and theory is often referred to as the "worlds largest microscope". Processes
too fast to be seen and to follow can be analyzed by simulations after it has been validated to
experimental results. However, in the last years, very recent developments have been carried
out from experimental point of view to get better insights into the microscopic world. Whereas
in theory, although there are still limitations speaking of computing power, there were great
efforts in describing bigger systems and increasing time scales to analyze the microscopic world.

I will start to show previous studies of the graphene surface and will give the knowledge
we obtained so far from analyzing scattering experiments performed in our group by using an
atomistic potential, developed in our group as well. This is followed by a presentation of the
necessary steps to get a validated PES, that is able to reproduce experimental findings better
compared to the previous used PES.

After that, I will show results from molecular dynamics simulations utilizing the developed
PES simulating the scattering behavior depending on the incidence conditions. The incidence
energy is varied in order to follow the bimodal feature in the experiment. At an incidence
energy of ~2 eV both peaks are present and the incidence polar angle is screened to follow the
bimodal feature as well. Scattering simulations have been additionally carried out at different
temperatures and also the isotope effect of the scattered particle as well as of the surface are
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analyzed.

In our group, we achieved experimental results from two independent experiments. The
first experiment uses the Rydberg-atom-tagging (RAT) machine and detects angular resolved
scattered hydrogen atoms using high resolution time-of-flight (HR-TOF) technique for detection
[24]. H-atoms scattering from epitaxial graphene have been studied depending on the incidence
energy, incidence angle and surface temperature, respectively. The isotope effect of the projectile
has been analyzed by scattering D-atoms from the surface as well. In the second experiment,
H-atoms scattering from epitaxial graphene has been studied along the surface normal and
depending on the incidence kinetic energy. The HBEAM experiment uses the velocity map
imaging (VMI) technique for detection [29].

A part of the results presented here is already published in [204].

4.1 Previous Studies

In this section, first some general properties of graphene are given followed by the motivation,
why the scattering of H-atoms from a graphene surface is studied. In the latter, I will also give
the knowledge and insights we got so far from comparing experimental to theoretical results in
order to figure out the underlying mechanisms and processes involved in the dynamics.

4.1.1 Graphene

Diamond and graphite are known since ancient times. Both consists only of carbon atoms
and graphite — one of the softest materials known and primarily used as lubricant — can be
structurally characterized as a compound of several graphene layer only weakly bound to each
other due to van der Waals interactions. The discovery can be dated back to 3750 BC [205].
They consist of only a single element: Carbon. The Latin name carbo can be best translated
with charcoal, which seems to be the origin of the word.

Graphene is the thinnest material known, but has a large mechanical stability [206]. It is
the strongest compound discovered, the best heat conductor at room temperature and also
the best conductor of electricity known so far. The highest carrier mobility was measured in
free-standing graphene.

Graphene completes the list of known carbon allotropes in every dimension. Three-dimensional
allotropes are diamond and graphite, graphene is a two-dimensional form, nanotubes [207] can
be categorized as one-dimensional and fullerenes [208), 209] as zero-dimensional. Graphene can
be seen as a building block of all sp?-hybridized allotropes. Fullerenes are formed by wrapping,
nanotubes are formed by rolling whereas graphite is formed by stacking. For this reason, they
all share many electronic and vibrational properties.

Although long missing in this list, graphene is ironically the best studied carbon allotrope
theoretically. The first theoretical analysis date back to the middle of last century applying the
tight-binding method to describe properties of graphene [210] 211]. Carbon was first described
by a many-body potential in 1988 by Tersoff [212] to reproduce experimentally estimated
energies and bulk properties of various carbon allotropes. The reactive empirical bond order
(REBO, REBO-II) potentials were built on the original Tersoff formulation including a wider
range of parameters and data in the fit. Additionally, other reactive potentials are used to
describe its properties like the carbon ReaxFF potential [213].

Machine-learning based descriptions have been used to describe numerous systems. This
includes graphene and its allotropes [214], 215] as well. Free-standing graphene [216] 217] as
well as multi-layer graphene [218] have been investigated. Bigger systems have been treated as
well, not only graphite [2I8-220] but also amorphous carbon [221].
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Atomistic simulations have played a major role in developing our understanding of carbon
materials.

Despite fundamental theoretical investigations, numerous attempts only produced nanometer-
size crystallites. A single sheet, which corrsponds to a monoloayer of atoms, was extracted from
graphite using a technique called micromechanical cleavage. By this approach (topdown), which
starts from three-dimensional crystals, the issues with the stability of small crystallites could
be avoided. Identified in 2004, graphene is a promising candidate to revolutionize electronics,
because it is conductive and extremely stable [222]. Geim and Novoselov earned the Nobel
prize in 2010 for their production of free-standing graphene [223]. Graphene has been the
subject of extensive investigation since it was first isolated.

Graphene is a one-atom thick thin layer (monolayer) of carbon atoms, all carbon atoms
are ordered in a two-dimensional hexagonal honeycomb lattice, the crystal structure can be
determined as simple hexagonal. All carbon atoms in this highly symmetrical structure form an
angle of 120° to adjacent atoms, all atoms are sp? hybridized and all atoms have the same C-C
bond distance, which is 1.42 A. The lattice constant of graphene was estimated to be 2.464 A.

Each carbon atom forms a o-bond to its three nearest neighbors and contributes a single
electron to the valence band, which is delocalized over the sheet. The same bonding situation
is present in carbon nanotubes, polycyclic aromatic hydrocarbons, partially in fullerenes and
glassy carbon [224] [225].

Because the conduction band touches the valence band makes graphene a semimetal with
unusual electronic properties [226]. The high electron mobility is due to half filled bands, which
have a linear dispersion at the Dirac point, which is the reason for an observed quantized hall
effect [227), 228]. This can be seen not exclusively in graphene, but in general in two-dimensional
electron systems, for example in transition metal dichalcogenides [229].

It has also been found that a bilayer of graphene under the "magic angle" of 1.1° becomes a
superconductor [230H232]. Trilayer graphene has been investigated [233] as well and recently,
in mirror-symmetric twisted-trilayer graphene superconductivity could be observed. Stacking
of the layers in a specific angle influences the bands, leading to an efficient treatment. What is
new by using three layers is a combination of two points. First, it can be tuned very easily
by applying a perpendicular displacement field. Second, it shows strong and reproducible
superconductivity [233] 234].

Graphene foam has been used in battery technology [235] and also in electrically powered
explosions. An electrically powered repeatable air explosion has been developeped using
microtubular graphene assemblies interconnected to a macroscopic framework, which are based
on free-standing graphene layers of nanoscale thickness [236].

Graphene can also be used as small scale membrane, because it could be shown, that it is
impenetrable to small atoms and ions [237]. It has been applied further in proton-deuteron
separation [238, [239] as well as gas impermeability [240].

Graphene and bilayer graphene are both zero-gap semiconductors, which can also be referred
to as zero-overlap semimetals [241]. Grpahene can be transformed from a semimetal to a
semiconductor [241]. Therefore, it of interest in materials design for nanoelectronic, mechanical,
and optical research [242] [243].

Mechanical exfoliation as well as chemical vapor dissociation (CVD) are prominent methods
to produce high quality graphene. CVD is used to create epitaxial graphene, grown on metal
substrates in high quality.

Functionalization

As mentioned in the previous section, graphene is well studied. Even the functionalization
and especially molecular hydrogen formation as well as dissociative adsorption [244] have been
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investigated in experimental and theoretical studies [245]. Graphene is a zero band-gap material,
but the conduction and valence band are only touching each other in the K and K’ points in
the reciprocal lattice. Theoretical predictions show that hydrogen and Fluorine are suitable
to functionalize graphene by introducing a band-gap, utilizing graphene as two-dimensional
semiconductor in electronic and spintronic devices [246H248]. Because of its properties and
application possibilities, especially molecular hydrogen adsorption has been studied. The
adsorption energy can be obtained as difference from calculations directly, by solving the
Schrédinger equation of the gas molecule and the surface alone [249]. Diffusion, recombination
as well as double H-atom adsorption on graphite surfaces have been studied [250} 251] and
several potential energy surfaces have been developed [252] 253]. On the other hand it was also
demonstrated that if the incidence kinetic energy of the impinging atom is high enough, it is
even possible to penetrate the graphene sheet, where the experimental setup [254] has been
reported as well as theoretical analysis [255].

H-atom adsorption is relevant in the catalytic formation of molecular hydrogen in the in-
terstellar medium [256-263] governed by graphene and is discussed as in reversible hydrogen
storage [264H268]. As mentioned before, the adsorption of H-atoms can induce a band gap in
graphene [269-274]. When a hydrogen atom is added to graphene, it binds to the p,-orbital
of a carbon atom, which can induce a band-gap and opens applications as a two-dimensional
semiconductor material. By atomic adsorption, the semimetal can be converted into a semi-
conductor [269) 270, 272, 275]. Organic light emitting diodes (OLED) [276], transparent and
very flexible monitors are only a very few examples for electronic, spintronic and organoelectric
applications. It was also reported that applications can be found in fusion technologies [277].

However, there is a lack of experiments studying the adsorption of a single atom. However,
the patterned adsorption of H-atoms on graphene from the experimental site is well studied.

This means, a profound understanding of the underlying chemical reactions, dynamics and
mechanism to functionalize graphene forms the basis to overcome this obstacles and open the
pathway to future applications. A suitable benchmark system is the scattering of H-atoms
from a well oriented graphene surface, therefore the next section will focus on the dynamics of
H-atom scattering from a graphene surface, which has been investigated experimentally and
theoretically in our group.

4.1.2 Atom Scattering Experiments

It is a continuous challenge in scattering experiments to view the motion on the atomic scale
to figure out the energy dissipation pathways involved when a covalent bond is formed.

Free-standing graphene is preferably used in theoretical investigations. In order to provide a
benchmark system in experiment, graphene is put on a substrate. The substrate is chosen in a
way that interactions with graphene are preferably small.

In performed experiments, the graphene surface was grown on a Pt(111) metal surface using
CVD, which is in general used to produce a high-quality monolayer of graphene grown on
metal substrates. This generated epitaxial graphene can be seen as quasi free-standing, because
the phonon modes of graphene are barely influenced [278-281], because there are only small
interactions due to weak dispersion forces between platinum and graphene [282].

Graphene has a very small density of states (DOS) at the Fermi level, which means that
there is only a small number of occupied as well as unoccupied states. This explains, why
non-adiabatic dynamics do not play any role at least on the energy range of scattered particles
used in experiment. Therefore, a single electronically adiabatic PES is sufficient to describe
the scattering of a single atom from graphene, which has been reported before [25].

When an H-atom scatters from a graphene surface, a bimodal translational energy loss
distribution is observed. In the angular resolved energy loss distributions, we see two separated
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signal peaks. H-atom scattering resolves into a quasi-elastic and a strongly inelastic scattering
behavior, depending if the barrier to chemical bond formation has been overcome. The barrier
arises from a rehybridization during bond formation.

The quasi-elastic scattering is referred to as the fast channel, because the impinging atom
only loses a small fraction of its initial kinetic energy.

The slow channel describes inelastic scattering of an incoming atom, where the barrier to
chemisorption is involved, where the particle loses a large fraction of its initial kinetic energy.
The signal of this channel is shifted to smaller angles, indicating a transient bond formation of
the impinging atom with a surface carbon atom.

Fig. shows graphically the two types of scattering events that might occur when H-atoms
are scattering from a graphene sheet and it was created using Inkscape version 0.92.5 [283]. In
@), an example trajectory of the fast channel is shown, where the projectile is reflected before
crossing the barrier to chemisorption, because it has not enough energy to cross the barrier. B
shows an example trajectory, where the impinging H-atom has enough energy to overcome the
barrier, can form a C—H bond and will be trapped on the surface.

If the impinging projectile can overcome the barrier to chemisorption, which involves an
out-of-surface movement of a single carbon atom, a transient C—H bond is formed and the
corresponding C-atom undergoes a re-hybridization from sp? as it is in the graphene sheet
to sp?. The H-atom comes from the gas phase and can stick to the surface if it manages to
distribute enough of its initial kinetic energy to the internal DOF of the graphene sheet. By
this, surface phonons are excited and kinetic energy is transferred from the projectile to the
surface atoms, heating locally the graphene sheet because of the excess kinetic energy. The
temperature is related to the average kinetic energy, which itself depends on the distribution of
velocities of atoms.

relative energy

o

C—H distance

Figure 4.1: Possible channels for an H-atom scattering from graphene, where the barrier to
chemisorption is involved. In @ scattering before crossing the barrier to chemisorp-
tion is shown whereas @) shows a possible path to chemisorption of the impinging
projectile.
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If the energy cannot be efficiently distributed to make sticking available, the projectile will
lose a fraction of its initial kinetic energy and after a single or multiple bounces, it will be
released to the gas phase again.

The unperturbed graphene structure can be seen as aromatic, but the aromaticity is different
compared to e.g. benzene. It could be shown that graphene has only a local aromatic propertie
resulting from two m-electrons located over every hexagon ring and no global delocalization
was found [284]. In graphene, every carbon atom has a bond order of %.

The barrier is the energy needed to initialize the rehybridization of the involved carbon
surface atom. Rehybridization in terms of geometry means a change from two-dimensional
hexagonal (trigonal planar) to three-dimensional tetrahedral geometry, in which the H-atom
points along the surface normal in equilibrium position. Rehybridization structurally means
that one carbon atom is moving out of the surface plane. This process is called puckering of the
C-atom. Adsorption of H-atoms on the graphene surface locally forms a diamond-like bonding
situation. This also explains that the minimum energy pathway (MEP) to adsorption of an
H-atom with a surface C-atom couples the movement of the H- and C-atom perpendicular to
the surface plane. Here, adsorption takes place via a synchronized motion of both collision
partners.

Figure 4.2: High symmetry points in the primitive cell of graphene. The top (t) point is directly
on top of a C-atom, the middle point is the middle of a six-membered carbon ring
and labeled mid (m). There are three different bridge points, named bri (b), bri’
(b’) and bri” (b"), respectively. This figure and the following ones showing surface
structures of graphene are created using Ovito version 2.9.0 [203] if not stated
otherwise. Note, in the literature, the mid point can also be labeled as hollow point.
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To be more specific, in previous performed AIMD simulations, for the H-atom scattering with
E7=1.92 eV incidence kinetic energy with an incidence polar angle of ; = 52°, both channels
are present. By analyzing the closest approach of the projectile with respect to the surface, the
fast and slow channel can be separated. Scattering before the projectile surface distance of
dmin = 1.44 A describe the small energy loss (fast) channel, whereas scattering smaller than
dmin = 1.33 A describes the high energy loss (slow) channel.

A full-dimensional PES was reported [25] using first principles energies obtained from
Embedded Mean-Field Theory (EMFT) [285-287] to parameterize a second generation Reactive
Empirical Bond Order (REBO) potential [288-H290]. From previous performed accurate first
principles dynamics simulations using this REBO-EMFT PES, it could be shown that the
quasi-elastic channel is from scattering events, where the physisorption well is involved. Collision
sites are near the center of a six membered carbon ring, which is referred to as the middle
(mid) point and labeled m. This is shown in Fig. and Both figures are created using
Ovito version 2.9.0 [203]. The atom feels the repulsive wall of delocalized 7-electrons from a
six membered carbon ring.

The second channel originates from transient C—H bond formation, where the single occupied
s-orbital of the hydrogen atom overlaps with the p,-orbital of a single carbon atom. Here, the
chemisorption barrier is involved and the projectile will lose a high fraction of its initial kinetic

Figure 4.3: Surface structure of graphene. The primitive cell of graphene containing two carbon
atoms shown as gray colored spheres from Fig. is shown as well and again white
colored spheres show high symmetry points in the primitive cell. Here, the location
of the primitive cell according to four considered six membered carbon rings inside
the honeycomb structure of graphene is shown.
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energy. In this scattering event, one or more carbon atoms are involved in one or more collisions
of the projectile with surface atoms. This happens on top of a single C-atom or between two
C-atoms, depending how many atoms are involved. The top position is labeled t and crossing
the barrier to chemisorption means coming close to a single carbon atom. Interactions are not
restricted to a single atom, it could also be that several atoms are involved. This is indicated
by the bridge (bri) point labeled b.

Within a 10 femtosecond long interaction time, the H-atom loses 1 to 2 electron volts before
leaving the surface via transient bond formation. Complete distribution of the initial kinetic
energy of the projectile might also happen. The shells around the C-atom, with which the
H-atom collides are involved and they have an in-plane and out-of plane movement [25]. The
collective influence of surrounded carbon surface atoms enables the efficient sticking, explaining
the high sticking probability. The rehybridization leads to a remarkable rapid intramolecular
vibrational relaxation, which is responsible for the high sticking probability. Sticking of H-atoms
happens remarkable fast on the order of 10 femtoseconds, and it is reported that adsorption
will create a sonic wave with a velocity of ~18.6 km s~! [25], which is in good agreement with
experimentally measured graphene’s in-plane speed of sound of 22.0 km s~! [291]. This was
determined by longitudinal acoustic (LA) phonon branch analysis.

If the impinging atom can manage to distribute its initial kinetic energy completely to the
surface, it will form a chemical bond with a single carbon atom. Diffusion could not be seen
and the barrier to diffusion was calculated to be more than 1 eV [26, 27].

Because the scattered particles from the graphene sheet are light and there is a barrier
involved, quantum effects might play a role and had to be accounted for. It was reported that
accounting for tunneling and zero point energy (ZPE) in ring polymer molecular dynamics
simulations when simulating the scattering of H- and D-atoms with an incidence kinetic energy
of =1 eV from free-standing graphene, the influence of nuclear quantum effects seem to be
small 28] 252].

In summary, the quasi-elastic channel comes from trajectories that fail to cross the barrier
to chemisorption, whereas the high energy loss channel arises from trajectories that passed
through the chemisorption well forming a transient C—H bond and subsequently returned to
the gas phase. Because of the synchronized movement of the H- and C-atom and the eqilibrium
tetrahedral geometry of the adsorption complex, the transient C—H bond is efficiently formed
with normal kinetic energy.

So far, H-atom scattering from epitaxial graphene have been carried out for multiple substrates.
As mentioned, epitaxial graphene on Pt(111) can be seen as quasi free-standing. Graphene
has also been grown on Iridium, where the graphene has a stronger interaction with the metal.
The strongest interactions however, can be seen for epitaxial graphene grown on Ni(111). Here,
due to strong interactions a chemical bond can be formed between graphene and the metal
substrate, drastically changing the scattering dynamics.
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4.2 HDNN-PES

In the following section, it will be explained why I have chosen a high-dimensional neural
network potential to describe the system and which benefits it has compared to previous used
potential energy surfaces already reported. The challenge is to develop a potential, which is
able to accurately describe the dynamics, where a great number of degrees of freedom are
involved. Simultaneously, energies and forces must be predicted fast to get better statistics in
a reasonable time frame. Since the range of the incidence kinetic energy of the impinging atom
covers several eV, a potential covering this range without re-fitting is preferable.

In 1988, the first many-body interatomic potential for modeling carbon was pusblished [212].
To date, there exist a variety of bond-order potentials including the Brenner [292], AIREBO
[293] and ReaxFF [294], which are available in the literature. Amongst others, they have
been used to describe adsorption, beneath formation of Hy on graphene [295]. Their accuracy
is limited by their functional forms. Typically, they are manually constructed and a set of
parameters has to be find for each system. There can be hundreds of parameters, which can be
challenging to determine. In most cases, the essential features seem to be reasonable described,
but these potentials represent a compromise between accuracy and efficiency.

On the other hand, using AIMD simulations are computationally very demanding. Thus
they are restricted to a few hundred atoms and short simulation times.

Although in ML based potentials, there are at least an order of magnitude more parameters,
but fitting is less demanding. The choice of ML based potentials is because they are developed
to fill the gap between mentioned accuracy and efficiency. To fit the HDNN-PES presented
here, it only took one to two days, depending on the number of iterations and the fit was
restarted after half the iterations, which slightly increases the demanding time.

In ML based potentials, the available descriptors can be arbitrarily combined with the method.
Currently, there are a few prominent combinations of those. This is not about compatibility
reasons, but the personal preferences of the developers [83]. The reason, why the method
of HDNNP is chosen to be part of our framework is that the symmetry function descriptors
are commonly used and offer a linear dependence for larger system sizes. What makes NNPs
interesting for us is their long history and the largest diversity in terms of methods and concepts
[84] and also the fact that the framework containing the description of the neural networks was
also programmed in Fortran, which was highly beneficial for us from a technical point of view.

In order to come up with a full-dimensional potential energy surface that can describe the
scattering dynamics of H-atoms from a free-standing graphene surface sheet, the method of
high-dimensional neural network potentials was fitted to accurate density functional theory
data using the Perdew Burke Ernzerhof functional with Grimme D2 dispersion correction. To
develop a full-dimensional neural network potential energy surface, the iterative procedure as
shown in Fig. and described in Chp. [2] was applied. In the following, the procedure to come
up with a PES that fulfills all needs to properly describe atom-surface scattering is discussed.

4.2.1 Evaluation of the quality of the PES

The reference data set generated to develop a high-dimensional neural network function to
come up with a full-dimensional potential energy surface (HDNN-PES) is described in detail in
Sec. 3.8l T found out that using two hidden layers with 15 neurons per layer for the atomic
neural network’s architecture is sufficient to accurately reproduce the energies and forces from
electronic structure data. In short, the architecture has been estimated to be 15-15-1.

In this section I will focus on the validation of the generated PES to check if the developed
PES is able to describe the properties of our system and to properly describe the dynamics of
the scattering events taking place, because we are very much interested to get an insight into
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the processes taking place on the surface. The processes are too small to be seen and too fast
to follow, which makes a theoretical accurate description inevitable to study surface processes.

In experiment, when an H-atom scatters from an epitaxial graphene sheet grown on Pt(111),
a bimodal translational energy loss distribution of the scattered atom is observed. This
corresponds to the fast and slow channel, depending if scattering takes place before or after
crossing the barrier to chemisorption. This has been shown and discussed in detail in Sec. [£.1.2]

As already mentioned, the physisorption well is involved in the fast whereas the barrier
is involved in the slow channel. In the latter I have already explained that the minimum
energy pathway to adsorption is influenced by a synchronized motion of both collision partners.
Therefore, these two regions are of most interest and will be inspected in detail in the following,
before describing the dynamics of the scattered projectile.

The global physisorption well is located over the mid (m) point, so over the middle of a
six-membered carbon ring. A comparison between DFT data and the HDNN-PES can be
found in Fig. [£.4] The physisorption well in the DFT data on the PBE-D2 level is estimated to
be -26 meV at the lateral position of the H-atom of 2z = 2.87 A. The physisorption well was
also estimated to be 47 meV located at the same position using PBE-D3. In the HDNN-PES,
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Figure 4.4: Following the z-coordinate of the H-atom over the mid point of a six-membered
carbon ring, which goes over the global physisoprtion well. The physisorption well
is -25.87 meV at zy = 2.87 A (PBE-D2) and -10.76 meV at 2y = 2.67 A (PBE-NNP).
The results from HDNN-PES is labeled PBE-NNP to highlight that the underlying
data points of the fit are compared to the points from the fit. This picture and the
following showing graphs are created using python 3 [296H298] and the matplotlib

library [299].
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the physisorption well is -11 meV and located at the position of the H-atom of 2z = 2.67 A.
In Fig. [4.4] the results from the HDNN-PES are labeled PBE-NNP to highlight that the
HDNN-PES was build up by fitting to DFT data on the PBE level of theory. It should be
demonstrated that the comparison is between data points and the fit.

The experimentally derived physisorption well depth is estimated to be 40 meV, which was
reproduced by a counterpoise corrected wave function calculation of the hydrogen-coronene
system [302], with the minimum at zp = 2.93 A. The previous used REBO-EMFT function
had no physisorption well.

Although there is a difference of about 15 meV between the physisorption well predicted by
DFT and the physisoprtion well predicted by the HDNN-PES, this does not have a big influence
to the scattering, because the ~2 eV incidence kinetic energy is two orders of magnitude
higher compared to the well depth. One has to also consider that a difference of 15 meV is
exactly the fit accuracy of the underlying data to the developed PES. Still, the DFT data is in
good agreement and although the fitted well depth is four times smaller, there is an increased
accuracy compared to the previous PES.

Because I want to study the formation of a chemical bond between the impinging hydro-
gen atom with a surface carbon atom, during the scattering it has to cross the barrier to
chemisorption. This region, where the barrier is fully or partially involved, was investigated
in more detail. Compared to before, now the slow channel is investigated in detail, where a
transient bond is formed in the high energy loss region. This has been done because of two
reasons. The RMSE gives a hint of the overall quality of the fit, but does not say anything

Figure 4.5: Parameters used in 2D cut of PES. The two most important DOF involved in the
formation of a transient bond (blue circle) are the z-coordinate of the H-atom and
the C-atom, where the projectile impinges, respectively. This figure was created

using Inkscape [283].
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about the region or configuration space of most interest, where the formation of the chemical
bond takes place. This is, as already mentioned, the synchronized movement of both collision
partners. This is foremost the distance between the H-atom and the C-atom. Therefore, the
two degrees of freedom who were mostly involved in the formation of the chemical C—H bond
are the z-coordinates of the H-atom and the C-atom, respectively. The minimum energy path
to chemisorption (MEP) involves both DOF and is visualized in Fig 4.5 where the blue circle
shows the bond formation and the two parameters involved.

A two-dimensional cut of the full-dimensional PES showing exactly the mentioned two DOF
is shown in Fig. Important to mention here is that only the z-coordinates of the H- and
corresponding C-atom are changed, but no structure geometry optimization was carried out.
To actually bind to the surface, the projectile has to overcome the barrier. The barrier is the
energy needed to move the C-atom out of the surface plane in the process called puckering,
that is mostly involved in the scattering event and that has the strongest interaction with
the impinging projectile. The puckering of the C-atom, electronically is the rehybridization
process of the corresponding carbon atom from sp? to sp® configuration, which was mentioned
before. According to the heat map shown in the contour plot, the movement starts in the
high-interaction region, when the projectile atom is roughly 2.2 A away from the surface plane.
To form the chemical bond, the carbon has to move around 0.3 A out of the surface plane. The
plot is generated by changing the lateral position of the H-atom above a fully relaxed graphene
surface sheet at 0 K. The barrier height has been estimated in this grid to be 172 meV whereas
DFT predicts the barrier to be 160 meV, which is reproduced well. The barrier represents
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Figure 4.6: 2D cut of the HDNN-PES near the minimum energy path to chemisorption. The
H-atom is constrained to be directly above a C-atom. z¢ and zy is the distance of
the C- and H-atom to the surface plane, respectively. The physisorption (+) and
chemisorption (+) minima have depths of 9 and 657 meV, respectively. The barrier
(x) height to chemisorption is 172 meV. This picture was generated using gnuplot
in version 5.2 [300]. Reproduced from Ref. [204] with permission from the Royal
Society of Chemistry.
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the transition state to chemisorption and is lcoated at zg =0.10 A and zy = 1.88 A. Previous
theoretical simulations performed on free-standing graphene determines the barrier to be in the
range from 0.13 eV — 0.44 eV [3031305]. However, more recent results give a range of 0.15 eV —
0.37 eV [306H308]. The barrier seems at least be in the most probable range estimated so far.

Comparing the preliminary results from MCTDH to experimental finding, also indicates that
the experimental final velocity distribution is better reproduced if a higher barrier is considered.
A detailed analysis is beyond the scope of results presented in this work, the main point here
is just that we have justifications from our collaborators to consider data that will estimate
the barrier height to chemisorption more accurate in future studies. However, when analyzing
the scattering from epitaxial graphene, due to interactions the Pt substrate effectively lowers
the barrier height to chemisorption, which promotes the reproduction of experimental results,
since the PES under-estimates the barrier. The aspect of this error-compensation has to be
considered.

The well depth of the chemical bond has been estimated to be 657 meV, which agrees with
the minimum found in DFT that is 676 meV. The minimum is located at zc = 0.35 A and
zi = 1.48 A. The local physisorption well depth was estimated to be 9 meV, which corresponds
to 2y ~ 3.03 A and compares well with the DFT energy of 22 meV calculated for the same
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Figure 4.7: Comparison of reference DFT (Eppr) and predicted energies by HDNNP ( Exypnnp)
is in the upper panel. The lower panel shows the signed error. Training set is shown
in blue and test in red, respectively. Zero energy scale of DFT energy corresponds
to a relaxed graphene sheet configuration at 7'=0 K with an H-atom 6 A away
from the plane of the surface. Reproduced from Ref. [204] with permission from
the Royal Society of Chemistry.
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geometry. The chemical well depth is shown as black plus, the barrier — which is the transition
state of C—H formation — as black cross and the local physisorption well is shown as a red
plus. The C-atom is partially re-hybridized at the shown transition state, because it is found
only 0.1 A above the surface plane.

The previous used REBO-EMFT PES predicted the chemisorption well of 610 meV, which is
more shallow compared to the HDNN-PES and DFT. The barrier, however with 260 meV is
much higher, but in better agreement compared to previous studies and experiment.

So far, the important regions, which can be related to the two channels seen in experiment
and previously investigated have been analyzed.

The generation of structures used to fit a HDNN-PES is described in detail in Sec.
The configuration space of interest has a range of ~ 10 eV, which has to be covered by the
PES. The range is because of energies and temperatures respected in the data set.

E, Es

X

Figure 4.8: Definition of Parameters used in thesis. Here, 8 and ¢ represent the polar and
azimuthal angle, respectively. F is the kinetic energy of the projectile drawn
as a cyan colored sphere. The incidence parameters are indexed with I and the
parameters with index S indicate conditions of the projectile after its interaction
with the surface. The red dotted line shows the incidence trajectory and the red solid
line the scattered trajectory of the projectile. The surface geometry is considered to
lie in the xy-plane and z is parallel to the surface normal. This figure was created
using Inkscape [283].
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The architecture of the HDNN-PES that is able to accurately reproduce the electronic
structure data has been estimated to be two layers with 15 neurons each, making a 15-15-1
architecture. The parameters for the atom-centered symmetry functions can be found in
Tab. (radial type) and Tab. (angular type). RMS fitting errors for different atomic
neural network architectures to account for holes in the configuration space can are given in
Fig. [A3]

The RMSE of the HDNN-PES to the DFT data is ~0.6 meV per atom for energies in both
the training and the test set, which corresponds to a fit accuracy of +15 meV for the total
system. The RMSE for the forces is ~90 meV A~! in the training and test set, respectively.

Using a different architecture of NN to account for holes in the configuration space by
comparing the predicted energies of both architectures, we observe the same RMSE for both
architectures and the difference between energies predicted by both are less compared to the
difference to the underlying DFT data, which has already been mentioned in Chp. [3]

The RMSE fitting error of the REBO function to DFT-EMFT data was reported to be
~7 meV per atom, which corresponds to an error of 175 meV for the total system. Again, the
REBO function does not include a physisorption well.
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Figure 4.9: Potential energies obtained from AIMD (black) and MD simulations using HDNN-
PES (red). The initial conditions are given in the plot and are the same for both
trajectories. Both trajectories traverse the chemisorption well before returning to
the gas phase after a single bounce. The distance of closest approach is below
ren = 1.4 A. Movies of the two trajectories are offered in the supporting material
[301]. Remarkable are the different times to get a single trajectory. Reproduced
from Ref. [204] with permission from the Royal Society of Chemistry.
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AIMD

HDNNP

Figure 4.10: The same two trajectories as in Fig. — AIMD (red) and HDNN-PES (blue). The
trajectory is shown as "side view" and "top view"'. The H-atom’s initial position
is shown as a cyan colored sphere. Because of residual error of the NN fit to
DFT data, the two trajectories diverge. This figure was created using Inkscape
version 0.92.5 [283] and Ovito version 2.9.0 [203]. Reproduced from Ref. [204]
with permission from the Royal Society of Chemistry.
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In Fig. the fitting error to all used DFT data is shown graphically. In the figure, the
correlation between reference energies from DFT (Eppr) and predicted energies by HDNNP
(EupNnp) is shown in the upper panel. The energetic difference of reference and predicted
structures depending on the energy of the structure compared to our zero energy reference
structure is shown. The reference structure corresponds to an H-atom placed 6.0 A above a fully
relaxed graphene surface plane. In both panels, not only the training data set is shown (blue
data points), but also the structure from the test set, which is used as validation data (red data
points). Independent of the data set and even at higher energies, no random distribution can
be seen. Therefore, there is no reason to suspect systematic problems by the fitting procedure
to come up with a PES over the energy range of 10 V.

From cuts through the full-dimensional PES the overall capability of the PES can be tested
to reproduce electronic structure data. The next step is to further test, if real-time dynamics
are reproduced as well, which in the end are compared to experimental results. To do this,
the scattering of a projectile crossing the chemisorption barrier in the scattering event to
subsequently traverse back into the gas phase is simulated in AIMD and MD simulations,
because this is a typical trajectory with a transient bond formation. The latter utilizes the
HDNN-PES.

The parameters defined in our simulations and commonly used in our group are the incidence
polar angle 6, the azimuthal angle ¢ and the kinetic energy F of the projectile. Initial conditions
of the impinging atom have index I whereas final conditions of the projectile after the scattering
event are indexed with S. The definition of these parameters is shown in Fig. where the
incidence position of the projectile is shown as a cyan colored sphere.

Unlike it was the case generating the reference data set, no snapshots from MD simulations
are calculated with electronic structure codes, but a single trajoctory from AIMD simulations is
compared to a trajectory from HDNN-PES using the exact same initial conditions. Comparison
was done by following the potential energy of H-atom scattering with the graphene surface.
The change of potential energy along the trajectories from classical simulations is shown in
Fig. [4.90 The impinging projectile was released 3.5 A above the surface with an initial polar
angle of 34° and azimuthal angle of 0°, which corresponds to scattering along a C-C-bond.
The initial kinetic energy of the impinging atom was set to Fr = 1.9 eV. The atom comes from
the gas phase, traverse the chemisorption well and after a single bounce return to the gas phase
again. In the simulations, the C-H distance of closest approach is smaller than r=1.4 A,
indicating that the atom crosses the barrier.

By following the potential energy, one can get a hint of the structure. The collision of the
impinging atom with the surface is around ¢ = 35 s. Before, there are only minor differences in
the potential energy, whereas after the scattering the trend stays the same, but there are larger
differences in the energies. To better follow the scattering event shown in Fig. [4.9] the two
trajectories have been visualized. A "top" and "side" view of the two trajectories can be found
in Fig. [£.10] For a better understanding, movies of the corresponding trajectories from different
angles of view are also offered in the supporting material [301], namely in "top" and "side"
view as already mentioned and to further support the understanding, also a movie showing
a "perspective" view has been added. All structure files as well as movies were created using
OVITO version 2.9.0 [203].

This Figure highlights at the same time the importance of using force fields in our simulations.
In AIMD, the time needed for a single trajectory is on the order of weeks. It was mentioned
before that in the latest implementation — depending on the incidence conditions — the
time needed to simulate a single trajectory is on the order of a minute. Even if a couple of
minutes are needed for a single trajectory, there is still a benefit that drastically increase the
performance. This is especially of importance if we consider that 100,000 up to 1,000,000
trajectories are needed for each condition to get comparable statistical results.
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Good statistics are needed when comparing the results from theory to experiment. This
means, a very large number of trajectories is needed to get meaningful results. This will be
discussed later in detail, but also the fact that mostly in-plane scattering can be detected
in experiment, there is an even higher need for a large number, because not all generated
trajectories can be used when comparing to experiment.

Compared to the previous used REBO-EMFT PES, the time on average needed for a single
trajectory could be reduced from ¢ > 1 minute to ¢ ~ 45 seconds, which is discussed in detail in

Sec. B.6l and Sec. 3.7

4.2.2 Discussion of the underlying DFT data

In order to analyze the scattering simulations, the hexagonal lattice representation of graphene
surface as shown in Fig. was converted to an orthogonal lattice as shown in Fig. when
building the system to perform electronic structure calculations. The orthogonal primitive cell
contains 4 carbon atoms, shown as gray colored spheres. Although the PES represents the
DFT data quite well, it was not discussed if the DFT data itself contains all properties of the
system we want. The question is if the way of converting the hexagonal to an orthogonal cell
still describes the symmetry of the graphene sheet. In the end of my PhD, I found out some
discrepancies. In the orthogonal cell if we change the lateral position of a single H-atom along
the high-symmetry bridge (bri) points labeled b, b’ and b” in the simulation cell as shown in
Fig. and compare the energies at the same z-coordinate for all bridge points. In the region
between 1 <z <6 A, b’ and b” result in the exact same energy (on the order of requested
accuracy in the electronic structure calculations, which was 10~° ¢V), but not b! The maximum
in difference is at z = 1.2 A, which is 96 meV compared to b’ and b”. This huge energetic
difference might lead to the assumption, that it is a structural problem. However, I did some
checks of the symmetry of the structure by checking C—C bond lengths and the angles between
adjacent carbon atoms, which are all the same. This assumption was confirmed by using the
symmetry function descriptors, which also take the geometry into account.

In the following, several checks to figure out the exact reason for the high energetic difference
of seemingly symmetric bridge points are given.

Despite the fact, that taking dispersion corrections into account, they could not be responsible
for such large energy difference, but intrinsically, they also check for nearest neighbors and are
structurally dependent, they are used as an additional tool to check for the structure. Energies
are compared on the GGA-DFT level of theory using PBE functional. By using different
schemes as dispersion corrections, we end up at the same energetic differences for Grimme
correction D2 and D3 as well as Tkatchenko Scheffler (T'S). This is shown in Fig. in the
top panel. As expected, independent of the level, both D2 and D3 predict the exact same
energetic difference of the two seemingly inequivalent bridge sites. TS follows this trend but
fluctuates more, which is as expected, since it is a numerical expression compared to Grimme
corrections, which are analytical expressions. As can be seen, independent of the correction
scheme, all predict the different bridge points as structurally the same.

To check if the energetic difference might be according to the PBE functional used, the
hybrid-level DFT functional B3LYP was used to repeat the scan of the z-coordinate of the
H-atom approaching the surface C-atoms. The results are dispersion corrected by Grimme on
the D2 level when using the PBE functional and TS together with BSLYP. TS was chosen,
because it is easily accessible in the FHI-aims electronic structure code. Alongside the results
from two different functionals, the results from the HDNN-PES based on the PBE-D2 data
is shown as well in Fig. in the bottom panel. Independent of the functional, there is
an energetic difference between two inequivalent bridge points. The difference is even more
pronounced when utilizing the B3LYP functional. Here, the largest deviation is ~115 meV.
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Figure 4.11: The orthogonal primitive cell of graphene contains 4 carbon atoms, shown as gray
colored spheres. To account for the hydrogen coverage in the hexagonal lattice,
the interaction energy of two different structures are compared. Both structures
contain two hydrogen atoms at symmetrical equivalent bridge points. The first
structure contains H-atoms at positions marked with green colored spheres and
the second structure has H-atoms at positions marked with orange colored spheres.
This cell is labeled orthogonal (2 H).
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This indicates that using a different and seemingly more accurate functional does not solve this
problem. From the figure it can also be seen that the although the energetic difference is less
pronounced compared to the underlying data, the HDNN-PES learns the features present in
the data set.

Interestingly, in case of the HDNN-PES there is a small artificial barrier of ~5 meV introduced
for the H-atom being between 2 A and 3 A away from the surface atoms, which is not seen in
the underlying DFT data at this region but between 1 A and 2 A and being ~20 meV. There
is also not the big oscillation of energies when the H-atom approaches the two surface carbon
atoms. It seems, the HDNN-PES tries to average over the high-interaction region. Although
the energetic difference between the bridge points is reduced to be ~=65 meV, it is still present
and a multiple of the fit accuracy of the potential. This makes sense since the HDNN-PES can
only learn from data, which it is based on. If there is some contradicting or wrong data, the
NN will learn the problems, too. The other way around this more promising, because if correct
data is used to fit the NN, the fitted PES will be correct as well.

The two bridge points with the same y-coordinate have essentially the same energy, but the
energetic difference between bridge points with a different y-coordinate is more than 100 meV,
which is more than a factor of 6 compared to the fit accuracy of the fit of the HDNN-PES with
respect to the underlying DFT data. Depending on the I'-centered k-point mesh (KPOINTS),
the energy ranges from 211 meV to 132 meV, when using a bigger basis set (1000 eV cutoff for
the kinetic energy labeled ENCUT). The energetic difference seems to be independent or only
small influenced by the size of the grid. The results for the two primitive cell types depending
on the basis set and k-point grid can be found in Tab. One would immediately think,
that this difference arise from a non-symmetrical structure. The symmetry of the structure
was therefore carefully checked, by screening the bond length and angles. Even the symmetry
functions as used as structural fingerprints for the HDNNP and also the structural check used
when applying dispersion corrections predict the three bridge points as geometrically equivalent.
Even using a different way to generate the structures does not change this issue. Before,
the structure was generated manually by my predecessor Marvin Kammler and I repeated
the generation of the graphene structure in orthogonal representation by using the atomic
simulation environment (ASE) python library.

Two plots further supporting the analysis are given in the appendix. The Grimme dispersion
correction D2 and D3 alone are shown in Fig. [A.4] next to the difference of the energies for
each z-coordinate. Independent of the level, both schemes predict the exact same dispersion
correction energy for both bridge sites. Furthermore, in Fig. it was tested, if the electronic
structure code used has an influence. It can be seen, that independent of the used electronic
structure code and with that even the type of basis set has no influence on the energetic
difference, it is present in all considered calculations.

The cell type of the primitive unit cell is converted from hexagonal to orthogonal to simplify
the analysis. In the hexagonal cell, two atoms are in the primitive unit cell and the lattice
vectors have the same length. After conversion, in the orthogonal cell there are four atoms.
The lattice vectors have not the same length in z- and y-direction. In Fig. in both panels
it can be seen that the largest difference of the energies is when the H-atom is 1.2 A away from
the surface plane, meaning in the high-interaction region and close to the equilibrium C-H
bond length of 1.1 A. Therefore, in the following presented calculations, the z-coordinate of
the H-atom was always set to 1.2 A to specifically look at the largest deviations.

Although the performed checks predict the geometry to be fully symmetric, it seems that the
coverage of the hydrogen atoms changed, which may be the reason for the energetic difference.
This is because the number of carbon atoms in the primitive cell in orthogonal representation is
doubled compared to the primitive cell in hexagonal representation, but still a single hydrogen
atom is included, changing the coverage. To confirm this assumption, calculations have been
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Figure 4.12: Top: Energetic difference of inequivalent bridge sites depending on different
dispersion correction schemes by Grimme and Tkatschenko Scheffler. The energetic
difference is largest for an H-atom at the lateral position of 1.2 A with 96 meV.
Note, the results from D2 and D3 are exactly the same and only the size of the data
points was adjusted to highlight their visibility. Bottom: Energetic difference of
inequivalent bridge sites depending on different functionals with vdW corrections
and the results from the NNP. Again, the results from HDNN-PES is labeled
PBE-NNP to highlight that the underlying data points of the fit are compared to
the points from the fit.
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done in an orthogonal cell, but this time two hydrogen atoms are included but at symmetrically
equivalent bridge points. Since two bridge points are still the same because of the argument
with the same y-coordinate, a second structure containing two hydrogen atoms as well but at a
different bridge point was carried out, too. By comparing the energies of these two structures,
we account for the same hydrogen coverage in the orthogonal cell compared to the hexagonal
primitive cell. This is shown in Fig. [f.11] where a structure containing two hydrogen atoms
at the positions shown as green colored spheres is compared to a structure containing two
hydrogen atoms at the positions shown as orange colored spheres.

In Tab. the results are shown labeled with orthogonal (2 H). In there, the energetic
difference is higher compared to the hexagonal cell type, but on the order of a tenth of an meV,
which is our desired accuracy. These results are independent from the basis set, simply the
k-point mesh has to be large enough to account for this case.

In order to still use the orthogonal cell, because it will make the analysis of the scattering
easier in MD simulations, I also started to analyze the interaction energy of the hydrogen atom
with the graphene surface depending on its size. By constantly increasing the number of atoms,
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Figure 4.13: Surface size dependence of the interaction energy of an H-atom with the graphene
sheet at three different high symmetry points (HSP) bridge (bri), middle (mid)
and top as shown in Fig. [£.2] The dependence of two other structurally equivalent
bridge points bri’ and bri” are shown as well. The lateral position of the H-atom
was always 1.2 A above the HSP, zero energy is the H-atom 6 A away from the
surface plane. The reason for the differenc in interaction energies become clear if
following the H-atom approaching the surface plane along HSP, which is shown in

Fig. and @
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the difference of the interaction energies at different bridge sites decreases up to a surface size
of 8x8 containing 128 atoms. However, in bigger systems we see oscillations, but no drastic
decrease in the interaction energies. It seems, the interaction energies are converging and the
difference in the bridge sites is slowly vanishing. To rationalize this assumption, bigger system
sizes as well as more accurate data is needed to support this hypothesis. The goal is to find the
size of the surface and with it the number of atoms needed to be in the system when performing
electronic structure calculations. This will increase the fit accuracy of the HDNN-PES further
and maybe is a key to quantitatively describe the H-atom scattering from graphene to get a
fundamental understanding.

The dependence of the interaction energy with respect to the surface size is shown in Fig. [4.13]
The interaction energy is given as difference of the H-atom at different high symmetry sites
at 1.2 A and 6.0 A, between high and zero interaction region. The reason for the different
interaction energies can be explained, when following the H-atom approach to the surface at
the different high symmetry points. Since here, the difference of only two lateral positions
is considered, because at this distance to the surface normal, the deviations are at most. In
Fig. and [A7] the H-atom approach to the surface plane is shown at the mid, top and bri
points, respectively. The size of the graphene surface is 3x4. A full scan of bigger system sizes
could not have been carried out due to time restrictions. At 1.2 A, It can be seen that from a
6x6 surface size onward, the interaction energies seemingly converges. However, the difference
between the different bridge sites is not constantly decreased but oscillating. At least it is
indicated, that even the difference seems to be converging, but slowly.

It is worth to discuss if using systems of this sizes in the orthogonal representation is
still beneficial, because DFT will reach the limit of atoms considered in electronic structure
calculations. In order to fit an accurate potential, it has also been shown that the reference data
set has to contain a large number of structures to sample the configuration space of interest.
Accurate calculations of so many structures will be computationally very demanding, giving
rise to the question if maybe using the representation in the hexagonal lattice make more sense,
although this would require adjusting the treatment in our program and following analysis.

To clarify, in the following Sections, the results are shown using a HDNN-PES with a 15-15-1
architecture that contains 24 carbon atoms and has the issue with the difference in energy of
the bridge points.
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4.3 Classical MD Simulations

This section is organized as follows. First, I will give some general aspects of classical simulations
performed. The results from MD simulations using the HDNN-PES are compared to two
experiments. Before showing any analysis, I will give some general remarks how the analysis
was done. Furthermore, I will show some example trajectories of the fast and slow channel as
well as the adsorption, which has been discussed in detail in Sec. For each experiment,
I will give the specific setup and how the comparison of experiment and theory has been
achieved. General computational details are given in Chp. 3] but for each experiment the
specific computational details are given in the corresponding sections as well.

In the following, the results from classical molecular dynamics (MD) simulations using
the high-dimensional neural network potential energy surface (HDNN-PES) are compared to
two different experiments, first to the RAT [24] followed by the HBEAM experiment [29], as
mentioned before. Previous to this work and as mentioned before, a full-dimensional PES was
generated by fitting a second generation Reactive Empirical Bond Order (REBO) potential to
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Figure 4.14: Scheme for the distribution of scattering angle and translational energy of H-atom
scattering from free-standing graphene. The red dashed arrow represents the
incidence angle whereas the long solid arrow represents the specular angle. Here,
the gray bar indicates the graphene sheet. The translational energy of the projectile
after the scattering event (Eg) is normalized to its initial kinetic energy (Ey) and
is shown on the radial axis. The scattering angle fg is shown on the polar axis and
the probability density (P (Es;fs)) in the next figures will be represented by the
color coding. The two-dimensional distribution is normalized to the integrated area.
Positive values for fg indicate forward and negative values backward scattering.
This figure and the ones showing distributions of the translational energy are
created using OriginPro version 2022 [309].
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energies obtained from Embedded Mean-Field Theory (EMFT) [25]. This will be referred to as
the REBO-EMFT PES. The H-atom scattering depending on the incidence angle will not only
compared to experiment but also to results obtained from previous used REBO-EMFT PES.

The details of the channels seen and previous investigations on the scattering dynamics are
given in Sec. The notation of initial and final conditions of the projectile is defined and
shown in Fig. [4.8] The kinetic energy of the impinging atom is denoted E, 6 and ¢ represent
the polar and azimuthal angle, respectively. The incidence parameters are indexed with I and
parameters of the projectile after its interaction with the surface are indexed with S. Here, the
red dotted line shows the incidence trajectory of the projectile represented as a cyan colored
sphere. The red solid line shows the trajectory of the projectile after the collision with the
surface. The graphene surface is assumed to lie in the xy-plane and z is parallel to the surface
normal. Because of the adsorption complex geometry and as already mentioned in Sec. a
transient C—H bond is efficiently formed with normal kinetic energy. The normal kinetic energy
En can be estimated considering the incidence kinetic energy En and the incidence polar angle
01 according to

EN = EI . 0082(91). (4.1)

In Fig. an overview of the analysis in the following sections is given. The scheme shows
the translational energy and scattering angle distribution of H-atoms from graphene. The red
dashed arrow represents the incidence whereas the red solid arrow indicates the trajectory
of the atom after its collision with the graphene surface, represented as a gray colored bar.
The red number on the negative scale shows the incidence angle and the red number at the
positive scale indicates the specular angle of the scattered atom. Note, comparing theoretically
derived results with those from experiment, only forward scattering is considered. From 0° to
90°, forward-scattering of the projectile is shown, whereas the negative scale shows backward-
scattering events, which cannot be seen in experiment, but in the simulations. These region
is therefore not confirmed by experiment. Although, only trajectories have been used that
fulfill the mentioned detector geometry, this has also been applied when backward-scattering is
shown.

To better understand the scattering, in Fig. and example trajectories of the two
different channels as well as the adsorption of the H-atom are given. The trajectories have also
been visualized and can be find in the supporting information as videos [301]. Again, different
angles of view for the same trajectories are offered to better follow the dynamics during the
scattering events.

What has not been discussed yet is the energy transfer in the opposite direction. What can
be seen in experiment and is supported by previous performed molecular dynamics simulation
using the REBO-EMFT PES is an inelastic scattering, where energy is transferred from the
graphene surface to the impinging atom. Energy transfer is from transversal surface phonons
of the graphene sheet to the projectile, increasing its initial kinetic energy. The increase of the
translational energy of the scattering atom depends on several factors. For the same incidence
angle, at smaller incidence energies, it is more likely that the surface can distribute its kinetic
energy to the projectile, because it is less likely that the impinging atom will cross the barrier.
In case of D-atom scattering off graphene, it is also more likely that the energy flow will be
away from the surface. This is due the higher inertia of the D-atom compared to its isotope.
This will be discussed in detail in the following sections.

An example of this mechanism is shown in Fig. [£.15]in the bottom. In the bottom left panel,
the initial position of the surface as well as the H-atom in the trajectory is shown. On the right,
the final positions of the system is shown and the arrow indicates the surface movement along
the trajectory. Like before, the impinging H-atom is again shown as a cyan colored sphere and
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carbon atoms are shown as gray colored spheres. The red colored circle highlights the area of
the surface that will change from a convex-shaped curvature (left picture) to a concave-shaped
curvature after the scattering event. The terminology of the shape is used according to the
shape of mathematical functions. To better follow the mechanism, a movie showing the same
trajectory from different angles of view is offered in the supporting material as well [301].

Figure 4.15: Top: Example trajectory showing the fast channel in a "perspective view". Bottom:
Mechanism of energy transfer from surface transversal phonons to the impinging
atom in an inelastic scattering event. The change of the curvature of the surface
from convex to concave during the scattering trajectory is highlighted via the
red circle and the arrow indicates the surface movement from the start to the
end of the trajectory. The left picture shows the initial and the right picture the
final position of the impinging H-atom. The trajectory of the H-atom is shown in
dark-blue and the H-atoms final position is shown as a cyan colored sphere. The
carbon surface atoms are represented as gray colored spheres and the chemical
bonds to adjacent atoms are shown as well.
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Figure 4.16: Top: Example trajectory showing the slow channel in a "perspective view". Bottom:
Example trajectory showing the adsorption in a "perspective view". The trajectory
of the H-atom is shown in dark-blue and the H-atoms final position is shown as a
cyan colored sphere. The carbon surface atoms are represented as gray colored
spheres and the chemical bonds to adjacent atoms are shown as well.
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4.3.1 Comparison to RAT Experiment

It was reported that H-atom scattering from epitaxial graphene has a strong dependence
on the initial conditions [25]. The incidence kinetic energy of the atom interacting with the
surface shows a difference in the dynamics depending if the adsorption barrier is crossed or
not. From studies before and as mentioned in Sec. [£.1.2] a bimodal feature can be seen in
translational energy loss distributions from RAT experiment. The two separated signals are
the quasi-elastic and inelastic scattering events, which are referred to as fast and slow channel,
as already mentioned. In Fig. [£.17] the two channels as seen in the translational and energy loss
distributions are shown. The fast channel is close to the specular angle of the scattering atom
whereas the slow channel is shifted to smaller angles and much broader in shape. Visualizations
of the different scattering dynamcis are offered in the beginning of Sec.

It has already been reported and mention, that graphene on Pt(111) can be seen as quasi-free
standing graphene, which will simplify the comparison. Using a single PES seems to be fine,
because the density of states around the Fermi level give no indication, that the scattering has
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Figure 4.17: Bimodal translational energy loss distribution showing two channels. The fast
channel is close to the specular angle (right panel, red label) and because there
is only minor energy loss it can be seen as quasi-elastic scattering, where the
global physisorption well is involved. Structurally, this corresponds to H-atom
scattering close to the mid point (middle of a six-membered C-ring, labeled m).
The slow channel is shifted to smaller angles and because of the high energy loss,
this corresponds to inelastic scattering. This channel arises from scattering around
the top point (labeled t), so where the H-atom hits directly a single C-atom. Here,
the chemisorption barrier is involved, indicating a transient C-H bond formation.
The transient bond formation also explains the shift to smaller angles, because
the corresponding carbon atom changes its hybridization from sp? to sp®. The
structural change is from trigonal planar to tetrahedral, with the H-atom pointing
along the surface normal.
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to be considered as non-adiabatic. In short, assuming an adiabatic behavior seems valid, which
has been mentioned and done before [25].

In order to achieve a one-to-one comparison from theoretical obtained results to experimental
data, the parameters from the experimental setup have to be respected. In LEED experiments
it can be seen, that graphene is not a single crystal but a composition of equally abundant
orientational domains. These two domains of the graphene sheet grown on the Pt(111) substrate
are shifted by an angle of 27° with respect to each other and have a rotational distribution with
a Gaussian width of 5°. This results in an H-atom velocity vector that is oriented symmetrically
with respect to the two domains. In the molecular dynamics simulations, this circumstance is
respected by averaging over two different initial azimuthal angles of the impinging atom with
respect to a C—C bond. By construction, the azimuthal angle of 0° is along a C—C bond. The
two domains are considered by applying an initial azimuthal angle of +13.5° to the impinging
atoms. The two domains have to be treated differently when comparing to the setup of the
detector used in the experimental setup. To mimic the detection geometry, only trajectories
scattered within 3° of the in-plane direction are considered in the plots showing the distribution
of scattering angle and translational energy of H-atom scattering from the graphene surface.

The most common isotope of hydrogen is deuterium, which mass is twice compared to
hydrogen. The reason is that the isotope effect of the incidence atom is most pronounced when
changing from H- to D-atoms scattering because of the factor two in the mass, which is the
highest for the considered isotopes.

In the following sections, the scattering of H-atoms as well as D-atoms depending on the
incidence energy, angle and temperature is shown, respectively. Furthermore, the isotope effect
of the surface sheet is investigated for both projectiles. For H-atom scattering from graphene
depending in the incidence angle, the results have been additionally compared to previous used
REBO-EMFT potential. In case of D-atom scattering, also the isotope effect of the projectile
will be analyzed as well.

I analyze the dependence on initial conditions in the following way. First, I will compare the
measured translational energy and scattering angle distributions from H-atoms scattering from
graphene grown on a Pt(111) metal surface to results from classical molecular dynamics (MD)
simulations using a HDNN-PES and will also show the improvement compared to the previous
used REBO-EMFT PES. Showing only the results from HDNN-PES, the figures are all arranged
in the same manner. In each comparison, the distribution measured in experiment is shown
in the top left panel. The predicted distributions from MD simulations using a HDNN-PES
matching experimental conditions are shown on the top right. Additionally, in the bottom the
distribution also taking backward-scattering into account is shown as well. Here, trajectories
have been chosen that also match the geometry of the detector from experiment.

For the different dependence, there are also statistics of the scattering dynamics offered in the
corresponding tables in the appendix, which will be given explicitly for each initial condition in
the corresponding sections.

H-atom scattering depending on the incidence polar angle

This section is organized as following: First, the polar angle incidence of the scattering atom
is compared to the previous reported REBO-PES as well as experimentally measured energy
loss and scattering angle distributions for three different angles. The angles have been selected
where only the fast channel (6s = 59.5°), only the slow channel (fg = 40°) and where both
channels are present (g =50°). Note, no angular shift is applied to the results from REBO-PES
to highlight the improvements of the theoretical description when changing the PES. After
that I will scan the incidence angle and by that the normal energy of the impinging H-atom.
Experimental findings will be compared to the HDNN-PES and it will be estimated, how good



74 Chapter 4 Studying the C—H bond formation by analyzing scattering experiments

experiment can be reproduced for different incidence angles.

The parameters used in the simulations to describe the scattering are defined in Fig. [4.8]
an overview of the analysis is shown in Fig. and the definition of the channels is given in
Fig. respectively.

Although the processes and dynamics involved in the scattering have already been determined
as shown in Sec. the prediction of the correct branching for the same incidence conditions
when comparing to experiment could not be achieved by using the previous mentioned REBO-
EMFT PES. By changing the incidence conditions and compare them to experimental findings,
I want to make a statement, if the newly developed HDNN-PES can describe the correct
branching and if reproduction of energy loss distributions estimated in experiment is improved.

Comparison to REBO-PES Previous to this work and as mentioned in Sec. a full-
dimensional PES was reported [25] using first principles energies obtained from Embedded
Mean-Field Theory (EMFT) [285-287] to parameterize a second generation Reactive Empirical
Bond Order (REBO) potential [288-290]. The procedure to generate such PES is reported in
detail in the ST of [25] and in [192].

The translational energy and scattering angle distribution for H-atom scattering with Fg =
0.99 eV could be well reproduced by the REBO-PES. The scattering for H-atom with Eg =
1.92 eV could only reproduce the bimodal feature by applying an offset to the angles, which
has been reported in [25].

Here, only three incidence conditions are compared, where one can see either the fast or the
slow channel alone, and one condition in between to get a major overview of the scattering
process.

The statistics of experiment for H-atom scattering from graphene and results from MD
simulations using a HDNN-PES as well as an REBO-EMFT PES are given in Tab. The
number of simulated trajectories, scattered trajectories within detection limit compared to
experimental setup, the incidence angle as well as kinetic energy, its normal component and
sticking coefficients are given. The normal component of the incidence kinetic energy is given
as well, because the transient C—H bond is efficiently formed with normal kinetic energy, which
is discussed in detail in Sec. The scaling factors for the drop of flux is given as well
for experiment and both theories. This is done to use the same color code in the shown
distributions in experiment.

In Fig. the comparison between experiment and theory is shown. The flux measured in
experiment of the H-atom scattering from epitaxial graphene on Pt(111) is shown in panels
A—C. The red numbers indicate the specular angle of the scattering H-atom. The signal is
normalized to the integrated area. The incidence kinetic energy is Eg =1.92 eV for all conditions
at the surface temperature is T'= 300 K, which is shown in the gray boxes. In panels D-F,
the distribution from HDNN-PES are shown and results from the REBO-EMFT function can
be seen in panels G-I. With the developed HDNN-PES, the correct branching of the two
channels is reproduced for the exact same incidence conditions comparing to experiment. In
case the REBO-EMFT, as mentioned, only by applying the shift in incidence polar angles of
the projectile, the branching of the two channels match experimental conditions. This can be
seen, when panels B and I are compared.

Compared to the previous used REBO-EMFT function, the branching can now be reproduced
for the same initial conditions and the trend of the flux as seen in experiment can be reproduced
well. Thus, there is a better agreement with experiment when using a HDNN-PES compared
to the REBO-EMFT PES.

From these comparisons and analysis, it can be concluded that the HDNN-PES is able to
correctly predict the change of ratio as seen in the experiment of the fast and slow channel.
The newly developed PES is able to predict the correct branching and thus is in much better
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Figure 4.18: Comparing theory with experiment for H-atom scattering from graphene at given
incidence kinetic energy Ep and surface temperature T'. The fraction of the kinetic
energy of the projectile before (Er) and after its hit with the surface (Eg) is shown.
Experimental distribution are shown in panels A—C next to theoretical results.
Panels D—F show the results from MD simulations using HDNN-PES, whereas
panels G-I show the results from MD simulations utilizing the REBO-EMFT
PES [25]. The red labeled ticks indicate the incidence and specular scattering
angles. The distribution is normalized to the integrated area. Statistics and further
analysis of trajectories are given in Tab. The presented distributions here
and in the following sections are generated using OriginPro version 2022 [309].
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agreement with experimental results compared to the previous used REBO-EMFT function.

In the following, the translational energy and scattering angle distributions are shown for
different incidence polar angles from experiment are compared to results from MD simulations
using the HDNN-PES.

The incidence polar angle, the incidence kinetic energy and its normal component for H-atom
scattering from graphene on Pt(111) in the RAT experiment are given in Tab. The scaling
factors for the drop of flux is given as well to use the same color code in the shown distributions.

The statistics of H-atom scattering from free-standing graphene from MD simulations using a
HDNN-PES are given in Tab. The number of simulated trajectories, scattered trajectories
within detection limit compared to experimental setup, trajectories also considering backward
scattering, the incidence angle as well as kinetic energy, its normal component and sticking
coefficients are given. The normal component of the incidence kinetic energy is given as well,
because the transient C—H bond is efficiently formed with normal kinetic energy. The scaling
factors for the drop of flux is given as well, normalized to the smallest incidence angle for
H-atom scattering.

Fig. - show the translational energy loss distribution of H-atom scattering from a
free-standing grahene sheet with 61 ranging from 30° to 59.5°. Simulations have been carried
out for more incidence angles and the results obtained are shown in Tab.

The observed scattering flux decreases rapidly as the incidence angle approaches the surface
normal. The scaling factors from experiment and HDNN-PES are given in the respective tables,
as mentioned before. The flux is decreasing, because at higher normal kinetic energy of H- and
D-atoms, the passage over the barrier to chemisorption is promoted. Thus, a higher sticking
probability is observed at smaller incidence polar angles. In experiment, only scattered atoms
can be observed that are within a plane defined by the direction of the atomic beam and the
normal to the surface. Changing the incidence angle affects the fraction of atoms scattered
within that plane. The drop in flux due to the decrease of the incidence angle is respected in
the plots. This is quantitatively indicated by the multiplying factors given in the corresponding
tables.

In Fig. only the slow channel is present but close to the specular angle. Here, the normal
kinetic energy with, which is calculated via Ejcos?0r, is Ex = 1.44 eV. In the simulations, the
closest approach to the surface atoms can be followed. If the projectile comes closer than 1.4 A,
it has overcome the barrier to adsorption. This is a structural fingerprint to determine, if a
projectile crossed the barrier, which is discussed in detail in Sec. At this incidence angle,
more than 99% of all in-plane trajectories were scattered after crossing the barrier. This means,
their normal kinetic energy was enough to cross the barrier to adsorption, they scattered at a
single carbon atom and managed to cross the barrier again, to re-emerge into the gas-phase.
Simultaneously, this explains the small sticking coefficient of =~ 4%.

When considering forward and backward scattering as shown in the bottom panel in Fig.
minor signal intensities can be seen for backward scattering.

In Fig. the distribution is shown for H-atoms with ; = 38°. In the distribution from
experiment a minor intensity of the fast channel can be seen, which is only marginally present
in the distributions from simulations. Starting from this incidence angle, the fast channel is
present and its intensity compared to the slow channel is rising. Although the ratio of intensities
found in simulations does not exactly reproduce the ones in the experiment, at least the trend
can be reproduced when going to higher incidence polar angles. By applying a small shift in
the incidecne polar angle, the experiment can be reproduced better. This can be seen, if we
compare the distribution of HDNN-PES from Fig. with the experimental one shown in
Fig. .21}

Compared to 0y = 30°, at 6; = 38° (Fig. , the intensities for back-scattering events
are more pronounced. This trend follows up to 6; = 46°, where the signal intensities reach a
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maximum. For bigger incidence angles, the signal intensities drastically drops and at 6y = 54°,
no significant signal intensities for backward scattering can be seen and even the slow channel
is only marginally present. At ) = 59.5°, neither the slow channel nor backward scattering is
observable anymore. This and studies from following the dynamics of the H-atom scattering
with this incidence conditions indicate that inelastic scattering is involved in the mechanism
for backward scattering events.

For all shown distributions in this chapter it is very important to mention that for those
conditions, where a smaller number of trajectories is used, the statistics are maybe not enough
for a direct comparison to experiment and this might explain, why there is a larger discrepancy.
This is especially the case for those conditions, when only 100,000 trajectories are used and only
a fraction contributes to the shown plots. For the angles of ~ 40°, ~ 50° and = 60°, a tenfold
number is used to improve the statistics. In these cases, the bimodal feature and with that
the correct branching of the fast and the slow channel is better reproduced, but not exactly.
For smaller incidence angles it seems applying an angular shift of at least 2° better match the
branching seen in experiment. This is analog to the previous reported REBO-EMFT PES, but
less pronounced.

In Fig. [£.29 and [£.30] the energy loss distributions for the different incidence polar angles are
shown and compared to experiment. Like discussed before, for H-atom scattering with smaller
incidence polar angle and therefore with higher normal kinetic energy there is an increased
mismatch between experiment and theory. In Sec. the barrier height in the PES used
has already been discussed. Higher incidence energy make crossing the barrier more likely.
Especially at smaller incidence angles, the comparison of theoretical and experimentally obtained
energy loss distributions shows significant differences of the average energy loss and shape of
the distribution. And from the two dimensional translational energy and angular distributions
it was mentioned, that applying an angular shift improves reproduction of experimentally found
ratios of the fast and slow channel. With the indication, that the barrier height seem to be
underestimated, this explains the trend of the shown distributions and the larger mismatches
for smaller incidence angles.
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Figure 4.19: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy Ep and surface temperate T' are given in gray boxes. The
incidence as well as specular polar angle 61 is shown in red. Statistics and further

analysis of trajectories are given in Tab. [A.7 and



4.3 Classical MD Simulations 79

0g/° 0/ °

0.0

2
2.0x10 3.0%102

2
1.0x10 1.5%102

0.0 0.0

T =300 K Og/°
0.0

3.3x1072

1.6x102

0.0

S | -
Q
o

E./E,

Figure 4.20: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy E7 and surface temperate 1" are given in gray boxes. The
incidence as well as specular polar angle 6y is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.21: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy Ep and surface temperate T' are given in gray boxes. The
incidence as well as specular polar angle 61 is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.22: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy E7 and surface temperate 1" are given in gray boxes. The
incidence as well as specular polar angle 6y is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.23: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy Ep and surface temperate T' are given in gray boxes. The
incidence as well as specular polar angle 61 is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.24: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy E7 and surface temperate 1" are given in gray boxes. The
incidence as well as specular polar angle 6y is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.25: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy Ep and surface temperate T' are given in gray boxes. The
incidence as well as specular polar angle 61 is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.26: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy Ep and surface temperate 1" are given in gray boxes. The
incidence as well as specular polar angle 6y is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and [A.§
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Figure 4.27: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy Ep and surface temperate T' are given in gray boxes. The
incidence as well as specular polar angle 61 is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.28: Comparing translational energy and scattering angle distribution from experiment
(top left) with classical simulations using the HDNN-PES (top right) for H-
scattering from graphene. The bottom panel also shows backward-scattering. The
incidence kinetic energy E7 and surface temperate 1" are given in gray boxes. The
incidence as well as specular polar angle 6y is shown in red. Statistics and further
analysis of trajectories are given in Tab. [A.7 and
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Figure 4.29: The same as Fig. but the incidence angles are different. Energy loss dis-
tributions from the experiment shown in black and from HDNN-PES shown in
red. The red number in the boxes indicate the incidence and specular angle of
the D-atom. Other than in the translational energy and angular distributions, the
flux is normalized to the maximum value. The incidence energy F; =1.92 ¢V and
the surface temperature T'= 300 K are given as well.
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Figure 4.30: The same as Fig. but the incidence angles are different. Energy loss dis-
tributions from the experiment shown in black and from HDNN-PES shown in
red. The red number in the boxes indicate the incidence and specular angle of
the D-atom. Other than in the translational energy and angular distributions, the
flux is normalized to the maximum value. The incidence energy E1 = 1.92 eV and
the surface temperature T'= 300 K are given as well
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H-atom scattering depending on the incidence kinetic energy

In this section, the H-atom scattering from a graphene surface depending on the incidence
kinetic energy is analyzed. In order to analyze the energy dependence of the scattering of
H-atoms from a free-standing graphene sheet, the incidence angle of the impinging particle is
kept fixed and the atom was launched with an initial kinetic energy Ep of 0.99 eV, 1.92 eV,
2.18 eV, 2.62 €V and 3.31 eV, respectively. The incidence polar angle of the scattered atom
is kept fixed at 0y = 50° and the surface temperature is T'= 300 K for all different incidence
energies. Here, the projectile was launched 6.0 A above the surface.

The parameters used in the simulations to describe the scattering are defined in Fig. [4.8]
an overview of the analysis is shown in Fig. [£.14] and the definition of the channels is given in
Fig. respectively.

The incidence polar angle, the incidence kinetic energy and its normal component for H-atom
scattering from graphene on Pt(111) in the RAT experiment are given in Tab. [A.11

The statistics of H-atom scattering from free-standing graphene from MD simulations using a
HDNN-PES are given in Tab. The number of simulated trajectories, scattered trajectories
within detection limit compared to experimental setup, trajectories also considering backward
scattering, the incidence angle as well as kinetic energy, its normal component and sticking
coefficients are given. The normal component of the incidence kinetic energy is given as well,
because the transient C—H bond is efficiently formed with normal kinetic energy.

The translational energy and scattering angle distribution for H-atoms is shown in Fig. [.31]
—[435] By comparing to experiment, the results could be reproduced speaking in terms of
the correct branching of the slow and fast channel. Note that the initial polar angle of the
impinging atom considered in the simulations is shifted by 4° compared to the results from
experiment. Here, not the direct comparison to a specific angle in the experiment was of
interest, but how the ratio of intensities of the two channels change with incidence energy. It is
tested, if the HDNN-PES can reproduce the mentioned energy dependence. The main data of
the udnerlying PES is for scattering at 1.92 eV, but here it should be analyzed, if the PES
is also able to capture the correct trend of the energy dependence. The dependence of the
incidence kinetic energy should give a hint, if the PES can capture the trend seen in experiment
as additional check of quality.

At 0.99 eV incidence energy, only the fast channel is present (Fig. , indicating the only
quasi-elastic scattering is present and the barrier is not crossed. At 1.92 eV incidence energy
both the fast and the slow channel are present (Fig. . At this incidence energy, there is a
small signal intensity around the specular angle, but in the direction of the incoming beam.
This means backward scattering can be seen in theory. This is even more pronounced for
scattering at 2.18 eV, where the intensities of the fast and slow channel are inverse. The slow
channel has a much larger intensity compared to the fast channel, which can be reproduced by
the HDNN-PES. The signal around the surface normal is due to a release of the impinging atom
after forming a transient bond with surface carbon atoms. The incoming beam has enough
energy to cross the barrier and is released in analog to a swing-by maneuver to leave the surface.
Here, the release can happen in forward-scattering direction or backward-scattering direction,
but preferably in forward direction. Increasing the incidence kinetic energy of the projectile
even further to 2.62 eV, the fast channel is completely vanished, indicating all scattered atoms
can overcome the barrier. Simultaneously, the signal becomes much broader in angular as well
as energetic range. The broadening in angles continues when the H-atom has 3.31 eV incidence
energy, but the energy loss is more localized. Since now all particles have enough energy to
cross the barrier and are not anymore able to distribute a large fraction of their initial kinetic
energy due to decreased interaction time. In experiment, there is a less range of energy loss,
but this is more pronounced in the simulations. Here, the HDNN-PES seems to reach its limit
in terms of reproduction of experimental translational and scattering angle distributions.
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To get an impression, how the backward scattering might look like, in Fig. [4.36] an example
trajectory is shown in a side view.

The quality of the results can be more clearly seen in angle integrated energy loss distributions.
To better compare the energy loss for different energies, in Fig. [1.37] the normalized energy
loss of the scattering atom with different incidence kinetic energies is shown. In the plot, the
peak around FEjoe = 0 €V corresponds to the fast channel whereas the peak at Ejoe ~ 0.5 €V
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