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Abstract

Over the past 20 years, visual data has taken over every aspect of our lives, and
camera deployment has experienced an unprecedented increase. For example, in the
USA and UK, there is one camera for every 8 people used for diverse applications, like
surveillance and public safety. However, in many extreme conditions, pre-deploying
cameras are not feasible. Fortunately, the development of UAVs let these agile,
flexible, and powerful devices make up the limitation of pre-deployed cameras. While
high-resolution visual data offers rich information about the sensing environment,
it causes significant challenges to the data analysis. Advances in computer vision
present an excellent opportunity to process and analyze this massive amount of data;
however, they have come at the expense of compute and network costs. For analysis,
computing-resource-limited UAVs need to transmit sensing data to a computing-
resource-rich server (on the ground). This distributed architecture posits several
network-level resource management challenges: to ensure optimal UAV trajectories
for sensing visual data; and to address the mobility impact and fair data delivery
in multi-UAV access networks; and to provide low-latency, high-accuracy, and low-
bandwidth-cost analysis.

We begin by presenting a general algorithm design schema for the waypoint plan-
ning problem to generate waypoints (i.e., UAVs hovering and sensing points) achiev-
ing quality bounded sensing data. This schema includes three steps: discretization
divides the entire solution space into subspaces; then dominating set extraction find
out all the optimal solutions in every subspace; at last, transform waypoint plan-
ning into submodular optimization problem and propose an approximate algorithm.
We apply this schema to three scenarios and verify the performance of our method
provides 1.6× gain in sensing data quality.

Next, in order to address communication challenges, specifically the mobility im-
pact and fairness among multiple UAV-server streamings, we develop VSiM - an
easy-deployment and high-compatibility end-to-end solution to fairness in multiple
mobile video streaming applications with a shared bottleneck bandwidth. It is plug-
gable to the server directly without caring and modifying any existing protocols or
components. VSiM consists of three key techniques: dynamic and fair bandwidth
allocation by incorporating mobile profile and QoE-related information; quick buffer
filling for clients with lower playback time according to the requirement of the buffer-
sensitive clients; adaptiveness to heterogeneous wireless network environments, like
varied mobility patterns and topologies of base stations (BSes). It improves more



iv

than 40% on min QoE, which equals resolution improvement of viewing quality from
720p to 1080p) compared to state-of-the-art solutions.

Finally, in order to achieve low-latency, high-accuracy, and low-bandwidth-cost
analysis, we present AccDecoder - a new decoder that derives important video con-
tent from bits stream and enhances them by super-resolution (SR) model. SR model
achieves low-bandwidth-cost by allowing UAVs to transmit low-resolution data and
enhance them into high-resolution getting high-accuracy. AccDecoder performs low-
latency by analyzing bits stream in compressed-video-space, then selecting and en-
hancing a small part of data. AccDecoder preliminary opens the original decoder
and reveals handy video codec information has potential room to accelerate analysis
more than 4× speed.

This dissertation combines abstract mathematical models to describe and derive
UAV Monitoring System (MoniSys) behaviors to design theory-level algorithms and
develop system-level implementations for a set of working. The proposed key so-
lutions have been implemented on DASH, PyTorch, H.264, and QUIC, four open-
source codes, and our code is also public released on GitHub.
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Chapter1
Introduction

Monitoring with a camera sensor network has attracted great attention in recent
years as it provides detailed environment data by retrieving rich information in the
form of images and videos [1, 2]. It has found a wide range of applications, such
as surveillance, traffic monitoring, crowd protection, disaster management, etc. For
some temporary situations (e.g., assembly, concerts, matches, and outdoor speeches)
and sensing holes caused by sensors failure, fast establishing or recovering a station-
ary camera sensor network in advance may cost too much time and money, and
may be inconvenient, even impossible. Fortunately, the development of Unmanned
Aerial Vehicle (UAV) technology in the past few years [3–6] offers a promising way
to address this issue.

1.1. UAV Monitoring System

The UAVmonitoring system (called MoniSys in this dissertation) consists of low-cost
and agile UAVs, and a computation-resource-rich server (e.g., edge or cloud) dynam-
ically senses high-quality images and video data and then delivers them to sever for
real-time and reliable analysis. Specifically, as the big picture depicted in Fig. 1.1,
MoniSys first receives the Points of interest (PoIs) 1 in the target monitoring area. It
plans the waypoints of UAVs and schedules UAVs for sensing PoIs’ visual data 2; af-
ter that, UAVs transmit sensing data to sever over wireless connection; at last, sever

1How to generate PoIs from satellite images is out of the scope of MoniSys. For example, in
disaster response, DLR (Deutsches Zentrum für Luft- und Raumfahrt) processes these images and
provides PoIs’ locations for MoniSys.

2Compared to the coarse-grained satellite data, fine-grained UAV sensing data contains richer
detailed information. For example, DJI Phantom 4 UAV can fly at 72km/h, rise at 6m/s, swerve
at 250◦/s, and provide 2K real-time images and videos [7].
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Figure 1.1.: The big picture of UAV Monitoring System. After satellite provides
the locations of Objects (also called Points of Interest), the UAV flies
to capture fine-grained photos for following analysis.

analyzes received data for various purpose. However, to improve the performance of
the entire MoniSys, individually and/or jointly optimizing the performance of each
phase (e.g., sensing, communication, and analysis) is very important.

1.2. High Level Research Problems

The UAV monitoring system is plagued with sensing, communication, and analysis
issues. Fig. 1.2 presents some of the critical high-level research problems associated
with MoniSys, which are briefly discussed below:

(P1) How to efficiently sense (capture) the monitoring data? Sensing (or visual data
collection) is the very beginning of the UAV monitoring system. Capturing high-
quality data and streaming it to the ground server (in a real-time or retrospective
way) is dramatically significant for the following analysis (See Fig. 1.1 the big
picture). Three natural questions occur to capture high-quality data: 1. How to
measure the data high-quality or not? 2. Where to capture high-quality data? 3.
How to efficiently capture these data?

(P2) How to fairly and efficiently deliver monitoring data from multiple UAVs to
sever? In the communication phase, multiple UAVs directly/indirectly connect to
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Figure 1.2.: High-level Research Problems associated with MoniSys.

sever and deliver a massive volume of video data (e.g., 2K video streaming). It
is easy to suffer congestion in such network conditions without careful bandwidth
management and protocol. Holistic fairness and individual high user quality of expe-
rience (QoE)3 are crucial in communication phase design. Moreover, high mobility
is the most prominent characteristic of the UAV system. It is important to explore
how mobility impacts communication, QoE, and fairness in MoniSys.

(P3) How to accurately and efficiently analyze the monitoring data? Advances
in computer vision, especially with Deep Neural Networks (DNNs) presents a great
opportunity to process and analyze video data with accuracy beating human beings.
In this context, P3 focus on accurate and efficient video analytics (called Video
Analytics Pipeline, VAP) with DNN-based methods. Traditional VAPs pursue high
accuracy (the distance between analysis results and ground truths) and low end-to-
end latency (from sensing data captured to analysis results).

3Here, QoE indicates not only human user but also NN-based (Neural Network based) applica-
tions in analysis phase.
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Joint considering three phases in MoniSys leads to new optimization/design space
(brown bubbles in Fig. 1.2).

Joint considering Communication and Analysis. Under distributed architecture in
MoniSys, low bandwidth cost is the third optimization dimension except for accuracy
and latency (bottom brown bubble in Fig. 1.2). This additional constance inspires
compression method which prunes invalid video with on-UAV lightweight DNN or
feedback from server to reduce bandwidth cost. Other methods let UAVs com-
press and stream the captured video in low resolution; the server recovers the high-
resolution frames from the low-resolution stream via the super-resolution model.
Uneven video codec (e.g., assign a high quality to the foreground but low quality to
the background) also fit tackle this issue.

Joint considering Sensing, Communication, and Analysis. High-quality data brings
high accuracy but high bandwidth cost (left top brown bubble in Fig. 1.2). For ex-
ample, compared to low-resolution video (e.g., 180p), the accuracy of high-resolution
video (e.g., 720p) is much higher but 5× bandwidth cost (see details in Sec. 12.2.1
in Part III). At the same time, high-quality data brings high inference latency (right
top brown bubble in Fig. 1.2). Take the semantic segmentation task as an instance,
it needs to label each pixel one class which causes much higher latency on 720p video
than 180p video.

Hence, it is necessary to both jointly and individually address these problems
with a careful system and algorithms design to improve the performance of the
UAV monitoring system.

1.3. Research Goals

In this dissertation, we intend to discern and address a few of the problems in
MoniSys outlined in Sec. 1.2. We particularly seek to develop MoniSys to achieve
three goals:

(G1) High-quality sensing. Sensing high-quality data needs us to understand
how the quality of sensing data impacts the analytics performance, namely, building
reasonable sensing models to quantify data quality. Efficiency is also essential for
energy-limited UAVs. We seek to design an approximate algorithm carefully plan-
ning the minimum sensing points (called waypoints) to capture the most number of
high-quality data for given PoIs is our goal.

(G2) QoE-optimized and fairness communication. We seek to build a video
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streaming system based on the Dynamic Adaptive Streaming over HTTP (DASH)
framework to preliminary study the mobility effects under scaling users’ contention
environment. We also seek the QoE-fairness (not the bandwidth-fairness) mecha-
nism among users to allocate the bandwidth of the bottleneck.

(G3) Accurate and fast analysis. We seek to design a video analytics pipeline
that jointly considers the bandwidth, analysis accuracy, and end-to-end latency; in
particular, this VAP requires high accuracy, low bandwidth cost, and low latency.
High accuracy needs the VAP understands which data is “important” for the perfor-
mance of analysis, low bandwidth cost needs the VAP only to transmit “important
data”. In contrast, low latency requires the VAP only to analyze “important” data.

Overall, to reach the above goals for MoniSys, we seek to design a general algo-
rithm design schema for the waypoint planning problem (illustrated in Sec. 2.1)
in the sensing phase, a QoE-fairness video streaming system (illustrated in Sec.
8.1) in communication phase, and a video-enhancement-participate4 video analytics
pipeline for analysis but holistic thinking all tradeoffs.

1.4. Dissertation Contributions

This section states the key challenges in addressing the problems in Sec. 1.2, and
the contributions of this dissertation to achiecing above research goals.

1.4.1. Sensing phase

Recall that three natural questions occur to sense high-quality data: 1. How to
measure the data high-quality or not? 2. Where to capture high-quality data? 3.
How to efficiently capture these data? The last two questions correspond to two
consecutive classic problems: the waypoint selection problem and the trajectory
plan problem. In this dissertation, we only consider the waypoint planning problem,
because more and more companies, including DJI [8], Skydio [9], and Parrot [10],
provide waypoint flying mode [11] to free UAV pilots from complicated operations.
In this mode, pilots only need to set appropriate waypoints on a map (usually
2D). UAVs can automatically plan the trajectory, adjust flying height for obstacle
avoidance, and cruise via each waypoint. The formulation of the waypoint planning
problem and its related works are proposed in Chap. 2. Here, we point out the

4Video-enhancement-participate means the VAPs leverage Super-Resolution tech or Generative
Adversarial Network to enhance received data into higher-quality one.
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general challenges of the waypoint planning problem and the specific challenges for
each case in Part I.

• Challenge 1: How to build models to quantify the quality of monitoring data?
Sensing models are extensive among different monitoring targets and sensing
UAVs. Sec. 2.2 comprehensively survey the current models. Physical models
of the target are classified into objects, barriers, and areas, while the sensing
models of UAVs are omni-directional and directional. Building models case by
case is one key also challenge for sensing.

• Challenge 2: Facing continuous free 2D/3D space, how to plan waypoints based
on the quality model? For instance, the position of waypoints in 2D space is
the whole free (x,y) coordinates; moreover, UAVs equipped with cameras often
only sense one specific direction which is also continuous. Another critical
challenge is finding optimal waypoints in one continuous, non-convex solution
space.

• Challenge 3: How to design an approximate algorithm with a performance
guarantee? This challenge (or called goal) is from challenge 2. Rather than
a heuristic algorithm without a performance guarantee, we prefer to propose
an approximate algorithm to bound the performance gap of sensing quality to
the optimal one.

Including general challenges, in part I, we also consider three different problems,
PANDA (Chap. 4), VISIT (Chap. 5), and WiPlan (Chap. 6). Each of them imports
additional specific challenges of their own corresponding scenarios.

P1. PANDA problem inherits the general challenges but also imports additional
challenges of discrete nonlinear function from the quality model. In short, as illus-
trated in figure in Fig. 1.3, targets are modeled as cones, and the sensing UAV is
modeled as a straight pyramid.; the angular constraints for both camera and object
models and the constraint of pitching angle of the camera in the objective function.

P2. Besides the common challenge (infinite and continuous solution space), the ad-
ditional challenge in VISIT is the anisotropic Quality of Monitoring (QoM) Model.
As shown in Fig. 1.3, the QoM is anisotropic and continuous; the quality of moni-
toring a human face or vehicle license plate drops a lot when the sensing direction is
far away from the target’s frontal view. The colored surface is the image of function
QoM(distance,viewed−angle), and the grey-scale figure is the projection of QoM
function image in the αOd plane (solid lines in grey-scale figure are QoM contour).
Given an increasing distance between object and UAV and an increasing angle be-
tween viewed direction and the facing direction of the object, QoM is decreasing
monotonously [12,13] (for details refer to Sec. 5.1.1).



7 1.4. Dissertation Contributions

P3. Simple Case with Two Waypoints Plan of WiPlan is illustrated in Fig. 1.3.
Black hollow circles denote a set of objects with known locations to be monitored.
Solid red and blue circles, i.e. u1 and u2, denote 2 waypoints. Red and blue dotted-
line sectors and solid-line arrows indicate the 3 cameras’ monitoring regions and
directions. In this case, UAV pilot try to maximize the 4 objects’ overall monitoring
utility by planning two waypoints’ locations, cameras’ directions and focal lengths.
Besides the normal challenges in the waypoint planning problem, WiPlan involves
two tightly coupled NP-hard problems. One of the NP-hard problems is the location
determination problem. Ignore cameras’ directions and fix their focal lengths; UAV
is equipped with unadjustable 360◦ cameras. The WiPlan problem is then slacked
to deploy a set of unit disks to maximize the monitoring utility for all objects,
which is NP-hard [14]. The other one is the cameras’ directions and focal lengths
scheduling problem. Suppose the locations of all waypoints are determined. Then
WiPlan is slacked to the problem of scheduling cameras’ focal lengths and directions
to maximize the monitoring utility for all objects, which are also NP-hard [15].
Further, the decision variables impacting each other (the shared location of multiple
cameras and the tradeoff between each camera’s field of view and QoM), hence, are
tightly coupled.

Contributions. To the above challenges, this dissertation proposes one algorithm
design scheme and then addresses three waypoint planning problems facing different
scenarios with different sensing and target models.

General Algorithm Design Schema (Chap. 3). In Chap. 3, we propose a general
algorithm design schema for the waypoint planning problem. It consists of three
steps: discretization, Dominating Coverage Set (DCS) extraction, and approximate
algorithm. The core idea is to transform the original continuous non-linear solution
space into a discrete one. Take a view of waypoint planning problem from geometry.
Step 1 discretization, from the perspective of targets, naturally (in PANDA) or
leverages piecewise constant function to approximate original function (in VISIT
and WiPlan) to divide the entire solution space into cells. Step 2 uses the idea
of “Divide and Conquer”, namely, extracts DCS in each cell to reduce the infinite
solution space to a limited one without performance loss. As a result (i.e., Step
3), we transform an optimization problem with continuous solution space into a
maximizing monotone submodular problem.

PANDA (Chap. 4) is the first study considering the 3D waypoint planning prob-
lem in a directional coverage scenario, to the best of our knowledge. The target
is modeled as a sphere-based cone (Sec. 4.1.2) and sensing model is modeled as a
straight pyramid (Sec. 4.1.1). We take 0−1 binary function as monitoring quality;
0 indicate the target is not sensed and 1 indicates the target is sensed (See o1 and
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Figure 1.3.: How general algorithm design schema applies to three different sens-
ing problems.
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o2 are sensed in Fig. 1.3). Utilizing the algorithm frame, PANDA is reformulated
problem as maximizing a monotone submodular function subject to a matroid con-
straint and present a greedy algorithm with 1−1/e approximation ratio to address
this problem.

VISIT (Chap. 5) is the first waypoint planning study importing anisotropic quality
and driven by computer vision tasks. Take face recognition as an example; the
frontal face offers higher accuracy than other viewing directions. Therefore, VISIT
replaces the 0−1 function in PANDA with the entropy of a Gaussian random variable
in our sensing quality model and establishes the conditional covariance matrix to
quantify the monitoring utility with a reduction of variance. We still follow the
general schema in algorithm design but expand step 1 to approximate the QoM as
a piecewise constant function of distance and angle. By doing so, the monitoring
region is divided into many subareas in which the distance between real QoM and
approximate QoM is bounded by ε and the approximated QoM at any point in each
subarea becomes constant. Finally, we present a greedy algorithm with 1−1/e− ε
approximation ratio.

WiPlan (Chap. 6) is the first work considering the novel multi-camera model and
exploring the fundamental challenges caused by this model. WiPlan figure out that
the fundamental challenge from multi-camera model is that it involves two coupling
NP-hard problems which making it much more complicated than in previous work
(for details in Sec. 6.3). To tackle this challenge, we present a two-level greedy
algorithm with 1

2 + 1
2e2 −

1
e − ε approximate ratio. Specifically, we propose a greedy

algorithm that adds arrangements in order of non-increasing marginal benefit into
the final arrangements set. However, the multi-camera model leads to computing
the marginal benefit of each representative arrangement (RA) (evaluate each RA’s
marginal benefit by adding it into the currently selected arrangements set) itself is
a hard problem. To this end, we relax the evaluation to use a greedy algorithm with
polynomial-time and constant approximation ratio for marginal benefit computing.
Finally, we prove the submodularity of the transformed combinatorial optimization
problem and bound the approximation ratio of our two-level greedy algorithm.

1.4.2. Communication phase

Before deploying the video streaming system on real UAV monitoring system, in
Part II (Chapter 8 and Chapter 9), we study how is the impact of mobility to
video streaming on Dynamic Adaptive Streaming over HTTP (DASH) framework
in a mobile environment. To fairness and efficiency, pose a more stringent require-
ment on efficient bandwidth allocation in mobile networks where multiple users may
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share a bottleneck link. This provides an opportunity to optimize multiple user’s
experiences jointly, but users often suffer short connection durations and frequent
handoffs because of their high mobility. Here, we propose an end-to-end scheme,
VSiM, for supporting QoE-fairness video streaming applications for mobile users in
heterogeneous wireless networks.

Figure 1.4.: Bandwidth contention in multi-user environment.

We face several challenges:

• Challenge 1: How to profile the mobility impact and use the profile to maximize
clients’ QoE fairness in a mobile network? Most existing works [16–23] depend
on off-the-shelf mechanisms to ensure the network performance, like QoE, by
dividing bandwidth evenly among multiple clients’ connections, which neglects
the knowledge of clients. Clients with the same bandwidth may experience
different viewing experiences in mobile video streaming applications because of
clients’ mobility profiles, e.g., speed, direction, and acceleration. For instance,
fast-moving clients may suffer more frequent handoffs [24,25], which causes the
rebuffering and reduces clients’ QoE.

• Challenge 2: How to satisfy the buffer requirement of buffer-sensitive clients
due to their mobility? Because of the movement, after a period of time, some
clients may be more sensitive to the playback buffer size [26]. Besides, clients
may not receive the complete chunk with the requested bitrate due to the short
stay time in one BS.

• Challenge 3: How to ensure our system’s robustness to support the heteroge-
neous mobile wireless network environment? Mobile wireless network environ-
ment is heterogeneous due to the varied topologies and number of BSes, as well
as the diverse clients’ mobility patterns. The existing bandwidth allocation
approaches to QoE improvement for video streaming applications [18–23] did
not consider the robustness of the model. However, It is critical and valuable
to build a model which can be adapted to various scenarios in the real world.



11 1.4. Dissertation Contributions

Contributions. We design VSiM, an easy-deployment and high-compatibility
end-to-end solution to the QoE fairness problem in mobile video streaming appli-
cations with a shared bottleneck bandwidth. To the best of our knowledge, VSiM
is the first work towards QoE-fairness in mobile video streaming applications. To
tackle these challenges in Sec. 1.4.2, clients of VSiM inherit the excellent perfor-
mance of the Dynamic Adaptive Streaming over HTTP (DASH) framework; VSiM
deployed on the server achieves the QoE fairness by allocating bandwidth based on
the advantages of the HTTP/3 protocol. To Challenge 1, VSiM adopts Mobility-
profiled QoE-driven bandwidth allocation. It leverages clients’ mobility profiles and
QoE-related information to design an end-to-end scheme. At the client end, each
client first collects its state information, including mobile profiles (e.g., speed, lo-
cation, and direction) from mobile devices by GPS and Inertial Measurement Unit
(IMU) [27] as well as QoE-related information (e.g.., rebuffering and bitrate) from
DASH video player. The collected state information is then grouped, encrypted,
and sent along with the HTTP Request for downloading the chunk at a specific bi-
trate to the server. Utilizing these values and clients’ QoE-related information, the
proposed bandwidth allocation technique (see § 9.2.2) chooses the optimal allocated
bandwidth for each client to maximize clients’ QoE fairness dynamically in a mo-
bile environment for real-time video streaming applications. To Challenge 2, VSiM
adopts a high-compatibility server push strategy. It proposes a novel server push ap-
proach named Slow Degrade Fast Recovery (SDFR) (see § 9.2.3). Different from the
traditional server push methods [28,29], SDFR adds the buffer for needed clients in
time dynamically without affecting the existing bandwidth allocation strategy and
other clients’ view quality. It is designed with a transparent mechanism compatible
with all existing ABR algorithms. Specifically, based on clients’ current stay time,
handover time, and remaining buffer size, the server identifies clients who suffer
high-frequent rebuffering and activates the server push function for them. To Chal-
lenge 3, VSiM adopts an online adaptive parameter update. It maps clients’ mobile
profile to hyper-parameters, such as staytime and handover time, which adapts to
heterogeneous mobile wireless networks. Specifically, at the server end, the server
calculates the trajectory of each client and further estimates the handover latency,
staytime, and possible connection-less zones using its mobility profile and BSes’
information. Furthermore, we propose the parameter update model (see § 9.2.4),
based on Neural Networks (NNs), to decide the optimal parameters of the proposed
model for each specific topology and the update period of bandwidth allocation.

VSiM is lightweight and easy to deploy in the real world without touching the un-
derlying network infrastructure. It is pluggable to the server directly without caring
and modifying any existing protocols or components. The adaptive end-to-end QoE
fairness mechanism (Chapter 9) for the mobile video traffic with multiple mobile
clients over a shared bottleneck link, named VSiM, consists of three key techniques:
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1) dynamic and fair bandwidth allocation by incorporating clients’ mobile profile
and QoE-related information (§ 9.2.2); 2) quick buffer filling for clients with lower
playback time according to the requirement of the buffer-sensitive clients (§ 9.2.3);
3) adaptiveness to heterogeneous wireless network environments, like varied mobility
patterns and topologies of BSes (§ 9.2.4). The experiment results of VSiM in both
simulation and prototype show that it improves more than 40% on QoE fairness
(equal to resolution improvement of clients’ viewing quality from 720p to 1080p)
and ∼20% on average of the averaged QoE compared to state-of-the-art solutions.

1.4.3. Analysis phase

Video-enhancement-participate approaches indeed bring low bandwidth cost and
high accuracy. Nevertheless, trivially applying super resolution (SR) is time-
consuming, and the extra latency introduces even more than analysis (also called
DNN inference) time. To tackle this challenge, we present AccDecoder, a new
decoder that derives important content and enhances them from free block-based bits
stream. AccDecoder analyzes bits stream in compressed-video-space and expects
to select and SR a subset of blocks, then leverages block dependencies and motion
vectors to transfer the benefit from SR blocks to other blocks. This preliminary
study wants to open the decoder and reveal how handy video coding information
help speed up super resolution and DNN inference.

What is new about AccDecoder? (Contributions) Prior work (e.g., [30–35])
reduces latency by hybrid using light-weight method (often consists of a detector and
a tracker) and the heavy-weight method (a full DNN, e.g., [36]). The light-weight
method is like a shortcut to fast process unimportant data and reserve more time
windows for heavy-weight but accurate inference. Detector, a fast classifier (e.g.,
using learned features [33, 33, 34] or hand-craft low-level image features [30–32]),
classifies if the current frame is worth feeding into full DNN for inference; if not,
reusing the inference results from the previous nearest frame, but leverage tracker
(e.g., object tracker [37] moves the reused bounding box close to the ground truth)
to make up for the accuracy loss from this shortcut. However, they always assume
that bits stream are decoded into frames and the mechanism works on frame-space
(see the prior VAPs in Fig. 1.5). These VAPs are from the perspective of the final
DNNs, i.e., the export of VAPs, whose inference is frame by frame. In contrast, we
seek to take into account the mechanism works in compressed-video-space (see our
decoder in Fig. 1.5); namely, we design VAP from the perspective of bits stream
(the import of VAPs). So our approach can be viewed as complementary to this
body of prior work.
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Figure 1.5.: Comparison between our design and prior VAPs.

The advantages of the design from the perspective of bits stream summarized as
follows.

1) Overcome the unstable network condition. Frame-by-frame processing works
well in AR/MR/VR applications, but this only suits ideal network condition
whose delivery latency (3̃ms) and bandwidth (one-hop WiFi) is very well (see
Table 1.1); VAPs crossing Wide Area Network (WAN), bits stream delivery
tackles the challenge from dynamic bandwidth and network contention.

2) Eliminate unnecessary decoding time costs. VAPs deliver bits stream with TCP
or UDP over WAN. Compressed-video-space mechanism avoids the time waste
on decoding bits stream into unnecessary frames/regions (e.g., the second frame
of two continuous ones containing static content).

3) Make the best of the information in hand. Bits stream removes up to two orders
of magnitude of superfluous information, making interesting signals prominent.
In compressed-video-space, we account for correlation in video frames instead
of prior mechanisms designed on i.i.d. frames. They repeatedly process near-
duplicates to find out “important” content by eliminating redundant information
among frames. Previous VAPs neglect the information from the codec. Obvi-
ously, there is a gap between codec and DNN model, however, our key intuition
is that the codec information in hand ( e.g., encoding types5), while not accurate,
is sufficient to reveal “important” content, thereby speeding up video analytics.

5In CV community, some approaches [49–52], leverage frame types (intra-frame (called I frame)
and inter-frame (Non-I frame)) to label important frames. (Actually, H.26x formats adopt multiple
types, we naively discussed here with 2 types.) I frames keep the most low-level (pixel-level) infor-
mation in bits stream. Conceptually, I frames provide DNN model the most low-level information
for abstract high-level (semantic-level) one.
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Table 1.1.: Comparison between AR/VR/MR and Video Analytics.
Application Latency Constraints Network Condition Streaming Unit

AR/VR/MR
[30, 32, 35,
38–41]

≥ 60fps (render one
frame within 16.66
ms). Because of the
interaction between the
user and their wear-
able device, latency con-
straints in AR/VR/MR
is serious.

Ideal network condi-
tion. Desktop/Game
Consoles placed in the
same space with wear-
able devices. RTT com-
monly costs 3ms [35]

Picture delivery. Due
to the latency con-
straint, AR/VR/MR
can not wait to record
and encode multiple
frames then delivered.
But the ideal network
has ability to support
picture delivery encoded
by JPEG or PNG.

VAP
[31,42–47]

25fps-30fps. Com-
monly, the video ana-
lytics system processes
real-time video.

Dynamic and unsta-
ble network condi-
tion. Video delivery of-
ten cross Wide Area Net-
work (WAN) which cost
20− 50ms RTT and the
bandwidth is not sta-
ble [48].

Video streaming. Due
to the delivery over
WAN, streaming by
frames too large to be
feasible. Moreover, the
latency constraint is not
that serious.

1.5. Dissertation outline

This section outlines the three parts of this dissertation and the organization of
chapters within these parts.

In Part I, we present the General Algorithm Design Schema to overcome the
algorithm-level challenges of Waypoint Planning Problem like the non-convex op-
timization objective. Chap. 2 outlines the problem statement and related works,
Chap. 3 presents the general algorithm design schema. Then, Chap. 4, Chap. 5,
and Chap. 6 details and applies the schema to three scenarios.

In Part II, we present the bandwidth allocation framework for scaling mobile users
to achieve QoE-fairness; it overcomes the system-level challenges associated with
mobility impact and facilitates various ABR (adaptive bitrate) algorithms. Chap. 8
outlines the problem statement, state-of-the-art solutions and related work, Chap.
9 details the observation of mobility impact, and based on this, we design the QoE-
optimized and fair framework.

In Part III, we present a decoder for analytics. Chap. 11 outlines the problem
statement, and Chap. 12 compares and analyzes the limitation of the state-of-the-art
solutions, then do a preliminary study on holistic designing video analytics pipeline,
especially the decoder, with free information from the codec.
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And finally, in Chap. 14, we revisit this dissertation’s overall contributions and
impact of this dissertation and outline the key future research prospects.





Part I.

Addressing Sensing Challenge in
UAV Monitoring System:

Waypoint Planning





Chapter2
Problem Statement

This chapter initially introduces the waypoint planning problem. A comprehensive
study of the state-of-the-art research is then provided with respect to the related
research problems with waypoint planning. The study mainly identifies the issues
in the state-of-the-art approaches and reveals the need for the solutions provided in
the dissertation.
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2.1. Introduction

Sensing (or called visual data collection) is the very beginning of UAV monitoring
system. Capturing high-quality data and streaming to the ground server (in real-
time or retrospective way) is dramatically significant for following analysis (See big
picture in Chap. 1). To capture high-quality data, two natural questions occur:
1. Where to capture high-quality data? 2. How to efficiently capture these data?
These two questions separately respond to two consecutive classic problems: way-
point selection problem and trajectory plan problem. From 2016, more and more
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companies, including DJI [8], Skydio [9], and Parrot [10], provide waypoint flying
mode [11] to free UAV pilots from complicated operations. In this mode, pilots only
need to set appropriate waypoints on map (usually 2D), then UAVs can automati-
cally plan the trajectory, adjust flying height for obstacle avoidance, and cruise via
each waypoint. Thus, in this dissertation, we consider the question: How to set
waypoints capturing high-quality data to improve the following analysis?

Taking hazard response as an example in Fig. 2.1, spatiotemporal assessment
of interests is a prerequisite for planning UAV waypoints. After utilize satellite
establishing interest map 6 (e.g., [53]), the next is UAV Waypoint planning with the
knowledge of interest map7.

Interest map
0

4

2

he
ig

ht

x y

Sensing UAV

Figure 2.1.: Workflow of Waypoint Planning Problem.

There could be multiple variants of WPP (depending on the objectives and con-
straints), however, the general version can be formulated as below.

Waypoint Planning Problem (WPP): Given a set of PoIs P, set a number of
waypoints W to monitor the most PoIs, etc.

max |Pmonitored|
s.t. |W|=K.

Some variant WPP, for instance, the physical sensing model variance (e.g., full-
view coverage, directional coverage) and mathematical sensing model variance (e.g.,
continuously monitoring high emergency-level PoIs within a time interval), are also
falls into above general version with some modification. The next section compre-
hensively surveyed and categorize these variances.

6Interest map is the spatiotemporal distribution of Point of Interests (PoIs, e.g., possible survivor
spots, fire locations, and on-ground sensors) with interest levels (e.g. emergency levels)

7In many other applications, such as joints and welding points in the inspection task of oil
refinery management and electricity grids, these PoIs are fixed and their interest map can be
established by experts.
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Figure 2.2.: Classification of Related Works according to Sensing Models.

This section comprehensively studies the state-of-the-art research. Because there
are few works study waypoint planning problem and the somewhat similarity be-
tween the sensor coverage problem and waypoint planning, we expand our related
works to sensor coverage problem. As shown in Fig. 2.2, we broadly classify the
related literature by sensing model types.

2.2.1. Concept of Sensor Coverage Problem

The Sensor Coverage Problem [54] is a fundamental problem in wireless sensor net-
works, which can be briefly described as the coverage of objects, people, areas, and
other targets by several sensors. In omni-directional sensor (always modeled as a
disk) coverage, researchers have proposed many algorithms for this problem and in-
troduce more objectives to the problem, such as using as few sensors as possible to
ensure coverage, minimizing the energy consumption of the sensors, and so on. In
directional sensor coverage, a sensor only work towards one specific direction (mod-
eled as a sector) at a given moment t. In this case, the directional sensors need to be
adjusted to the application requirements in order to obtain better performance. At
the same time, how to arrange the sensors and adjust their operating directions to
reduce the duplicated coverage area and obtain the maximum coverage is the main
objective.
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2.2.2. Mathematical Sensing Model

The mathematical sensing model is gradually changed from the binary coverage
model [55] to probabilistic coverage model [56–58] (See the left top of Fig. 2.2).
According to different application requirements, various sensors are used in sensor
networks, such as temperature sensors, humidity sensors, infrared sensors, video
sensors. Different sensors are built with different models according to their working
characteristics.

Binary Value Model. The binary mathematical model is a simple model of the
sensor coverage problem. The model defines that each target has only two states:
0 and 1. When the target lies in the coverage of sensors, the target is said to be
covered (state is 1); otherwise, the target is uncovered (state is 0). Specifically, an
area is covered if and only if all points in the area are covered by at least one sensor.

Continuous Value Model. The Continuous value mathematical model differs
from binary model in that it only determines whether the target is within the sensor
coverage area, but establishes a functional relationship between the sensor and the
target. In [59], a probabilistic model is developed based on the signal propagation
characteristics that decreases exponentially with the distance between the sensor
and the target. The probabilistic model in [60] not only considers the propagation
characteristics of the signal, but also more recently the rate of false alarm. In [61],
the concept of correlation graph is introduced.

In this dissertation, PANDA (see Chap. 4) build on binary model since it is
the first exploration on 3D model for UAV waypoint planning, we try to simplify
the model. While, VISIT (see Chap. 5) and WiPlan (see Chap. 6) are built on
Continuous value model.

2.2.3. Physical Sensing Model

2.2.3.1. Target Model

The coverage target are gradually divided into object coverage [62], barrier coverage
[63, 64], and area coverage [65, 66]. In addition, considering different application
scenarios, researchers have proposed and solved a series of problems on the original
directed coverage problem, such as the full-view coverage problem [67] considering
the coverage target orientation, the k-barrier coverage problem [68] considering the
coverage quality, and so on.
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In this dissertation, we focus on the object coverage work. PANDA, VISIT and
WiPlan all concentrate on monitoring object target.

Object with Facing Direction. Some sensor deployment methods consider the
facing direction of objects have been proposed in [1, 63, 69–76]. In [69], Wang et
al. proposed the full-view coverage model by introducing objects’ facing direction
into the coverage model. Then, the full-view coverage model is extended to more
scenarios in [1, 63, 70–76]. In [71] Hu et al. proposed an effective algorithm to solve
full-view coverage problem in the mobile heterogeneous camera sensor networks.
Wang et al. in [70], Ma et al. in [72], Yu et al. in [63], and Liu et al. in [74] focused
on barrier coverage with minimum number of sensors. Yu et al. in [63] further
considered intruders’ faces for most intruders’ trajectories crossing the barrier and
Liu et al. in [74] considered the mobile camera sensors.

Object with Continuous Value Model (Called Quality of Monitoring,
QoM). Some sensor deployment approaches consider the QoM in their sensing re-
gion [58, 62, 77–79]. Onur et al. in [77] first utilized signal propagation model to
quantify the QoM of coverage, then proposed a sensor deployment algorithm achiev-
ing minimum ratio of false alarm and maximum ratio of alarm. Xing et al. in [58]
first proposed a fusion model to fuse sensing value as QoM, then utilized this fusion
model to develop a deployment algorithm which needs fewer sensors than algorithms
without fusion. Yang et al. in [78] considered the energy consumption of sensors
and combined fusion model in [58] to propose energy-efficient sensor deployment al-
gorithm. Wang et al. in [62] defined QoM as coverage time of objects and proposed
heuristics algorithm to deploy and schedule rotatable sensor to maximize the QoM.
Fusco et al. in [79] defined QoM as the coverage time of one object covered by dif-
ferent sensors and proposed a sensor selecting and orientation assigning algorithm
to achieve k-cover coverage.

Continuous Directional Model. A few sensor deployment approaches consider
both QoM and facing direction of objects [68,80–85]. Tao et al. in [80] proposed an
algorithm to solve the problem that considers the priorities of sensing quality and
sensing area. Saeed et al. in [81] considered the size of objects and proposed an
algorithm to minimize the number of cameras and guarantee there is no occlusion
among objects. Wang et al. in [68] quantified coverage QoM as k-barrier and studied
the problem of deploying a minimum number of mobile and stationary directional
sensors to achieve k-barrier coverage. Li et al. in [82] first combined previous k-
coverage QoM and full-view coverage, then proposed a k-full-view coverage algorithm
to address the problem of covering fixed number of objects with a minimum number
of camera sensors for a special case. Cheng et al. in [83] first quantified the coverage
QoM as breadth of barrier-coverage and proposed an algorithm to deploy sensors
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covering a belt-barrier achieving β breadth, then in [84] they introduced the facing
direction of objects in coverage model.

2.2.3.2. Sensing Device Model

Omni-directional Sensing Model. The omni-directional physical model is suit-
able for temperature sensors, humidity sensors, watermark sensors, etc. It is built
in the 2D plane as a "disc" with the sensor as the center and the sensing distance as
the radius [86], and in the 3D space as a ball with the sensor as the center and the
sensing distance as the radius. There are also some work in computer vision or cine-
matography applications [87–90]. [90] presents an end-to-end system to address the
issue of optimizing the locations of two subjects captured in the photos by adjusting
the trajectory of UAV and camera direction. [91] jointly optimizes 3D UAV motion
plans and associated velocities. [87–89] consider omnidirectional camera model and
fisheye camera model, to address computer vision issues.

2D Directional Sensing Model. Directional sensor coverage works can be clas-
sified into object coverage and area coverage, whose goals are maximizing the number
of covered objects [62, 79] and area coverage ratio [68, 92], respectively. However,
most of them do not take the objects’ facing direction into account. Some camera
sensor coverage works consider objects’ facing direction [63, 69–76]. Wang et al.
in [69] proposed a full-view coverage model by introducing objects’ facing direction
into the coverage model. Then, the full-view coverage model is extended to more
scenarios in [1, 63, 70–76]. Hu et al. in [71] proposed an effective algorithm to solve
full-view coverage problem in the mobile heterogeneous camera sensor networks.
Some works [63, 70, 72, 74] focus on using minimum number of sensors to achieve
barrier coverage, while [63] further considers intruders’ faces for most intruders’ tra-
jectories crossing the barrier and [74] applies mobile camera sensors. Some works
on autonomous cinematography consider the facing direction of multiple objects in
one image. Joubert et al. in [90] presented a system to figure out the strategy of
an UAV for capturing well-composed photos of two objects. Nageli et al. in [91]
jointly considered monitoring quality and occlusion to optimize UAVs motion plans
and associated velocities.

3D Directional Sensing Model. There exists a few works focusing on camera
sensor coverage in 3D environment [93–101]. Ma et al. in [93] proposed the first
3D camera coverage model and developed an algorithm for area coverage on 2D
plane with the projecting quadrilateral area of 3D camera coverage model. Based
on this model, Yang et al. in [94] introduced coverage correlation model of neighbor
cameras to decrease the number of cameras. Han et al. in [95] and Yang et al. in [96]
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Figure 2.3.: Problem Space.

took energy and storage of camera sensors into account and proposed high-efficient
resource utility coverage algorithm. Si et al. in [97] considered the intruders’ facing
direction and the size of face in barrier coverage. Hosseini et al. in [98] addressed
the problem of camera selection and configuration problem for object coverage by
binary integer programming solution. Li et al. in [99] and Peng et al. in [100, 101]
established a more practical 3D camera coverage model, and studied three area
coverage problems based on this model. Specifically, [99, 101] focus on maximize
area coverage ratio, while [100] proposed a coverage hole detection and redeployment
algorithm.

2.2.3.3. Camera Model - the specific directional model for UAV

Unadjustable Camera Model. Most of the existing work [1, 62, 63, 68, 70–72,
74, 102–104] study the sensor coverage problem with unadjustable camera model.
[62,63,71,72,74,102–104] focus on object coverage, while [1, 68,70] focus on barrier
or area coverage. In particular, [1, 63, 71, 72, 74, 103] further consider impact of
objects’ facing directions to quality of monitoring.

Adjustable Camera Model. Some work [15,105–114] study deployment prob-
lem with adjustable camera model. Some of them consider the direction only ad-
justable camera model, e.g., [105,106], which assume that sensors have been deployed
in advance and design various scheduling mechanisms on cameras’ directions. Some
of them consider both focal length and direction adjustable camera [15, 107–114].
Specifically, [15] assumes the cameras are pre-deployed and focuses on adjusting the
direction and focal length to maximize the number of covered objects. [108] utilizes
the adjustable camera model to maximize the covered portion of a given area. [107]
and [109] both build monitoring model based on the pixel requirement of computer
vision application, e.g., face detection, and design the photo selection and cover-
age algorithm based on their model, respectively. [114] and [110] both study the
deployment in 3D space. [114] focuses on the large-scale scenario and design an ef-
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ficient distributed algorithm, while [110] focuses on covering heterogeneous objects
under budget constraint. Due to the space constraint, we briefly review the related
work of camera models, but you can get more details in these two comprehensive
surveys [115] and [116].

After a comprehensive survey, there is no existing work consider multi-camera
model, thus we compare the related work on Multi-antenna model in wireless com-
munication.

Multi-antenna Wireless Communication. We also review the multi-antenna
model in the wireless communication domain [117–122]. Some work focus on im-
proving performance in Multi-input Multi-output (MIMO) system and simultaneous
wireless information and power transfer (SWIPT) system [117–120]. [118] and [120]
survey the beamforming technique, aiming to improve the power transfer efficiency
and communication robust, in the MIMO system and the SWIPT system. [117]
bounds the performance gain of distributed antennas in one cell and proposes a de-
ployment scheme to maximize the average users’ communication rates. Some work
study the connectivity between communication nodes by scheduling the antennas’
directions and power [121, 122]. However, the antenna model is often modeled as a
beam, which is quite different from camera models, and their deployment schemes
focus on searching optimal one in discrete solution space, which also differ signifi-
cantly from ours.

2.2.4. UAV related Monitoring Works

There are also some recent works considering the issues on autonomous cinematogra-
phy with UAVs. Joubert et al. in [90] presented an end-to-end system for capturing
well-composed photos of two subjects with UAV. They focused on addressing the
issue of optimizing the locations of two subjects captured in the photos by adjusting
the trajectory of UAV and camera direction. Nageli et al. in [91] jointly optimized
3D UAV motion plans and associated velocities. However, all these works on cine-
matography aim to solve the problems of taking good photos under physical limits in
different scenes, which are quite different from our UAVs waypoint planning problem.

Some research efforts are dedicated to jointly deploying trucks and drones for de-
livery applications, and jointly deploying drones and drone base stations. [123–129]
utilized trucks and drones for delivery problems and solve the problem with heuristic
algorithms. Besides, Ghazzai et al. in [130] employed the particle swarm optimiza-
tion algorithm to maximize the coverage area of drones. Kimura et al. in [131]
deploy drones in a 3D space, where a drone acts as a base station to enhance the
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communication quality. Liu et al. in [132] studied the problem to maximize the col-
lected data size and minimize the total energy consumption of drones. In general,
few of the existing works take consideration of both the camera model and monitor-
ing utility model for monitoring tasks. [133] considers the networking technologies
when routing trucks and drones. Trotta et al. in [134] took the public transporta-
tion as base stations and maximized the system lifetime of a drone network with
a heuristic algorithm. Ghazzai et al. in [130] employed the particle swarm opti-
mization algorithm to determine the placement of drone docking stations. Liu et al.
in [132] studied the problem to optimize the collected data size, geographic fairness,
and the energy consumption simultaneously with given drone charging stations.

2.3. Summary

This dissertation focusing on the following three limitation proposes a general algo-
rithm design schema (see Chap. 3) tackling the waypoint planning problem.

• Continuous Directional Object Monitoring in 3D Space. Current exist-
ing works lacks the study to 3D space monitoring task because of previous sens-
ing without the support from UAV. To this end, we solve waypoints Planning of
unmanned Aerial vehicles achieviNg 3D Directional coverAge (PANDA) prob-
lem in Chap. 4.

• Anisotropic Directional Object Monitoring. The popular application of
computer vision in our life is based on high-quality visual data collection, such
as face recognition [135] and license recognition [136]. Current existing works
lacks exploration of the correlation between recognition accuracy and visual
data quality. To address this, this dissertation tackles the waypoint planning of
Unmanned Aerial VehIcles for aniSotropic monItoring Tasks (VISIT) in Chap.
5.

• Monitoring with pioneering Multi-camera UAV model. From 2016,
more and more companies, including DJI, Skydio, and Parrot, release multi-
camera UAVs, e.g., DJI M-series [8], Skydio R1 [9], and Waldo XCAM [10],
for improving the work efficiency. This dissertation explores the fundamental
challenges of this novel multi-camera model; it address the Waypoints Planning
for Adjustable Multi-camera UAVs (WiPlan) problem in Chap. ??.





Chapter3
Algorithm Design Schema

In this chapter, we propose our algorithm design schema for addressing waypoint
planning problem. We utilize PANDA (See Chap. 4 for details) as an example to
first introduce introduce the schema itself, second explain its feasibility.
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3.1. Brief Background of PANDA

The Waypoints Planning of unmanned Aerial vehicles achieviNg 3D Directional
coverAge (PANDA) is, given a set of objects with determined positions and orien-
tations in a 3D space, plan the UAV’s waypoints (i.e., positions and orientations)
to maximize the overall directional coverage utility. Utility model of a waypoint
covering an object is built as: a straight rectangle pyramid (i.e., the UAV coverage
model) covers the vertex of a cone meanwhile the vertex of this pyramid lie in the
cone (cone is the model of object). Take 1 waypoint and 3 objects as an example in
Fig. 3.1, UAV ci lies in the cone o1, o2, and o3, meanwhile it covers o1 and o2 but
not o3 (o1, o2 lie in pyramid but o3 does not); therefore, in such case, the utility is 2.
PANDA is: given a set of deterministic cone (position, direction, and size), utilize a
fixed number of fixed-size pyramid to cover the most of them.
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Figure 3.1.: An example of 1 waypoint and 3 objects.

3.2. Introduction

In this section, we use PANDA to illustrate our algorithm design schema. Our
schema includes three steps.

Step 1: Discretization. Any object only can be efficiently covered by a waypoint in its
efficient coverage space (i.e., a cone). The whole coordinate solution space of
waypoint is thus the union of all cones. We thus present a space discretization
approach to partition the whole coordinate solution space into multiple cells,
which can be considered separately. Especially, for each cell, the set of all pos-
sibly covered objects by adjusting the orientation of an UAV at any coordinate
in the cell is exactly the same.

Step 2: Dominating Set Extraction. The same mathematic tools as Dominating
Set we used in PANDA is Dominating Coverage Set (DCS), which covers the
maximal set of objects and has no proper superset of covered objects by other
arrangement (arrangement is the candidate waypoint). Then, the goal turns
to find all candidate DCSs and their associated representative arrangements.
Specifically, the coordinates of associated arrangements of DCSs must lie on the
boundaries of cells, which serves as a constraint to help determine the repre-
sentative arrangements. Therefore, adjust the coordinates and orientations of
arrangements to create touching conditions and thus new constraints 8 Conse-
quently, our problem is transformed into choosing fixed arrangements among
the obtained candidate DCS arrangements to maximize the number of covered
objects.

8In Sec 4.2.2, we intuitively give the formulation in seven-object case, as well as prove the Theo.
4.2.2 that it is sufficient to enumerate the 7 different cases, where 1 to 7 objects touch on the sides
of pyramid, to extract all possible DCSs.
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Step 3: Approximate Algorithm. Prove the submodularity and the properties of
constraint of transformed problem (in PANDA it is uniform matroid constraint)
and propose a greedy algorithm to solve it with performance guarantee.

3.3. Key Intuitions - Explanation of why our schema
works

In this section, we still use PANDA (see Chap. 4) as an example to explain the
feasibility of our schema. We only explain Step 2 because the Discretization step is
easy to understand and the Approximate Algorithm is case by case.

3.3.1. Key intuitions in Dominating Set Extraction

1) Focus on possible covered sets of objects of UAVs rather than candi-
date positions and orientations of UAVs. As we can set waypoints/UAVs
on any position and the orientation of their cameras arbitrarily, the number
of candidate arrangements of UAVs is infinite, namely, the solution space of
PANDA is infinite. However, many arrangements are essentially equivalent if
they cover the same set of objects. Apparently, we only need to consider one
representative arrangement among its associated class of all equivalent arrange-
ments, and the number of all such representative arrangements is finite because
the number of all possible covered sets of objects is finite.

2) Focus on those arrangements that cover larger sets of objects. If a
representative arrangement covers the set of objects {o1,o2,o3,o4}, undoubtedly
considering arrangements that cover its subsets, such as {o1,o2} or {o2,o3,o4},
is unnecessary. Our goal is to find the representative arrangements who possibly
cover maximal covered sets.

3) Find or “create” constraints to help determine representative arrange-
ments. However, even if we know the associated covered set of objects for a
class of equivalent arrangements how can we efficiently determine at least one
representative arrangement? Our solution is to imagine that given a feasible
arrangement, we can adjust its position and orientation such that one or more
objects touch some sides of the pyramid of the arrangement while keeping no
objects out of coverage. If the arrangement adjust to satisfy one of following two
situations, the representative arrangement has been found. 1. No matter how to
adjust the arrangement, the covered objects won’t change. 2. There will be at
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least one object will get out of its coverage if the arrangement adjust any more,
which means the arrangement has been fixed. Obviously, the obtained arrange-
ment after the adjustment is also feasible and can be selected as a representative
arrangement. Then, we in turn use the touching conditions as constraints and
formulate them as equations to help determine the representative arrangements.
Apart from such kind of constraints, we also find an additional constraint re-
garding positions of representative arrangements for their determination. During
the enumeration, we find if there are 7 objects touches on the sides of pyramid
and each side has on more than 3 objects, the pyramid can’t adjust any more,
otherwise some objects will be uncovered 9. These representative arrangements
can be found by adjusting from any equivalent arrangement in their associate
class.

9For details, as the equations 4.14 listed in seven-objet case in Sec. 4.2.2, uniquely determine
an arrangement, mathematically we need at least 9 equations (e.g., Equ. (4.13 and Equ. 4.14)).



Chapter4
Directional Coverage in 3D Space

This chapter considers the fundamental problem of Waypoints Planning of un-
manned Aerial vehicles achieviNg 3D Directional coverAge (PANDA), that is, given
a set of objects with determined positions and orientations in a 3D space, plan way-
points such that the overall directional coverage utility for all objects is maximized.
This is the first work consider the 3D directional coverage model.
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4.1. 3D Directional Coverage Statement

Suppose we have M objects O = {o1,o2, ...,oM} to be monitored in a 3D free space,
each object oj has a known orientation, which is denoted by a vector −→d oj . We also
have N waypoints C = {c1, c2, ..., cN} can be set where to hover in the 3D free space.
Because of hardware limitation, camera equipped on the UAV can only rotate in the
vertical plane. However, this limitation has no influence to the coverage orientation,
because UAV can hover in the air and rotate itself to face any horizontal orientation.
By a little abuse of notation, ci and oj also denote the coordinate of waypoint/UAV
and object. Table 5.1 lists the notations we use in PANDA.

Table 4.1.: Notations used in Chap. 4.
Symbol Meaning

ci UAV i, or its 3D coordinate
oj Object j to be monitored, or its 3D coordinate
N Number of waypoints to be planned
M Number of objects to be monitored
−→
d ci Orientation of camera of UAV i
γ Pitching angle of camera

γmin Minimum pitching angle
γmax Maximum pitching angle

α Horizontal offset angles of the FoV around −→d ci
β Vertical offset angles of the FoV around −→d ci−→

d oj Orientation of object oj
θ Efficient angle around −→d oj for directional coverage

∆ Farthest sight distance of camera with guaranteed
monitoring quality

4.1.1. Camera Model

More complicated than previous sector model of 2D directional sensor, camera model
in 3D environment needs to be modeled as a straight rectangular pyramid as shown
in Fig. 4.1. Due to cameras only can rotate in vertical plane, edge AD and BC are
always parallel to the ground.

We use a 5-tuple (ci,
−→
d ci, γ, α, β) to denote the camera model. ci is coordinate

(x0, y0, z0) of an UAV in 3D space, −→d ci is the orientation of the camera at the
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time, γ (γmin 6 γ 6 γmax) is the pitching angle of this orientation, α and β are the
camera’s horizontal and vertical offset angles of FoV (Field of View) around −→d ci.
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Figure 4.1.: Camera model.

As illustrated in Fig. 4.1, point ci de-
notes the coordinate of UAV ci, its value is
(x0,y0,z0). Vector −→d ci denotes the orien-
tation of ci’s camera which is perpendic-
ular to undersurface ABCD and its unit
vector equals to (x1,y1,z1). Point O is
the centre of rectangle ABCD and the dis-
tance |ciO| = ∆, where ∆ is the farthest
distance from camera which can guarantee
the quality of monitoring of every object on
ABCD. Thus, the coordinate of point O is
(x0 +∆x1,y0 +∆y1,z0 +∆z1). Clearly, we can mathematically express plane ABCD
as

−→
d ci ·

 x− (x0 +Dx1)
y− (y0 +Dy1)
z− (z0 +Dz1)

= 0. (4.1)

Connecting point ci to midpoint P of AD and Q of CD respectively, we can get
plane ciOP and ciOQ. As cameras only can rotate in vertical field, plane ciOP is
parallel to z-axis. Thus, plane ciOP can be expressed as

−y1x+x1y+x0y1−y0x1 = 0. (4.2)

As shown in Fig. 4.1, OQ ⊥ OP,OQ ⊥ Oci , thus OQ ⊥ ciOP . By Equa. (4.2)
and ∠OciQ equals to the horizontal offset angle α, so |OQ| = D · tanα. Thus, we
can obtain

−−→
OQ= ∆ · tanα · (−y1,x1,0). (4.3)

Similar, OP ⊥ ciOQ, ∠OciP equals to the vertical offset angle β, then we have
|OP |= ∆ · tanβ. Combine the equation of plane ciOP , vector

−−→
OP can be obtained

as
−−→
OP = (x1z1,y1z1,−y2

1−x2
1) ·∆ · tanβ. (4.4)

To a given object oj , if oj is covered by ci, it must be in some rectangle which is
parallel to ABCD, i.e., rectangle Ω between ci and ABCD in Fig. 4.1. According
to this idea, we can illustrate the camera model as follows. Point O′ is the centre of
the rectangle and its coordinate is easy to figure out by oj and normal vector −→d ci.
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Utilize normal vectors −−→OQ in Equa. (4.3) and −−→OP in Equa. (4.4), if oj satisfies the
following constraint, point oj is covered by camera ci.

Fc(ci,oj ,
−→
d ci,
−→
d oj) =


1, P rj−−→

OP

−−→
O′oj ≤ |O′P ′|,

P rj−−→
OQ

−−→
O′oj ≤ |O′Q′|,

P rj−→
d ci

−−→cioj ≤∆.
0, otherwise.

s.t. |ciO′|= Prj−→
d ci

−−→cioj , |O′P ′|= |ciO′| · tanβ,

|O′Q′|= |ciO′| · tanα.

(4.5)

4.1.2. 3D Directional Coverage Model

ojd

ic

cid
 jo
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Figure 4.2.: Directional coverage
model.

First, we define 3D directional coverage as
follows.
Definition 4.1.1. (3D directional

coverage) For an given object oj and its
facing direction

−→
d (x,y,z), there is an UAV

ci with camera orientation
−→
d ci, such that

oj is covered by ci and α(−→d ,−−→ojci)≤ θ (θ is
called the efficient angle), then object oj is
3D directional covered by ci.

According to Def. 4.1.1, object model can be established as a spherical base cone
as shown in Fig. 4.2. Let Object oj be the vertex, rotate a sector of θ central angle
and ∆ radius around vector −→d for one revolution, then we obtain the object model
as follows.

{
|−−→cioj | ≤∆,
α(−−→ojci,

−→
d oj)≤ θ.

(4.6)

Based on Equa. (4.6), UAV ci can efficiently cover object oj only when it locates in
the cone of object oj where can guarantee |−−→cioj | ≤∆ and α(−−→ojci,

−→
d oj)≤ θ. Thereby,
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combine Equa. (4.5) and (4.6), we can obtain the directional coverage function as

Fv(ci,oj ,
−→
d ci,
−→
d oj) =



1, P rj−−→
OP

−−→
O′oj ≤ |O′P ′|,

P rj−−→
OQ

−−→
O′oj ≤ |O′Q′|,

P rj−→
d ci

−−→cioj ≤ |−−→cioj | ≤∆.
α(−−→ojci,

−→
d oj)≤ θ.

0, otherwise

s.t. |ciO′|= Prj−→
d ci

−−→cioj , |O′P ′|= |ciO′|× tanβ,

|O′Q′|= |ciO′| · tanα.

(4.7)

Then, the directional coverage utility can be defined as

Uv(ci,
−→
d ci,oj ,

−→
d oj) =

{
1,

∑N
i=1Fv(ci,oj ,

−→
d ci,
−→
d oj)≥ 1,

0, otherwise.
(4.8)

Similar to Camera Model, We also use Fig. 3.1 as an example to illustrate our
3D Directional Coverage Model and Directional Coverage Utility. In Fig. 3.1, UAV
ci lies in the spherical base cone of o1, o2, and o3, thus the coordinate of ci satis-
fies the Equa. (4.6) of all three objects. Combine the Camera Model, ci, o1, and
ci, o2 both establish a 3D Directional Coverage subject to Equa. (4.7). Conse-
quently, the directional coverage utility of ci, o1, Uv(ci,

−→
d ci,o1,

−→
d o1) = 1, and the

directional coverage utility of ci, o2, Uv(ci,
−→
d ci,o2,

−→
d o2) = 1, but to ci, o3, the utility

Uv(ci,
−→
d ci,o3,

−→
d o3) = 0.

4.1.3. Problem Formulation

In our problem, assume that we have obtained the orientation and coordinates of
objects from the location and tracking technology of Internet of Things [137–140] or
satellite images. We obtain oj and

−→
d oj in equations (4.5) and (4.7). Note that the

parameters of cameras on UAVs are obtained in advance, thus the constants ∆, α,
and β are also obtained. Our goal is to determine the coordinates ci and orientations−→
d ci of UAVs.

Let the tuple 〈ci,
−→
d ci〉, called arrangement, denotes the coordinate of UAV ci

and orientation of its camera −→dci. Our task is to determine the arrangements
for all N waypoints to optimize overall directional coverage utility for all M ob-
jects. Formally, the 3D Waypoints Planning of Unmanned Aerial Vehicle achieviNg
Directional coverAge (PANDA) problem is defined as follows.
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PANDA Problem (P1):

(P1) max

M∑
j=1
Uv(

N∑
i=1

Fv(ci,oj ,
−→
d ci,
−→
d oj)),

s.t. γmin ≤ γ ≤ γmax.

More generally, the goal of PANDA is setting N waypoints to directionally cover
the maximum number of objects. If an object is covered by an UAV, the utility
will increase by one, while overlapping coverage of the same object won’t bring any
contribution.

In the following theorem, we prove the PANDA problem is NP-hard.
Theorem 4.1.1. The PANDA problem is NP-hard.

Proof. To show the difficulty of the PANDA problem, we consider a simple case in
which α= β = θ = π and ∆ = 1, i.e., the camera model is omnidirectional and each
object can be covered from any orientation. Namely, as long as an object is located
in the coverage of any camera, which is a unit ball, it can be covered by this camera.
Our PANDA problem is transformed into using a fixed number of balls with radius
of 1 to cover as many as objects in a 3D space. Note that the coverage problem on
a 2D plane is a special case of constrained 3D space. This special case is exactly the
well-known Unit Disk Coverage problem, which is NP-hard [14].

If we can design polynomial algorithm to address the original problem PANDA,
obviously, we can address the NP-hard Unit Disk Coverage problem with this same
algorithm. However, one NP-hard problem can’t be addressed in polynomial time
unless P = NP . Therefore, the PANDA is NP-hard problem, which doesn’t have
polynomial algorithm.
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4.2. Solution

In this section, we present an algorithm with approximation ratio 1−1/e to address
PANDA.

4.2.1. 3D Space Discretization

As mentioned in 3D Directional Coverage Model, efficient coverage space of each
object is modeled as a spherical base cone. These spherical base cones intersect
among each other and form many 3D partitions called cells.

Due to geometric symmetry, only the waypoints locating in cells have chance to
cover objects, and their potentially covered objects vary from one cell to another.
For example, in Fig. 3.1, UAV ci locates in the common cell of o1 and o2 and it can
cover o1 and o2 simultaneously.

Theorem 4.2.1. The number of partitioned cells is subject to Z =O(M2).

(a) Side view  (b) Top view 

Figure 4.3.: Intersection of two cones.

Then we focus on the upper bound of the
number of cells.

Proof. We first decrease the dimensions to
2D plane and analyze the upper bound
of the number of partitioned cells on 2D
plane by M uniform sectors intersecting
with each other. Then, we prove that this
upper bound is also the upper bound of the
original 3D scenario by reduction.

Claim 4.2.1. The number of partitioned cells on 2D plane by n uniform sectors
intersecting with each other is at most 5n2−5n+ 2.

Proof. First, we analyze the relationship between the number of cells and that of
intersection points. Obviously, if there are three or more edges or arcs intersecting at
same point, the number of cells must not be maximized. Thus, consider the condition
that there are only two edges or arcs intersecting at one point, then one intersection
point divides each edge into two parts, i.e., the total number of added edges is 2
times that of intersection point. Let e denote the initial total number of edges, v
denote the initial total number of vertices, f denote the initial total number of cells,
(i.e., faces in Graph Theory), and x denote the added intersection point. Due to
the Euler characteristic [141], we have f = e−v+ 2 = (e+ 2x)− (v+x) + 2 = x+ 2.

Furthermore, we observe that when the radian of sector is in (π/2,π), there are
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the most intersection points for two sectors intersects with each other, i.e., 10 in-
tersection points. Thus, any pair among n sectors intersect at 10 different points,
and there are at most 10 ·

(n
2
)

= 5n2−5n intersection points. By f = x+2, the total
number of cell is at most 5n2−5n+ 2.

In original 3D scenario, the side view and the top view of two cones intersecting
with each other are depicted in Fig. 4.3. As shown in Fig. 4.3(a), from the side
view, two cones intersect with each other by 10 intersection points. However, from
the top view as shown in Fig. 4.3(b), the cells with grey color are also connected
with each other in another dimension. This connection condition also happen in
other symmetric cells. Therefore, the number of cells is less than the number of cells
5n2−5n+ 2, i.e., the number of cells Z =O(M2).

4.2.2. Dominating Coverage Set (DCS) Extraction

After the space partition, we only need to consider the relationship between objects
and UAVs in each cell, which depends on the coordinates and orientations of UAVs.
In this subsection, we show that instead of enumerating all possible covered sets of
objects, we only need to consider a limited number of representative covered sets
of objects, which are defined as Dominating Coverage Sets (DCSs), and figure out
their corresponding arrangements. Our ultimate goal is to reduce the problem to
a combinatorial optimization problem which is selecting N arrangements from a
limited number of arrangements obtained by DCS extraction.

Preliminaries. To begin with, we give the following definitions to assist analysis.
Definition 4.2.1. (Dominance) Given two arrangements 〈c1,

−→
d c1〉, 〈c2,

−→
d c2〉

and their covered sets of objects O1 and O2. If O1 = O2, 〈c1,
−→
d c1〉 is equivalent to

〈c2,
−→
d c2〉, or 〈c1,

−→
d c1〉 ≡ 〈c2,

−→
d c2〉; If O1 ⊃ O2, 〈c1,

−→
d c1〉 dominates 〈c2,

−→
d c2〉, or

〈c1,
−→
d c1〉 � 〈c2,

−→
d c2〉; And if O1 ⊇O2, 〈c1,

−→
d c1〉 � 〈c2,

−→
d c2〉.

Definition 4.2.2. (Dominating Coverage Set) Given a set of objects Oi cov-
ered by an arrangement 〈ci,

−→
d ci〉, if there does not exist an arrangement 〈cj ,

−→
d cj〉

such that 〈cj ,
−→
d cj〉 � 〈ci,

−→
d ci〉, then Oi is a Dominating Coverage Set (DCS).

For a given cell, it is possible only a few objects in the ground set of objects can be
covered by an UAV locating in this cell. We formally give the following definition.
Definition 4.2.3. (Candidate Covered Set of Objects) The candidate cov-

ered set of objects Ôi for cell Sk are those objects possible to be covered by UAV ci
with some orientation

−→
dci in Sk.

Obviously, any DCS of a cell is a subset of its candidate covered set of objects Ôi.
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Figure 4.4.: Four kinds of transformations: (a) Translation, (b) Rotation Around
Camera, (c) Rotation Around object(s), (d) Projection.

As selecting DCSs is always better than selecting its subsets, we focus on figuring
out all DCSs as well as their arrangements. In what follows, we first study two
special cases where a coverage cell is reduced to a vertice (vertice case) and a line
(line case) to pave the way for analyzing the general case.

DCS Extraction for the Vertice Case. First, we define four kinds of transfor-
mations as follows. Fig. 4.4 depicts four instances of these four transformations.

Definition 4.2.4. (Translation) Given an arrangement 〈c1,
−→
d c1〉, keep the ori-

entation unchanged and move the UAV from coordinate c1 to coordinate c2.
Definition 4.2.5. (Rotation Around Camera (RAC)) Given an arrange-

ment 〈c1,
−→
d c1〉, keep the coordinate unchanged and rotate the orientation from

−→
d c1

to
−→
d c2.
Definition 4.2.6. (Rotation Around Objects (RAO)) Given an arrangement

〈c1,
−→
d c1〉, keep the object(s) on the touching side of pyramid, i.e., left side in Fig.

4.4(c), and move the UAV from 〈c1,
−→
d c1〉 to 〈c2,

−→
d c2〉.

Definition 4.2.7. (Projection) Given an arrangement 〈c1,
−→
d c1〉, keep the ori-

entation unchanged and move the UAV along the reverse direction of orientation
−→
d c1

until reaching some point c2 on the boundary of cell, i.e., 〈c2,
−→
d c1〉= f⊥(〈c1,

−→
d c1〉).

Obviously, Projection is a special case of Translation. Fig. 4.4(c) illustrates the
RAO subject to objects o3 and o4.

left

down

up

rightid


view

iS

ic

Figure 4.5.: View orientation.

Then, we present the DCS extraction al-
gorithm for point case as shown in Alg. 1.
Basically, the algorithm is a greedy algo-
rithm which lets the UAV locate at the ver-
tice and rotate around oj ∈ Ôi for a circle.
Object oj will slide on left, up, right, down
sides orderly as illustrated in Fig. 4.5. Dur-
ing this process, Alg. 1 tracks the cur-
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rent set of covered objects, and records all
DCSs. The input of DCS extraction for point case is the vertice Si and its candidate
covered set of objects Ôi. The output is the set of all DCSs.

Algorithm 1: DCSs Extraction for the Vertive Case
Input: The vertice Si, the candidate covered set of objects Ôi
Output: All DCSs

1 Computer pitching angle of each object with
−→
d Sioj .

2 for every oj in Ôi do
3 Initialize the rotated horizonal angle as the horizonal component of

−→
d Sioj −α and the

vertical angle as γj .
4 Keep object oj sliding on the sides of the straight rectangle pyramid orderly, execute

RAC transformation, where pitching angle changes between γj +β and γj −β and
horizonal angle changes between

−→
d Sioj −α and

−→
d Sioj +α, until there is at least one

object will be uncovered. During the sliding process, if oj returns to the initialization
value, add the current covered set of objects to the collection of DCSs and break.

5 Add the current covered set of objects to the collection of DCSs.
6 Keep oj continue sliding on the four sides of the straight rectangle pyramid orderly

until a new object is covered. During the sliding process, if oj returns to the
initialization value, break. If not, goto step 4.

7 end

We use a toy example to illustrate the key idea of the DCS extraction for the
vertice case. Fig. 4.6 illustrates the loop for object o3, and the initial arrangement
is 〈Si,

−→
d left3 〉 as shown in Fig. 4.6(a). First, keep o3 sliding on the left side of the

straight rectangle pyramid and execute RAC transformation until o3 touching up
side, whose orientation is −→d up3 , as illustrated in Fig. 4.6(a). Second, keep o3 sliding
on the up side and execute RAC as shown in Fig. 4.6(b). During this sliding process,
o5 will get out of the pyramid. When o5 touching the right side, add current DCS
{o3,o4,o5} to the set of DCSs, then continue to slide until o3 touching right side,
whose orientation is −→d right3 . Third, keep o3 sliding on the right side and execute
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Figure 4.6.: DCSs extraction for vertice case (object o3 loop).
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RAC as shown in Fig. 4.6(c). Then, add DCSs {o1,o4,o5}, {o1,o2,o5} to the set of
DCSs orderly when o4 and o1 touch the down side in order. Forth, keep o3 sliding on
the down side and execute RAC as shown in Fig. 4.6(d). When o2 touches the left
side, add DCS {o2,o3}. At last, slide o3 such that it assumes its initial arrangement
as shown in Fig. 4.6(e), and add {o3}. Note that for better readability, we just
present the final situation of sliding on each side in Fig. 4.6.

DCS Extraction for Line Case. Line case is a specific instance of cell case. All
the approaches to extract DCSs for any subcase are the same as following cell case.
Thus, we omit this part.

DCS Extraction for the Cell Case. Now, we consider extracting DCSs for cell
case.

Figure 4.7.: Illustration for Lem.
4.2.1.

According to the definition of projection , we
have the following lemma.

Lemma 4.2.1. If 〈c2,
−→
d c1〉 =

f⊥(〈c1,
−→
d c1〉), then 〈c2,

−→
d c1〉 � 〈c1,

−→
d c1〉.

Proof. First, we prove that no object will fall
out of the straight rectangle pyramid through
undersurface by the distance from objects to
UAV. As mentioned in Sec. 4.2.1, every cell
is formed by several spherical base cones with
height of ∆. Thus, any point in given cell
won’t be farther than ∆ from any object in
Ôi of this cell. As a result, no object will fall
out of the pyramid through its undersurface
during the process of projection. Second, we
prove that no object will fall out of the pyramid through its four sides by the angle
between objects and UAV. Fig. 4.7(a) illustrates the view from right of Fig. 4.4(d).
In Fig. 4.7(b), it is obvious that ∠o2c2Q<∠o2c1Q since ∠o2c2Q=∠o2c1Q−∠c1o2c2.
So, the condition ∠o2c1Q<β ensures ∠o2c2Q<β, i.e., projection won’t make objects
fall out of pyramid through up or down side. Fig. 4.7(b) illustrates the view from
up of Fig. 4.4(d). Similarly, as shown in Fig. 4.7(b), no objects will fall out of
the pyramid through right or left side because ∠o2c2P < ∠o2c1P < α. In summary,
projection won’t drop any initially covered object out of coverage, but, in contrast,
it leads new objects to be covered.

As Fig. 4.4(d) shows, after projection transformation, arrangement 〈c2,
−→
d c1〉 cov-

ers o1 and o2 which are not covered by 〈c1,
−→
d c1〉 before. By Lem. 4.2.1 we can get

the following corollary.
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Corollary 4.2.1. Considering the case wherein UAVs lying on the boundaries of
a cell is equivalent to considering the whole cell in terms of DCS extraction.

By Coro. 4.2.1, we only need to consider the arrangements wherein cameras ly-
ing on the boundaries of cell. We can perform the following transformation that
begins with an arbitrary arrangement 〈c,−→d c〉 where c lies on the boundary. First,
we execute RAC until there is at least one object touches some side of the straight
rectangle pyramid (note that an object will never fall out of the pyramid through
its undersurface as we discussed before). Next, keeping c lying on the boundary
and former touched objects lying on their former touching sides, execute RAO and
translation such that there is at least another object touches some side of pyramid.
Execute above transformation of RAO and translation under given constraints re-
peatedly, such that as many as possible objects touch sides of pyramid until there
is no objects will touch any side, we call it final condition. Finally, the position
and orientation of straight rectangle pyramid, namely arrangement, can be either
uniquely determined or not. For the former case, we can directly extract DCS of
the unique arrangement. For the latter, we can select an arbitrary arrangement of
final condition and extract DCS.

Because that during above transformation there is no object falling out of the pyra-
mid, the set of covered objects of final condition dominates all sets under conditions
of the process of transformation. Thus we only need to analyze the final condition
which generate representative arrangement. In particular, we can enumerate all
possible cases of final conditions for which there are 1 to 7 objects touching sides of
the pyramid. Besides, one may be concerned about the possible performance loss
as we select an arbitrary arrangement if a unique arrangement cannot be uniquely
determined. We argue that there is NO performance loss and will prove it in Theo.
4.3.1.

In the following analysis, we use (a, b, c) to denote the case of final condition
where a sides have three objects touching each of them, b sides have two objects
touching each of them, and c sides have one object touching each of them. For
example, in three-object cases, the solution of three coplanar objects lies on any one
side of four sides are the same, so we just analyze they lying on the up side as show
in Fig. 4.8 (1, 0, 0). Fig. 4.8 to 4.12 depict the typical cases of final conditions,
whose view is from the inverse direction of −→d ci as shown in Fig. 4.5. The crossing
dotted lines denote four edges of straight rectangle pyramid and their intersection
point denotes the vertex of it.

• To one-object and two-object case, we only need to choose one point ci on the
boundary of cell Si arbitrarily and execute the algorithm for point case.
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• In three-object case, there exists three typical subcases.

(1, 0, 0) (0, 1, 1) (0, 0, 3)

1o
1o
3o

2o
1o

2o
2o

3o

3o

Figure 4.8.: Typical three-object cases.

(1) (1, 0, 0). As (1, 0, 0) in Fig. 4.8, o1, o2, and o3 lie on the up side. Clearly,
with the coordinates of three objects and expression of camera model, we have

−→n up ·−−→o1o2 = 0,−→n up ·−−→o2o3 = 0,
−→
d ci ·−→n up = sinβ,−→d ci ·−→n l = 0,
|−→n up|= 1, |−→d ci|= 1, |−→n l|= 1,−→n l//xOy.

(4.9)

where −→n up is the normal vector of up side, −→n l is the direction vector of the inter-
secting line of up side and the horizonal plane, and −→d ci ·−→n l = 0 describes camera
can only rotate in the vertical plane we have discuss in Sec. 4.1. Hence, we can
obtain the orientation −→d ci with Equa. (4.9) and the candidate coordinates ci can
be expressed as follows:{

|−−→cio1| ≤∆, |−−→cio2| ≤∆, |−−→cio3| ≤∆,
α(−−→o1ci,

−→
d oj)≤ θ,α(−−→o2ci,

−→
d oj)≤ θ,α(−−→o3ci,

−→
d oj)≤ θ.

(4.10)

Then we only need to pick an arbitrary critical value of ci that satisfies Inequality
(4.10) to determine the arrangement.

(2) (0, 1, 1). First, as (0, 1, 1) shown in Fig. 4.8, we can give the following
equation: 

−→n lf ·−−→o1o2 = 0,−→n lf ·−→n up = tanαtanβ√
sec2α

√
sec2 β

,

−→n lf ·−→n l = cosα,−→n up ·−→n l = 0,
|−→n up|= 1, |−→n lf |= 1, |−→n l|= 1,−→n l//xOy.

(4.11)

where −→n lf is the normal vector of left side. With Equa. (4.11), we can obtain
an single-variable expression of the intersection line of left and up side. Then,
combining Inequality (4.10) and the constraint of γ, we can determine the range of
this parameter.

Finally, selecting a legal parameter to determine intersection line, we can deter-
mine ci easily with Inequality (4.10). Therefore, the arrangement 〈ci,

−→
d ci〉 can be
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determined. Subcases (0, 1, 2) and (0, 1, 3) can be solved by the same way. Here,
we omit their analysis to save space.

(3) (0, 0, 3). As (0, 0, 3) in Fig. 4.8, select a point ci on the boundary of
cell arbitrarily and connect cio1, cio2, and cio3, respectively. Then, this subcase
is transformed into (0, 3, 0) with two objects on each side. We can obtain the
equation 

−→n up ·−−→cio1 = 0,−→n rg ·−−→cio2 = 0,−→n bt ·−−→cio3 = 0,
−→n up ·−→n rg = tanαtanβ√

sec2α
√

sec2 β
,−→n up ·−→n bt = cos2β,

|−→n up|= 1, |−→n rg|= 1, |−→n bt|= 1.
(4.12)

where −→n rg is the normal vector of right side. Thus, selecting a feasible solution
arbitrarily, we can get an arrangement. Finally, execute projection until ci reaching
on the boundary of cell to determine the final 〈ci,

−→
d ci〉. Moreover, subcase (0, 0,

4) can be solved by the same way.

• In four-object case, we have two typical subcases.
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Figure 4.9.: Typical four-object cases.

(1) (1, 0, 1). Similar to (1, 0, 0), −→d ci can be obtained, then normal vectors
of four sides are easily to get. As (1, 0, 1) in Fig. 4.9, with the normal vector
of down side and o4, we can obtain the intersection line expression of up side and
down side. Then, selecting a point on this intersection line and execute projection,
we can determine the arrangement. Subcases (1, 1, 0) in five-object and (2, 0, 0)
in six-object cases can be solved by the same way.

(2) (0, 2, 0). As (0, 2, 0) in Fig. 4.9, combining −→n up ·−−→o1o2 = 0 and Equa. (4.11),
we can obtain the intersection line of up side and left side. Then, selecting ci and−→
d ci by the same way as (1, 0, 1), the arrangement can be determined.

• In five-object case, we have two typical cases.

(1) (1, 0, 2). Similar to (1, 0, 1), we can obtain the orientation −→d ci and every
normal vector of four sides. Thus, with the coordinates of o4, o5 and normal vectors
of left and down sides as (1, 0, 2) in Fig. 4.10, we can determine ci as well as an
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Figure 4.10.: Typical five-object cases.

arrangement. Then, execute projection until ci reaching on the boundary of cell to
determine the final 〈ci,

−→
d ci〉.

(2) (0, 2, 1). Similar to (0, 2, 0), we can obtain −→d ci and normal vectors of four
sides. With coordinates of o1, o3, o5 and normal vectors of left, down, and right
sides, we can obtain the intersection point of these three sides, saying ci. Then,
execute projection until ci reaching on the boundary of cell, we can obtain the final
arrangement.

(1, 1, 1) (0, 3, 0) (0, 2, 2)

1o
2o 3o

4o
5o

6o

1o

2o

3o4o

5o 6o

1o 2o
3o
4o

5o 6o

Figure 4.11.: Typical six-object cases.

• Six-object case can be classified into two kinds of subcases. The first is (2, 0,
0), it can be solved by the same way as (1, 0, 1). The second kind includes (1, 1,
1), (0, 3, 0), and (0, 2, 2), which has the only arrangement. Thus, we only need
to solve their equations and execute projection to obtain the final arrangements.
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Figure 4.12.: Typical seven-object cases.

• In seven-object case, every subcase has the only arrangement, no matter how
distributed on four sides. Thus, we only need to solve their equations and execute
projection to obtain the final arrangements. There are two typical subcases in seven-
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object case. To (2, 0, 1), we can obtain the following equations:


−→n up ·−−→o1o2 = 0,−→n up ·−−→o1o3 = 0, |−→n up|= 1,
−→n lf ·−−→o4o5 = 0,−→n lf ·−−→o4o6 = 0,−→n lf |= 1,
−→
d ci ·−→n up = sinβ,−→d ci ·−→n lf = sinα, |−→d ci|= 1.

(4.13)

With Equa. (4.13), we can obtain −→d ci. Due to o7 lying on the bottom side, utilizing
the positional relation of −−→cio7 and −→n up, −−→cio7 and −→n lf , and ci must lie on the crossing
line of up and left side, we can derive ci. Then, combine −→d ci, the unique arrangement
is obtained, i.e., 〈ci,

−→
d ci〉. Similarly, to (0, 3, 1), we can obtain the following

equations: 
−→n up ·−−→o1o2 = 0,−→n lf ·−−→o3o4 = 0,−→n bt ·−−→o5o6 = 0,
−→n up ·−→n rg = tanαtanβ√

sec2α
√

sec2 β
,−→n up ·−→n bt = cos2β,

−→
d ci ·−→n up = sinβ, |−→n up|= 1, |−→n lf |= 1, |−→d ci|= 1.

(4.14)

With Equa. (4.14), we can obtain −→d ci. Similar to (2, 0, 1) case, we also can derive
ci then 〈ci,

−→
d ci〉 as well. Due to space limit, we omit the repeated part.

Based on the above analysis for all cases, we present Alg. 2. Let Γ be the output
set of DCSs in Alg. 2, then we have the following theorem.
Theorem 4.2.2. Given any arrangement 〈ci,

−→
d ci〉, there exists 〈ck,

−→
d ck〉 ∈Γ such

that 〈ck,
−→
d ck〉 � 〈ci,

−→
d ci〉.

Proof. Without loss of generality, we start from searching arrangements for three-
object cases. Assuming objects o1, o2 and o3 touching one side of straight rectangle
pyramid, we select an arbitrary feasible arrangement 〈c1,

−→
d c1〉. Then, keeping the

three objects on this side and execute transformations, there exists numerous con-
ditions which can be classified into three classes.

Class 1. There is the only one arrangement for objects o1, o2 and o3. Obviously,
the selected feasible arrangement 〈c1,

−→
d c1〉 is unique, and it must generate the only

DCS such that 〈c1,
−→
d c1〉 ∈ Γ.

Class 2. There won’t be any new object touch any side of pyramid. This condition
implies 〈c1,

−→
d c1〉 = 〈ck,

−→
d k〉(k 6= 1,k ∈ U), where U is the universe of all arrange-

ments. Thus arrangement 〈c1,
−→
d c1〉 generates DCS such that 〈c1,

−→
d c1〉 ∈ Γ.

Class 3. Some new object(s) touch some side(s) of pyramid. Assuming object o4
touches one side and we arbitrarily select an arrangement 〈c2,

−→
d c2〉 covering these

four objects. Then, there exists two subclasses.
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Algorithm 2: DCS Extraction for the Area Case
Input: The cell Si, the candidate covered set of objects Ôi
Output: All DCSs

1 for i ≤ 7 (number of objects ≤ the maximum of minimum number of objects on 4 sides to
determine the only one arrangement) do

2 for every combination ok1 , ...,oki of all objects in Ôi do
3 if i ≥ 3 then
4 for every subcases a+ b+ c subject to 3a+ 2b+ c= i and a+ b+ c≤ 4 do
5 for every possible arrangement of 4 sides taken a+ b+ c to arrange 3,2,1

objects respectively do
6 Execute the process following the corresponding subcase a+ b+ c.
7 if exists corresponding arrangement 〈ci,

−→
d ci〉 then

8 Add the results to the candidate DCS set. break
9 end

10 end
11 end
12 end
13 Select one point p on the boundary of Si arbitrarily.
14 if i = 1 then
15 Build arrangement 〈p,

−→
d p〉 with object ok on the surface of straight rectangle

pyramid.
16 end
17 if i = 2 then
18 Decide if these objects can be in one camera coverage. If it is, build straight

rectangle pyramid with line pok1 and pok2 on the surface.
19 end
20 end
21 end

Subclass 3.1. 〈c2,
−→
d c2〉 = 〈c1,

−→
d c1〉. This indicates that object o4 has been

covered by 〈c1,
−→
d c1〉, then 〈c1,

−→
d c1〉 generates the DCS such that 〈c1,

−→
d c1〉 ∈ Γ .

Subclass 3.2. 〈c2,
−→
d c2〉 � 〈c1,

−→
d c1〉. This indicates that object o4 isn’t cov-

ered by 〈c1,
−→
d c1〉, thus 〈c1,

−→
d c1〉 is not a DCS. However, as Alg. 2, when search-

ing arrangement 〈c2,
−→
d c2〉 for objects o1, o2, o3 and o4 in the next round of all

combination of four objects on the sides, arrangement 〈c1,
−→
d c1〉 for objects o1, o2

and o3 will be replaced by arrangement 〈c2,
−→
d c2〉. If no object will touch any side

of pyramid during continuous transformation, arrangement 〈c2,
−→
d c2〉 generates the

DCS such that 〈c1,
−→
d c1〉 � 〈c2,

−→
d c2〉 ∈ Γ. Otherwise, similar to the above, arrange-

ment 〈c2,
−→
d c2〉 will be replaced by 〈c3,

−→
d c3〉, . . . ,〈ck,

−→
d ck〉 iteratively until no ob-

ject will touch any side or there is the only determined arrangement. arrangement
〈ck,
−→
d ck〉 generates the DCS for o1, . . . ,ok, as well as, for o1, o2 and o3. Consequently,

〈c1,
−→
d c1〉 � 〈ck,

−→
d ck〉 ∈ Γ.
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4.2.3. Problem Reformulation and Solution

In this subsection, we discuss about how to select a given number of arrangements
(serve as waypoints) from the obtained ones to maximize the number of coverage
objects. We first reformulate the problem, then prove its submodularity, and finally
present an effective algorithm to address this problem.

Let xi be a binary indicator denoting whether the ith arrangement in the arrange-
ment set of DCSs Γ is select or not. For all DCSs from all cells in Γ, we can compute
the coverage function with each object. The problem P1 can be reformulated as

(P2) max

M∑
j=1
Uv(

∑
〈ci,
−→
d ci〉∈Γ

xiFv(ci,oj ,
−→
d ci,
−→
d oj)),

s.t.

|Γ|∑
i=1

xi =N(xi ∈ {0,1}).

(4.15)

The problem is then transformed to a combinatorial optimization problem. Now,
we give the following definitions to assist further analysis before addressing P2.
Definition 4.2.8. [142] Let S be a finite ground set. A real-valued set function

f : 2S → R is normalized, monotonic, and submodular if and only if it satisfies the
following conditions, respectively: (1) f(∅) = 0; (2) f(A∪{e})− f(A) ≥ 0 for any
A⊆ S and e ∈ S\A; (3) f(A∪{e})−f(A)≥ f(B∪{e})−f(B) for any A⊆ B ⊆ S
and e ∈ S\B.
Definition 4.2.9. [142] A Matroid M is an arrangement M = (S,L) where S

is a finite ground set, L⊆ 2S is a collection of independent sets, such that (1) ∅ ∈L;
(2) if X ⊆ Y ∈ L, then X ∈ L; (3) if X,Y ∈ L, and |X| < |Y |, then ∃y ∈ Y \X,
X ∪{y} ∈ L.

Definition 4.2.10. [142] Given a finite set S and an integer k. A uniform
matroidM= (S,L) is a matroid where L= {X ⊆ S : |X| ≤ k}.

Then, our problem can be reformulated as

PANDA Problem (P3): Given Γ, select X (a M number set) from L such
that f(X) maximized

(P3) max f(X) =
M∑
j=1
Uv(

∑
〈ci,
−→
d ci〉∈X

Fv(ci,oj ,
−→
d ci,
−→
d oj)),

s.t. X ∈ L,
L= {X ⊆ Γ : |X| ≤M}.

(4.16)
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Algorithm 3: Arrangements Selection
Input: The number of UAVs N , DCSs set Γ, objective function f(X)
Output: arrangement set X

1 X = ∅.
2 while |X| ≤N do
3 e∗ = arg maxe∈Γ\Xf(X ∪{e})−f(X).
4 X =X ∪{e∗}.
5 end

Lemma 4.2.2. The objective function f(X) in P3 is a monotone submodular
function, whose constraint is a uniform matroid.

Proof. According to Def. 4.2.8, we need to verify the three listed requirements of
f(X) in order to prove that it is monotone submodular.

First, when the number of waypoints is 0, obviously Uv(·) = 0, thus we have
f(∅) = 0.

Second, let A be a set of arrangements in Γ, e ∈ Γ \ A and ϕ(X,i) =
Uv(

∑
〈ci,
−→
d ci〉∈X

Fv(ci,oj ,
−→
d ci,
−→
d oj)). We first observe that the directional cover-

age utility U(·) is non-decreasing. Moreover, it is clear that∑〈ci,−→d ci〉∈A∪{e}Fv(ci,oj ,−→
d ci,
−→
d oj)≥

∑
〈ci,
−→
d ci〉∈A

Fv(ci,oj ,
−→
d ci,
−→
d oj). Then, we have ϕ(A∪{e}, i)−ϕ(A,i)≥

0. Therefore,

f(A∪{e})−f(A) =
M∑
j=1

(ϕ(A∪{e}, i)−ϕ(A,i))≥ 0.

Third, let A and B be two sets where A ⊆ B ⊆ Γ and element e ∈ Γ \B. Since
Uv(·) is a binary function, we can analyze using exhaustive approach. If Uv(A, ·) = 0
and Uv(A∪{e}, ·) = 1, then there must exist Uv(B∪{e}, ·) = 1. Moreover, regardless
of the value of Uv(B, ·), we always have (Uv(A∪{e}, ·)−Uv(A, ·))− (Uv(B∪{e}, ·)−
Uv(B, ·))≥ 0. For other cases, i.e., Uv(A, ·) = Uv(A∪{e}, ·), there must exist (Uv(A∪
{e}, ·)−Uv(A, ·)) = (Uv(B∪{e}, ·)−Uv(B, ·)). Thus, (ϕ(A∪{e}, i)−ϕ(A,i))−(ϕ(B∪
{e}, i)−ϕ(B,i))≥ 0. Therefore,

(f(A∪{e})−f(A))− (f(B∪{e})−f(B))

=
M∑
j=1

[(ϕ(A∪{e}, i)−ϕ(A,i))− (ϕ(B∪{e}, i)−ϕ(B,i))]≥ 0.

To sum up, f(X) is a monotone submodular function.
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Therefore, the reformulated problem falls into the scope of maximizing a mono-
tone submodular function subject to matroid constraints, and we can use a greedy
algorithm to achieve a good approximation [142]. The pseudo code of this arrange-
ment selecting algorithm is shown in Alg. 3. In every round, Alg. 3 greedily adds
an arrangement e∗ to X to maximize the increment of function f(X). We omit the
proof to save space.

4.3. Theoretical Analysis

Theorem 4.3.1. Algorithm PANDA achieves an approximation ratio of 1−1/e,
and its time complexity is O(NM9).

Proof. First, we bound the approximation ratio of PANDA algorithm. Denote the
overall directional coverage utility for all N UAVs under optimal solution to problem
P1 and the reformulated problem P2 as OPTp2 and OPTp1, respectively. Accord-
ing to Coro. 4.2.1 and Theo. 4.2.2, Alg. 2 extracts all DCSs without loss. Thus,
OPTp1 = OPTp2. Denote the overall directional coverage utility by Alg. 3 to the
problem P2 (or P3) as SOL. According to the fact that a greedy algorithm of
maximizing a monotone submodular function subject to a uniform matroid achieves
1−1/e approximation ratio [142], thus the approximation ratio of PANDA is 1−1/e,
formally,

SOL

OPTp1
= SOL

OPTp2
= 1− 1

e
, (4.17)

where e is the Napier’s constant.

Next, we analyze the time complexity of PANDA. First, PANDA computes the
total number of cells intersected by the cone of each object in 3D space, whose
complexity is O(M2) according to Theo. 4.2.1. Second, in each cell, Alg. 2 will
extract DCSs for each subcase. The total number of case is ∑7

i=1
(M
i

)
= O(M7)

and each case has O(1) subcases which generate the corresponding arrangements.
Thus, the total time complexity of Alg. 2 is O(M7). Last, Alg. 3 will perform N
times loop and in each time it will select the best one from the current remaining
arrangements. Thereby, the time complexity of PANDA algorithm is O(NM9).
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4.4. Numerical Simulation

4.4.1. Evaluation Setup

In our simulation, objects are uniformly distributed in a 100m×100m×50m cuboid
space. If no otherwise stated, we set α = π/3, β = π/12, ∆ = 25m, N = 10,
γmin = π/6, γmax = π/3, θ = π/6, and M = 20, respectively. Note that both of
the orientations of cameras and objects are considered with respect to the North.
The orientations of objects are randomly selected from [0,2π] in horizonal plane
and [0◦,90◦] in vertical plane. Each data point in evaluation figures is computed
by averaging the results of 200 random topologies. As there are no existing ap-
proaches for PANDA, we compare four algorithms including three presented algo-
rithms and an existing algorithm VPFCEA proposed by [99]. VPFCEA algorithm
solves the optimal coverage problem on 2D plane. Randomized Coordinate with
Orientation Discretization (RCOD) randomly generates coordinates of UAVs, and
randomly selects orientation of UAVs from {0,α, ...,kα, ...,2π} in horizonal plane and
{γmin,γmin +β, ...,γmin + b(γmax−γmin)/βcβ, ...,γmax} in vertical plane. Grid Co-
ordinate with Orientation Discretization (GCOD) improves RCOD by placing the
UAVs at grid points. Grid Coordinate with Dominating Coverage Set (GDCS) fur-
ther improves GCOD. It utilize DCS extraction algorithm for point case to generate
candidate orientations and greedily selects the orientation with best coverage utility.

4.4.2. Performance Comparison

Impact of Number of Waypoints N . Our simulation results show that on av-
erage, PANDA outperforms RCOD, GCOD, GDCS, and VPFCEA by 12.35 times,
10.27 times, 3.51 times, and 87.56% respectively, in terms of N . Fig. 4.13 shows
that the coverage utility for all algorithms increase monotonically with N . In par-
ticular, the coverage utility of PANDA first fast increases and approaches 1 when
N = 15, and then becomes stable. GDCS increases relatively linearly because it can
only choose among given grid coordinates for placing UAVs. VPFCEA performs bet-
ter than GDCS because it can plan waypoints at any location, but much worse than
PANDA because it only considers the object located on 2D plane. In contrast, the
coverage utility of RCOD and GCOD always remain low, because their candidate
coordinates of UAVs are limited and orientations are predetermined or randomly
generated.

Impact of Number of Objects M . Our simulation results show that on average,
PANDA outperforms RCOD, GCOD, GDCS, and VPFCEA by 12.37 times, 11.74
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times, 41.5%, and 42.3%, respectively, in terms of M . From Fig. 4.14, the coverage
utility decreases monotonically with increasingM . PANDA first performs well for no
more than 13 objects but then decreases when M is larger than 13. The decreasing
rate tends to be gentle and around 0.8. In contrast, GDCS and VPFCEA invariably
degrades while RCOD and GCOD always keep low performance.

N

Figure 4.13.: Number of Waypoints N
vs. utility.

M

Figure 4.14.: Number of Objects M vs.
utility.

Impact of Efficient Angle θ. Our simulation results show that on average,
PANDA outperforms RCOD, GCOD, GDCS, and VPFCEA by 10.01 times, 9.94
times, 110.36%, and 86.36%, respectively, in terms of θ. As shown in Fig. 4.15, the
coverage utility of four algorithms increases monotonically with θ. The coverage util-
ity of PANDA first increases at a fast speed and approaches 1 when θ increases from
10◦ to 60◦, and then keeps stable. However, the other four comparison algorithms
increase slowly.
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Figure 4.15.: Efficient Angle θ vs. util-
ity.
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Figure 4.16.: Farthest sight Distance ∆
vs. utility.

Impact of Farthest Sight Distance ∆. Our simulation results show that on
average, PANDA outperforms RCOD, GCOD, GDCS, and VPFCEA by 11.20 times,
13.53 times, 84.35%, and 82.35%, respectively, in terms of ∆. Fig. 4.16 shows that
the coverage utility of PANDA invariably increases with ∆ until it approaches 1,
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while that of RCOD, GCOD, GDCS, and VPFCEA increase to about 0.2, 0.2, 0.55,
and 0.55 respectively, and then keeps relatively stable.
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Figure 4.17.: Density ρ vs. utility. Figure 4.18.: Horizontal Angle α and Verti-
cal Angle β vs. utility.

Impact of Density ρ. Our simulation results show that on average, PANDA out-
performs RCOD, GCOD, GDCS, and VPFCEA by 6.18 times, 6.64 times, 81.35%,
and 97.65%, respectively, in terms of ρ (= number of objects ÷ volume of whole
space). Fig. 4.17 shows that the coverage utility of PANDA fluctuates slightly
when ρ grows, but it is almost always near 0.8. The coverage utility of GDCS also
fluctuates slightly, because GDCS uses our DCS Extraction algorithm at each grid.
VPFCEA decreases a lot, because it doesn’t consider the objects distributed in 3D
space. When ρ increases, it covers objects much more difficultly. RCOD and GCOD
always maintain bad coverage utility, because along with rho increasing they can
cover objects more easier but the number of objects also increase. As coverage util-
ity is the covered number of objects divides the sum number of objects, randomized
planning like RCOD and GCOD can’t get high coverage utility.

Impact of Horizontal Angle α and Vertical Angle β. Here we study the
impact of α and β on coverage utility. Suppose the horizontal offset angle α and
vertical offset angle β vary from 10◦ to 80◦, respectively. Fig. 4.18 depicts the results
and each point on the surface denote an average value of 100 experiment results.
We observe that the coverage utility increases monotonically while either α or β
increases. Indeed, with a larger α or β, the 3D coverage space gets larger and more
potential objects can be covered.
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Table 4.2.: Coordinate and orientation of objects.
Object Coordinate Orientation Object Coordinate Orientation

o1 (19.4,0.7.9,5.8) (7π/4,π/2) o9 (83.0,2.7.9,5.0) (0,π/2)
o2 (21.0,5.9,3.3) (4π/5,2π/6) o10 (84.3,3.2,4.6) (π/4,π/3)
o3 (2.1,0.9,5.8) (0,π/6) o11 (81.5,19.3,1.7) (3π/4,π/2)
o4 (9.6,1.2,5.4) (3π/4,0) o12 (16.2,66.9,1.7) (π/2,0)
o5 (11.4,3.9,4.2) (3π/4,0) o13 (9.94,53.4,0.5) (π/2,π/2)
o6 (18.7,2.9,4.6) (π/4,π/6) o14 (83.2,28.9,0.5) (π,π/3)
o7 (3.0,6.1,3.3) (3π/2,π/2) o15 (36.6,63.8,0.5) (3π/4,0)
o8 (84.4,3.0.9,4.6) (π,π/6)

4.5. Field Experiment

(a) UAV (c) Experiment site(b) Object

Figure 4.19.: Testbed.

As shown in Fig. 4.19, our testbed consists of 7 DJI Phantom 4 advanced UAVs
and 15 randomly distributed face figures as objects, and our experimental site is the
playground of our school including its stands, whose size is 110m×80m. Specifically,
we set α = 35◦, β = 20◦, ∆ = 10m, γmin = 10◦, γmax = 70◦, and θ = π/6 based on
real hardware parameters. The orientations of objects (θ,ϕ) are randomly generated
where θ ∈ {kπ/4,k ∈ {1,2,3,4,5,6,7,8}} is the angle between orientation and xOz
and ϕ ∈ {kπ/6,k ∈ {0,1,2,3}} is the angle between orientation and xOy. Table
4.2 lists the obtained coordinates and orientations of all objects. Moreover, we
draw a circle around the face on each face figure as shown in Fig. 4.19(b) to help
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Figure 4.20.: Objects distribution and waypoint planning by PANDA.
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demonstrate the coverage result by observing the circle’s distortion degree.

(a) PANDA  (c) GCOD(b) GDCS

Figure 4.21.: Experimental results of different algorithms.

We respectively execute PANDA, GDCS, and GCOD offline and obtain their
corresponding strategies. Fig. 4.20 illustrates the waypoint planning results for
PANDA. Note that the spherical base cones of objects are depicted in grey while the
straight rectangle pyramids of UAVs are in yellow. Fig. 4.21 shows the 7 pictures
took by 7 UAVs for each of the three algorithms PANDA, GDCS, and GCOD. The
rectangular enlarged views in each figure demonstrate the details of successfully
efficient covered objects for the corresponding UAV. From Fig. 4.21, we can see
that PANDA covers the most objects among all the three algorithms. The coverage
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utilities of PANDA, GDCS, and GCOD are 0.93, 0.53, and 0.20, respectively, which
means PANDA outperforms GDCS and GCOD by 75.4% and 3.65 times.

4.6. Chapter summary

We solve the problem of 3D waypoint planning of UAVs to achieve directional cov-
erage. The key novelty of PANDA is on proposing the first algorithm for waypoint
planning with optimized directional coverage utility in 3D environment. The key
contribution of PANDA is building the practical 3D directional coverage model,
developing an approximation algorithm, and conducting simulation and field exper-
iments for evaluation. The key technical depth of PANDA is in reducing the infinite
solution space of this optimization problem to a limited one by utilizing the tech-
niques of space partition and Dominating Coverage Set extraction, and modeling the
reformulated problem as maximizing a monotone submodular function subject to a
matroid constraint. Our evaluation results show that our algorithm outperforms the
other comparison algorithms by at least 75.4%.



Chapter5
Waypoints Planning for Anisotropic
Visual Tasks

This chapter explores the correlation between current computer vision task and the
quality of visual data. It solves the fundamental problem VISIT, that is, given a
set of objects with determined coordinates and directions in 2D area, plan a fixed
number of waypoints maximize the overall monitoring utility for all objects.
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5.1. Problem Formulaion

5.1.1. Efficient Monitoring Model

Suppose N objects O = {o1,o2, ...,oN} are deterministically distributed on a 2D
plane Ω with known coordinates oj and orientations −→d oj . We set M waypoints
U = {u1,u2, ...,uM} of the UAV which can hover anywhere on Ω with any orientation
−→
d uj . The tuple 〈ui,

−→
d ui〉, saying strategy, where ui denotes the coordinate of

waypoint i and −→d ui denotes its orientation. By a little abuse of notation, ui and oj
also denotes waypoint i and object j. Table 5.1 lists the notations we used.

Table 5.1.: Notations used in Chap. 5.
Symbol Meaning

ui UAV i, or its coordinate
oj Object j to be monitored, or its coordinate
U Set of all UAVs
O Set of all objects

−→
d ui Orientation of UAV i

sk Strategy k 〈ui,
−→
d ui〉 of UAV i with orientation −→d ui

Al Subarea l formed by a set of discretized sectors of Ol
S Set of selected strategies
γ Monitoring angle around −→d ui−→

d oj Orientation of object oj
θ Efficient angle around −→d oj for monitoring

dmin Minimum distance between UAV and object for safe
D Monitoring distance of camera of UAV
ω Key information in ω angle around object can be

captured by a UAV
β Distribution angle of key information of object

By incorporating the widely accepted empirical camera coverage sector model
in [1, 63, 70, 72], we give the efficient monitoring definition as follows. In fact, to
guarantee the safety for both objects and UAV, we should build the covered model
of object as sector ring. Namely, the UAV should not fly in the area with a distance
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less than dmin. However, this safe distance (1-2m) is much shorter than Monitoring
distance of UAV (30-40m) [143], thus we still use the sector model.

Definition 5.1.1. (Efficient monitoring) An object oj is efficiently monitored
if for a given vector

−→
d (x,y) (its facing direction), there is a UAV ui

10, such that
oj is monitored by ui and α(−→d ,−−→ojui)≤ θ (θ is called the effective angle).

ojd

2ud

1ud

jo

1u
2u





Figure 5.1.: Efficient monitoring.

According to the camera coverage sector
model and Def. 5.1.1, a UAV ui with orien-
tation −→d ui monitors objects with non-zero
QoM in a shape of a sector with monitoring
angle γ and radius D, saying monitoring
area. An object oj with orientation −→d oj
can be efficiently monitored with non-zero
QoM in a shape of a sector with efficient
angle θ and the same radius D, sayingmon-
itored area . Fig. 5.1 illustrates two pairs of efficient monitoring, u1 with oj and u2
with oj .

Image resolution can be defined as the ratio of the number of pixels and the
size of image, whose unit is Pixels Per Inch (PPI) [12, 13]. To obtain high QoM
UAVs need to capture high-resolution images of objects. Based on the definition of
resolution, within the appropriate distance between objects and UAVs, the closer
the distance, the more pixels of objects can be captured in the image. Particularly,
the number of pixels of object is inversely proportional to the square of the decrease
in distance between objects and UAVs, and the number of pixels of object’s frontal
view is inversely proportional to the decrease in monitoring angle, i.e., α(−→d oj ,−−→ojci).
Therefore, the QoM of efficient monitoring pair ui and oj can be modeled as follows.

Q(ui,oj ,
−→
d ui,
−→
d oj)

=


a

(||uioj ||+b)2 cos(α(−→d oj ,−−→ojui)),0≤ ||uioj || ≤D,
−−→uioj ·

−→
d ui−‖uioj‖cosγ ≥ 0,

and −−→ojui ·
−→
d oj−‖ojsi‖cosθ ≥ 0.

0, otherwise.

(5.1)

where a and b are two constants determined by the environment and the hardware,
such as the electromagnetic interference from nearby base stations, the color contrast
of cameras, the stability of UAV’s air posture (these kinds of bias constant are
also imported into the models of many other works [144, 145]). ||uioj || denotes the
distance between ui and oj , and α(−→d oj ,−−→ojui) is the included angle between −→d oj

10We use UAV and waypoint interchangeably.
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and −−→ojui. Here using cos(·) function is only for simplicity, because it represents the
decreasing QoM by increasing monitoring angle. Other functions conforming to this
characteristic can also work well.

5.1.2. Fusion Function

ojd

2ud

1ud

3ud

2u
3u1u

jo

Figure 5.2.: Simple Case.

Multiple images from different views can
provide different information for one ob-
ject, thus fusing multi-viewed images can
help us monitor this object better. How-
ever, fusing information is not simply linear
superposition because images of an object
captured from nearby strategies are often
highly correlated.

As shown in Fig. 5.2, images captured by
〈u1,
−→
d u1〉 and 〈u3,

−→
d u3〉 both monitor the

left side of oj from almost the same view angle, while 〈u2,
−→
d u2〉 monitors the right

side of oj . In other words, images captured by 〈u1,
−→
d u1〉 is highly correlated with

〈u3,
−→
d u3〉 but lowly correlated with 〈u2,

−→
d u2〉. Although 〈u3,

−→
d u3〉 alone monitors

oj better than 〈u2,
−→
d u2〉 alone, UAV flies at 〈u1,

−→
d u1〉 and 〈u2,

−→
d u2〉 can provide

more information than 〈u1,
−→
d u1〉 and 〈u3,

−→
d u3〉.
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Figure 5.3.: Fusion model.

We use the amount of common information obtained by multiple strategies to
quantify their correlation. Fig. 5.3(a) illustrates the key information distribution
angle range β, the UAV extraction angle range ω, and the effective extraction angle
range ωe. The key information is distributed in the β angle range of oj ’s facing
direction. Each ui can capture ω angle range of information of oj but only the part
of ω range in β captures key information, saying ωe. β and ω are decided by types
of objects of lens of cameras, thus they are different in different applications. For
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example, β in face recognition application is much smaller than in action recognition
application because the key information is distributed on face while action can be
also captured from the back view of human being. Fig. 5.3(b) and 5.3(c) give an
instance. u1 and u2 in (b) and (c) respectively capture ω angle range information of
oj , but their common monitoring angle ωc are different. Because ωc in (b) is smaller
than in (c), the strategies of u1 and u2 in (c) are more correlated. We quantify the
correlation as ωc

β . If ui monitors a set of objects Oi and uj monitors a set of objects
Oj , where Oi∩Oj =Ok, then the correlation model can be expressed as:

K(ui,uj ,
−→
d ui,
−→
d uj ,Ok) = 1

(|Oi|+ |Oj |)β

|Ok|∑
k=1

∫ −→d ok+β
2

−→
d ok−

β
2

ωcd(−→v )

= 1
(|Oi|+ |Oj |)β

|Ok|∑
k=1

(ω−α(−−→okui,−−→okuj)),

s.t. Q(ui,ok,
−→
d ui,
−→
d ok) 6= 0,Q(uj ,ok,

−→
d uj ,

−→
d ok) 6= 0,

(5.2)

where, |Ok| is the size of Ok and −→v is the angle variable changing from −→d ok− β
2 to

−→
d ok + β

2 . If there exists no same object monitored by ui and uj , their correlation
K(·) = 0.

It needs to be mentioned that other correlation models, such as using sampling
data training correlation model [146] and establishing correlation model with classic
mathematical models [147,148], are also suitable for our solution framework.

5.1.3. Monitoring Utility - Variance Reduction Model

Different subsets of strategies provide different information of objects. The more
different high-quality information is captured, the better anisotropic monitoring
performance can be obtained. Therefore, we need to monitor the objects not only
with higher QoM but also with a lower correlation of capturing key information.

Fundamental of Variance Reduction. Gaussian Process (GP) is a powerful
tool to illustrate our real world. An important property of GP is that given a set of
random variables S follows GP, the joint distribution over its subset A ∈ S is also
Gaussian. Assuming we measure a set of data dA corresponding to the subset A,
based on this property we can estimate the value at every point y ∈ S conditioned
on these data, P (y|A). Meanwhile, the entropy of a Gaussian random variable y
conditioned on a set of Gaussian random variables A can be expressed as [149]:

H(y|A) = 1
2 log((2πe)σ2

y|A). (5.3)
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It only depends on the covariance σ2
y|A. And according to the Probability Theory,

the conditional covariance is given by:

σ2
y|A = σ2

s −ΣyAΣ−1
AAΣAy, (5.4)

where ΣAA is the covariance matrix of A with itself and ΣyA = ΣT
Ay is a row vector

of the covariances of y with all variables in A.

Variance Reduction. Variance reduction is a typical method for the optimal
entropy problem which is widely adopted in previous work [150, 151]. Different
strategies provide different reductions in the variance of the accuracy of recogni-
tion. The higher reduction of variance, the higher monitoring performance can be
obtained. Moreover, according to the Entropy Theory, given a fixed covariance ma-
trix, the conditional covariance does not depend on the actual observed values A.
This provides us with a good opportunity to plan waypoints in advance.

Because the practical factors such as the limited accuracy of GPS, the bias of
orientation, the influence of wind in the air and the noise over the channel for image
transmission [152], the captured images are biased. We assume the aggregate effect
of these factors follows Gaussian distribution which is widely accepted in many
literatures [153,154].

We can establish the kernel matrix as follows:

Σ =
(

ΣOO ΣOU
ΣUO ΣUU

)
,

where,

ΣUU =


K(u1,u1) K(u1,u2) . . . K(u1,um)
K(u2,u1) K(u2,u2) . . . K(u2,um)

...
...

...
K(um,u1) K(um,u2) . . . K(um,um)

 (5.5)

in which K(ui,uj) is the abbreviation of K(ui,uj ,
−→
d ui,
−→
d uj ,Ok), and

ΣTUO = ΣOU =


Q(o1,u1) Q(o1,u2) . . . Q(o1,um)
Q(o2,u1) Q(o2,u2) . . . Q(o2,um)

...
...

...
Q(on,u1) Q(on,u2) . . . Q(on,um)

 (5.6)

in which Q(oj ,ui) is the abbreviation of Q(ui,oj ,
−→
d ui,
−→
d oj). Thus, to objects set O

and UAV set U , the conditional covariance is:

σ2
O|U = tr(ΣOO)− tr(ΣOUΣ−1

UUΣUO). (5.7)
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where tr(·) is the trace function of a matrix.

We state that the assumption of Equa. (6.2) and Equa. (6.3) is only one kind of
metric to quantify the QoM and correlation. Generally speaking, the solution and
algorithms proposed in VISIT can be applied to any QoM and fusion function.

5.1.4. Problem Formulation

Recall our ultimate objective is to maximize the accuracy of recognition of objects
and the given condition is the distribution of objects. According to the Variance
Reduction, if we want to maximize the accuracy of recognition, we need to minimize
the variance ofO given U . Namely, we need to maximize the negation of the variance.
Combine the tr(Σ) = tr(ΣOO) + tr(ΣUU ), which is,

maximize tr(ΣUU ) + tr(ΣOUΣ−1
UUΣUO). (5.8)

Then, we define the overall monitoring utility as Equa. (5.8), thus our task is
to find the optimal strategies for all M UAVs to maximize the overall monitoring
utility. With all above, the waypoint planning of Unmanned Aerial VehIcles for
aniSotropic monItoring Tasks (VISIT) problem is defined as follows.

VISIT Problem (P1):

(P1) max tr(ΣUU ) + tr(ΣOUΣ−1
UUΣUO),

s.t. |U |=M.

where, tr(·) is the trace function of matrix, ΣUU and ΣOU are establish as Equa.
(5.5) and (5.6), and Σ−1

UU is the inverse matrix of ΣUU . In the following theorem, we
prove the VISIT problem is NP-hard.

Theorem 5.1.1. The VISIT problem is NP-hard.

Proof. To show the difficulty of the VISIT problem, we consider a simple case in
which ω = β = γ = θ = 2π, D = 1 and the QoM of efficient monitoring for each pair
of UAV and object is the same. Namely, as long as an object is efficiently monitored
by a UAV and its monitoring utility has reached the maximum value, adding any
other UAVs will not improve its monitoring utility. Our VISIT problem changes to
using a fixed number of disks with radius of 1 to cover as many as objects in a 2D
plane, which is exactly the NP-hard Unit Disk Coverage problem [14].
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If we can propose a polynomial algorithm to address the original problem VISIT,
obviously, we can address the NP-hard Unit Disk Coverage problem with this same
algorithm. However, one NP-hard problem cannot be addressed in polynomial time
unless P =NP . Therefore, the VISIT problem is NP-hard.

5.2. Solution

In this section, we present an algorithm with approximation ratio 1− 1/e− ε to
address VISIT which consists of three steps. First, we approximate the QoM as
a piecewise constant function of distance and angle. By doing so, the monitoring
region is divided into many subareas in which the distance between real QoM and
approximate QoM is bounded by ε, in which the approximated QoM at any point in
each subarea becomes constant. Second, we reuse the idea from Sec. 4.2.2 in Chap.
4, like the “divide and conquer” method, in which extracts Monitoring Dominating
Set and transform the problem into combinatorial optimization problem. Third, we
prove that the transformed problem falls into the realm of maximizing a monotone
submodular optimization problem subject to a uniform matroid constraint, and
propose a greedy algorithm to solve VISIT problem.

5.2.1. Area Discretization

In this section, we approximate the QoM as a piecewise constant function and bound
the approximation error in each interval (see Theo. 5.2.1 and Theo. 5.2.2). Then
the fusion function and the number subarea can be bounded by a polynomial of the
same approximation error (see Theo. 5.2.3 and Theo. 5.2.4).

1 2( ( 1), ( ))l k a kQ +

1 2( ( ), ( ))l k a kQ

1 2( ( 1), ( 1))l k a kQ + +

Figure 5.4.: Approximation.

Piecewise Constant Approximation
of QoM. LetQ(d,α) denote the QoM of an
object is monitored by a UAV with distance
d and angle α, i.e., Q(d,α) = a

(d+b)2 cosα
where 0≤ d≤D,0≤ α≤ θ, and Q= 0 oth-
erwise. We use multiple piecewise constant
segments Q̃(d,α) to approximate Q(d,α)
and bound the approximation error and the
computational overhead.

Fig. 5.4 depicts the key idea of the ap-
proximation method of Q(d,α). Let l(0), l(1), · · · , l(K1) be the end points in distance
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domain of K1 constant segments, which divides the sector of objects into K1 sector
rings. In each sector ring, i.e. between l(k) and l(k+ 1), let a(0),a(1), · · · ,a(K2)
be the end points in angle domain of constant segments, which divides each sector
ring into K2 segments both sides of −→d oj . Thus, the sector of object is divided into
K = 2∑K1−1

j=0 K2 number of segments. For example, in Fig. 5.4, K1 is set to 2 and
K2 for l(0)≤ d≤ l(1) and l(1)≤ d≤ l(2) are set to 2 and 3 respectively. Obviously,
when K is larger, the less approximation error but more computational overhead is
introduced.

Definition 5.2.1. Setting l(0) = 0, l(K1) =D, a(0) = 0 and a(K2) = θ, the piece-
wise constant QoM function K̃(d,α) can be defined as:

Q̃(d,α) =


Q(l(1),a(1)), d= l(0),α= a(0)
Q(l(k),a(k)), l(k−1)< d≤ l(k),

a(k−1)< α≤ a(k)
0, d > l(K1),α > θ.

(5.9)

We bound the approximation error and the computational overhead with two
steps. First, we regard α as a constant and bound the approximation error of
Q(d,α) in distance domain. The following theorem ensure that the approximation
error in distance domain is less than εd.

Theorem 5.2.1. To any given α = c, setting l(0) = 0, l(K1) = D, and l(k1) =
b((1 + εd)k1/2− 1), (k1 = 1, · · · ,K1− 1, and K1 = d ln(Q(0,α)/Q(D,α))

ln(1+εd) e), we have the
approximation error:

1≤ Q(d,c)
Q̃(d,c)

≤ 1 + εd,(d≤D). (5.10)

Proof. Fix α = c. Without loss of generality, suppose that we have l(k1) < d ≤
l(k1 + 1) for a given distance d. As Q(d,c) monotonically decrease with distance d,
on one hand, Q(d,c)

Q̃(d,c) = Q(d,c)
Q(l(k1)+1,c) ≥

Q(l(k1+1),c)
Q(l(k1+1),c) = 1; on the other hand,

Q(d,c)
Q̃(d,c)

= Q(d,c)
Q(l(k1) + 1), c)

≤ Q(l(k1), c)
Q(l(k1 + 1), c)

≤ (b((1 + εd)k1+1/2−1) + b)2

(b((1 + εd)k1/2−1) + b)2

= 1 + εd,

the second inequality hold because substitute QoM (Equ. (5.1) and the expression
of l(k1). Thus, the result follows.
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Then, we bound the approximation error in each segment. Similar, we obtain
the following theorem which offers the sufficient condition to guarantee that the
approximation error in each segment is less than ε1.

Theorem 5.2.2. In each piecewise l(k1)≤ d≤ l(k1 +1), setting a(0) = 0, a(K2) =
θ, and a(k2) = arccos(1+εd

1+ε1 )k2, k2 = 1, · · · ,K2−1, and K2 =
d ln(Q(l(k1),0)/(Q(l(k1+1),θ)·(1+εd)))

ln((1+ε1)/(1+εd)) e, we have the approximation error:

1≤ Q(d,α)
Q̃(d,α)

≤ 1 + ε1,(d≤D,α≤ θ). (5.11)

Proof. Without loss of generality, suppose l(k1)<d≤ l(k1 +1) for a given distance d
and a(k2)<α≤ a(k2 +1) for a given angle a . AsQ(d,α) monotonically decrease with
angle α and distance d, on one hand, Q((d,α)

Q̃(d,α) = Q(d,α)
Q(l(k1+1),a(k2+1) ≥

Q(d,a(k2+1))
Q(l(k1+1),a(k2+1)) ≥

Q(l(k1+1),a(k2+1))
Q((l(k1+1),a(k2+1)) = 1; on the other hand,

Q(d,α)
Q̃(d,α)

= Q(d,α)
Q(l(k1 + 1),a(k2 + 1))

≤ Q(l(k1),a(k2))
Q(l(k1 + 1),a(k2 + 1))

= Q(l(k1),a(k2))
Q(l(k1 + 1),a(k2)) ·

Q(l(k1 + 1),a(k2))
Q(l(k1 + 1),a(k2 + 1))

≤ (1 + ε1) · a · (((1 + ε2)/(1 + ε1))(k2+1)/2)2

a · (((1 + ε2)/(1 + ε1))(k2)/2)2

=
(

1 + ε1
1 + εd

)
· (1 + εd) = 1 + ε1.

Thus, the result follows.

Approximation for Fusion Function. By Theo. 5.2.1 and 5.2.2, the approxi-
mation error in angle domain is bounded by 1+ε1

1+εd . Thus, the fusion function can be
bounded as following theorem.
Theorem 5.2.3. In each segment a(i) ≤ α(−→d ok,−−→okui) ≤ a(i+ 1) and a(j) ≤

α(−→d ok,−−→okuj)≤ a(j+1) in Equa. (6.3), setting α(−→d ok,−−→okui) = a(i) and α(−→d ok,−−→okui) =
a(j), then we have the approximation error:

1≤ K(ui,uj ,
−→
d ui,
−→
d uj ,Ok)

K̃(ui,uj ,
−→
d ui,
−→
d uj ,Ok)

≤ 1 + ε1
1 + εd

,(α(·)≤ θ). (5.12)

Proof. Note that it always holds ε1 ≥ εd. According to Theo. 5.2.1 and 5.2.2,
1+ ε1 = Q̃(l(k1),a(k1))

Q̃(l(k1+1),a(k1+1)) and 1+ εd = Q̃(l(k1),a(k1))
Q̃(l(k1+1),a(k1)) , then

1+ε1
1+εd = Q̃(l(k1),a(k1))

Q̃(l(k1+1),a(k1+1))÷
Q̃(l(k1),a(k1))
Q̃(l(k1+1),a(k1)) ≥ 1.
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Following from Equa. (5.2) and Theo. 5.2.3, the approximation error satisfies

K(ui,uj ,
−→
d ui,
−→
d uj ,Ok)

K̃(ui,uj ,
−→
d ui,
−→
d uj ,Ok)

=

1
(|Oi|+|Oj |)β

∑|Ok|
k=1 (ω−α(−−→okui,−−→okuj))

1
(|Oi|+|Oj |)β

∑|Ok|
k=1 (ω−α(a(i),a(j)))

≤ 1 + ε1
1 + εd

,

(5.13)

where α(a(i),a(j)) is the included angle between a(i) and a(j), and α(·) ≤ θ. As
well as K(ui,uj ,

−→
d ui,
−→
d uj ,Ok)

K̃(ui,uj ,
−→
d ui,
−→
d uj ,Ok)

≥ 1. Then the result follows.

Discretizing Area. In this subsection, we show how to discretize area based on
piecewise constant approximation of Q(d,α). Then, by this discretization method,
we bound the solution space.

2o

1u

1o

3o

Figure 5.5.: Area discretization.

Fig. 5.5 illustrates the key idea of area
discretization. First, we draw concentric
sectors with radius l(0), l(1), · · · , l(K1) and
central angle θ centered at each object, re-
spectively. Then, between each pair of con-
secutive concentric arcs l(k1) and l(k1 +1),
we draw line segments around both sides
of orientation of objects, respectively. The
extension lines of these line segments cross
oj and their included angles with −→d oj are
a(0),a(1), · · · ,a(K2), respectively. Due to geometric symmetry, if a UAV lies be-
tween two concentric sectors with radius l(k1) and l(k1 + 1) of an object, then this
object must also lies between two sectors with the same radiuses centered at this
UAV. Moreover, if the UAV monitoring this object between line segments a(k2) and
a(k2 + 1) of this object, it will lead to a constant approximated QoM. As Fig. 5.5,
UAV u1 locates between sectors with radius l(0) and l(1) centered at objects o1 and
o2 as well as l(1) and l(2) centred at object o3, and u1 monitors o1 and o3. The
approximated QoM at o1 and o3 by u1 is equal to Q(l(1),a(1)) and Q(l(2),a(1)).

Consequently, we have the following theorem. Here I omit the proof since the
same as Theo. 4.2.1 in Chap. 4.

Theorem 5.2.4. The number of discretizing subarea for N objects is O(N2ε−2
d ε−2

1 ).
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5.2.2. Monitoring Dominating Set (MDS) Extraction

After the area discretization, QoM in each subarea is approximated to be constant.
Therefore, we can reuse the idea from Sec. 4.2.2 in Chap. 4, like the “divide and
conquer” method, in each sub area considering the representative monitored sets
of objects rather than enumerate all possible covered sets of objects (here called
Monitoring Dominating Sets (MDSs) but DCS in Chap. 4), and figure out these
corresponding strategies. Our ultimate goal is also reducing the problem to a combi-
natorial optimization problem which is finding M strategies from a limited number
of strategies extracted by MDS.

Preliminaries. First, we repeat the definitions of Candidate Monitored Set.

Two strategies 〈u1,
−→
d u1〉 and 〈u2,

−→
d u2〉 and their monitored object sets O1 and

O2. If O1 =O2, then 〈u1,
−→
d u1〉 is equivalent to 〈u2,

−→
d u2〉; If O1 ⊇O2, then 〈u1,

−→
d u1〉

dominates 〈u2,
−→
d u2〉. To a strategy 〈ui,

−→
d ui〉 and its setOi, if there does not exist any

strategy 〈uj ,
−→
d uj〉 such that 〈uj ,

−→
d uj〉 dominates 〈ui,

−→
d ui〉, then Oi is a maximum

dominating set and we call it Monitoring Dominating Set (MDS).
Definition 5.2.2. (Candidate Monitored Set) The candidate monitored set

Õi for subarea Ak are those objects that possible to be monitored by a UAV ui with
some orientation

−→
dui in Ak.

In what follows, we first study a special case where a subarea is reduced to a point
(point case) and then the general case (area case).

MDS Extraction for Point Case. Alg. 4 clarifies the MDS extraction for point
case. Basically, it is essentially a greedy algorithm which anticlockwise rotates ori-
entation of a UAV located at the point subarea from 0 to 2π. During this process,
it tracks the current set of monitoring objects, and records all MDSs. The input of
this algorithm is the subarea point Ai and its candidate monitoring set Õi and the
output is all MDSs.

(a) (b) (c) (d)
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Figure 5.6.: An example of MDS extraction for point case.

Fig. 5.6 illustrates a toy instance to show the process of MDS extraction for point
case. As shown in Fig. 5.6(a), the algorithm starts with monitoring {o1}, then rotate
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Algorithm 4: MDS Extraction for Point Case
Input: The subarea point Ai, the candidate monitored set Õi
Output: All MDSs

1 Set a reference ray originating from UAV as 0◦ and compute the angle between this
reference ray and the line from the UAV to each object.

2 According to their angles sort all candidate monitored objects.
3 Initialize the orientation of the UAV to 0◦.
4 while rotated angle is less than 360◦ do
5 Rotate the UAV anticlockwise to monitor objects one by one until there is some

monitored object will fall out of monitored.
6 if rotated angle is larger than 360◦ then
7 terminate.
8 end
9 Add the current covered set of objects to the collection of MDSs.

10 Rotate the UAV anticlockwise until a new object is included in the covered set.
11 if rotated angle is larger than 360◦ then
12 terminate.
13 end
14 end

UAV anticlockwise to monitor o2 and o3 one by one. But o4 cannot be added into the
current monitoring set otherwise {o1,o2} will fall out of the monitoring region. Thus,
{o1,o2,o3} is an MDS and it will be added to the collection of MDSs. Then, Alg. 4
continues rotating the UAV and removes {o1,o2} from current monitoring set and
adds o4 into it, as shown in Fig. 5.6(b). Since o5 is beyond the current monitoring
region of UAV, {o3,o4} is added to the collection of MDSs. Next, the algorithm
extracts MDSs of {o4,o5} and {o5,o6} orderly via rotating the UAV as shown in
Fig. 5.6(c) and (d). After that, Alg. 4 removes {o5} from current monitoring
set and try to monitor a new object, saying o7. However, due to the limitation of
monitoring angle, o7 cannot be added in the current monitoring set as illustrated
in Fig. 5.6(e). Thus, {o6} is added to the collection of MDSs. The algorithm
proceeds until the UAV rotates larger than 360◦ as depicted in Fig. 5.6(f). Finally,
the obtained collection of MDSs are {o1,o2,o3},{o3,o4},{o4,o5}, {o5,o6}, {o6}, and
{o7,o1,o2}.

MDS Extraction for Area Case. Then, we discuss the general area case and
present the algorithm of MDS extraction for area case in Alg. 5. We first give a toy
instance of the process of Alg. 5 in Fig. 5.7, then prove its correctness. As shown in
Fig. 5.7(a), suppose there are six objects in the candidate monitored set for subarea
Ai. First, we draw lines crossing each pair of objects, e.g., o1 and o2 in Fig. 5.7(b),
and set a UAV at intersection points u1 and u2 with two objects lying on UAV’s
clockwise boundary Thus, we obtain two MDSs {o1,o2,o4} and {o1,o2,o4,o5,o6} as
well as their strategies 〈u1,

−→
d u1〉 and 〈u2,

−→
d u1〉. Second, we draw arcs crossing each

pair of objects with circumferential angle equals to 2×γ, e.g., o1 and o5 in Fig. 5.7(c),
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Figure 5.7.: An example of MDS extraction for area case.
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Figure 5.8.: Three kinds of transformation: (a) Rotation, (b) Translation, (c) Pro-
jection.

and set a UAV at intersection points u3 and u4 with two objects respectively lying
on UAV’s two radiuses. Thus, we obtain two MDSs {o1,o2,o4,o5} and {o1,o4,o5} as
well as their strategies 〈u3,

−→
d u2〉 and 〈u4,

−→
d u3〉. Third, we randomly choose a point

on the boundary of subarea and execute MDS extraction algorithm for point case, as
Fig. 5.7(d). Finally, we check all the obtained MDSs and remove the MDSs which
are subsets of some other MDS. In this toy instance, we reserve {o1,o2,o4,o5,o6}
and {o1,o2,o3,o4,o5}.

What follows, we prove the correctness of Alg. 5.

To begin with, we give three transformations to assist our proof. As shown in
Fig. 5.8, there are three transformations in MDS extraction for area case. All three
transformations are transformed from strategy 〈u1,

−→
d u1〉 in Fig. 5.8. Rotation trans-

formation, as illustrated in Fig. 5.8(a), keeps the coordinate of UAV ui unchanged
and rotate the orientation of UAV from −→d u1 to −→d u2. Translation transformation,
as illustrated in Fig. 5.8(b), keeps the orientation of UAV −→d ui unchanged and move
the coordinate of UAV from u1 to u2. Projection transformation is a special case of
translation transformation, as illustrated in Fig. 5.8(c). It keeps the orientation un-
changed and moves the coordinate of UAV along the reverse direction of orientation−→
d u1 until reaching some point u2 on the boundary of subarea.
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Algorithm 5: MDS Extraction for Area Case
Input: The subarea Ai and its candidate monitored set Õi
Output: MDSs and their corresponding strategies

1 for all pairs of objects in Õi, say oi and oj do
2 Draw a straight line crossing oi and oj , and intersect with the boundaries of subarea.
3 Hover UAV at these intersection points and adjust their orientations, let right radius of

monitoring area crossing oi and oj .
4 Add the MDSs and the corresponding strategies under current setting into the solution

set.
5 Draw two arcs crossing oi and oj with circumferential angle 2 ·γ and intersect the

boundaries of subarea.
6 Hover UAV at these intersection points and adjust their orientations, let the two

radiuses cross oi and oj respectively.
7 Add the MDSs and the corresponding strategies under current setting into the solution

set.
8 end
9 Choose a point on the boundary of the subarea randomly and execute MDS extraction for

point case algorithm and add the results into the solution set.
10 Filter the solution set and remove the subsets of some MDSs and their corresponding

strategies.
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Figure 5.9.: Three critical conditions of transformation: (a) Two objects both
touch the right radius; (b) Two objects respectively touch the left
and right radius; (c) Only one object touches the boundary.

According to the transformation of projection, we have the following lemma. We
omit the proof of it, as the idea is totally the same as Lem. 4.2.1.

Lemma 5.2.1. If 〈u2,
−→
d u1〉 is the projection of 〈u1,

−→
d u1〉, then 〈u2,

−→
d u1〉 domi-

nates 〈u1,
−→
d u1〉.

By Lem. 5.2.1, we can get the following corollary.
Corollary 5.2.1. The MDSs extracted under the case wherein UAV located on

the boundaries of a subarea dominate the MDSs extracted under the case wherein
UAV located in the whole subarea.

Thus, we only need to consider 〈ui,
−→
d ui〉 where ui are on the boundaries of subarea.

Let Γ denote the output set of Alg. 5. We have the following theorem.



Waypoints Planning for Anisotropic Visual Tasks 74

Theorem 5.2.5. Given any strategy 〈u,
−→
d u〉, there exists 〈u2,

−→
d u2〉 ∈ Γ such that

〈u2,
−→
d u2〉 dominates 〈u,

−→
d u〉.

Proof. By Coro. 5.2.1, we only need to consider the strategies wherein their coordi-
nates lie on the boundaries of the subarea. Then, for an arbitrary strategy 〈u,−→d u〉,
we execute the following transformations.

1) Keep the coordinate u fixed and rotate the orientation−→d u anticlockwise, which is
a rotation transformation as Fig. 5.8(b) , until there is at least one object, saying
o1, is going to fall out of monitoring area through the right radius. Suppose the
obtained strategy is 〈u1,

−→
d u1〉, where u1 = u. Obviously, 〈u1,

−→
d u1〉 dominates

〈u,
−→
d u〉.

2) Keep the right radius of the UAV’s monitoring area crossing o1 and move the
UAV along the boundaries of subarea, until at least another object is going to
fall out of the monitoring area through either right or left radius. If no other
object is going to fall out, then stop the transformation. In other words, during
the process of translation and rotation transformations, any object monitored
currently won’t fall out of the monitoring area, formally, the newly obtained
strategy 〈u2,

−→
d u2〉 dominates 〈u1,

−→
d u1〉.

After the above transformations, there are three possible conditions we may en-
counter.

1) Another object touches the right radius of the monitoring area (Fig. 5.9(a)).

2) Another object touches the left radius of the monitoring area (Fig. 5.9(b)).

3) None of other object touches the boundary of the monitoring area (Fig. 5.9(c)).

Cases 1 and 2 are critical conditions that an object which is monitored by 〈u1,
−→
d u1〉

is going to fall out the monitoring area. While Case 3 is the situation that no objects
will fall out, formally 〈u2,

−→
d u2〉 is always equivalent to 〈u1,

−→
d u1〉. Note that, objects

won’t fall out of monitoring area through the arc boundary as we have proved in
Coro. 5.2.1.

In Alg. 5, we can see that Step 2-4 and Step 5-7 correspond to Case 1 and 2,
respectively. For Case 3, arbitrary points on the boundaries of subarea are equiva-
lent, thus Step 9 can extract all MDSs resulted from this case. Consequently, the
corresponding monitored set of objects of strategy 〈u2,

−→
d u2〉 must be included in Γ

before Step 10. Since it is dominated by some MDS in the final obtained Γ, the
result follows.
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Algorithm 6: Strategy Selection
Input: The number of UAVs M , MDS set Γ, object function f(X)
Output: Strategy set X

1 X = ∅.
2 while |X| ≤M do
3 e∗ = arg maxe∈Γ\Xf(X ∪{e})−f(X).
4 X =X ∪{e∗}.
5 end

5.2.3. Problem Reformulation and Solution

After the second step, our problem has been reduced to a combinatorial optimization
problem which is finding M strategies from a limited number of strategies extracted
by MDS. In the third step, we first reformulate the problem, then prove its mono-
tonicity and submodularity, and finally present an effective algorithm with 1− 1/e
approximation ratio to address this reformulated problem.

Let S be the selected set of strategies from Γ. For all possible S in Γ, we can
compute their overall monitoring utility. The problem P1 can be reformulated as

(P2) max tr(ΣSS) + tr(ΣOSΣ−1
SSΣSO),

s.t. S ⊆ Γ, |S|=M,

where ΣOS and Σ−1
SS can be easily obtained by Equa. (5.9) of corresponding oi and

si = 〈ui,
−→
d ui〉 and Equa. (5.12) of si, sj and their monitoring objects set Oi and Oj .

The problem is then transformed to a combinatorial optimization problem. Follow
the same problem transformation idea of Problem Reformulation (Sec. 4.2.3 in
PANDA Chap. 4), we give further analysis and transform P2 into P3. We briefly
repeat the Submodularity (Def. 4.2.8) and Matroid (Def. 4.2.9 and Def. 4.2.10)
definition as follows.

(1) A real-valued set function f : 2S → R (S is a set) is nonnegative, monotonic,
and submodular [142] iff.: 1. f(A) ≥ 0; 2. f(A∪ {e}) ≥ f(A) (A ⊆ S,e ∈ S\A);
3. f(A∪ {e})− f(A) ≥ f(B ∪ {e})− f(B) (A ⊆ B ⊆ S,e ∈ S\B). (2) A Uniform
Matroid [142] M = (S,L) where S is a finite ground set, L ⊆ 2S is a collection of
independent sets, k is an integer, such that 1. ∅ ∈L; 2. if X ⊆ Y ∈L, then X ∈L; 3.
if X,Y ∈ L, and |X|< |Y |, then ∃y ∈ Y \X, X ∪{y} ∈ L. 4. L= {X ⊆ S : |X| ≤ k}.

Then, our problem can be reformulated as
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VISIT Problem (P3): Given Γ, select X (a M number set) from L such
that f(X) maximized

(P3) max f(X) = tr(ΣXX) + tr(ΣOXΣ−1
XXΣXO),

s.t. X ∈ L,
L= {X ⊆ Γ : |X| ≤M}.

Lemma 5.2.2. The objective function f(X) is a monotone submodular function,
and the constraint is a uniform matroid constraint.

Proof. We verify the three listed requirements in submodularity. First, when the
number of UAVs is 0, obviously Σ = 0, thus f(∅) = 0. Next, we present the following
claim.
Claim 5.2.1. Given a semi-positive definite (s.p.d.) matrix Σ in a block separated

form as

Σ =


A E F G
ET B H I
FT HT C J
GT IT JT D

 ,
we have:

1. tr(A) + tr((EFG)(EFG)TA−1)

≤tr(A+B) + tr(
(
F G
H I

)(
F G
H I

)T (
A E
ET B

)−1
),

(5.14)

2. tr(A+B) + tr(
(
F G
H I

)(
F G
H I

)T (
A E
ET B

)−1
)

− (tr(A) + tr(EFG)(EFG)TA−1)≤

tr(A+B+C) + tr(

GI
J

GI
J

T  A E F
ET B H
FT HT C

−1

)

− (tr(A+C) + tr(
(
G
J

)(
G
J

)T (
A F
FT C

)−1
)).

(5.15)

Proof. For InEqua. (5.14), we set M = (FG),

(
M
N

)
=
(
F G
H I

)
,

(
O P
PT Q

)
=
(
A E
ET B

)−1
.
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Then, expanding (5.14) and combining like terms, we get

tr(A) + tr(ETA−1E+MTA−1M)
≤ tr(A+B) + tr(MTOM +NTPTM +MTPN +NTQN)

=tr(A+ETA−1E) + tr(MTA−1M)
≤ tr(A+B) + tr(MTOM +NTPTM +MTPN +NTQN).

Now, we prove it by two parts.

(1) tr(A+ETA−1E) ≤ tr(A+B): As Σ is an s.p.d. matrix, for any real vectors
x and y, we have (x,y)T

(
A E
ET B

)
(x,y) > 0. As an s.p.d. matrix can always be

factorized as a matrix times its transpose, we can rewrite the left of (5.14) as

xTRTRx+xTRTR−TEy+yTETR−1Rx

+yTBy+yTETR−1R−TEy−yTETA−1Ey,

where R is invertible and R−T = (RT )−1 . Thus, (5.14) can be rewritten as (Rx+
RTEy)T (Rx+R−TEy) + yT (−ETA−1E+B)y > 0 . As A is s.p.d., Ax+Ey = 0 with
respect to x always has a solution for any y, then vector (Rx+RTEy) equals to 0 for
any given y. That means, for any given y, there always exists yT (−ETA−1E+B)y >
0 . So, (−ETA−1E +B) is s.p.d., which implies tr(−ETA−1E +B) > 0 and then
tr(ETA−1E)< tr(B) .

(2) tr(MTA−1M) ≤ tr(MTOM +NTPTM +MTPN +NTQN): Let the right of
the inequality minus the left, we need to prove tr(Φ) ≥ 0, Φ = MT (O−A−1)M +
NTPTM+MTPN+NTQN . Because AO+EPT = I and AP +EQ= 0 , which implies
O+A−1EPT =A−1 and PQ−1PT +A−1EPT = 0 , then we have

MT (O−A−1)M =MT (PQ−1PT )M.

Then Φ =MT (PQ−1PT )M +NTPTM +MTPN +NTQN , which leads to

(MTNT )
(
P 0
Q I

)(
Q−1 0

0 0

)(
P QT

0 I

)
(MN)T .

As Q−1 is s.p.d., the result follows. Combine the above two parts, the whole result
follows.

By InEqua. (5.14), we obtain f(A∪{e})−f(A)≥ 0, where, A⊆Γ and element e∈
Γ\A. And according to (5.15), we have (f(A∪{e})−f(A))−(f(B∪{e})−f(B))≥ 0,
where A and B are two sets such that A ⊆ B ⊆ Γ and element e ∈ Γ\B. We omit
the proof of InEqua. (5.15) as it is similar to that of InEqua. (5.14).

To sum up, f(X) is a monotone submodular function.
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Consequently, the reformulated problem falls into the scope of maximizing a mono-
tone submodular function subject to a matroid constraint, which can be addressed
by a greedy algorithm which achieves a good approximation [142]. Alg. 6 shows the
pseudo code of strategy selecting algorithm. In each round, Alg. 6 greedily adds a
strategy e∗ to X to maximize the increment of function f(X).

5.3. Theoretical Analysis

Theorem 5.3.1. The VISIT algorithm achieves an approximation ratio of 1−
1
e − ε, where ε= 3ε1, and its time complexity is O(MN12ε−12).

Proof. First, we bound the approximation ratio of VISIT algorithm. Denote the
two sets of strategies of all M UAVs under OPT (optimal solution) to problem P1
and the reformulated problem P2 as S∗1 and S∗2 , respectively. Denote the obtained
strategies of VISIT to the problem P2 (or P3) as S2 . According to the fact that
a greedy algorithm of maximizing a monotone submodular function subject to a
uniform matroid achieves 1−1/e approximation ratio [142], thus the approximation
ratio of Alg. 6 is 1−1/e, namely,

tr(ΣS2S2) + tr(ΣOS2Σ−1
S2S2

ΣS2O)

≥(1− 1
e

)(tr(ΣS∗2S∗2 ) + tr(ΣOS∗2Σ−1
S∗2S

∗
2
ΣS∗2O)).

(5.16)

Further, by Theo. 5.2.2, we have Q̃(·) ≥ 1
1+ε1Q(·). By Theo. 5.2.3, we have

K̃(·) ≥ 1+εd
1+ε1K(·) ≥ 1

1+ε1K(·). Thus, each entry in ΣS∗2S∗2 ,ΣOS∗2 , Σ−1
S∗2S

∗
2
, and ΣS∗2O is

approximated to the entry in problem P1 with at most 1
1+ε1 error. Then, we have

tr(ΣS∗2S∗2 ) + tr(ΣOS∗2Σ−1
S∗2S

∗
2
ΣS∗2O)

≥ 1
1 + ε1

· tr(ΣS∗1S∗1 )

+ 1
1 + ε1

· 1
1 + ε1

· 1 + εd
1 + ε1

· tr(ΣOS∗1Σ−1
S∗1S

∗
1
ΣS∗1O)

≥ 1
(1 + ε1)3 · (tr(ΣS∗1S∗1 ) + tr(ΣOS∗1Σ−1

S∗1S
∗
1
ΣS∗1O)).

(5.17)
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Combining InEqua. (5.16) and (5.17), it can be bounded as follows

tr(ΣS2S2) + tr(ΣOS2Σ−1
S2S2

ΣS2O)

≥(1− 1
e

) · 1
(1 + ε1)3 · (tr(ΣS∗1S∗1 ) + tr(ΣOS∗1Σ−1

S∗1S
∗
1
ΣS∗1O))

≥(1− 1
e

) · (1− ε1)3 · (tr(ΣS∗1S∗1 ) + tr(ΣOS∗1Σ−1
S∗1S

∗
1
ΣS∗1O))

≥(1− 1
e

) · (1−3ε1 + 3ε21− ε31)·

(tr(ΣS∗1S∗1 ) + tr(ΣOS∗1Σ−1
S∗1S

∗
1
ΣS∗1O)).

(5.18)

For any ε1 ≤ 3, 3ε21− ε31 ≥ 0, we have

(1− 1
e

) · (1−3ε1 + 3ε21− ε31)·

(tr(ΣS∗1S∗1 ) + tr(ΣOS∗1Σ−1
S∗1S

∗
1
ΣS∗1O))

≥(1− 1
e

) · (1−3ε1) · (tr(ΣS∗1S∗1 ) + tr(ΣOS∗1Σ−1
S∗1S

∗
1
ΣS∗1O))

≥(1− 1
e
−3ε1) · (tr(ΣS∗1S∗1 ) + tr(ΣOS∗1Σ−1

S∗1S
∗
1
ΣS∗1O)).

(5.19)

Therefore, by setting ε = 3ε1, the approximation ratio of the VISIT algorithm is
1− 1

e − ε.

Next, we analyze the time complexity of the VISIT algorithm. First, VISIT
computes the subareas by the discretization method. The complexity of this step
is O(N2ε−4) according to Theo. 5.2.4. Second, in each subarea MDS extracted
by Alg. 5 the combination of objects pair for Case 1 and Case 2 is

(N
2
)

= N(N−1)
2

and each case generates O(1) number of MDSs. For Case 3, its associated time
complexity is also the number of MDSs in each subarea which is O(N). Thus, the
time complexity of Alg. 5 (as well as the number of MDSs) is the number of subarea
times the computation complexity of each subarea, i.e., O(N4ε−4) (= O(N2ε−4)×
max(

(N
2
)
,O(N))). Third, VISIT computes correlation of each pair of strategies.

Each MDS is corresponding to a strategy, thus the combination of strategies pair is(|S|
2
)

= |S|(|S|−1)
2 and each selection costs O(1) time. Thus, the time complexity of this

step is O(N8ε−8) (=
(O(N4ε−4)

2
)
). At last, Alg. 6 will perform M times loop to select

M strategies. In each loop, it will multiply three matrixes generating O(N12ε−12)
times computation and select the best one. Thereby, the time complexity of VISIT
algorithm is O(MN12ε−12).
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5.4. Numerical Simulation

5.4.1. Evaluation Setup

In our simulation, objects are uniformly distributed in a 10m×10m 2D square area
and their orientations are randomly selected among [0,2π]. If no otherwise stated,
we set N = 12, M = 9, γ = π/3, θ = π/6, D = 3m, ω = π/18, β = π/3, ε= 0.2, and
εd =

√
ε/3, respectively. We also simulate the coordinates of UAVs which follow a

2D Gaussian distribution with both x- and y- coordinate randomly selected from a
Gaussian distribution with µ = ui and σx = σy = 3. Moreover, each data point in
evaluation figures is computed by averaging results of 200 random topologies and
normalized by dividing the best total QoM, which is α×N .

Since there are no existing approaches for VISIT, we present three algorithms
for Comparison: (1) Grid Coordinate Monitoring Algorithm (GCMA) first divides
whole 2D square area into small grids, whose side length is D/

√
2m, then extracts

MDSs at each vertex of grids with MDS extraction algorithm of point case, and
last greedily selects the strategies which monitors the most number of objects. In
other words, GCMA doesn’t consider the QoM and defines the monitoring utility of
every object is just classified of monitored or not. (2) Number-Objective Monitoring
Algorithm (NOMA) improves GCMA by dividing area with the intersection of mon-
itoring sectors and extracting MDSs in each subarea with MDS extraction algorithm
of area case, namely, the coordinates of UAVs are not just grid, and the objective
of NOMA is maximizing the number of efficient monitored objects. (3) Isotropic-
QoM Monitoring Algorithm (IQMA) improves NOMA by introducing QoM which
is influenced by distance between object and UAV, but the QoM is isotropic which
means it doesn’t vary with different monitoring angle.

5.4.2. Performance Comparison

We compare the VISIT algorithm with IQMA, NOMA, and GCMA in terms of
almost every parameter in Table 5.1. In terms of approximation ratio ε, the simu-
lation results show that the monitoring utility is stable along with ε increases. This
phenomenon let us set a relatively high ε to reduce the computational overhead.
In addition, in terms of efficient angle θ, the monitoring utility doesn’t get better
along with increasing θ as we wish. The reason is that the VISIT always provides
high monitoring utility with performance bound in common θ value, but if we set
the extreme value of θ (i.e. 0 or 2π) the utility may change a lot. The detailed
simulation results are discussed as follows.
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Impact of Number of Waypoints M . Our simulation results show that on
average, VISIT outperforms IQMA, NOMA, and GCMA by 68.03%, 2.28 times,
and 5.05 times, respectively, in terms of N . Fig. 5.10 shows that the monitoring
utility of VISIT invariably increases with M until it approaches 1, while that of
IQMA and NOMA increase to about 0.58 and 0.22, respectively, and then keep
relatively stable. However, the monitoring utility of GCMA always remains low
because the candidate coordinate of waypoints are limited.

Impact of Number of Objects N . Our simulation results show that on average,
VISIT outperforms IQMA, NOMA, and GCMA by 1.24 times, 3.74 times, and 7.11
times, respectively, in terms of N . Fig. 5.11 shows that the monitoring utility
decreases monotonically as the number of objects increases for all four algorithms.
Particularly, both the monitoring utilities of GCMA decrease more slowly than that
of VISIT, IQMA, and NOMA. This is because VISIT, IQMA, and NOMA select po-
sitions that can generate more monitoring utility, but GCMA cannot. Moreover, the
monitoring utility of VISIT decreases more slowly than that of IQMA and NOMA
when N gets larger.
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Figure 5.10.: Number of Waypoints M
vs. utility.
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Figure 5.11.: Number of Objects N vs.
utility.

Impact of Approximation Loss ε. Our simulation results show that on average,
VISIT outperforms IQMA, NOMA, and GCMA by 55.18% , 2.15 times, and 5.83
times, respectively, in terms of ε. As shown in Fig. 5.12, the monitoring utility of
VISIT fluctuates slightly when ε grows, but it is almost always larger than 0.8. This
provides us with a good opportunity to select a larger ε to reduce the computation
overhead of VISIT without noticeable degradation of performance.

Impact of Farthest Sight Distance D. Our simulation results show that on
average, VISIT outperforms IQMA, NOMA, and GCMA by 57.25%, 2.33 times,
and 5.83 times, respectively, in terms of D. Fig. 5.13 shows that the monitoring
utility of VISIT monotonically increases with D until it approaches 1, while that of
IQMA increase a little because it neglects the influence of monitoring angle. Then
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Figure 5.12.: Approximation Loss ε vs.
utility.
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Figure 5.13.: Farthest Sight Distance D
vs. utility.

the monitoring utility of NOMA decreases because it only maximizes the number of
monitoring objects but the QoM of additional monitoring objects in each strategy
decreases when D increases. The monitoring utility of GCMA decreases because
the side length of grids decreases when D increases, namely, the distance between
objects and UAVs increases.

Impact of Efficient Angle θ. Our simulation results show that on average, VISIT
outperforms IQMA, NOMA, and GCMA by 89.23%, 3.13 times, and 3.15 times,
respectively, in terms of θ. As shown in Fig. 5.14, when θ grows, VISIT always
maintains high monitoring utility which is almost always larger than 0.8. However,
when θ grows, objects have more opportunities to be monitored. The monitoring
utility of IQMA and NOMA decrease because they do not consider QoM or only
consider isotropic QoM and UAV may hover at the strategies where more objects
can be monitor but with very large monitoring angles. The monitoring utility of
GCMA is always low, because UAV can hover at grids.

Impact of Monitoring Angle γ. Our simulation results show that on average,
VISIT outperforms IQMA, NOMA, and GCMA by 32.23%, 2.03 times, and 4.15
times, respectively, in terms of γ. Fig. 5.15 shows that the monitoring utility of
VISIT monotonically increases with γ increasing, while the monitoring utilities of
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Figure 5.14.: Efficient Angle θ vs. util-
ity.
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Figure 5.15.: Monitoring Angle γ vs.
utility.
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IQMA, NOMA, and GCMA almost do not change. Indeed, when γ grows, UAVs have
more chance to monitoring objects, thus the monitoring utility of VISIT increases.
However, IQMA, NOMA, and GCMA do not consider anisotropic QoM, thus they
may plan waypoints at strategies where can monitor more objects but low QoMs.

Figure 5.16.: Key Information Distri-
bution Angle β and Cap-
tured Key Information
Angle by Each UAV ω vs.
utility.

Impact of Object’s Key Information
Distribution Angle β and Captured
Key Information Angle by Each UAV
ω Here we study the impact of ω and β
on monitoring utility. Fig. 5.16 depicts
the results and each point on the surface
denotes an average value of 200 experi-
ment results. We observe that the monitor-
ing utility increases invariably when ω in-
creases, while monitoring utility decreases
invariably when β decreases. Indeed, with
a larger ω, each UAV can capture more in-
formation of objects, and with a smaller β,
each object needs fewer number of UAVs to
capture information.

5.5. Field Experiment

(a) UAV (c) Face Object(b) Text Object

Figure 5.17.: UAV & Objects.

To verify our framework, we execute
two field experiments with kinds of
different objects, and thus different
information of two kinds of objects
and fusion functions. As shown in
Fig. 5.17, experiment equipments
consists of DJI Phantom 4 advanced UAV and two different kinds of objects, i.e.,

Table 5.2.: Coordinates and orientations of objects.
Object Coordinate Orientation Object Coordinate Orientation

o0 (4.32, 11.58) 234.21◦ o8 (3.55, 4.71) 197.91◦
o1 (11.93, 3.22) 114.43◦ o9 (7.09, 3.16) 282.47◦
o2 (9.94, 14.34) 256.84◦ o10 (3.97, 0.44) 69.88◦
o3 (2.44, 3.75) 133.28◦ o11 (8.97, 5.60) 194.79◦
o4 (4.40, 13.43) 294.20◦ o12 (10.32, 6.08) 341.20◦
o5 (12.50, 0.73) 103.95◦ o13 (3.28, 4.12) 114.87◦
o6 (5.56, 12.53) 168.34◦ o14 (8.87, 14.05) 278.88◦
o7 (7.62, 0.45) 240.33◦
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text objects and face objects. In our experiment, 15 objects are randomly distributed
in our experiment field, whose size is 15m×15m, and the coordinate and orientation
of objects are shown in Table 5.2.
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13o
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Figure 5.18.: Objects distribution and waypoints
of VISIT, IQMA, and NOMA.

Fig. 5.18 illustrates the dis-
tribution of 15 objects and the
strategies of 8 waypoints for
VISIT, IQMA, and NOMA are
drawn in the red, blue, and yel-
low sectors respectively. Be-
cause the accuracy of GPS, the
bias of orientation, the influ-
ence of wind in the air and the
noise over the channel for im-
age transmission lead to bias of
pictures captured by the same
strategy, we capture 5 pictures
of each waypoint and add them
together into one picture as
shown in Fig. 5.21-5.23 and
Fig. 5.28-5.30. To keep both
object and UAV safe we set iso-
lation distance between objects
and UAV to 2 meters. Moreover, we set ε= 0.2 and εd =

√
ε/3 in both experiments.

5.5.1. Text Experiment

In text experiment, we use 15 objects as shown in Fig. 5.17(b). Each of them is
made of hard distinguishable text as shown in Fig. 5.19 printed on an A4 paper and
then pasted on a semicircle cylinder. Fig. 5.20 shows the real experiment field of
text experiment which involves 15 text objects. According to the real hardware of
UAV and the size of semicircle cylinder, parameters in text experiment are set to
γ = π/6, D = 7m, ω = π/18, β = 4π/5 and θ = 2π/5.
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Figure 5.19.: Text objects.
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Figure 5.20.: Text experiment field.

Fig. 5.21-5.23 show the pictures taken by the selected strategies of 8 UAVs with
our algorithm VISIT and two compared algorithms IQMA and NOMA.

Figure 5.21.: Captured text pictures by VISIT.
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Figure 5.24.: Recognition results.

Then, we utilize these sampling pictures
of each algorithm to execute text recogni-
tion experiment. The fusion function and
the text recognition algorithm we used are
the existing method respectively proposed
in [155] and [136]. Before executing text
recognition, we also add 35 other similar
texts into candidate set of recognition re-
sults. Fig. 5.24 illustrates the recognition accuracy of text experiment by VISIT,
IQMA, and NOMA.
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Figure 5.25.: Text object recognition.

In text experiment, the recogni-
tion accuracies of VISIT, IQMA, and
NOMA are 0.80, 0.47, and 0.27, re-
spectively. It means VISIT outper-
forms IQMA and NOMA by 41.3%
and 66.3%, respectively. Fig. 5.25
depicts the recognition results of each
object. 1 indicates correct text objet recognition while 0 indicates not.
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Figure 5.22.: Captured text pictures by IQMA.

Figure 5.23.: Captured text pictures by NOMA.

5.5.2. Face Experiment

In face experiment, as illustrated in Fig. 5.17(c), we invite 15 students to attend
our experiment and stand on a square, which include 3 females and 12 males whose
stature are respective around 160cm−165cm and 170cm−188cm. 15 frontal views
of these students are shown in Fig. 5.26. Fig. 5.27 shows the real experiment field of
face experiment which involves 15 students with known facing directions. According
to the real hardware of UAV and the distribution of features in face recognition [156],
parameters in face experiment are set to γ = π/6, D = 7m, ω = π/18, β = 2π/3 and
θ = π/3.

Fig. 5.28-5.30 show the pictures taken by the 8 selected strategies(waypoints) for
each of VISIT, IQMA, and NOMA. Then we use the value fusion model proposed
in [155] as our fusion function and face recognition approach proposed in [135] as
recognition algorithm. Similar to text recognition, we also add 85 other front view
faces into candidate set of recognition results before executing face recognition ex-
periment. Fig. 5.24 illustrates the recognition accuracy of by VISIT, IQMA, and
NOMA.
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Figure 5.26.: Face objects.

Figure 5.27.: Face experiment field.
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Figure 5.31.: Face object recognition.

In face experiment, the recognition ac-
curacies for VISIT, IQMA, and NOMA
are 0.73, 0.47, and 0.20, respectively,
which means VISIT outperforms IQMA
and NOMA by 35.6% and 72.6%. Fig. 5.31
depicts the distance of features for each ob-
ject. Some bars of objects are not depicted
in figure, i.e. o12 and o2 of NOMA, etc., be-
cause the distances of features in the sam-
pling pictures of these objects are too large. From Fig. 5.31, we can see the distances
of features of some object in VISIT are not better than IQMA or NOMA, i.e., o6,
o7, o9, o11, and o14, this is because the objective of our algorithm is maximizing
overall monitoring utility.

Figure 5.28.: Captured face pictures by VISIT.
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Figure 5.29.: Captured face pictures by IQMA.

Figure 5.30.: Captured face pictures by NOMA.

5.6. Chapter summary

In this paper, we solve the problem of waypoint planning for anisotropic monitoring
tasks. The key novelty of this paper is on proposing the first algorithm for con-
sidering anisotropic quality of monitoring. The key contribution of this paper is:
First, we build the anisotropic monitoring framework which can be used in various
QoM and fusion model; Second, we develop an approximation algorithm with perfor-
mance guarantee; Third, we conduct simulation and two kinds of field experiments
for evaluation. The key technical depth of this paper is in reducing the infinite solu-
tion space of this optimization problem to a limited one by utilizing the techniques
of area partition and Monitoring Dominating Set extraction, and modeling the re-
formulated problem as maximizing a monotone submodular function subject to a
matroid constraint. The experiment results show that our algorithm outperforms
other comparison algorithms by at least 41.3%.



Chapter6
Waypoints Planning with Adjustable
Multi-Camera UAVs

This chapter explores the challenges and improvements of adjustable multi-camera
UAV model in monitoring tasks. It studies a fundamental problem of Waypoints
Planning for Adjustable Multi-camera UAVs (WiPlan), that is, given a set of objects
with known locations, plan a set of waypoints for an adjustable multi-camera UAV
(i.e., determine the locations and adjust each camera’s direction and focal length)
such that the overall monitoring utility for all objects is maximized.
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Table 6.1.: Notations used in Chap. 6.
Symbol Meaning

ui UAV i, or its location
oj Object j to be monitored, or its location
φkui Direction of k-th camera on UAV i
fkui Focal length of k-th camera on UAV i
Φui Set of cameras’ direction on UAV i
Fui Set of cameras’ focal length on UAV i

〈ui,φkui,fkui〉 Subarrangement of camera k on UAV i
〈ui,Φui,Fui〉 Arrangement of UAV i

K Number of cameras on each UAV
−→
d ui Orientation of UAV i
γ Angle of view (AOV) of camera’s field of view
R Range of distance of camera’s field of view
ϕ Aspect of the object

∆A Angle of aspect combining
Al Subarea l formed by a set of discretized sectors of Ol
Λ Set of extracted representative locations
Γl Set of location l’s representative subarragements

6.1. Problem Formulation

Network Model. Suppose O = {o1,o2, ...,oN} are distributed in target area. one
UAV equipped with K cameras plans M waypoints U = {u1,u2, ...,uM} to monitor
these objects. Each state of a waypoint is described with a tuple 〈ui,Φui,Fui〉 (called
arrangement), in which ui denotes the location, Φui and Fui denote the directions
set and focal lengths set of the cameras, respectively. The k−th camera at waypoint
i is described with 〈ui,φkui,fkui〉 (called subarrangement), in which φkui and fkui denote
its direction and focal length. Table 6.1 lists the notations we used in WiPlan.

Camera Model. We adopt the camera model used in many literature [107,157–
159]. As shown in Fig. 6.1(a), the monitoring region of the camera model is a
sector, which is determined by the angle of view (AOV) γ and the range of distance
R. Both γ and R are determined by the camera’s focal length f . Specifically, γ
depends on f and the dimension of image i (Fig. 6.1(b)), while R depends on γ and
the requirement of applications (Fig. 6.1(c)). Formally,

γ , 2arctan( i

2f ),R, cot(γ2 ) · P · r2p ·z, (6.1)

where the digital zoom ratio z, the total pixels of the entire image L are the hardware
determined, l and r are the required pixels and required ratio predefined by different
applications.
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(a) (b) (c) 

iu

k

ui



R i

fR

i
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l

Figure 6.1.: Camera Model. (a) illustrates the monitoring region of camera. (b)
illustrates the relationship between f , R, and γ. (c) illustrates the
parameters l and L in applications on large-scale building monitoring
and human face recognition.
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Figure 6.2.: Aspect Coverage. ϕ2 of oj
is a covered aspect by ui
while ϕ1 is not.

Quality of Monitoring (QoM). In
most cases, the QoM in the sector-shape
monitoring region is not uniform. On one
hand, QoM varies with the distance be-
tween the camera and the object d and
the focal length f [15, 160], and their rela-
tion satisfies QoM ∝ f2/d2. On the other
hand, QoM varies with the angle between
the object’s facing direction and the cam-
era’s viewing direction. Specifically, along
with this angle increase, the QoM, e.g.,
face recognition accuracy, drops dramati-
cally [156]. To sum up, the best way is to monitor objects with high QoM from as
many angles of view as possible. To quantify the monitored angle of view, we utilize
the aspect coverage concept proposed by [158, 159]. An aspect ϕ of an object is a
direction that can be represented by an angle in [0,2π) with 0 degree indicating the
one pointing to the positive direction of x-axis, as shown in Fig. 6.2. An aspect ϕ
is covered if there is a camera at waypoint ui guaranteeing two conditions: (1) oj is
covered by ui’s camera; (2) α(ϕ,−−→ojui)< θ (−−→ojui is the viewing direction, α(,) is the
angle between two vectors, and θ is the efficient angle).

Formally, the QoM of oj ’s aspect ϕ is

Q(ui,oj ,fkui,φkui,ϕ) ,


a·(fkui)

2

(||uioj ||+b)2 ,0≤ ||uioj || ≤R,
−−→uioj ·φkui−‖uioj‖cos(γ2 )≥ 0,

and −−→ojui ·vec(ϕ)−‖ojui‖cosθ > 0.
0, otherwise.

where a and b are two constants determined by environment and hardware of devices,
||uioj || is the distance between ui and oj , vec(ϕ) is the vector with the angle of ϕ
and length of ‖ojui‖, and γ and R are from Eq. (6.1) at f = fkui.
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Figure 6.3.: Monitoring Utility. Both
u1 and u2 monitor the
overlapped aspects of oj.

Monitoring Utility. By the QoM fun-
tion, an object’s monitoring utility is an
integration of aspects’ QoM from 0 to 2π.
However, according to the aspect cover-
age’s conditions, we observe that if an as-
pect ϕ is covered, then its surrounding as-
pects in the θ interval, i.e., [ϕ− θ,ϕ+ θ),
are all covered. Meanwhile, multiple cam-
eras may cover the overlapped aspects with
different QoMs, as shown in Fig. 6.3.
Thus, quantifying the obtained informa-
tion in the overlapped aspects, i.e., infor-
mation fusion, is an issue to be addressed. We prove that any functions follow-
ing submodularity applies to our algorithm (See §6.3), e.g., trivial linear addition,
cross-entropy, mutual information, even training a function with empirical experi-
ment results. Here, we use max() function as an example, because when multiple
UAVs monitor the same aspect, the image with maximum QoM contains complete
information of all other images. Thus, the monitoring utility of an object oj is

U(U ,oj) ,
∫ 2π

0
max
A

Q(ui,oj ,fkui,φkui,ϕ)dϕ (6.2)

where A is the arrangements set of U .

Problem Formulation. Then, the problem of Waypoints Plan for Adjustable
Multi-camera UAVs (WiPlan) is, given the distribution of objects, determine the
arrangements for all M waypoints of a UAV equipped with K cameras to optimize
overall monitoring utility for all N objects. Here, we define the overall monitoring
utility as the normalized sum of N objects’ monitoring utility.

WiPlan Problem (P1):

max 1
2πN

N∑
j=1

∫ 2π

0
max
A

Q(ui,oj ,fkui,φkui,ϕ)dϕ

s.t. |A|=M,0≤ φkui < 2π,0≤ ϕ < 2π.

The following theorem indicates the hardness of WiPlan.
Theorem 6.1.1. The WiPlan problem is NP-hard.

Proof Sketch. Consider a simple case in which focal length f is fixed, γ = θ = 2π,
R = 1, and QoM is set to be a 0− 1 function. In this case, if an object monitored
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by an UAV, all its aspects have been captured and other UAVs will not contribute
even if they also monitor this object. WiPlan changes to the well-known NP-hard
Unit Disk Coverage problem [14]. Thus, WiPlan problem is also NP-hard.

6.2. Solution

Overall roadmap. First, we present piecewise constant function and aspect com-
bining technique to approximate the nonlinear QoM function and monitoring util-
ity. By doing so, the whole solution space is discretized into many cells (§ 6.2.1).
Then, we present a Representative Arrangements Extraction (RAE) method, in-
cluding Representative Locations Extraction and Representative Subarrangements
Extraction, to construct the decision space (§ 6.2.2). Thus, the WiPlan problem is
transformed a combinatorial optimization problem WiPlan-T (§ 6.2.3). Finally, we
design a two-level greedy algorithm to address it, prove WiPlan-T’s properties, and
bound the algorithm’s approximation ratio and time complexity (§ 6.3).

6.2.1. Step 1: Discretization.

In this step, we use the same tech as Sec. 5.2.1 in Chap. 5 and novel aspect
combining to approximate the nonlinear solution space to linear one; then discretize
whole solution space into many cells.

O

Ring 3

Ring 4 

(b) Focal Length Discretization(a) Distance Discretization

d

2( )r k 2( 1)r k +

jo
maxR

2( )r K

0( , )Q f d

iu

1k
R

1k


1 1kR +

1 1k +

Figure 6.4.: QoM Approximation. (a) the monitored region of oj is divided into
5 rings. (b) two types of sectors responding to f = lk1 and f = lk1+1.

Preliminary 1: Piecewise Constant Approximation for QoM. Let Q(f.d) =
af2

(d+b)2 denote the QoM of an aspect monitored by a camera respect to focal length f
and distance d. We use multiple piecewise constant segments Q̃(f,d) to approximate
the QoM Q(f,d), respectively. The distance dimension is divided into K2 constant
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segments (Fig. 6.4(a)); accordingly, Rmax is divided into little segments which
divides the monitored region of an object into K2 many rings. The focal length
dimension is divided into K1 constant segments (Fig. 6.4(b)); each focal length lk1

(0≤ k1 ≤K1) generates a γ-AOV R-radius camera (sector) (γ and R calculated via
Eq. (6.1)); accordingly, there are total K1 types of sectors. Formally, the piecewise
constant function is defined as follows.
Definition 6.2.1. Setting l(0) = Fmin, l(K1) = Fmax, r(0) = 0, and r(K2) =

Rmax
11, the piecewise constant QoM function Q(f,d) is defined as follows:

Q̃(f,d) ,


Q(l(1), r(1)), f = l(0),d= r(0)
Q(l(k1−1), r(k2)), l(k1−1)< f ≤ l(k1),

r(k2−1)< d≤ r(k2)
0, f > l(K1),d > r(K2).

(6.3)

After two dimensional approximation, any point in each ring monitored by one
same type of sector, the QoM is a same constant. Fig. 6.5(a) and Fig. 6.5(b) show
an example of approximate QoMs of o1 under two focal lengths.
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Figure 6.5.: Example of Step 1-1. The approximate QoMs of o1 are respectively
Q(lk1 , r3) and Q(lk1+1, r3) since Rk1 ≤ r3.

Now, we provide a sufficient condition to bound the approximation error in fol-
lowing two theorems. We omit their proofs as they are the same as the proofs of
Thoe. 5.2.2 and Theo. 5.2.1.
Theorem 6.2.1. Holding fixed f = f0, setting r(0) = 0, r(K2) = Rmax, and

r(k2) = b((1 + ε1)k2/2− 1), (k2 = 1, · · · ,K2− 1, and K2 =
⌈
ln(Q(f,0)/Q(f,Rmax))

ln(1+ε1)

⌉
), the

approximation error is
1≤ Q(f0,d)

Q̃(f0,d)
≤ 1 + ε1.

11K1 and K2 control the approximate error, and obviously.
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Theorem 6.2.2. Setting l(0) = Fmin, l(K1) = Fmax, and l(k1) = Fmin ·(
1+ε2
1+ε1

)k1/2, (k1 = 1, · · · ,K1 − 1, and K1 =
⌈

ln(Fmax/Fmin)
ln((1+ε2)/(1+ε1))

⌉
), we have the ap-

proximation error:
1≤ Q(f,d)

Q̃(f,d)
≤ 1 + ε2.
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Figure 6.6.: Aspect combining.

Preliminary 2: Monitoring Utility
Approximation for an Object. Fig.
6.6 illustrates the basic idea of the aspect
combining to approximate the monitoring
utility of an object. We use 2π

∆A directions
centered at oj with even space ∆A to di-
vide oj ’s 2π aspects. Efficient angle θ in
aspect coverage model reduce to the com-
pletely covered ∆A intervals. For example,
in Fig. 6.6, θ is approximated as interval
[∆A,4∆A] since [0,∆A) and [4∆,5∆A) are
not completely covered. Theo. 6.2.3 provides a sufficient condition to bound the
error from aspect combining.

Theorem 6.2.3. Setting ∆A= cd(360,θ) (cd(·, ·) is the Common Divisor of two
integers) and ε∆ = 2∆A

θ−2∆A , then, ui monitors oj with identical efficient interval pro-
vided −−→ojui ∈ (t∆A,(t+ 1)∆A). The approximation error is

1≤ U(Q̃)
Ũ(Q̃)

≤ 1 + ε∆.

where U(Q̃) =
∫ 2π

0 maxA Q̃(ui,oj ,fkui,φkui,ϕ)dϕ.

Proof. We prove this theorem by constructing the extreme cases. Fig. 6.7
and Fig. 6.8 illustrates two examples of extreme cases. Without loss of gen-
erality, given Q̃ we have U(Q̃) =

∫ 2π
0 maxA Q̃(ui,oj ,fkui,φkui,ϕ)dϕ and Ũ(Q̃) =

∆A ·∑ 2π
∆A
t=1 maxA Q̃(ui,oj ,fkui,φkui, t∆A). In the best case, Fig. 6.7, Ũ(Q̃)

is at most the value of U(Q̃), i.e., every covered θ exactly covers the in-
tegral multiple of ∆A. In such case, U(Q̃)

Ũ(Q̃) = 1. In the worst case, Fig.
6.8, in which θ is very close to the integral multiple of ∆A and there is
no overlapped covered aspects. Formally, ∀i ≤ K,i ∈ Z+,K ≤ 2× 2π

θ ,βi → 0,
e.g., K = 6. Let Φ(x) , maxA Q̃(ui,oj ,fkui,φkui,x), then in the worst case,
U(Q̃) =

∫ 2π
0 maxA Q̃(ui,oj ,fkui,φkui,ϕ)dϕ = ∑ 2π

θ
t=1

θ
∆A ·∆A ·Φ(t∆A) because the limit

subjects to βi→ 0 and there are at most K (constant) βi s, namely, the K
2 intervals

from (t−1)∆A+βito t∆A and K
2 intervals from (t−1)∆Ato t∆A−βiall cover com-



Waypoints Planning with Adjustable Multi-Camera UAVs 96

A
jo

Figure 6.7.: Best Case.

1

2

34

5

6

A

jo

Figure 6.8.: Worst Case.

plete aspects in ∆A. Additionally, Ũ(Q̃)=∆A ·∑ 2π
∆A
t=1 maxA Q̃(ui,oj ,fkui,φkui, t∆A) =∑ 2π

θ
t=1( θ

∆A − 2) ·∆A ·Φ(t∆A)because the K
2 intervals from (t− 1)∆A+βito t∆Aand

K
2 intervals from (t−1)∆Ato t∆A−βiall cover zero aspects in ∆A. Thus, we have
U(Q̃)
Ũ(Q̃) =

∑ 2π
θ
t=1

θ
∆A ·∆A·Φ(t∆A)∑ 2π

θ
t=1( θ

∆A−2)·∆A·Φ(t∆A)
= 1 + 2∆A

θ−2∆A = 1 + ε∆.

After the aspect combining, monitoring utility of oj with a UAV set U reduces
from an integral to a weighted sum:

Ũ(Q̃) = Ũ(U ,oj) = ∆A ·
2π
∆A∑
t=1

max
A

Q̃(ui,oj ,fkui,φkui, t∆A). (6.4)
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Figure 6.9.: Discretization.

Discretizing to Cells. Following above
two preliminaries, we discretize the entire
area into cells. Fig. 6.9 illustrates the
basic idea of it, which contains two steps.
First, following the distance-dimension dis-
cretization, we draw concentric circles with
radius r(0), r(1), · · · , r(K2) at each object,
respectively. Second, following the aspect
combining, we draw aspects with ∆A,2∆A, · · · ,2π angles centered at each object.
For example. in Fig. 6.9, ∆A = π/4, thus the entire area is divided into 148 cells.
UAV u1 lies in the ring 1 of o1, o2, and o3, and its three cameras respectively mon-
itor o1 with discretized focal length l(k1 + 1), and o2 and o3 with l(k1). Due to
geometric symmetry, if a UAV lies in a ring with radius r(k2) and r(k2 + 1) of an
object, then this object must also lie in a ring with the same radius centering on this
UAV, leading to a constant approximate QoM Q(f,r(k2 + 1)) to this object. The
approximated QoM of o1 from u1 is Q(l(k1 + 1), r(1)), and the one of o2 and o3 is
Q(l(k1), r(2)).
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Now, we state the cells number and properties of each cell enforced by aforemen-
tioned scheme in the following theorem.

Theorem 6.2.4. Following the cell discretization scheme, N objects partition
the whole space into O(N2ε−2

1 ε−2
∆ ) cells; UAV with the certain sector at any point

in each cell contribute the same utility to surrounding objects.

Proof. We use the Claim 4.2.1 in Chap. 4 of the upper bound of the number of
discretized area on 2D plane by M uniform sectors intersecting with each other as
follows. We repeat this claim as follow.

Claim 1.2. 1. The number of partitioned cells on 2D plane by n uniform sectors
intersecting with each other is at most 5n2−5n+ 2.

Given N objects, there are at most 2π
∆A ·NK2 number of sectors. By Claim 4.2.1,

Theo. 6.2.1, and Theo. 6.2.3, we have 2π
∆A = O(ε−1

∆ ) and K2 = O(ε−1
1 ). Substitute

O(ε−1
∆ ) and O(ε−1

1 ) into upper bound in Claim 4.2.1, the number of cells is at most
5×

(
2π
∆A ·NK2

)2
− 5×

(
2π
∆A ·NK2

)
+ 2 = O(N2ε−2

1 ε−2
∆ ). Therefore, the number of

cells is O(N2ε−2
1 ε−2

∆ ).

6.2.2. Step 2: Representative Arrangements Extraction (RAE).

The core idea of RAE is finding out the representative arrangements (RA) who con-
tribute maximal monitoring utility. By Theo. 6.2.4, the RA only relies on the geom-
etry relationship between objects and waypoints. We prove the necessary condition
of RA; design two algorithms to respectively extract all representative locations and
representative subarragements; and prove the output of RAE contains all RAs. Our
goal is converting WiPlan to a combinatorial optimization problem.

Preliminaries. We first define maximal set to assist analysis. Given two ar-
rangements 〈u1,Φu1,Fu1〉 〈u2,Φu2,Fu2〉 and their monitored object sets O1,
O2. If O1 = O2, we say two arrangements are equivalent. If O1 ⊇ O2, we say
〈u1,Φu1,Fu1〉,dominates 〈u2,Φu2,Fu2〉. Specially, if there is no arrangement
〈ui,Φui,Fui〉 such that 〈ui,Φui,Fui〉 dominates 〈u1,Φu1,Fu1〉, we say O1 is a
Maximal Set (MS) .

By definition of maximal set, monitoring MSs is always better than monitoring its
subsets; the arrangements monitoring MSs are called representative arrangements
(RAs). Accordingly, our task is extracting all RAs.

Step 2-1: Representative Locations Extraction. We first extract the location
of RAs.
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Algorithm 7: Representative Locations Extraction
Input: Cell ck and corresponding Omax (Omax for ck is the set of objects can be

monitored by a UAV ui with 2π AOV and Rmax range at arbitrary points in ck).
Output: Λ and corresponding fixed subarrangements.

1 for all types of discretized focal length, say f0 do
2 for all two pairs of objects op, oq and os, ot in Omax do
3 for all types of discretized focal length f1 do
4 Draw two arcs crossing op, oq with inscribed angle γf0 , and two arcs crossing

os, ot with γf1 , respectively.
5 end
6 for each pair of objects in the two pairs do
7 Draw two arcs crossing this pair of objects with inscribed angle γf0 , and a

straight line crossing the rest pair, respectively.
8 end
9 Draw straight line crossing op, oq and os, ot, respectively.

10 end
11 for all three objects op, oq, and os in Omax do
12 for all pairs o1, o2 from three objects do
13 Draw two arcs crossing o1, o2 with inscribed angle γf0 , and two straight lines

crossing o1, o3 as well as o2, o3, respectively.
14 end
15 end
16 for all pairs of op, oq in Omax do
17 Draw two arcs crossing op and oq with γf0 to get the intersecting curve with cell

ck; Randomly select a point on intersecting curve, add it to Λ and record
corresponding fixed subarrangements;

18 Draw a straight line crossing op and oq to get the intersecting curve with cell ck;
Randomly select a point on intersecting line, add it to Λ and record
corresponding fixed subarrangements.

19 end
20 Randomly select a point inside cell ck and add it to Λ.
21 end

Definition 6.2.2. Representative Location (RL): Given an arrangement
〈ui,Φui,Fui〉, ui is a representative location iff at least one camera with 〈ui,φkui,fkui〉
monitor a maximal set.

By Def. 6.2.2, we design the Representative Locations Extraction (RLE) algo-
rithm in Alg. 7. Fig. 6.10 shows an example of how algorithm operates in one loop
of focal length f0. Now, we state the guarantees enforced by RLE. Let Λ be the
extracted representative locations set.
Theorem 6.2.5. Λ contains all the representative locations that can possibly

generate Maximal Sets.

Proof. Def. 6.2.2 defines that the candidate locations satisfy at least one of its
cameras monitoring a maximal set. Thus, we borrow the insight of Theo. 5.2.5 from
Chap. 5 and claim the following lemma. We omit its proof as it is the same as Theo.
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Figure 6.10.: Representative Locations Extraction. (a), (b), and (c) correspond to
Step 2-7, Step 8-10, and Step 11-13 of Alg. 7, respectively. Step 14
is omitted because the space constraint and it is easy to understand.

5.2.5
Lemma 6.2.1. The two necessary conditions for one camera monitoring a maxi-

mal set are: 1. two objects located on the same one radius; 2. two objects respectively
located on two radiuses.

With above Lemma, we prove our theorem as follows. Apparently, we shall stay
at one of following three statuses after above transformation. We use Case a-b to
denote the case b under a sector(s) status. Case 1-1: Three objects hit on the
radiuses. In this case, there is the only candidate location, such as Fig. 6.10(b),
corresponding to Step 8-10 in Alg. 7. Case 1-2: Two objects hit on the radiuses.
In this case, the center of the sector can slide on the arc or straight line, such as Fig.
6.10(c), corresponding to Step 11-13 in Alg. 7. If during the sliding there are other
objects hitting on radius, it falls into the scope of Case 1-1. Case 1-3: One object
hits on the radius. In this case, the center of the sector can be located at any point
in the cell, corresponding to Step 14 in Alg. 7.

Now, we consider that there are object(s) hitting on the radiuses of other sectors
during above transformation. By one-sector analysis, the total cases of two sectors
are the combinations of above one-sector condition, i.e., 23 cases. Yet, they can
combine to 4 cases. Case 2-1: As long as three objects hit on the radiuses of one
sector. This sector can determine the only location, then it falls into the scope of
Case 1-1. Case 2-2: Two pairs of objects hit on the radiuses of two sectors. There
are three subcases, but each of them can determine the only location, such as Fig.
6.10(a), which corresponds to Step 2-7 in Alg. 7. Case 2-3: One pair objects hit
on the radius of one sector and an other object hits on the radius of the other. In
this case, the center of the sector can slide on the arc or straight line while keeping
the individual object sliding on the radius, so this case falls into the scope of Case
1-2. If during the sliding, there are other objects hitting on radius, it falls into the
scope of Case 2-1 or Case 2-2. Case 2-4: Two objects hit on the radius of each
sector, respectively. This case falls into the scope of Case 1-3. All the cases of more
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than two sectors fall into aforementioned cases. Consequently, Λ contains all the
candidate locations.
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Figure 6.11.: Representative Subar-
rangements Extractio.

Step 2-2: Representative Subar-
rangements Extraction (RSE). After
Alg. 7, we obtain all the locations of
RAs. The representative subarrangements
extraction extracts all directions and focal
lengths that may monitor maximal sets for
all locations in Λ. The details of the can-
didate subarrangements extraction proce-
dure are presented in Alg. 8. Fig. 6.11
shows an example of extracting represen-
tative subarrangements (RSs) with focal
length f0 at representative location ui. It rotates the sector at location ui such
that its direction varies from 0◦ to 360◦. During this progress, it tracks the current
monitored objects while identifies if it covers MSs and records corresponding sub-
arrangements. All extracted subarrangements construct set Γ, and Γl denotes the
RSs set of location l.
Algorithm 8: Representative Subarrange Extraction
Input: Cell ck, Omax, Λ, and representative location ui.
Output: All candidate arrangements.

1 for all representative locations in Λ do
2 for all types of discretized focal length lk1 do
3 Initialize the direction of sector to 0◦.
4 while rotated angle is less than 360◦ do
5 while no object will fall out of sector do
6 Rotate the UAV anticlockwise.
7 end
8 Add current direction as well as focal length to the candidate arrangements

set, and record the corresponding monitored objects.
9 while no object will enter the sector do

10 Rotate the UAV anticlockwise.
11 end
12 end
13 end
14 end

6.2.3. Step 3: Problem Reformulation and Solution.
After discretization and RSE, WiPlan is transformed to a combinatorial optimization
problem WiPlan-T, that is, select a set L with M locations from Λ, and for each
location l in L select K subarrangements from Γl to construct arrangement Al,
such that the monitoring utility for N objects is maximized. Yet, the challenge
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is that both selecting M locations from Λ and selecting K subarrangements from
Γl are variants of NP-hard Set Cover problem [161]. Further, locations selection
and subarrangements selection are tightly coupled because selected locations and
their arrangements impact the following locations and subarrangements selection,
resulting in a much more significant challenge.

Algorithm 9: WiPlan-T Algorithm
Input: Representative locations set Λ, representative subarrangements set Γ, objects set O.
Output: Selected arrangements AL, selected locations L.

1 Initialization: ∆a
H :=HL∪{l}(AL∪{a})−HL∪{l}(AL); ∆AL

f := f(AL∪{Al})−f(AL);
AL := ∅; L := ∅.

2 while |AL| ≤M do
3 foreach l ∈ Λ do
4 i := number of fixed subarrangements in Alg. 7; Al := ∅.
5 while |Al| ≤K− i do
6 a∗ = arg max{∆a

H |a ∈ Γl};
7 Al :=Al∪{a∗}.
8 end
9 end

10 Al∗ = arg max{∆Al
f |l ∈ Λ};

11 AL :=AL∪{Al∗}; L := L∪{l∗}; Λ := Λ\L.
12 end
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Figure 6.12.: WiPlan-T Problem. The
bottom dotted plane indi-
cate the lower level sub-
problem in problem P2,
while the top plane indicate
the upper one in problem
P2.

To address this challenge, we present a
two-level greedy algorithm in Alg. 9. In
each iteration, Alg. 9 first evaluates the
monitoring utility H(·) (defined in Section
4.5) of each location l ∈ Λ\L by greed-
ily selecting K − i subarrangements from
Γl under current selected arrangements AL
(Step 3-7). For example, Fig. 6.12 illus-
trates the 6-th iteration which is evaluat-
ing l1 under current selected arrangements
set {A1,A2,A3,A4,A5}. After evaluating
all the locations in Λ\L, Alg. 9 selects
arrangement A∗l of location l∗ who con-
tributes the maximum local marginal ben-
efit of f(·) (defined in (P3) in Section 4.5) and adds A∗l and l∗ to AL and L respec-
tively, while deletes l∗ from Λ (Step 8-9).
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6.3. Theoretical Analysis
As shown in Fig. 6.12, WiPlan-T can be regarded as a two-level optimization prob-
lem. Let Π be the set of all arrangements constructed by lower level subproblem
(we omit the formulation of lower level subproblem as the limited space), xi be the
indicator variable denoting whether the i-th location is selected or not. Then, upper
level subproblem can be reformulated as:

max ∆A
2πN

N∑
j=1

2π
∆A∑
t=1

( max
〈ui,Φui,Fui〉∈Π

xiQ̃(ui,oj ,fkui,φkui, t∆A))

s.t.

|Λ|∑
i=1

xi =M (xi ∈ 0,1).

Properties of WiPlan-T Problem. We first give following definition to assist
the properties analysis. (1) A real-valued set function f : 2S → R (S is a set) is
nonnegative, monotonic, and submodular [142] iff.: 1. f(A) ≥ 0; 2. f(A∪{e}) ≥
f(A) (A ⊆ S,e ∈ S\A); 3. f(A∪{e})− f(A) ≥ f(B ∪{e})− f(B) (A ⊆ B ⊆ S,e ∈
S\B). (2) A Uniform Matroid [142] M = (S,L) where S is a finite ground set,
L ⊆ 2S is a collection of independent sets, k is an integer, such that 1. ∅ ∈ L; 2. if
X ⊆ Y ∈ L, then X ∈ L; 3. if X,Y ∈ L, and |X|< |Y |, then ∃y ∈ Y \X, X ∪{y} ∈ L.
4. L= {X ⊆ S : |X| ≤ k}.

Following the above definitions, we rewrite the two level subproblems as follows.

(P2). Lower Level Subproblem: Given L selected locations with arrange-
ments AL, and an additional location e∈Λ\L, select K subarrangments from
Γe forming arrangements Ae to maximize the overall monitoring utility for N
objects.

max HL∪{e}(Y )

= ∆A
2πN

N∑
j=1

2π
∆A∑
t=1

( max
〈ui,Φui,Fui〉∈AL∪Y

Q̃(ui,oj ,fkui,φ
k
ui, t∆A))

s.t. Y ∈ Γe, Ae = {Y ⊆ Γe : |Y | ≤K}.
Upper Level Subproblem: Based on the constructed arrangements

on the lower level, selectM arrangements to maximize the overall monitoring
utility of N objects.

max f(X)= ∆A
2πN

N∑
j=1

2π
∆A∑
t=1

( max
〈ui,Φui,Fui〉∈X

Q̃(ui,oj ,fkui,φ
k
ui, t∆A))

s.t. X ∈ L, L= {X ⊆ Λ : |X| ≤M}.
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We observe both lower and upper level subproblems follow the following property.
Lemma 6.3.1. The objective function f(X) and HL∪{e}(X) are nonnegtive,

monotone and submodular, and their constraint are both uniform matroids.

Proof. According to the definition of submodular, we need to check the three listed
requirements of f(X) to prove it is monotone and submodular. For ease of analysis,
define

τ(X,j) =
2π
∆A∑
t=1

( max
〈ui,φkui,f

k
ui
〉∈X

Q̃(ui,oj ,fkui,φkui, t∆A)). (6.5)

First, when the number of UAVs is 0, obviously τ(X,j) = 0, thus, we have f(∅) = 0.

Second, let A be a set of arrangements in Γ, e∈ Γ\A. Then, τ(X∪e,j)−τ(X,j)≥
0 since: 1. the ∑ · function is non-decreasing for · ≥ 0; 2. max function is also non-
decreasing, i.e., max〈ui,Φui,Fui〉∈X∪{e}
Q̃(ui,oj ,fkui,φkui, t∆A)−max〈ui,Φui,Fui〉∈X Q̃(ui,oj ,fkui,φkui, t∆A)≥ 0 to any specific t.
Therefore,

f(A∪{e})−f(A) = 1
N

N∑
j=1

(τ(A∪{e}, j)− τ(A,j))≥ 0.

Third, let A and B be two sets of arrangements in Γ where A ⊆ B ⊆ Γ, and
e ∈ Γ\B. Recall the definition of τ(X,j) in Eq. (6.5), we have

τ(X∪{e}, j)− τ(X,j) ={
0, Q̃(ue,oe,fkeui ,φkeue, te∆A)≤ Q̃max(X),
Q̃(ue,oe,fkeui ,φkeue, te∆A)− Q̃max(X), otherwise.

(6.6)

where Q̃max(X) = max〈ui,Φui,Fui〉∈X Q̃(ui,oe,fkui,φkui, te∆A), i.e., the maximum QoM
provided by some arrangements in X who monitoring the same aspect te∆A of
the same object oe as arrangement e. We observe that: (1) for given e, its QoM
Q̃(ue,oe,φkeue, te∆A) is a constant; (2) Q̃max(A) ≤ Q̃max(B) since A ⊆ B. Then, we
use the proof by cases.

Case 1: Q̃(ue,oe,fkui,φkeue, te∆A)≤ Q̃max(A). By Eq. (6.6), we have τ(A∪{e}, j)−
τ(A,j) = 0. The observation (2) implies that Q̃(ue,oe, fkeui ,φkeue, te∆A)≤ Q̃max(A)≤
Q̃max(B). Thus, by Eq. (6.6), τ(B∪{e}, j)− τ(B,j) = 0. Therefore, τ(A∪{e}, j)−
τ(A,j) = τ(B∪{e}, j)− τ(B,j).

Case 2: Q̃(ue,oe,fkeui ,φkeue, te∆A) > Q̃max(A). According to Eq. (6.6), we have
τ(A ∪ {e}, j)− τ(A,j) = Q̃(ue,oe,fkeui ,φkeue, te∆A)− Q̃max(A). By observation (2),
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we have Q̃max(A) ≤ Q̃max(B), which implies Q̃(ue,oe,fkeui ,φkeue, te∆A)≤ Q̃max(B) or
Q̃(ue,oe,fkeui ,φkeue, te∆A)>Q̃max(B).

Case 2.1: Q̃(ue,oe,fkeui ,φkeue, te∆A) ≤ Q̃max(B). Based on Eq. (6.6), τ(B ∪
{e}, j)− τ(B,j) = 0. Thus, τ(A∪ {e}, j)− τ(A,j) ≥ τ(B ∪ {e}, j)− τ(B,j) since
Q̃(ue,oe,fkeui ,φkeue, te∆A)> Q̃max(A)> 0.

Case 2.2: Q̃(ue,oe,fkeui ,φkeue, te∆A) > Q̃max(B). Based on Eq. (6.6), τ(B ∪
{e}, j) − τ(B,j) = Q̃(ue,oe,fkeui ,φkeue, te∆A) − Q̃max(B). Furthermore, according
to the observation (1) and (2), we have Q̃(ue,oe,fkeui ,φkeue, te∆A) − Q̃max(A) ≥
Q̃(ue,oe,fkeui ,φkeue, te∆A)− Q̃max(B), i.e., τ(A ∪ {e}, j)− τ(A,j) ≥ τ(B ∪ {e}, j)−
τ(B,j).

Because the τ(A∪{e}, j)− τ(A,j) ≥ τ(B ∪{e}, j)− τ(B,j) holds in all cases, we
have

(f(A∪{e})−f(A))− (f(B∪{e})−f(B))

= 1
N

N∑
j=1

((τ(A∪{e}, j)− τ(A,j))

− (τ(B∪{e}, j)− τ(B,j)))≥ 0.

To sum up, we can conclude that f(X) in P2 is monotone and submodular. In
addition, the constraint of P2 is clear a uniform matroid constraint. Thus, proof
completes.

Approximation Ratio By Lem. 6.3.1, both upper and lower level optimizations
fall into the scope of maximizing a monotone submodular function subject to uniform
matroid constraint, which can be solved by an approximate algorithm with greedy
policy [142]. Then, we have the following theorem. We only prove the most tricky
part, i.e., the approximation ratio between Algothim 9 and problem P2.

Theorem 6.3.1. The WiPlan solution achieves an approximation ratio of 1
2 +

1
2e2 −

1
e − ε, where ε = e2τ+τ−2eτ

2e2+2e2τ and τ = ε∆ + ε2 + ε∆ε2, and its time complexity is
O(MKN6ε−4).

Proof. Let OPT be the optimal solution of P2.

Let {l1, l2, · · · , lM} denote the locations set of selected arrangements, where li is the
location of selected i-th arrangement in a fixed order generated by scheme L. Here,
{l++

1 , l++
2 , · · · , l++

M } denotes the locations of selected arrangements set generated by
scheme L++ that greedily selects subarrangements and greedily selects location, i.e.,
Alg. 9. {l∗+1 , l∗+2 , · · · , l∗+M } denotes the locations generated by scheme L∗+ that selects
optimal subarrangements for each location and greedily selects locations. Note that
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the orders of li in the two sets are not the same since the different schemes.

Next, we introduce three auxiliaries to assist our proof. 1. ∆Li−1(l̃i) denotes the
marginal utility increment of adding arrangement l̃i to arrangements set Li−1. For
example, ∆L++

i−1(l+̃+
i ) denotes the marginal utility increment of adding l+̃+

i in the i-th
iteration of Alg. 9. 2. ∆L++

i−1(l∗+i ) denotes the marginal utility increment of adding
an arrangement associated with scheme L++ at location l∗+i rather than arrangement
l∗̃+i . In other words, it is a created arrangement that greedily selects subarrange-
ments at location l∗+i . 3. L++ ./L∗+ , {l++

1 , l++
2 , · · · , l++

M , l∗+1 , l∗+2 , · · · , l∗+M } which
concatenates two locations set L++ and L∗+. Its physical meaning is the locations
generated by scheme that deploy 2M of UAVs, the first M UAVs deploy by scheme
L++ and the second M UAVs deploy by scheme L∗+. Then, ∆L++./L∗+i−1(l∗+i ) de-
notes the increment of marginal utility by greedily selecting subarrangements at
location l∗+i on M + i− 1 locations including M UAVs by scheme L++ and i− 1
UAVs by L∗+.

Now, let us bound the approximation ratio. First, ∆L++
i−1(l+̃+

i )≥∆L++
i−1(l∗+i ) since

the greedy property, namely, each selected location with scheme L++ contribute the
most marginal utility increment, of course, its marginal utility is larger than any
other locations following scheme L++. Second, ∆L++

i−1(l∗+i ) ≥ ∆L++ ./L∗+i−1(l∗+i )
since the submodularity of f(X) and the fact L++

i−1 ⊆ L++ ./ L∗+i−1. Third, be-
cause of the definition ∆L++ ./L∗+i−1(l∗+i ) = HL++./L∗+i−1∪{l

∗+
i }

(X), Lem. 6.3.1,
and greedily subarrangements selection, we have∆L++ ./L∗+i−1(l∗+i ) ≥ (1− 1/e) ·
∆L++ ./L∗+i−1(l∗̃+i ) [142], where l∗̃+i is the optimal subarrangements selection at
location l∗+i . Combine above three inequalities, we have

∆L++
i−1(l+̃+

i )≥ (1− 1
e

) ·∆L++ ./ L∗+i−1(l∗̃+i ). (6.7)

Then, summate all marginal utility and by Inequality (6.7) we have
M∑
i=1

∆L++
i−1(l+̃+

i )≥
M∑
i=1

(1− 1
e

) ·∆L++ ./ L∗+i−1(l∗̃+i )

2·
M∑
i=1

∆L++
i−1(l+̃+

i )≥
M∑
i=1

∆L++
i−1(l+̃+

i )+(1− 1
e

)·
M∑
i=1

∆L++./L∗+i−1(l∗̃+i )

2 ·f(L++)≥ (1− 1
e

) ·f(L++ ./ L∗+)

f(L++)≥ (1
2 −

1
2e ) ·f(L++ ./ L∗+).

The third inequality holds since f(L++) =∑M
i=1 ∆L++

i−1(l+̃+
i ) and f(L++

./L∗+) =∑M
i=1∆L++

i−1(l+̃+
i )+∑M

i=1 ∆L++ ./ L∗+i−1(l∗̃+i ).
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By Lem. 6.3.1 and [142], we have f(L∗+)≥ (1− 1
e ) ·OPT. Then,

f(L++)≥ (1
2 −

1
2e ) ·f(L++ ./ L∗+)

≥ (1
2 −

1
2e ) ·f(L∗+)≥ (1

2 −
1
2e ) · (1− 1

e
) ·OPT.

Hence, we bound the approximation ratio between Alg. 9 and P2. Then, combin-
ing Theo. 6.2.2, and Theo. 6.2.3, the ultimate approximation ratio can be bounded
as follows.

Time Complexity Analysis. According to Theo. 6.2.4, WiPlan divides the entire
space into O(N2ε−2

1 ε−2
∆ ) cells. To generate cells, it takes O(1) and thus, it totally

takes O(N2ε−1
1 ε−1

∆ ) time. Then, Alg. 7 extracts all representative locations (RLs)
and maximal set in each cell; it traverses all combinations of four objects, three
objects, and two objects (Step 2-13), with all types of focal lengths, and randomly
select a point (Step 14).Thus, Alg. 7 takes no more than O(N2ε−2

1 ε−2
∆ )×(

(N
4
)
·
(K1

2
)
+(N

3
)
·K1 +

(N
2
)
·K1) = O(N6ε−2

1 ε−4
∆ ) time (See Theo 6.2.2 for K1 and ε2). Next,

RSE extracts subarrangements at each RL which takes O(1) hence totally takes
O(N6ε−2

1 ε−4
∆ ) time. At last, Alg. 9 greedily selects M locations from O(N6ε−2

1 ε−4
∆ )

locations, and at each of M locations greedily selects K subarrangements from
constant ones, thus takes O(KMN6ε−2

1 ε−4
∆ ). Substitute ε= Θ(ε2ε∆) in Theo. 6.3.1,

the time complexity is O(KMN6ε−4).

6.4. Numerical Simulation

6.4.1. Evaluation Setup

Parameters Setup. In our simulation, objects are uniformly distributed in a
400m×400m square area. If no otherwise stated,M = 7,N = 15,K = 3,θ= 30◦, ε1 =
1
6 , ε2 = 1

4 , ε∆ = 1
3 , i =

√
3,f ∈ [30,

√
3×10

4−2
√

3 ], P ·r·zp = 10√
3 in Equ. (6.1), respectively. The

above parameters are set up based on our experimental results with real hardware
[8], which let the monitoring region of one camera vary in γ ∈ [30◦,60◦]and R ∈
[5m,10.2m]. Each data point in the figures is computed by averaging the results of
200 random topologies.

Baseline Setup. We compare WiPlan with four comparison algorithms. (1)
Random Location and Random Subarrangement (RLRS) randomly generates loca-
tions of UAVs, and randomly selects K directions from {0,α, ...,kα, ...,2π}and focal
lengths from [30,

√
3×10

4−2
√

3 ]for UAVs, respectively. (2) Constraint Location and Ran-
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dom Subarrangement (CLRS) discretizes entire monitoring area into square grids
whose length is

√
2/2 ·Rmax. Then, randomly select M locations from grid points

and guarantee all selected locations within at least one circle centering at an object
and radius with Rmax. The subarrangements are generated with the same method
of RLRS. (3) Constraint Location and Greedy Subarrangement (CLGS) improves
CLRS by placing UAVs with the same way of CLRS but greedily selecting subar-
rangement for each location. (4) VISIT [104] the state-of-the-art algorithm with
single-camera UAV; we modify it by adding aspect combining as it is designed for
directional coverage.
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Figure 6.13.: Number of Waypoints M
vs. Utility.
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6.4.2. Performance Comparison

Impact of Number of Waypoints (M). Our simulation results show that on
average, WiPlan outperforms VISIT, CLGS, CLRS, and RLRS by 1.76×, 2.13×,
2.83×, and 10.05×, respectively, in terms ofM . Fig. 6.13 shows that the monitoring
utility of all algorithms increases monotonically. In particular, the monitoring utility
of WiPlan starts at a higher value than comparison algorithms because it has a
performance guarantee, i.e., approximation ratio, then it increases until very close
to 1. The monitoring utility of comparison algorithms also increases but relatively
limited and fluctuant because of their randomness.

Impact of Number of Objects (N). Our simulation results show that on aver-
age, WiPlan outperforms VISIT, CLGS, CLRS, and RLRS by 1.32×, 2.03×, 3.28×,
and 9.31×, respectively, in terms of N . Fig. 6.14 shows that WiPlan achieves high
monitoring utility and performs consistently better than comparison algorithms.
However, the monitoring utility of WiPlan has a slight trend of decreasing, and it
seems the decrease is more considerable than comparison algorithms. But actually,
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Figure 6.16.: Computation Time cost.

the WiPlan only drops 12.3% while the three comparison algorithms drop 19.2% on
average.

Impact of Number of Cameras (K). Our simulation results show that on av-
erage, WiPlan outperforms CLGS, CLRS, and RLRS by 2.93×, 3.16× and 9.13×,
respectively, in terms of K. Fig. 6.15 shows that WiPlan’s monitoring utility in-
creases first and then stays at a high value. However, comparison algorithms have
a slight but unstable increment because of their random selection mechanism.

Comparison of time cost. Our simulation results show that on average, WiPlan
outperforms CLGS, CLRS, and RLRS by 2.93×, 3.16× and 9.13×, respectively, in
terms of K. Fig. 6.16 shows that WiPlan cost only 73% computation time of
VISIT but get 1.73× utility (see Fig. ??). The reason is VISIT consists of matrix
multiplication which cost the most part of time. Fig. 6.16 also illustrates that
WiPlan only use 17% more computation time than random mechanism CLGS but
get 2.13× performance. Although RLRS and CLRS cost very short computation
time, they trade from exreme low monitoring utility.
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Impact of approximate error. We
study the impact of approximation errors
ε∆ and ε1; both of them vary from 0.1 to
0.5. Fig. 6.17 depicts the results, where
each point on the surface plots an average
value of 200 experiment results of different
topologies. We observe that the monitoring
utility always stays at a high value (≥ 0.85)
when ε1 and ε∆ are both ≤ 0.4.
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6.5. Field Experiment

Experiment Setup. As shown in Fig. 6.18, our testbed consists of a teaching
building with 25 gates and one two-camera UAVs with 7 waypoints. The exper-
iment field is 150m× 200m, and the parameters of the camera, γ ∈ [30◦,60◦]and
R ∈ [20m,45m], are set up based on our experimental results with real hardware [8].
The approximate errors are set to ε1 = 1/3, ε2 = 4/11, ε∆ = 2/3, which leads the
range of focal length value discretized into 3 intervals, i.e., 3 different camera mod-
els. In Fig. 6.18, 3 arrows named f0, f1, and f2 with 3 different colors and lengths
denote 3 types of camera models. Their AoVs γ and ranges R are 60◦ and 20m, 45◦
and 30m, and, 30◦ and 45m. Since the teaching building is too large, we discretize it
into 22 parts indicated with 22 objects, as shown in Fig. 6.18(a). To avoid collision
with the building, UAVs fly in the outside air and keep 15m away from the objects.
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Figure 6.19.: Captured Images of Three Algorithms.

UAVs fly in the 7.5m sky, and the angle of pitch is set to 20◦.

Experimental Results. The locations of 22 objects, the UAV number 7 and
each UAV’s camera number 2, and 3 types of cameras’ γ,R input three algorithms,
WiPlan, CLGS, and CLRS. The output arrangements of three algorithms are de-
picted in Fig. 6.18(b) with different labels. We use the number of monitored gates
as a metric to compare the performance of three algorithms, and thus, the ground
truth is 25. The captured images of each UAV following the outputted arrangements
by three algorithms are shown in Fig. 6.19. In each image, we enlarge the captured
gates bounded in rectangle boxes for clearness. If there is no gate in the captured
image, we show the original photos. The experimental results shows that WiPlan
monitors 15 gates while CLGS and CLRS only monitor 4 and 1. WiPlan achieves
65% of ground truth and outperforms CLGS and CLRS 4.25× and 15×.

6.6. Chapter summary

WiPlan solves the problem of the waypoint plan of adjustable multi-camera UAVs for
monitoring tasks. More specifically, WiPlan focus on the practical scenarios in which
critical inspection points are fixed, (e.g., joints and welding points in the inspection
task of infrastructure). In such cases, a time-consuming but careful waypoint se-
lection schema can be reused repeatedly. Before UAV flies to collect data of these
critical inspection points (inputs), WiPlan generates the waypoints (outputs) for the
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UAV hovering and monitoring.This is the first work for waypoint planning problem
with multi-camera UAV. The key insight is that the multi-camera model expands
huge solution space in waypoint planning solution space compared to single-camera
model. Tackle this challenge, WiPlan proposes a polynomial time algorithm with
constant approximation ratio algorithm. The results show that multi-camera UAVs
with careful algorithm design achieving much better performance than single-camera
model; but, the efficiency (time complexity) still exists much room.





Chapter7
Discussion & Future Prospects

In this chapter, we discuss two issues one may occurred in your mind and propose
future prospects of waypoint planning problem for UAV monitoring system.
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7.1. Discussion

Planning Minimum Waypoints to Achieve a Required Coverage Utility
Consider a problem which is slightly different from PANDA, VISIT, and WiPlan,
that is,planning minimum waypoints to achieve a required coverage utility. The
solution is almost the same as them, except Step 3 Approximate Algorithm in Chap.
3. Instead, we greedily select arrangements one by one until the required coverage
utility is achieved, then output selected arrangements. According to the classical
results in [162], the adapted algorithm achieves 1

lnn approximation ratio, where n is
the number of candidate arrangements. With similar analysis, we can prove that the
overall solution for this variant problem can also achieve 1

lnn approximation ratio.

Applying PANDA to Real-world Scenarios In this section, we consider the
case where the 3D directional coverage in actual scenarios. In actual scenarios, there
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will be many problems occurred, such as obstacles, electronic interference, and sky
above the sidewalk, etc. However, PANDA is a basic problem and our algorithm
of PANDA can also address these issues occurred in actual scenarios. In briefly,
these actual problems introduce some constraints to PANDA that the obstacles, the
regions of electronic interference, and the sky above the sidewalks can’t place UAVs
or obstruct the field of view. Mathematically, they decrease the solution space of
PANDA, but union with these constraints the algorithm of PANDA can also work
because we just need to search the remaining solution space.

7.2. Future Prospects

7.2.1. Heterogeneous UAVs and Objects

In this dissertation, all we considered is the homogeneous UAVs and homogeneous
objects, however, in most scenarios, objects and UAVs are heterogeneous. Here, we
take PANDA as an example.

Heterogeneous UAVs. Heterogeneous camera models are consisted of different
parameters, i.e., α, β, and ∆. The PANDA problem of heterogeneous camera version
is, given a set of UAVs containing Φ types of cameras, the φ-th (1≤ φ≤ Φ) type of
camera model with parameter αφ, βφ, and ∆φ, and the number of UAVs of this type
is Nφ. The objective function is the same as the one of PANDA, which is placing
these heterogeneous UAVs in 3D space to maximize the overall directional coverage
utility for all M objects.

For this version, we may combine the focal length discretization in WiPlan to-
gether with the general algorithm design schema. In Step 1, for each type of camera,
we divide the whole 3D space into multiple cells with each ∆φ and the homogenous
efficient angle θ. In Step 2, we extract DCSs of each type of camera model, i.e., αφ
and βφ, and obtain the set of DCSs, i.e., Γφ, of each type of camera; and obtain Φ
different sets of DCSs because of the heterogeneous parameters of camera models.
In Step 3, to PANDA problem, we reformulate it into a problem of maximizing a
monotone submodular function subject to a uniform matroid constraint; but to this
heterogeneous version, we reformulate it into a maximizing monotone submodular
function subject to a Partition Matroid constraint (see the following definitiom).
The, we can design a greedy algorithm to maximize the monotone submodular func-
tion with performance bound [142].
Definition 7.2.1. [142] Given S = ⋃k

i=1S ′i is the disjoint union of k sets,
l1, l2, · · · , lk are positive integers, a Partition MatroidM= (S,I) is a matroid where
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I = {X ⊂ S : |X ∩S ′i| ≤ li for i ∈ [k]}.

Heterogeneous Objects. Heterogeneous objects problem is much more easier
than heterogeneous UAVs version PANDA, because the only heterogeneous param-
eter of objects is θ. To this problem, we can also use the same method of PANDA.
The only difference is the space discretization step. Formally, given a set of objects
containing Ψ types, the ψ-th (1 ≤ ψ ≤ Ψ) type of object model with parameter θψ
and ∆, and the number of objects of this type is Mψ. Then, we divide the whole
3D space with all objects but corresponding heterogeneous θ not the homogeneous
one in PANDA. The following step is the same as the method of PANDA. Thus, the
time complexity and the approximation ratio are both the same as PANDA, which
is O(NM9) and 1−1/e.

7.2.2. Considerable Volumes of Objects

In three problems we addressed in this dissertation, we ignore both the volumes of
UAVs and objects. However, in real system, we have to consider the real volumes of
objects in the coverage region of UAVs. Fortunately, there are some works consider
the obstruction issue in coverage problem. We take VISIT as an example and address
it via original method plus some extra preprocessing. The preprocessing for our
preprocessing which includes three steps. The key idea of the preprocessing is the
same as calculus. First, it discretizes the surface of each objects into λj number
of intervals. Second, to each interval, the preprocessing method computes its norm
vector and combine this interval with its norm vector to be an object. After the above
two steps, we obtain ∑M

ß=1λj number of intervals but some of them are obstructed
with each other. Third, preprocessing utilizes the method in [81] to analyze the
geometry relationship among these objects and drop the obstructed objects. After
the preprocessing, the rest of the objects are not obstructed, thus we can treat them
as point like VISIT. Now, the problem can be reformulated to VISIT and solved
with the method of VISIT.

7.2.3. Time Complexity Reduction

As we introduce in Chap. 2, our algorithm design schema is suitable for those static
(offline) monitoring tasks, such as infrastructure routine check and power generator
unit routine check, whose requirements of monitoring are high accuracy rather than
real-time. To these tasks, one time-consuming but carefully track point selection
schema can be reused repeatedly.
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However, the time complexity of our algorithm is truly high for those real-time
(online) monitoring tasks. Meanwhile, if the visual recognition is executing on UAVs,
the power consumption is a considerable problem. To address these two issues,
we need to design an energy efficient algorithm with much lesser time complexity.
Fortunately, there are some techniques to reduce the time complexity, such as the
correlation graph [61, 163]. In future system works, we will highlight the tradeoff
between monitoring quality and algorithm cost time and reduce the time complexity
with some techniques.
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Chapter8
Problem Statement

High mobility is the most prominent characteristic in UAV system. It is important to
explore how mobility impacts the communication and further Quality of Experience
(QoE) in our target monitoring system. Before deploy the video streaming system
on real UAV monitoring system, in Part II (Chapter 8 and Chapter 9), we study the
video streaming on Dynamic Adaptive Streaming over HTTP (DASH) framework
in mobile environment.
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8.1. Introduction

As the prevalence of mobile devices (e.g., smartphones, tablets, and laptops) and
the emerging high-rate multimedia applications including video streaming for mobile
gaming [164] and social networks [165], such as Internet live broadcast and video
dating, mobile video traffic increases significantly in recent years. In 2017, video
traffic accounted for 75% of all Internet traffic. It is estimated to rise to 82% by
2022 [166]. Meanwhile, mobile video traffic accounted for 59% of all mobile data
traffic in 2017, which is estimated to rise to four-fifths (79%) of the world’s mobile
data by 2022 [166]. The rapid growth of mobile video traffic and user demand leads
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Figure 8.1.: Classification of related video streaming optimization works.

to a higher probability for multiple video streaming clients sharing a bottleneck link.
The experience of multiple users can be affected greatly by the network conditions
and users’ high mobility, such as high fluctuation in the available bandwidth and
high moving speed of clients when multiple clients simultaneously compete for the
shared bottleneck link, in mobile video streaming applications [167].

This problem becomes more severe in 5G networks, where clients are subject to
high mobility, the base station (BS) is typically of a smaller size and the directional
antenna is often employed to prevent the severe propagation loss and ensure a good
transmission rate [21]. Because of the directional antenna, video content can only
be transmitted when the antennas of both the base station and the mobile user are
directed towards each other. In this case, handoffs12 occur more frequently due to the
small cell region (e.g., picocells with range under 100 meters [168]) and clients’ high
mobility characteristics (e.g., in highway and rail environments). Frequent handoffs
may cause rebuffering, which will diminish the QoE significantly. Besides, some
client may obtain lower QoE, which means there is QoE unfairness among users.
However, QoE and QoE fairness are two key metrics to evaluate the performance of
video traffic for clients. QoE is an important aspect in keeping a single customer’s
satisfaction in isolation while QoE fairness is especially of importance for video
content providers where operators want to keep all users sufficiently satisfied (i.e.,
high QoE) in a fair manner. Therefore, optimization models are needed to achieve
the maximum (or at least ensure an acceptable) QoE, while ensuring fairness among
users for mobile video streaming applications in terms of resource (e.g., bandwidth)
allocation in shared bandwidth links.
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8.2. Related Work

We broadly classify the related video streaming optimization literature into the
following two categories. A pictorial representation of this classification is shown in
the Fig. 8.1.

8.2.1. Single User

Since the videos are encoded into multiple different bitrates and stored on the servers
as separate files, selecting the video chunks with the optimal bitrate as per the
network throughput becomes the primary goal of the Adaptive Bitrate selection
(ABR) algorithm [169] to improve the user’s QoE during video streaming. In this
regard. Huang et al. [170] proposed a method to improve the QoE but only con-
sider the clients’ video player buffer to choose the next video chunk and fail to
account for other parameters (e.g., bottleneck bandwidth) that also affect the QoE.
Yin et al [171] leveraged the model predictive control theory to predict key en-
vironment variables and solved an exact optimization problem to select the next
chunks while to overcome the environment prediction accuracy, Mao et al. [172]
presented a system Pensieve, which trains a neural network model to select future
video chunks based on the current environment state. Dong et al. [173] proposed
an online-learning congestion control algorithm called PCC Vivace to improve the
video streaming performance. [16] attempted to optimize QoE by selecting the opti-
mal initial video segment using deep reinforcement learning according to the network
conditions (e.g., signal strength). To improve QoE, [17] proposed to integrate the
video super-resolution algorithm into the adaptive video streaming strategy by using
the deep reinforcement learning approach.

8.2.2. Multiple Users

A simple fairness definition would be to provide connection-level fairness, which
ensures an equal allocation of network resources among competing flows [174, 175].
In this regard, Jiang et al. [176] proposed an algorithm to improve the fairness,
while methods in [177,178] try to ensure the QoE fairness for competing for flows by
exploiting TCP-based bandwidth sharing. [179] proposed a method based on game
theory to avoid selfish behavior, which achieves stable viewer QoE during video
streaming. Vikram et al. [180] built a system named Minerva, which optimizes max-

12A handoff occurs when the mobile device moves between two BSes or cells.
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min QoE fairness by taking into consideration users’ priorities in wired networks.
QoE optimization is achieved by leveraging the load balance in base stations in
[20], where Jain’s fairness is used to achieve the bitrate-level fairness for the video
streaming traffic. [21] predicted the next base station for mobile clients by using
their mobility information and pre-store video in the next base station’s cache to
achieve the video quality consistency. [22] considered the video content, playing
buffer, and channel status to optimize the QoE and achieve buffer-level fairness
for HTTP adaptive streaming applications. Inspired by the congestion control of
transmission control protocol, [23] considered the buffer filling rate, network capacity,
congestion avoidance, and detection to optimize the QoE and QoE fairness.

8.2.3. Limitation of State-of-the-art

However, single user-based work [16, 17, 170, 172, 173] did not consider the QoE
fairness for the optimization. Besides, they are not suitable for multi-user scenarios
with constrained bandwidth. For the multiple-user-based work, [178] and [180] are
designed to work optimally for only wired networks. [176–178,180] are not suitable for
mobile environments. [21] did not consider QoE fairness of clients. Other works [20],
[22], and [23] only considered the specific fairness for clients, such as buffer-level or
bitrate-level. Besides, all of them did not incorporate clients’ mobility profiles into
the QoE fairness optimization for video streaming applications. However, clients
have various mobile patterns in wireless networks, which can assist providers in
improving clients’ QoE and QoE fairness in a high-mobility environment.
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9.1. Background and Motivation

9.1.1. Background

HTTP/3 (HTTP/2 over QUIC). HTTP adaptive streaming (HAS) has ap-
peared in the form of notable standard to deliver video contents over the network
in the past few years [181]. HTTP/3 (HTTP/2 over QUIC) resolves the major issue
of Head of Line (HoL) blocking along with multiple other improvements compared
to HTTP/2. The video streaming approaches over HTTP/3 are promising, since
with Quick UDP Internet Connections (QUIC), HTTP/3 has some good features
like HoL Elimination, Forward Error Correction, Connection Identifier, and Server
Push, benefiting today’s network communications significantly.

Quality of Experience (QoE). During video transmission, a video V is divided
into a stream of smaller segments or chunks, V = {1,2, ...,K} where each chunk
contains S seconds of the original video. Each chunk is further encoded at different
bitrates for streaming by the publisher. During streaming, the video player selects
the optimal bitrate for improving the perceived video quality of the client. Higher
bitrates indicate higher video qualities. Hence, a common goal of video players is
to request higher quality chunks whenever the network conditions are favorable.
However, the QoE of video during streaming is also affected by additional factors,
especially, rebuffering and smoothness. During video streaming, rebuffering is said
to occur when the video player’s buffer runs out before the next chunk is down-
loaded, i.e., when the download time of a chunk is greater than the video player
buffer’s playout time. Smoothness on the other hand refers to the perceived vari-
ations between video segments during playtime. Hence, when requesting a video
segment at higher/lower bitrates, the video players requested quality should not
vary significantly from the previous one.

For a video V of length L, let ck represents the k-th chunk at a bitrate r where
r ∈ {r1, r2, ....rm}, and Rk denote the time spent for rebuffering. Then according to
the video streaming literature [171, 180], the QoE observed by a client for the k-th
chunk is calculated as follows:

QoE (ck) = q (ck)−βRk−γ||q (ck)− q (ck−1) ||, (9.1)

where q(ck) refers to the improvement in quality with the requested bitrate for the
chunk ck, Rk = ck

r − b refers to the rebuffering time calculating by the difference be-
tween downloading time ck

r and remaining playing time b. q(ck)−q(ck−1) represents
the smoothness between the chunk ck and ck−1. The parameter β penalises the gain
in QoE with q(ck) for rebuffering while γ penalises the QoE gain with the loss of
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smoothness between ck and ck−1. Therefore, as per Eq. (9.1), in order to maintain
a good QoE, a video player must ensure higher bitrates, low rebuffering and higher
smoothness during video streaming.

QoE Fairness. Let B denote the bottleneck bandwidth and N be the client’s num-
ber. At a time period T , each client i watches a video consisting of M chunks. The
total QoE of i-th client for viewing this video is denoted as QoE i. Then, the max-
min QoE fairness, 13 a standard QoE fairness metric, is to maximize mini∈[N ]

QoEi
M ,

where [N ] is the set of positive integers ≤ N . Max-min QoE fairness reflects the
QoE improvement of the worst performing clients, which helps service providers to
offer a fairer service for clients and encourages their engagements [180]. In order
to achieve that in a high-mobility environment, the mobility profile of each client i
should take into account the resource (e.g., bandwidth) allocation.

9.1.2. Motivation

For mobile video streaming applications, current models, like [17,18,20,21,23], with
the connection-level fairness, i.e., occupying equal shared bandwidth of competing
flows, may not ensure the QoE fairness for all clients, especially for those content
providers with a larger number of users. In fact, in order to encourage more users
to participate, video service providers are more inclined to improve the viewing
quality of users with lower bitrates, rather than improving the viewing quality of
users with higher bitrates [180]. Netflix, one of the largest video content providers,
already considered this problem and adopts a series of techniques [182, 183] (e.g.,
three parallel TCP connections) to allocate a larger bandwidth for Netflix videos
instead of considering connection-level fairness, reducing the rebuffering probability
for low-buffer clients at video startup. Nevertheless, the fair clients’ view quality
among competitive network traffic is not incorporated, especially in a mobile network
environment. Specifically, from the perspective of the service provider, there are two
major drawbacks.

Clients’ QoE can be affected by their mobility. Clearly, users may have dif-
ferent bandwidth allocation requirements in different scenarios [180,184]. In mobile
wireless networks, the mobility of users significantly affects network performance
including the QoE and QoE fairness. From the bottom to up layer, it affects physi-
cal SNR (Signal Noise Ratio) strength [185], the access time of user [186–188], the
convergence speed of routing [189], and QoE [190], etc. For instance, compared to

13VSiM is flexible and different QoE fairness metrics can be used to evaluate VSiM. We use the
max-min QoE fairness as an example to demonstrate the performance of VSiM.
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Figure 9.1.: High-speed clients may experience lower QoE.

low-speed clients, high-speed clients may require more allocated bandwidth within
the same time period to accomplish the same viewing quality, due to the frequent
handoffs or possible connection loss between BSes. Fig. 9.1 shows the view quality
of clients over various speeds at time T with uniform linear motion. For simulation
settings details, please refer to Sec. 9.4. It is obvious to see that a client with
high speed v ∈ [135km/h,150km/h] is more likely subject to low QoE. Specifically,
compared to clients with v ∈ [35km/h,50km/h], the minimum QoE achieved by the
clients with speeds v ∈ [135km/h,150km/h] is 77.64% (about 10 points with QoE
normalization, see § 9.3.1) lower on average. Furthermore, we observe that VSiM
outperforms other state-of-the-art approaches for high-speed clients by sacrificing
slightly the benefit of some low-speed clients to improve the clients’ with low QoE.

Mobile clients have different buffer-sensitive levels. The existing approaches
with the equal shared bandwidth between connections did not consider the state of
the buffer-sensitive mobile video clients, like the playback buffer size, hence they
are blind to the guidance information in the application-level, such as increasing the
playback buffer size for buffer-sensitive clients. For example, a mobile video client
with a short staytime in a BS and will experience a handoff time or a connection loss
area to go next BSes or networks. This may result in a higher chance for this client to
suffer the rebuffering, which reduces its QoE in a high mobile scenario. For such kind
of clients, increasing the playback buffer size is more critical to improve their QoE
compared to requesting the high-quality chunks. Besides, the whole QoE fairness can
also be improved because of the improvement of minimum QoE. Therefore, dynamic
and adaptive buffer update strategy is a good choice to help the buffer-sensitive
clients quickly replenish their buffer size.

Server push in QUIC is a promising strategy to accomplish this requirement. How-
ever, traditional server push approaches did not consider the mobile characteristics
into their design. Some server push strategies, like [28, 191] transmits the same
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Better

Figure 9.2.: The trade-off space between bitrate and buffer with the bottleneck
bandwidth in a highly mobile environment.

quality chunk with that of the previous chunk, resulting in high downloading time
and not suitable for the mobile video clients. Besides, [191] may drop all pushed
chunks and wastes bandwidth resource. A novel server push strategy in VSiM is
proposed to update the buffer size adaptively without affecting the existing band-
width allocation strategy and other clients’ viewing experience. Fig. 9.2 illustrates
the trade-off space between the bitrate and buffer when facing bottleneck bandwidth
in mobile environments. The larger the ellipse is, the greater the variance, resulting
in the worse performance of the model. We can see that VSiM is able to increase
the buffer size of clients significantly while slightly affecting the average bitrate.

9.2. VSiM System

This section introduces the design goal and overview of our system VSiM, then
discuss its three key techniques namely bandwidth allocation, server push, and pa-
rameter update.

9.2.1. Overview of VSiM

VSiM is an end-to-end solution for improving the QoE and QoE fairness of video
streaming in a highly mobile environment. The main design goals that we wish to
achieve in VSiM are: 1) efficiently incorporate various factors in mobile environments
that can potentially impact the QoE fairness of clients during video streaming,
2) easy to deploy and configure in the real world, 3) maximize the QoE fairness
while ensuring the total QoE, 4) adapt to the uncertainties in heterogeneous mobile
wireless networks.
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System architecture. At the client end, we exploit the ABR controller Ê to collect
the bitrate of the requested chunk and the buffer state of Dash player. We further
collect the information about each client’s mobility profile from the sensors Ë in their
mobile devices. Since many smart devices collect such information using GPS and
IMU [27], we assume that our system can also have access to such information on
the clients’ devices. The collected state information Ì is then grouped, encrypted,
and sent along with HTTP Request Í for downloading the chunk ck at bitrate bi to
server.

At the server end, for each arriving Request from clients, the server decrypts the
state information and trajectory prediction Î calculates clients’ trajectories using
mobility profile information and topology information of base stations Ï. Once the
trajectory is known, the server identifies the BSes the client connects with and
the associated parameters such as the handover latency, staytime, and possible
connection-less zones that will impact the QoE of the mobile client. We assume
that the server is aware of the information of its needed BSes. Utilizing these val-
ues and the information from clients’ DASH players (e.g., buffer level and bitrate
level), utility computation module Ð applies utility function to calculate the optimal
weight wi for each client and transfer them to the bandwidth allocation module Ñ

(see § 9.2.2).

Since the server has a global view of all clients, it efficiently calculates and allocates
the available bandwidth among the participating clients by considering their mobility
profiles and QoE-related information. We allocate the bandwidth by the weight wi
for each client using the Cubic congestion control approach [174,180] such that the
link capacity is utilized completely and there is an improvement in the QoE fairness
of all participated clients. The weight wi is updated over a period t, when the
topology of BSes has a significant change. Besides, the optimal value of t and utility
function parameters to quantify each factor’s (e.g., bitrate, rebuffer, and smoothness)
contribution for bandwidth allocation, like β and λ, are produced by the parameter
update strategy Ò (see § 9.2.4).

Meanwhile, based on these values and information, server also identifies the clients
who are more likely to experience increased rebuffering due to a short staytime in a
BS, handover latency, or connection-less zones. In order to improve the QoE of such
clients, our system tries to fill their player buffer to increase playtime and thereby
reduce the effect of rebuffering. Server push module Ó identifies these potential
clients, prioritizes such clients, and pushes extra chunks to them. The original
chunks and the pushing chunks will be stored in two buffers (Please refer to § 9.2.3
for details).

Once the optimal bandwidth is allocated for each client and the server push gives
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Figure 9.3.: VSiM improves the QoE and QoE fairness in a mobile environment
by three key techniques. Bandwidth Allocation considers clients’
mobile profile and QoE-related information, Server Push algorithm
avoids rebuffering, and Parameter Update mechanism adapts system
parameter.
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an optimal push strategy, the prepared chunks are transmitted to the client over
the allocated bandwidth using the QUIC transport protocol. However, the push
bandwidth is allocated only when necessary, and if the QoE fairness of all clients
that share the same bottleneck bandwidth can be guaranteed.

Discussion. In VSiM, we place the mobility predictor on the server side because
the server with high storage and computation ability is easy to get BSes’ infor-
mation to predict clients’ trajectories and ensures the global QoE fairness for all
clients. However, when clients and BSes share their mobility and topology informa-
tion respectively to the server, privacy leakage might happen. Privacy algorithms
like differential privacy can protect users’ information while ensuring models’ per-
formance, but it is beyond the scope of VSiM. We will consider this in our future
work.

9.2.2. Bandwidth Allocation

Mobility 
Profile

ABR Request,
Buffer state

Utility
Computation

Base Station 
Topology

Bandwidth 
Allocation

Trajectory 
Prediction

Figure 9.4.: Bandwidth Allocation strategy considering clients’ mobile profile and
QoE-related information.

VSiM ensures a fair QoE experience for all participating clients by considering
users’ mobility profile, buffer-level, bitrate, and smoothness during video streaming,
which is described in Fig. 9.4. Let ck be the current video chunk requested at a
bitrate rm and bk be the remaining playtime in the video player’s buffer, where k
is the kth video chunk and m is the mth bitrate level. During video streaming, for
every video segment ck, the following state information Sck given in Eq. (9.2) is
collected at the client module in the system consisting of QoE-related information
{ck, rm, bk} and mobile profile {v,a,−→d , lx,y}, where ck denotes the requested chunk,
rm is the bitrate of ck, bk is the buffer state, Ix,y denotes the location. v, α, and −→d
represents speed, acceleration, and direction.

Sck =
[
ck, rm, bk,v,a,

−→
d , lx,y

]
. (9.2)

Utility Computation. In this section, we build the mathematical model be-
tween the original QoE fairness optimization problem of VSiM and bandwidth al-
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location. Let U(r) be the utility function for bandwidth allocation. Based on the
QoE definition in Eq. (9.1), U(r) is built as a function of each client’s download
rate r, which is optimized by leveraging the clients’ mobility profile information and
QoE-related information (e.g., bitrate level and buffer level). U(r) is defined as Eq.
(9.3).

U(r) = q(ck)−βR′k−λ|q(ck)− q(ck−1)|, (9.3)

where q(ck) represents the requested bitrate for chunk ck, βR′t represents the re-
buffering penalty, and λ|q(ck)− q(ck−1)| represents the penalty for variance in
smoothness. The bandwidth allocation is dynamically changing in real-time.

Intuitively, rebuffering time aggrades along with handover time and chunk down-
load time, degrades along with playtime remaining and staytime. Formally, rebuffer-
ing time is:

R
′
k = ck

r
− b− ts+ th, (9.3a)

where ck
r denotes the time to download the remaining chunk of ck at a download

rate of r, b denotes the playtime remaining in the clients’ video player buffer. The
parameter ts = ds

v denotes the remaining time within the connection zone of BSes,
where v is the client’s moving speed and ds is the remaining distance within the
connection zone of BSes. th denotes the handover latency between the current and
the next BS. Therefore, We mapped users’ mobility characteristics to the rebuffer
parameter R′k. Both the staytime ts and handover time th are decided by users’
mobility profile, like the speed, direction, and acceleration. The higher ts is, the
higher QoE while th is inversely proportional to QoE.

The handover time th is defined as:

th =
{
dh
v + τ, no overlap between BSes,
τ, overlap between BSes,

(9.3b)

where dh is the distance occurring connection loss between BSes. τ is the time when
clients switch between BSes. For example, a client travels from its current BS to
next BS, if there exists the connection loss between these two BSes, then th = dh

v +τ .
Otherwise, th = τ . Please note that since the trajectory of each client is varying over
time by changing the speed, direction, and acceleration, the calculation results of
both th and ts are also varying over time.

Bandwidth allocation. The information required for Bandwidth allocation is
described in Fig. 9.4. Besides, given the above definition for the utility computation,
the bandwidth weight for client i is calculated as wi = ri

Ũ(ri)
where Ũ (ri) = U(ri)

U(B) and
the allocated bandwidth will be ri = wi∑n

i=1wi
B, where i, n, and B represents the

i-th client, clients number, and server’s total bandwidth. We put the convergence
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proof of bandwidth allocation in the Appendix (§ 9.5). Please note that the time
complexity of VSiM is very small, i.e., O(cn), where n is the number of clients sharing
the bottleneck link and cis the iteration times required to converge to the optimal
bandwidth allocation that maximizes the QoE fairness. The space complexity is
also very small since clients’ state information is refreshed on the server for each
bandwidth allocation.

9.2.3. Server Push

Client

ABR Request,
Buffer state

Trajectory 
PredictorServer Push

Client 1

Client 2

Client 3

Video 
chunks

DASH Video Player

Buffer 1

Buffer 2

Server

Figure 9.5.: Server push module utilizes clients’ mobility and video stream info
to determine if and how to push extra chunks.

Server push module is employed to decrease the frequency of rebuffering for buffer-
sensitive mobile video clients. It significantly increases these clients’ playback buffer
by pushing multiple lower-bitrate chunks when they drop into an emergency situ-
ation. Meanwhile, server push should be compatible to arbitrary ABR algorithm
and should not offset the benefit from bandwidth allocation. Therefore, we carefully
design a novel server push algorithm called Slow Degrade Fast Recovery (SDFR).
The core thinking includes: 1. Multiple chunks encapsulations. Server encapsulates
multiple lower-bitrate chunks back to the client according to client’s state. 2. Slow
degrade. During server push, the bitrate of pushing chunk degrades level by level to
control the smoothness.

Workflow. Fig. 9.5 illustrates the overview of server push. At the clients’ end,
Dash player maintains two buffers logically, in which Buffer 1 stores the original
request video chunks and Buffer 2 stores the pushing video chunks, records the
corresponding relation of each chunk in Buffer 2, i.e., the encapsulation relation, and
delivers fake bitrate information to ABR algorithms. At the sever end, after receiving
HTTP Request message from the client, the server first estimates the client’s state
with the buffer state information and the trajectory predicted by mobility profile
from the message. Then, it requests and encapsulates multiple lower-bitrate chunks
from video encoding according to the SDFR algorithm and the bitrate request from
HTTP Request message. Fig. 9.5 depicts a toy example: Client 2 requests one 720P
bitrate chunk while server push encapsulates and responds three 360P chunks; Dash
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player stores three 360P chunks into buffers and sends a piece of fake information
“received one 720P bitrate chunk as request" to ABR algorithm.

Fig. 9.6 shows the server push algorithm with a state machine model. SDFR sorts
the bitrate level with an descending order resulting in a list [cmax, c2, · · · , cmin]. The
bandwidth demand B(·) of these bitrate levels follows a total order: B(ci) < B(cj) if
ci < cj . cp and cR denote the pushing chunk bitrate and the client’s bitrate request,
respectively. Variable k quantifies client’s emergency level. isEMER(k) denotes the
event of the k-level emergency, whose condition is th-b==k*ts (The physical mean-
ing is that the client needs to download extra k chunks per request in the following
staytime such that its playback buffer have enough video to play during the han-
dover time). Similarly, overEMER(k) and underEMER(k) denote the event of emergency
exceeds k-level or lacks k-level, whose conditions are th-b>k*ts and th-b<k*ts, respec-
tively. SDFR also receives messages from other modules: bitrate request of ABR
algorithm cR in HTTP Request from client; FULLwhen client’s buffer is full; RESETwhen
trajectory prediction module detects th changes. Sever maintains a server push state
machine for each client and the state transition happens when the server receives the
corresponding client’s HTTP Request. Below, we describe each state and transition.

R min

underEMER(1)
||c == c



FULL|| 
RESET


overEMER(1)
push();k =1 isEMER(1)

push();k =1

underEMER(1)|| 
FULL||RESET


p minunderEMER(k)||c == c
push();k

p minoverEMER(k)&&c > c

push();k

overEMER(k)
push();k++

3

2

5

6

8

Initial state (Enter a Base Station)

Final state (Leave a Base Station)

State transition
Event

Actions

Original

Degrade Steady

4

1

7

Figure 9.6.: Illustration on the server push algorithm Slow Degrade Fast Recovery
(SDFR) as a state machine.

• Initial. Client enters a base station, then server push starts execution and
changes to Original.

• Original: responding chunk with Request bitrate. Server push holds send-
ing chunk with cR bitrate. It stops at isEMER(1) (to Steady) or overEMER(1)
(to Degrade). If th==0, it changes to Final.

• Degrade: estimating the emergency level. Degrading cR directly to cp
may significantly decrease client’s QoE if cR >> cp. To allow a smooth decrease,
SDFR probe the emergency level by level, i.e., adding one additional chunk
controlled by k++. A larger k allows more chunks delivery. During emergency,
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server push runs the push() procedure to encapsulate k chunks with bitrate cp
into HTTP Response message, where cp satisfies max c, s.t. k ·B(c) ≤ B(cR).
After emergency estimated (underEMER(k)||cp==cmin), server push changes to
Steady. If server push receives FULL message or RESET message, it changes to
Original. If th==0, it changes to Final.

• Steady: multiple chunks pushing. Client achieves high buffer fill rate
by server push encapsulating and sending multiple cp bitrate chunks with
B(cR) bandwidth. It changes to Degrade when overEMER(k)&& cp>cmin. If
underEMER(1) or server push receives FULL message or RESET message, it
changes to Original. If th==0, it changes to Final.

• Final. Client leaves a base station, server push ends.

Fig. 9.7 illustrates an example of a client’s state transitions.
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Figure 9.7.: Illustration on an example of one client’s server push process (the
dotted lines split its states).

9.2.4. Parameter Update

Base Station 
Topology

ABR Request,
Buffer state




t

Parameters Update

Trajectory 
Prediction

Figure 9.8.: Parameter update module uses BS and clients info to update VSiM’s
parameters by neural network algorithms.

The parameter update module is the key contribution for VSiM, which is employed
to generate the optimal values of parameters required by the bandwidth allocation
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module (§ 9.2.2) based on the BS topology, the trajectory prediction information
(e.g., staytime and handover time), ABR request information (e.g., bitrate), and
buffer state (e.g., remaining buffer size), given in Fig. 9.8. The updated parameters
include weights β and λ of the utility function in Eq. (9.3) denoting the contribution
of factors (e.g., bitrate, rebuffer, and smoothness) to control a mobile video’s rate
shares. Besides, these parameters updated frequency t is also produced by the
parameter update module.

Machine learning approaches (e.g., Neural Networks for Multi-Output Regres-
sion [192]) can be utilized in this module. The machine learning model is trained
offline with the dataset collected from various simulations over different BS topolo-
gies considering clients’ QoE and QoE fairness. To generate the training dataset, we
use the random search strategy [193] on the weights of utility function defined in Eq.
(9.3), where β ∈ {0,1,2, · · · ,50} and λ ∈ {0,0.1,0.2, · · · ,1} represent the contribution
for both rebuffer and smoothness, respectively. Besides, the weights update fre-
quency t ∈ {0,1,2, · · · ,15} is also considered into the random search strategy. When
the utility function produces a good performance, we record the weight set {β,λ,t}.
The QoE metric is mainly taken into account for parameter value selection. Then,
for each set of good weights, we run 3000 simulation instances to collect the training
data {cr, r,b,q(ck), q(ck−1), ts, th,β,λ, t}, where {β,λ,t} can be treated as labels and
the rest can be used as features. {cr, r,b,q(ck), q(ck−1)} is the clients’ QoE-related
information and {ts, th} reflects mobility characteristics calculated based on clients’
mobility profile and BSes Topology. Please notice that VSiM only needs to retrain
the parameter update module when the BSes’ topology significantly changes.

9.3. Implementation

We implement VSiM in both simulation and prototype. VSiM sits between the low-
level functions (QUIC protocol) and the high-level applications (Dash video player
on the client end and Video encoding on the server end). On the client end, VSiM
modifies Dash player (Version 3.1.0) [194] by maintains two buffers logically 14. On
the sever end, all the modules of VSiM in Fig. 9.3 are implemented in Go language
(Version 1.13.8) based on QUIC_GO (Version 0.17.1) [195]. Two penalty parame-
ters for rebuffering and smoothness in Eq. (9.3) are β = 20 and γ = 0.1 for VSiM
without triggering the parameter update strategy while these two values are set as
β ∈ [0,50] and λ ∈ [0,1] for VSiM over varied topologies. The period time of param-

14Note that, this modification does not break the easy deployment characteristic of VSiM because
this modification is implemented on the server and the buffer allocation happened at the start of
clients building connection with the server.
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eter update in the bandwidth allocation strategy (§ 9.2.2) is t ∈ [1,15]. These values
are set according to the simulation experience. Besides, the movement of clients
incorporates three groups: slow movement (v ∈ [35,50]km/h), medium movement
(v ∈ [80,100]km/h), fast movement (v ∈ [135,150]km/h). The accelerations of car/-
motorcycle and train are within [−8,2.5]m/s2 and [−7,0.5]m/s2, respectively.

9.3.1. System Settings, Metrics, Dataset, and Benchmarks

System settings. We use a server equipped with Intel Core i7-5930K CPU at
3.5GHz, 32GB (DDR4 3000MHz) of RAM, Killer E3000 2.5Gbps Ethernet network
port. All clients use Google Chrome (Version 83) with QUIC (HTTP/3) support
enabled. We use 10 devices including iPhone XR, Xiaomi Mi 8, Surface Go 2, 2 ×
IPad Air 4, IPad Mini 4, ThinkPad X1, and 2 × MacBook Pro, as the mobile clients
for the prototype test (see § 9.4.3).

Evaluation Metrics. To better see the performance of VSiM, we regularize the
scope of QoE within [0,100] [180] by Equation a× ln(x)− b, where a = 16.61 and
b = 42.94 for our employed datasets. For instance, about 5.8 points improvement
with QoE normalization can accomplish a video quality jump from 720p to 1080p.
It is defined by a large number of experimental statistics over the employed dataset.
VSiM is evaluated by the following metrics: 1) QoE: It is employed to describe
clients’ viewing experience for the mobile streaming video, calculated in Eq. (9.1)
(see § 9.1.1). 2) Max-min QoE fairness: It reflects the QoE improvement of clients
with the minimum QoE (see § 9.1.1). 3) Minimum QoE: It represents the QoE of the
client with the minimum value among all clients. 4) Average QoE: it is the average
QoE over all participated clients. 5) Cumulative Distribution Function (CDF): It
reflects the QoE fairness improvement.

Datasets. VSiM work well on videos with varied bitrates from different sources.
Here, we evaluate VSiM by a standard test dataset [196], which reflects the real-
world distribution. It includes 20 videos. The value of ck in our dataset ranges from
45kbps to 3936kbps. It includes low, middle, and high levels of bitrates.

Benchmarks. We have four benchmarks for comparison to prove the performance
of VSiM: (1) Cubic [197] with the average bandwidth; (2) Minerva [180], where QoE
fairness is targeted for video streaming with a bottleneck link but without mobility
consideration; (3) GreedyMSMC [20] achieving the QoE improvement by leveraging
the load balance in base stations in a mobile environment; (4) PreCache [21] improves
the QoE performance by pre-storing video in next base station’s cache in mobile
wireless networks. Cubic, GreedyMSMC, and PreCache are originally suitable for
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Table 9.1.: The 20 videos used in VSiM evaluation..
Level Bitrate(kbps) Resolution Level Bitrate(kbps) Resolution
V1 45 320*240 V11 782 1280*720
V2 88 320*240 V12 1008 1280*720
V3 128 320*240 V13 1207 1280*720
V4 177 480*360 V14 1473 1280*720
V5 217 480*360 V15 2087 1920*1080
V6 255 480*360 V16 2409 1920*1080
V7 323 480*360 V17 2944 1920*1080
V8 378 480*360 V18 3340 1920*1080
V9 509 854*480 V19 3613 1920*1080
V10 577 854*480 V20 3936 1920*1080

mobile scenes. For Minerva, we transplant its utility function and perceptual quality
concept in our mobile experimental scenes. All algorithms are implemented in the
same mobile environment for comparison.

9.3.2. Mobility Pattern

VSiM adapt to various mobility patterns, which are mapped to staytime and han-
dover time, to fulfill the QoE fairness for high mobile clients. In this paper, we use
three mobility models as examples to evaluate our mechanism. 1) freeway mobility
model [189] and railway mobility model [198]: mobile users are restricted to their
lanes on the freeway/railway and its velocity is temporally dependent on its previous
velocity; 2) random waypoint model [199]: at every instant, a user randomly selects
a destination and moves towards it with a velocity selected uniformly randomly from
[0,vmax], where vmax is the preset maximum velocity for each user. It is commonly
used in simulations.

9.4. Evaluation

/ In this section, we first introduce the simulation and prototype scenario. Then,
we verify the contribution of each key technique in VSiM and robustness of VSiM
by simulations. Following that, the comparison of VSiM against state-of-the-art
solutions with various metrics is illustrated over a prototype wireless network. For
all results, we repeated the experiment for each bandwidth for 20 runs. Please note
that if there is no specified topology, topology 1 is employed to evaluate models’
performance. The parameter update strategy of VSiM is only triggered when the
topology is changed.
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Key takeaways. Key takeaways of our evaluations are:

• SDFR server push approach that fulfills the minimum QoE in VSiM is about 2.4
points (equal to clients’ viewing experience jump from the bitrate level 2944kbps
to 3340kbps in resolution 1080p) (Fig. 9.9).

• VSiM is robust for heterogeneous wireless networks including various topologies
(Fig. 9.11), various video lengths and clients scale (Fig. 9.12), various ABR
algorithms and mobility patterns (Fig. 9.13).

• VSiM improved more than 40% QoE fairness (equal to resolution improvement
of clients’ viewing quality from 720p to 1080p) compared to state-of-the-art while
ensuring about 20% improvement on average for the averaged total QoE (Fig.
9.15 and 9.17).

9.4.1. Simulation and Prototype Scenarios

Simulations and prototype tests are implemented along the railway or highway di-
rection. Two different scenarios to verify our system are as follows.

Topology 1: BSes with the connection loss area. We select the railway
and highway from the train station in city A to the train station in city B (around
110km). Along the road, we give the assumption that this area is covered with
237 BSes consisting of 37 4G BSes and 200 5G BSes. The reason is that the 5G
BSes are deployed every 500 meters and 4G BSes every 3km, depending on the
communication range of BSes and area requirements (e.g., high density of BSes in
an urban area while low density in a rural area). The transmission ranges of 4G and
5G BS are 2km and 300m, respectively [200].

Topology 2: BSes without connection loss area. All BSes have a perfect
overlap in a developed urban area. We select the railway and highway from city A
to city B (around 24km). Along the road, we give the assumption that this area is
covered with 48 5G BSes, which are deployed every 500 meters depending on the
communication range of BSes. The transmission range of 5G BS is 300m

9.4.2. Baseline Comparison

We verify the contribution of each key technique in VSiM and robustness of VSiM
by simulations, where 20 to 60 clients are employed in the topology 1 and 2.
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Contribution of each key technique. We first measure the contribution of
VSiM’s two key techniques, i.e., Bandwidth Allocation and Server Push, with 60
clients and 150Mbps bandwidth in Topology 1. The results are described in Fig. 9.9.
Then, the third technique, i.e., parameter update, is triggered in VSiM when the
topology is changed, which is verified in Fig. 9.10 with 60 clients and 150Mbps
bandwidth.
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Figure 9.9.: Bandwidth Allocation and Server Push techniques contribute to
VSiM QoE improvement on both QoE fairness and average QoE in
Topology 1.

Specifically, in Fig. 9.9(a), we observe that the minimum QoE in VSiM is about
33% (about 4.8 points with the QoE normalization) higher compared to that in VSiM
without the bandwidth allocation technique while accomplishing a desirable average
QoE. This is equivalent to the minimum viewing quality of clients in VSiM without
the bandwidth allocation strategy is 240p while the minimum viewing quality of
clients with that is 360p, thanks to the bandwidth allocation technique (§ 9.2.2),
which leverages users’ mobility profiles, requested bitrate, and playback buffer size
to allocate the bandwidth fairly among clients. In Fig. 9.9(b), we notice that the
minimum QoE and average QoE per client in VSiM is about 15% (about 2.4 points,
equal to a viewing experience jump from the bitrate level 2944kbps to 3340kbps
in resolution 1080p) and 13% higher than that in VSiM without the server push
technique. Thanks to our proposed SDFR server push strategy (§ 9.2.3) given the
current buffer level, staytime, and handover time. This mechanism greatly improves
the QoE fairness of clients.

Fig. 9.10 gives the minimum QoE and average QoE comparison between VSiM
and VSiM w/o paraUpdate over different topologies. We notice that both VSiM
and VSiM w/o paraUpdate perform well in topology 1 while VSiM achieves a higher
value in terms of both minimum QoE and average QoE compared with those of VSiM
w/o paraUpdate in Topology 2. This is because we assign a set of selected optimal
parameters (e.g., β = 20 and λ = 0.1) for both VSiM and VSiM w/o paraUpdate
regarding Topology 1. However, when the topology changes, the parameter update
strategy is triggered in VSiM to adapt to different topologies dynamically. As for
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VSiM e

Figure 9.10.: Parameter update technique brings contribution to VSiM’s QoE im-
provement on both QoE fairness and average QoE over varied topolo-
gies.

VSiM w/o paraUpdate, the previous selected parameters for Topology 1 may not
be suitable for Topology 2.

Robustness of our system. VSiM is robust over various uncertainties, like
different video lengths and BSes’ topologies, different ABR algorithms, and different
clients’ mobility patterns and the number of clients.
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(a) Topology 1.
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Figure 9.11.: VSiM can handle various topologies and maintain a sizeable gain on
QoE fairness.

• Impact of various topologies. In Fig. 9.11, the minimum QoE and average
QoE of VSiM and Cubic over two different topologies (§ 9.4.1) over 60 clients and
150M bandwidth. It is obvious that compared to Cubic, the minimum QoE in both
topologies A and B of VSiM achieves a significant improvement of the minimum QoE
(about 6 points on average, equal to the clients’ viewing experience with resolution
jump from 720p to 1080p). Besides, The average QoE of VSiM is close to that of
Cubic in these two topologies.

• Impact of various video lengths. Fig. 9.12(a) and (b) illustrates QoE of clients
with different video length. we observe that VSiM accomplishes a stable minimum
QoE and average QoE over various lengths of videos, which are much better com-
pared with those of Cubic, especially for the minimum QoE.

• Impact of large-scale clients numbers. In Fig. 9.12(c), we find that the perfor-
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Figure 9.12.: VSiM achieves high QoE under various video lengths; It also ensure
stable, high QoE fairness under large-scale number of clients.

mance (e.g., minimal QoE or average QoE per client) of VSiM is almost constant
under a various number of clients, showing the stability of VSiM against the variant
number of clients. The slightly reducing trend of the minimum QoE and average
QoE with the increasing number of clients in Fig. 9.12(c) is caused by the proba-
bility that the greater the number of users, the greater the probability that some
clients will obtain lower QoE.
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Figure 9.13.: VSiM maintains stable and high QoE under various mobility pat-
terns of clients and various ABR algrithms.

• Impact of various ABR algorithms. VSiM is transparent to ABR algorithms.
In Fig. 9.13(a), we can clearly see that VSiM achieves good performance over
different ABR algorithms regarding both the minimum QoE and average QoE. VSiM
is transparent to ABR algorithms. The ABR algorithm should be abstracted away
so that VSiM can work with any ABR algorithm. VSiM may have access to the
ABR algorithm, but can only use it as a black box.

• Impact of various mobility patterns. In VSiM, we convert the users’ mobility
profiles to the staytime and handover time, which adapts VSiM to various mobility
patterns, which is given in Fig. 9.13(b). Besides, a new parameter adjust model is
proposed to ensure VSiM adapt to various BSes topology and number of nodes.
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9.4.3. Prototype Test

We build a prototype test in a lab testbed to check VSiM’s performance in real-
world scenarios in the Topology 1 (§ 9.4.1) over 10 clients with bandwidths [10Mbps,
15Mbps, 25Mbps, 35Mbps] bandwidth. We run the experiment under a multi-user
scenario who travel between two German railway stations with 110km distance and
run VSiM over an actual wireless network link in mobile networks.

Sensitivity to network settings. The impact of network uncertainties, like
bandwidth variance and latency variance, are tested in this section.
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Figure 9.14.: QoE and bandwidth allocation of VSiM videos by a real wireless link
over 10Mbps bandwidth in mobile networks.

• Impact of bandwidth variance. We report the bandwidth and QoE variations
over time by a real wireless link in mobile networks at bandwidth 10Mbps with two
or four mobile clients in Fig. 9.14 to show how the system assigns the bandwidth
and the impact of bandwidth allocation on the QoE changes.

In Fig. 9.14(a) and (b), we observe that both the average QoE and allocated
bandwidth of two mobile clients C1 and C2 are close at an initial period of time
t(e.g., t∈ [0,60s]). This is because both C1 and C2 at this period of time are moving
inside the BS with a long staytime (e.g., greater than 60s). In this case, we give
the same staytime value (e.g., 60s) for these two clients, which is given to avoid one
client occupying the whole bandwidth and further improve the QoE fairness. Then,
after a period of time, C2 is still inside the BS, but the staytime of C1 is short and
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may go to next BSes or experience some connection loss area because of the fast
movement. VSiM captures this and utilizes the optimization strategy to improve
the allocated bandwidth and QoE of C1. In Fig. 9.14(b), it is clear to see that
C1’s bandwidth increases. Because of the fixed total bandwidth, C2’s bandwidth is
reduced. Similarly, in Fig. 9.14(c) and (d) with 4 clients, we can see that after some
time, C1 and C4 are allocated with higher bandwidth, which improves their QoE.
Because of their mobility, they may experience low viewing quality (e.g., experience
connection loss zone or frequent handoffs) after a period of time. VSiM improves
the clients with lower viewing quality to maximize the QoE fairness for all clients.

Algorithm 100ms 200ms 300ms
VSiM (Min QoE) 76 73 68
Cubic (Min QoE) 69 67 63
VSiM (Avg. QoE) 82 80 78
Cubic (Avg. QoE) 80 78 73

Table 9.2.: VSiM maintains high Minimum (Min) and Avg. (Average) QoE than
Cubic under various latency conditions.

• Impact of latency variance. Table 9.2 illustrates the impact of latency variance
on VSiM and Cubic. For Table 9.2, we observe that VSiM achieves better perfor-
mance in terms of both the minimum QoE and average QoE than those of Cubic.
Specifically, the minimum QoE achieved by VSiM has increased by about ∼7 points,
∼6 points, and ∼6 points compared to cubic with 100ms, 200ms, and 300ms, which
means that the clients’ viewing quality of VSiM can obtain at least 1080P while the
clients’ viewing quality of Cubic is 720p with these different latency. Meanwhile,
VSiM fulfills a better average QoE.

Compare with state-of-the-art. In this section, we compare VSiM with state-
of-the-art regarding the average QoE, QoE fairness, and CDF over various band-
widths.

• Average QoE Comparison. In Fig. 9.15, we observe that: 1) increasing the band-
width will improve the mobile client’s total QoE. This is because a higher bandwidth
value leads to the DASH requesting a higher bitrate, which further improves each
client’s QoE; 2) VSiM outperforms state-of-the-art solutions with both ten mobile
clients over different bandwidths regarding the average QoE.

Specifically, the average QoE improvement at bandwidth 25Mbps of VSiM is about
13% (about 2.0 points) and 30% (about 4.3 points) higher than that of Cubic [197]
and Minerva [180] while around 11% (about 1.8 points) and 16% (about 2.4 points)
on average improvement is achieved by VSiM compared with PreCache [21] and
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Figure 9.15.: VSiM fulfills a higher average QoE compared with various algorithms
over different bandwidths.

GreedyMSMC [20]. VSiM with more than 2.0 points improvement can at least
jump one level of bitrate compared with state-of-the-art in terms of 1080p video.
This means that in the same bottleneck bandwidth and mobile networks, the aver-
age bitrate value of all mobile clients that can be used is 3340kbps in Cubic while
all mobile clients in VSiM can at least watch videos with 3613kbps for the average
bitrate value regarding 1080p. This is because VSiM considers the mobility pat-
tern and HTTP/3 characteristics (such as server push) to optimize the bandwidth
allocation for different mobile users.
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Figure 9.16.: QoE fairness improvement achieved by clients under various algo-
rithms with 25Mbps bandwidth.

• CDF Comparison. Fig. 9.16 illustrates the CDF of QoE fairness improvement
over Cubic, Minerva, GreedyMSMC, and PreCache with ten mobile clients collected
by 20 runs in a real wireless network at 25Mbps bandwidth. As we discussed in
Section 9.3.1, VSiM can accomplish a video quality jump from 720p to 1080p if the
improvement with QoE normalization is greater than 5.8 points. We notice that
there are ∼ 55% (about 6.7 points), ∼ 40% (about 6.5 points), ∼ 30% (about 6.3
points), and ∼ 25% (about 6.4 points) probability for VSiM to achieve the value
of QoE fairness improvement being larger than 5.8 points compared to Minerva,
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PreCache, Cubic, and GreedyMSMC. VSiM fulfills a video quality jump from 720p
to 1080p with these probabilities. For example, suppose the minimum video quality
of Minerva over all clients is 720p. In that case, the minimum video quality of
VSiM over all clients has a probability of ∼ 55% to fulfill 1080p in the same mobile
bottleneck environment. This significant improvement depends on the key designed
techniques in VSiM for a mobile environment.
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Figure 9.17.: VSiM fullfils a significant improvement of QoE fairness comparison
with various algorithms.

• QoE fairness comparison. Fig. 9.17 records the clients with minimum QoE
for each run. The longer the box, the greater the variance of the experimental
results of different runs is, which means that the results are worse. As expected,
the lowest bandwidth has the lowest QoE and vice versa. Besides, we observe that
VSiM achieves good QoE fairness over varied bandwidths. For example, in Fig.
9.17, the QoE fairness for the median value of VSiM improves an average of about
40% (about 5.9 points with QoE normalization) for all the bandwidth than that
of Minerva, which means that VSiM can accomplish a jump from 720p to 1080p.
Especially for 15M bandwidth, the median QoE fairness of VSiM improves about
51% (about 6.9 points with QoE normalization) than Cubic. Compared to Minerva,
GreedyMSMC, and PreCache, VSiM fulfills about 49% (about 6.6 points), 43%
(about 5.9 points), and 36% (about 5.0 points ) QoE fairness improvement on the
average with aspect to the median value overall bandwidth. Additionally, we observe
that the variance (e.g., box size) of VSiM is small over different bandwidths.
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9.5. Appendix

9.5.1. Convergence Proof

In the following part, we prove that the bandwidth allocation method in Sec. 9.2.2
will converge to utility fairness.

Definition 9.5.1. There are n clients in a mobile network and all the clients
share the same bottleneck bandwidth to download videos from a server. The egress
bandwidth of the server is fixed and it is denoted by B. The ith client has a utility
function Ui (ri) in which ri denotes its available bandwidth. We wish to find a fair
bandwidth allocation for the client with the intention to maximize the QoE of the
clients with minimum QoE.

It is reasonable to say that the available bandwidth for client ci can be B at most,
thus, we could get

argmax
ri

Ui(ri) =B. (9.4)

Therefore, we could normalize the utility function as follows:

Ũi (ri) =


0, ri = 0,

Ui (ri)
Ui (B) , 0< ri <B,

1, ri =B.

(9.5)

With the above utility function definition, our optimization problem can be modeled
as

max min
i
Ũi(ri) (9.6a)

s.t.
∑
i

ri =B. (9.6b)

It is reasonable to infer that the utility function is concave since clients’ experi-
ence diminishes the marginal utility as the bandwidth increases. Then we have the
following theorem

Theorem 9.5.1. Ũ(ri) is non-decrease concave function, for 0 ≤ x ≤ y ≤ B,
0< α≤ 1 we have (y

x

)α
≤ U (y)
U (x) ≤

y

x
. (9.7)
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Theorem 9.5.2. There exists an optimal allocation {r∗i } that reaches the goal in
which {Ũi (ri)} are equal for all participating clients. At each time window, we could
get a series of weights using

wi = ri

Ũi (ri)
,

then we could allocate the egress bandwidth as

ri = wi∑N
i=1wi

B.

The above allocation ensures that ri will converge to r∗i after t iterations.

9.5.2. Proof of Theorem 9.5.1

Proof. Let f (t) = U(t)
t , then we can get

f ′ (t) = U ′ (t) t−U (t)
t2

,

∂ (U ′ (t) t−U (t))
∂t

= U ′′(t) +U ′(t)−U ′(t) = U ′′ (t)≤ 0.

Hence, for the term U ′ (t) t−U (t), we know it takes the maximal value at t= 1, i.e.,

max
t∈[0,1]

(
U ′ (t) t−U (t)

)
= U ′ (0)∗0−U (0)≤ 0.

So for t ∈ [0,1], U ′ (t) t−U (t) ≤ 0, then f ′ (t) ≤ 0. Thus, f (t) is decrease function,
we then can get U(y)

y ≤
U(x)
x . Thus, we prove

U (y)
U (x) ≤

y

x
.

Similarly, we can prove the left side and thus, the theorem is proved.

9.5.3. Proof of Theorem 9.5.2

Proof. We first prove the convergence for special case, i.e., for two clients. We denote
the two clients’ utility functions as Ũ1 and Ũ2, respectively. The bandwidth of client
i in t iteration is denoted by rti . There exists an optimal bandwidth allocation (r∗1, r∗2)
satisfying the condition that Ũ1 (r∗1) = Ũ1 (r∗2).
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Without loss of generality, we hope to prove the convergence that rt1 → r∗1 and
rt2→ r∗2. It is equivalent to prove that rt2

rt1
→ r∗2

r∗1
.

In each iteration of the weight updates, if the clients compute their weights wi =
ri

Ũi(ri)
, then we could get

rt+1
2
rt+1
1

= w2
w1

= Ũ1(rt1)
Ũ2(rt2)

rt2
rt1
. (9.8)

.

We denote Xt
1 = r∗1

rt1
and Xt

2 = rt2
r∗2
, from Equation (9.8), we could get

Xt+1
1 Xt+1

2 =
(
Ũ1
(
rt1
)

Ũ1 (r∗1)
Xt

1

)(
Ũ2 (r∗2)
Ũ2 (rt2)

Xt
2

)
. (9.9)

On the other hand, from Theorem (9.5.1), we could get

rt1
r∗1
≤
Ũ1
(
rt1
)

Ũ1 (r∗1)
≤
(
rt1
r∗1

)α
, (9.10)

(
r∗2
rt2

)α
≤ Ũ2 (r∗2)
Ũ2 (rt2)

≤
(
r∗2
rt2

)
. (9.11)

Then we could get

1≤Xt+1
1 Xt+1

2 ≤
(
Xt

1X
t
2
)1−α ≤ (X0

1X
0
2
)(1−α)t

. (9.12)

As t→ 1, Xt+1
1 Xt+1

2 = 1, then we can conclude that rt1→ r∗1 and rt2→ r∗2.

The above procedures ensure that the proposed bandwidth allocation method
could realize fairness in the end. Using the above procedures recursively we can
conclude that VSiM will allocate bandwidth fairly i.e., optimally in terms of utility.
Thus, Theorem (9.5.2) is proved.

9.6. Chapter summary

In this chapter, we propose VSiM, the first end-to-end QoE fairness scheme for
mobile video traffic with multiple mobile clients. VSiM leverages clients’ mobility
profiles, QoE-related information, and SDFR server push strategy to allocate band-
width that maximizes the QoE fairness in real-time. VSiM is easy to deploy in the
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real world without touching the underlying network infrastructure. We implement
VSiM in both simulation and prototype tests on top of HTTP/3. In the simulation,
we verify the contribution of each key technique and robustness of VSiM, like differ-
ent topologies, different video lengths, various mobility patterns, as well as various
clients number and ABR algorithms. In the prototype, we find that VSiM outper-
forms state-of-the-art approaches, with about 40% QoE fairness improvement (equal
to clients’ viewing experience in resolution from 720p to 1080p). Meanwhile, VSiM
ensures about 20% improvements on average of the averaged QoE (equal to the bi-
trate level improvement of clients’ viewing experience from 2087kbps to 2409kbps
in 1080p resolution over the public dataset). In future work, we plan to test and
deploy VSiM in real-world service provider networks.





Chapter10
Future Prospects

In this chapter, we present possibility of how to transfer VSiM to MoniSys. We
consider and present the future prospects of the proposed communication-phase
system and its possible variances.

Contents

10.1. Video on Demand vs. Live Video Streaming . . . . . . . 151

10.2. Under Unstable Environment . . . . . . . . . . . . . . . . 152

10.1. Video on Demand vs. Live Video Streaming

DASH framework is proposed for video on demand (e.g., Netflix, Youtube), but
application in MoniSys is closer to live streaming. Visual data sensed by UAVs
then encode into video in real time and feeds into network. Rather than pre-encode
video on demand with various bitrates, in MoniSys, system should holistic decide the
bitrate and encode current video chunk according to the network condition, analysis
requirement and overhead. WebRTC is one of the most popular protocol for live
streaming, and Adaptive QP mechanism is also widely used in video analytics system
(see 12.2.1 for details). In next step, we are going to change the objective function
in VSiM and explore another fairness system (e.g., accuracy-fairness, or weighted
summation of impacts).
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10.2. Under Unstable Environment

In this section, we consider the possible area of extension under unstable environ-
ments.

Relay

Server
Figure 10.1.: Data forward by relay UAVs.

Non-direct Connection among UAVs and Server. MoniSys is commonly tack-
ling monitoring under emergency and dangerous scenarios. Majority of possible en-
vironments do not allow UAVs directly connect to the server because of the possible
electromagnetic interference or hostile environment condition. In this context, UAVs
often categorize into sensing UAVs and relay UAVs. Sensing UAVs are still in charge
of capturing environment data, while relay UAVs are in charge of forwarding the
sending data to server. The advantage of this architecture is improving the system
robustness. However, it leads to more challenges in network management, e.g., the
bandwidth allocation is VSiM. Specially, the bottleneck among all UAVs may be
not the same. In VSiM, there is an assumption that bottleneck occurs at the last
mile on the Internet, i.e., the access link from the users to base station, while in
such ad hoc architecture, it is not appropriate any more because of the routing. In
the future, we may deploy the bandwidth allocation on the relay UAVs, but instead
of centralized mechanism in VSiM, a distributed decision negotiation of bandwidth
allocation if friendly to limited power and computation resource limited UAVs.
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Chapter11
A Preliminary Study of Video
Analytics Pipelines

In this chapter, we focus on the video analytics pipeline. As we are still working
on this project, we can only give some preliminary study here. First, we give the
introduction.
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11.1. Introduction

Advances in computer vision presents a great opportunity to process and analyze
huge amount of video data generated by pervasive video cameras [201–203]. Deep
Neural Networks (DNNs) [36, 204–207] has improved the accuracy of many vision
tasks dramatically but at high computational cost of forward inference. This result-
ing accuracy-latency-computation tradeoff necessitates distributed video analytics
pipelines (VAPs) [31,41–43,46,208], in which compute-intensive inference tasks and
necessary videos are offloaded and streamed to edge or cloud.

Prior VAPs focus on reducing the bandwidth cost and latecy when stream video
from camera to edge/cloud, and increasing accuracy when execute inference on
cloud. From coarse-tuning camera configuration (e.g., resolution and frame rate)
[42,45,209] to fine-filtering invalid frames (e.g., frames contain empty street in traf-
fic video) [31, 33, 34, 208] and invalid content (pixels) in frames (e.g., street part
is invalid compared to vehicles) [35, 43, 44, 209, 210] of video data, the networking
community has brought great advancements in bandwidth saving. Compared to
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bandwidth saving, however, the community is still at the early stage in accuracy
increasing. Inspired by the observation from computer vision (CV) community —
running object recognition related tasks on high-resolution images can largely in-
crease the detection accuracy [211] — VAPs [38, 39, 46, 47] tries to utilize image
(frame) enhancing model (e.g., Super Resolution (SR) [206,207,212] and Generative
Adversarial Network (GAN) [213, 214]) to enhance image details before fed them
into inference model. Nevertheless, image enhancement causes additional latency
resulting in 100ms-500ms end-to-end latency [46], which is far away from real-time
requirement (24fps-30fps).

We believe that enhancement is a promising way to increase inference accuracy
along with rapid advances in DNN [215] and falling GPU cost [216], however, it still
leaves large room for improvement. Prior image enhancement mechanisms no matter
to improve watchers’ quality of experience [217–219] or to increase the accuracy of
computer vision tasks [38, 39, 46, 47] treats every received pixel in frame equally.
Although [38] enhances only small objects (e.g., small faces), the method it uses to
find out small objects still on frame-level. In other words, their basic processing unit
is frame.

While the frame-level enhancement mechanism has served us well, we argue that
it is suboptimal for enhancement-participated video analytics. The frame-based
approach hinges on one premise: the analytics model process videos frame by frame.
It needs to be revisited in enhancement-participated video analytics.

Different from user-centric video streaming pursuing smoothness of frame quality,
the contribution of different part (pixels) of a frame to inference accuracy varies
widely. In object detection, for example, only the foreground part containing vehicles
are valuable to traffic flow analysis; on the contrary, enhancing background pixels
(e.g., streets and trees) is worthless except to increase system latency. As a result,
the VAPs equipped with frame-level enhancement mechanisms can never get rid of
being suboptimal. To tackle this problem, VAPs need a subframe-based mechanism
to find out and enhance the “important” content.

In this context, we bring holistic thinking of video codec and inference tasks into
VAPs. The fundament of video encoding is using signal processing techniques to
eliminate block-level (a small region contains 16× 8 or 8× 8 pixels in frame, see
12.1.1 for details) spatial-temporal redundancies on that occur in videos; coinci-
dentally, distributed VAPs transmit video from the camera to the edge/cloud for
compute-intensive inference, which naturally necessitates video encoding and de-
coding. Bits stream (the data format of compressed video stream in distributed
VAPs) contains plenty of free information about key blocks can help us find out
the “important” content. On the other hand, how video encoding eliminates spatial
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and temporal redundancies hidden in the bits stream can accelerate the “important”
content enhancement and inference.

The challenge of subframe-enhancement mechanism, however, is how to derive im-
portant content and enhance them from free block-based bits stream. To demonstrate
the feasibility of the approach, we prototype the system and quantify benefits and
cost of it. We open the decoder and take a first attempt to answer the following
question: How overlooked but handy information in decoder helps accelerate and im-
prove video analytics system? In answering this question, we dig out and make use
of frame also macro block dependency from decoder. We believe that there is still
many information unexplored to achieve larger improvement (see §13).





Chapter12
AccDecoder: Accelerated Decoding for
Neural-enhanced Video Analytics

In this chapter, we first present the background knowledge for video analytics
pipeline. Then, we analyze the design space and comprehensively discuss and com-
pare the advantages and limitations of state-of-the-art video analytics pipelines.
After, we propose our AccDecoder and its key design choices. Unfortunately, we
have not finished this project when I submit this dissertation, therefore, I cannot
offer full version of this project.
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12.1. Background

We start with setting up the basic knowledge (§12.1.1) then its status quo (§12.1.2).

12.1.1. Preliminary knownledge

Video Analytics Pipeline (VAP). Many computer vision tasks are considered
in VAPs, such as traffic control [220], surveillance and security [38, 221], as well as
digital assistant [222]. We consider two tasks as running examples –object detection
and semantic segmentation. Object detection aims to identify objects of interests
(i.e., their locations and classes) on each frame in the video, whereas semantic
segmentation labels each pixel with one class. Selecting these two tasks has two
major reasons: first, both of them play the core role in computer vision community
because a wide range of high-level tasks (e.g., autonomous driving) are built on
them; second, we seek to keep consistent with prior video analytics work [43, 45] to
let the performance comparison be more straightforward and convincing.

Distributed Architecture. The proliferation of VA is facilitated by the advances
of deep learning and the low prices of high-resolution network-connected cameras.
However, the accuracy improvement from deep learning is at the high computa-
tional cost. Although the state-of-the-art smart cameras can support deep learning
method, the deployed surveillance and traffic camera paint a much bleaker resource
picture. For example, DNNCam [223] that ships with a high-end embedded NVIDIA
TX2 GPU [224] costs more than $2000 while the price of deployed traffic cameras
today ranges $40-$200 [225, 226]; these cameras typically loaded with a single-core
CPU only provide very scarce compute resource15. Because of this huge gap, the
typical video analytics pipeline (VAP) follows the distributed architecture. E.g., a
vehicle detection pipeline consists of: a front-end traffic camera compresses and
streams live video to a compute-powerful edge/cloud GPU server upon wire/wire-
less network; and, a back-end server decodes received video into frames and feeds
them into models (e.g., Faster RCNN [36]) to detect vehicles.

Video codec basics. Video codecs, composed of encoder and decoder, are soft-
ware/hardware program used to compress size of video files for easier storage or
delivery over network. Encoders compress video data and wrap them into common
video formats (e.g., H.26x [227], VPx [228], AVx [229]), while decoders decompress
the compressed video data into frames before post-process (e.g., playback or analy-

15Professional UAVs may equipped with high-end GPUs but most of civilian UAVs are not
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sis). By selecting the encoder, its coding standard and algorithm will determine the
computational cost and compression effect. For example, MPEG4 encoders usually
have low hardware requirements and are easy to implement, while H.264 ones have
better compression. This compression process is usually lossy, which strikes the bal-
ance between video quality and compression ratio according to encoding settings of
users (e.g., bitrate, frame rate, and group of pictures).

Let us taking H.264, one of the most popular codecs, as an example explain
the compression process. During encoding, each video frame is first divided into
non-overlapped macroblocks (16×16 pixels), then to each macroblock, the encoder
searches for the optimal compression method (including the block division types and
encoding types of each block) according to the pixel-level similarity and encoding
settings. One macroblock may be further divided into non-overlapped blocks (8×8
or 8×16 pixels) and each of them is encoded with intra- or inter-frame types. The
intra-coded block is encoded with the most pixel-value similar reference block in
the same frame, and the offsets between these two blocks are encoded into motion
vector (MV) and residual. With the same procedure, inter-coded block locate the
most pixel-value similar block searched by reference index and motion vector from
other frames. Motion vector indicates the spatial offset between the target block and
its reference while the difference in pixel values of two blocks is encoded as residual
for decoding16.

Performance metrics. Under this distributed architecture, the focal point of VAP
is the tradeoff among three performance metrics: accuracy, resource (bandwidth &
computation) cost, and latency.

• Accuracy. We comparing output on each compressed frame of this VAP (under
limited bandwidth) with the output of the state-of-the-art analytics model on the
same raw frame17. Using the output of this golden configuration, the state-of-
the-art model and raw video input, instead of human-annotated labels as “ground
truth” is useful in real applications and consistent with recent works [42,45,230].
This way, any inaccuracy will be due to VAP designs (e.g., video compression,
DNN itself). We identify F1 score as metric in objects detection task (the har-
monic mean of precision and recall for detected objects’ location and classes) and
semantic segmentation (the intersection over union of pixels associated to the
same class).
16Conceptually, {target block}= ({reference block}+{residual})·{MV} (here we represent the

MV as a matrix).
17Raw frames often encodes into video with quality loss by setting quantization parameter (QP).

The larger QP value, the smaller video file size but lower quality. Here, we define highest quality
video when setting QP as 0.
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• Resource (Bandwidth & Computation) cost. We define the total size of the video
file delivered from the camera to the server of each VAP as its bandwidth cost. As
GPU is the major hardware running DNN today, we use GPU time (100% usage
ratio) to measure the computation cost of VAPs.

• Latency. In general, the end-to-end latency is the time interval from the time of
camera capturing one image to the model on sever outputs its inference result,
which consists of the camera processing (capturing images and encoding them
into video) time, video delivering time, and server processing (decoding video
into frames and run inference on each of them) time. In this paper, we focus
on designing a tool (AccDecoder) which can plug into the server of any VAPs to
accelerate the inference, thus we measure the latency includes the video delivering
time and server processing time.

12.1.2. Video analytics pipeline: status quo

Here, we categorize the status quo of video analytics pipelines in four classes and
analyze their limitation on purchasing high accuracy, low resource cost, and low
latency.

Camera-side analytics-aware video compression. Unlike traditional video en-
coding designed for human visual quality, analytics-aware one opens new design
space. Filtering similar frames and reusing the inference result from one repre-
sentative is one popular method. For example, [34, 208] run light-weight DNN
and [30, 31, 231] calculate the inter-frame pixel-level difference on camera to binary
classify the frames into delivered and undelivered classes. However, these cheap
methods may cause false positive (e.g., pixel-level distance changes by background
may trigger camera to send irrelevant frames) and false negative (e.g., small ap-
peared objects may be missed) results leading to unnecessary bandwidth cost or
inference accuracy reduction. Other solutions (e.g., [232–234]) design new frame-
work encode on feature-maps-level, unfortunately, they work well on classification
task not advanced location-sensitive tasks (object detection).

Server-driven video compression. To tackle the limited computational resource
of camera, other approaches leverage server-side rich resource to generate feedback
guiding camera adjusts video configuration (e.g., the resolution and the frame rate
adaption [42, 45]), or more fine-grained, adjust each pixels configuration (e.g., high
quality for pixels in the region of interest, such as target object, but low quality for
the background [35,41,43,210]). This approach (i.e., server control mode) introduce
extra latency, which is especial large when the delivery between camera and cloud
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cross wide area network.

Server-training camera-executing video compression. Pioneer methods [44,
209] divide the VAPs into two stages: offline training and online executing. [209],
on server, periodically probes inference DNN with accumulated images in time slot
and search the best assignment for the weights of YUV channels; the broadcast the
results to all cameras for encoding images in the next slot. [44], trains a shallow DNN
which can assign high-or-low quality for all macroblocks (a small region containing
16×16-pixel image) in a frame on server; then deploy this DNN on camera to assign
qualities for encoder.

Server-side data enhancement. Inspired by their succeed of image enhancement
(via Super Resolution (SR) [206,207,212] or Generative Adversarial Networks (GAN)
[213,214]) in video streaming for human-centric quality of experience (e.g., [218] and
[217] considers video on demand, [219] works for live video streaming), some studies
[38,46,47] expand this approach to machine-centric video analytics system. It indeed
increases accuracy, although, as we will elaborate in §12.2.1, the latency it causes
much offset the accuracy increasing. The root cause is that image enhancement
models are much heavier than other computer vision models. For instance, the
complexity of SR model is as high as 1000× heavier than image classification and
object detection model in terms of MultAdds [39].

Server-side model retraining. Continues learning tackles the data drift18 issue by
periodically retrains inference models thus improve model performance. Some work
(e.g., [235]) periodically retrain the final inference model with the labels generated
from an expensive model. This teacher-student paradigm is only effective under
sufficient network bandwidth to deliver raw video for generating high-quality labels.
Ekya [235] periodically retrain the cheap final inference model ResNet-18 with the
labels generated from expensive model ResNet-152. The teacher-student paradigm
is feasible under sufficient network bandwidth for raw video utilized to generate
high-quality labels.

In our system, we take a pragmatic stance to focus on the backend (edge/sever)
in the design space – decoder. With no camera-side processing, no server-driven,
and no model retraining, only data enhancement, we systematically exploits the
abundant information in bits stream to improve enhancement mechanism. The
reason is that: first, as we discussed in §12.1.1, majority of installed surveillance
or traffic cameras only equipped with cheap CPU, which cannot support SOTA

18Data drift indicates that there exists bias between the distribution of training set and testing
set. For instance, under different weather, day/night etc, pixels value may be affected and further
impact inference results.
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camera-side analytics-aware video compression method. Second, decoder plays the
pioneer role for analyzing the bits stream.

12.2. Motivation

In this section, we elucidate the pros and cons from enhancement (§12.2.1) and use
empirical measurements to illustrate the potential improvement (§12.2.2).

12.2.1. Pros and Cons from Enhancement

Pro: Accuracy Increment. Existing studies has shown enhancement improves
the task accuracy a lot; e.g., in object detection, image enhancement in [46] improves
the 4% accuracy while enhance only small objects mechanism in [236] improves the
accuracy of small objects up to 9%. We preliminary study the accuracy improvement
by image enhancement. We compare the results from original resolution video with
320×180 resolution (lr) to SR video with three upscaling factors 2× (to 640×360
res), 3× (to 960× 540 res), and 4× (to 1280× 720 res). As the upscaling factor
increases, the accuracy also increases but the accuracy gain emerge diminishing
marginal utility; in particular, compared to lr, 2× increase 7% average accuracy,
while the benefit of 3× and 4× is diminishing.
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Figure 12.1.: Streaming Protocol Comparison.

Pro: Bandwidth Save. Video streaming in analytics pipeline is sensitive to the
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variation in available network bandwidth. Fig. 12.1 shows the the available band-
width and video bitrate for video streaming for analytics (here use DDS [43] as an
example), compared with live video using WebRTC for user viewing and on-demand
video using adaptive streaming (DASH) [194,237] given a FCC broadband network
trace [238]. Video streaming for analytics, comparing to WebRTC, uses bandwidth
more aggressively by sharply adjusting the encoding quality (e.g., quantization pa-
rameter, qp, in [42,43]) because it does not need to smooth the quality of successive
chunks (2-10 second video) like WebRTC does for better user quality of experience.
However, compared with on-demand video streaming, two live video streaming use
bandwidth much more conservatively. The root cause is that pre-encode chunks with
various bitrates in on-demand video streaming provide the chance to probe and re-
transmit the same-content but different-bitrate chunk. As a result, the bandwidth
utilization of video streaming in analytics is pretty well, but the backend of VAPs
still has plenty room to explore.
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Figure 12.2.: Bandwidth Saving.

In backend, enhancement can significantly improve accuracy without requiring
more bandwidth. Fig. 12.2 plots the bandwidth usage of enhancement mechanism
(frontend transmits low-resolution video then backend enhances into high-resolution
one) and two state-of-the-art VAPs (i.e., DDS [43] and Reducto [31]) under the
same target accuracy. The frontend in baseline directly transmits all high-resolution
frames as a benchmark. DDS iteratively transmits low-resolution video and partial
high-resolution video while Reducto only transmits necessary frames. In figure,
enhancement mechanism only cost near half bandwidth of DDS and one third of
Reducto, which demonstrates enhancement-participated mechanism saves consid-
erable bandwidth compared to server-driven video compression (e.g., DDS) and
camera-side analytics-aware video compression (e.g., Reducto).

Con: High Latency. Along with the accuracy improvement, latency significantly
increases. Even from 2× upscaling, the total 102ms is much higher than 33ms of
real-time (30fps) requirement; the latency of 4× increases up to 126ms. We further
studies the latency and accuracy tradeoff of high resolution (1960× 1080) images.
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Figure 12.3.: Latency Break Down.

Compared to upscaling factors, the original resolution dominates the latency of
image enhancement; namely, along with the resolution increasing, though upscaling
factor decreases, latency even grows more. For example, upscaling 980×540 image
to 1960×1080 costs 214ms. Current enhancement-based solution works well in video
on demand (e.g., [217–219]), but to more latency-serious analytics task (not only
enhancement but also includes inference latency), prior approaches (e.g., [38,46,47])
only achieve 2−3 fps.

12.2.2. Potential Improvement

Traditional enhancement-participated video analytics based on frame-level, they en-
hance and infer frame by frame in order of video ingestion. In this section, we
use three real datasets [239–241] upscaling them from 640× 360 to 1280× 720 to
demonstrate the potential improvement of subframe-level enhancement mechanism
from spatial. From temporal, it brings more potential which we leave to the final
experiment.

12.2.2.1. Spatial Latency Reduction opportunities.

In one single frame, compared to video on demand enhances human quality of experi-
ence (QoE) by scaling each frame’s resolution [217–219], in video analytics, however,
it is crucial that the server-received video has sufficient video quality in the regions
that heavily affect the DNN’s ability to identify/classify objects; however, the re-
ceived video does not have to be smooth or have high quality everywhere. This
contrast has a profound implication – video analytics could achieve high “quality”
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(i.e., accuracy) with much less latency in enhancement. Each frame can be spatially
enhanced with non-uniform quality levels. In object detection, for instance, one may
give low quality (e.g., bilinear or bicubic interpolation [242]) to the areas other than
the objects of interest. Fig. 12.4 shows that across three datasets (three scenarios),
in 60%− 85% frames, the time cost of enhancing only the objects of interest less
than 20% of the time cost of enhancing entire frame.

Figure 12.4.: Latency saving opportunities from spatial.

12.3. Key Design Choices

To overcome the limitations of frame-level enhancement in 12.2.2. AccDecoder ap-
plies enhancement (SR) only to partial “important” content in a subset of frames
and transfer them to the remaining frames; it also applies inference DNN only on
a subset of frames and transfer the inference results to other frames. The goal is
to amortize the computational overhead of a SR DNN across the video. Moreover,
we want to provide a guarantee that the resulting inference accuracy within a small
margin compared to the per-frame enhance and infer; at the same time, guarantee
the whole mechanism subject to the real-time constraint. We ask ourselves a series
of pivotal questions that lead to the key design choices we make in achieving the
goal.
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12.3.1. On which granularity in bits stream to find out
“important” content for enhancement?

Key Observations. “Important” content is the image after enhancement may
improve the inference accuracy. Recent studies from computer vision community
(e.g., [236]) and networking community (e.g., [43, 46]) find that the enhancement
perfectly improve the inference results of small objects (e.g., the size of traffic signs
in Tsinghua-Tencent 100K dataset [243] are only 32×32 pixels but occupy 42% total
number of objects). Coincidentally, macroblock (MB) is the quantization parameter
(QP) assignment unit in video codec to determine the image quality of this 16×
16-pixel content. On macroblock-grained, it is not too fine-grained (compared to
pixels) to build huge solution space for searching important content, and also not too
coarse-grained (compared to frame) to waste computational resource for enhancing
unimportant content.

Approach. AccDecoder applies enhancement only to a subset of MBs, referred to
as anchor MBs. The remaining MBs reuse the enhanced MBs according to the block
dependencies (See Sec. 12.3.2) to up-scale their resolutions. Because enhancement
models [206, 207, 212] often use overlapping blocks to extract frequent information,
AccDecoder expands each anchor MB to each direction by β blocks (if they are not
already selected). At the same time, to match the rectangle image shape feeding
into enhancement model, AccDecoder fills the holes by switch the unselected blocks
to selected one.

12.3.2. What to Reuse and How?

Figure 12.5.: Each big 16×16-pixel green square is a Macroblock. Small 8×8-pixel
squares or 8×16-pixel rectangles are blocks..
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What to reuse. To make the most out of caching, we cache the final output (i.e.,
the enhanced high-resolution image) follows the same idea in [49,217]. Their results
show most of the latency occurs at the last couple of layers which means caching
and reusing the output of enhancement model (e.g., SR model) is the most effective
in computation reduction.
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Figure 12.6.: Illustration of inter-frame decoding. Block dependencies in decoder
present an implication to reuse..

How to reuse. Inter-frame encoding in common codecs (e.g., H.26x [227,244] and
VPx [245]) leverages temporal redundancy among frames (in a group of picture) to
“reuse” similar regions from reference frames. Figure 12.6 illustrates the process
of decoder decoding an inter-coded block with dependency information. Decoder
first uses reference index to extract a reference frame from previous decoded frames;
then, it applies motion vector to the source block in the reference frame to transfer
the block to the target frame; at last, it adds residual to the the transferred block to
recover the target frame. Inter-frame dependencies allow us to enhance only some
MBs, but reuse these enhanced MBs to reconstruct others.

12.3.2.1. Additional Inference result reuse

How to reuse. Motion vector indicates the offset of pixels among blocks in target
frame and reference frame. Although pixel-level offset is very difficult mapping
to semantic meaning (e.g., object) in object [246], we argue that motion vector
provides enough information to speed up inference without compromising accuracy
especially in static traffic or surveillance cameras. Figure 12.7 shows the relation
between motion vector and bounding box (Bbox) of detected objects. From this
relation, we have two observations to speed up inference. Figure 12.7a illustrates
the motion vectors between t-th frame and t+1-th frame; 12.7b shows the inference
results of object detection on both t-th and t+ 1-th frame.
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(a) Motion vector between t-th frame and t+ 1-th frame.

(b) Object detection results. Yellow boxes are from t-th frame, red one from t+1-th frame.

Figure 12.7.: The motion vector implies the movement of bounding box and the
static region in image.

What to reuse in Object Detection. From the enlarged image of white moving
car, we observe that the motion vectors of object always gather together and perfect
match the movement of objects’ Bboxes. Accordingly, VAP does not necessarily
execute object detection on current frame but instead move the Bboxes of the refer-
ence frame along with the motion vector of each object; then, its inference latency
gets amortized with the reference frame. We find that accuracy of motion vector
decreases as the scene varies drastically, but taking a pragmatic stance to focus on
static cameras, the performance has been maintained high lever.

What to reuse in Semantic Segmentation. To some other CV applications,
like semantic segmentation whose output is the class of each pixel, reuse the out-
put of reference frames is not practical. However, the motion vector also presents
an opportunity to reuse intermediate results of inference model. We observe that
macro blocks with small motion vectors often has similar pixel values. Follows this
observation, we can cache the feature map (i.e., output of convolutional layer) of
these macro blocks in reference frame and load them when execute convolution on
the current frame.
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12.3.3. How to Guarantee Performance?

Key Observations. We would like to ensure that the accuracy performance Ac-
cDecoder delivers is within a small margin (e.g., ≤ 0.1 f1-score) compare to that of
per-frame enhancement while the constraint of the average latency (from receiving
the bit streams to rendering the inference results on each frame) is no more than
33ms (i.e., 30fps).

Given a video contains frame set F , i.e. macroblocks setMB where
Decode(MB) = F , select partial macroblocks MBs to be enhanced
such that average accuracy of this video is maximized:

(P1) max
1
|F|

|F|∑
i=1

Acci(D(SR(MBi) +MBi),D(SR(Fi))),

s.t. MBi ∈MBs, tAVG ≤ 33ms,

where,MBi is the selected macroblock in frame Fi,MBi = Fi−MBi.

Approach. We view it as two-level optimization problem that the upper-level frame
selection problem categorizes all frames into three classes – SR frames, detect frames,
reuse frames; the lower-level anchor MBs selection occurs on the select frames belong
to SR class. Obviously, there is a gap between our approach and optimal solution
of P1 and we are focusing this gap when I am writing this dissertation. Hope we
have good results.

Select anchor MBs in SR frames. We use AccModel, proposed in [44], to measure
how sensitive of the quality change of macroblocks (16× 16 pixels region) in one
frame to the accuracy. AccModel is a light-weighted DNN (MobileNet-SDD [247]
append three convolution layers). It maps a frame into a matrix that each element is
the sensitivity value of the macroblock at the corresponding position. The sensitivity
of the very top left 16×16 pixels, for instance, corresponds to the column-one-row-
one element in the matrix. Fig. 12.8 visualizes the matrix values in the 4-th frame
in dataset [240], in which the small object (e.g., the cars in the top half frame) is
sensitive to quality change, namely, these macroblocks should be enhanced.

Categorize all frames into three classes and their execution pipelines. For each frame
in SR class, selected anchor MBs are enhanced by SR model and the remaining MBs
are bicubic interpolated; after this, feeds the up-scaling frame into final DNN (e.g.,
object detection) for inference. To the frames in detect class, they earn the benefits
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Figure 12.8.: Sensitivity of quality change of macroblocks to accuracy.

from SR MBs following the dependencies in Fig. 12.6 then feeds into final DNN
for inference. Their accuracy still increases a lot due to the benefits transferring
from SR MBs. Note that the transferring is quite fast (the time cost is the same
as normal frame decoding) as it only includes additional bicubic interpolation on
residual per frame compared to normal frame decoding. To those frames in reuse
class, e.g. object detection, we get the bounding box of each object in the last
(playback order) detect frame, calculate the mean of all motion vectors that reside
in the bounding box, and use it to shift the old position to the current position.
While, to the semantic segmentation for reuse frames, we get the class of each pixel
in the last (playback order) detect frame, calculate the mean of all motion vectors
for each macroblock, and use it to determine whether the pixels in this macroblock
is static (compared to last detect frame) or not; if it is static, then set all pixels in
this macroblock black.

Figure 12.9.: Reuse error accumulation of MVs.

Categorize metrics. The accuracy of reuse frames drop dramatically along with
error accumulation from cache of SR MBs or inference results. In Fig. 12.9, taking
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Object Detection as an instance, reusing bounding box detected in the first frame to
the following frames causes significant accuracy reduction. Consequently, we should
carefully categorize three classes.

Figure 12.10.: Correlation between dif-
ferencing values of Lapla-
cian on both image and
residual and changes in
Bbox results.

34%

Figure 12.11.: Time comparison of exe-
cuting Laplacian on resid-
ual and image.

The constraint of real-time (30fps) video analytics restricts us not to use heavy-
weighted metrics to categorize frames. Here, we extract the light-weighted features
on the residual of each frame. Our intuition is information of residual is sparse and
de-redundent. It preserves difference among frames but not too dense to process,
thus provides us a good opportunity to efficient filtering frames for free. We tried
many light-weighted features (e.g., Pixel, Edge, Area, HoG used in [31]) and find
out the Laplacian (i.e., Edge) on residual has a high correlation with the inference
accuracy. Fig. 12.10 plots the correlation is very strong which implies that Laplacian
on residual profiles the impacts of reuse error very well. At the same time, executing
Laplacian operator on residual is 34% faster than that on image as Fig. 12.11.

Figure 12.12.: Best threshold vary across chunks (even adjacent).
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Categorize controller. Categorizing frames into three classes is not trivial. Op-
timal threshold of feature difference (e.g., pixel, i.e., Laplacian operator, feature)
among chunks in one video varies a lot. Fig. 12.12 plots the best thresholds on
video [239], which implies we should dynamic adjust the threshold.

On the other hand, across various videos, their best threshold combination is more
dynamic (As shown in Fig. 12.13).

(a) Video 1 (b) Video 2

Figure 12.13.: Best threshold vary across videos..

In this context, we use Deep Reinforcement Learning (DRL) as the classifier to
adaptively adjust the threshold of categorize metric according to the video con-
tent. AccDecoder exploits and leverages the free information from bits stream as
illustrated in Fig. 12.14. Diff extractor compares the value differs of Laplacian on
continuous residuals, while content feature extract on reconstruct/decode frames by
VGG16 [248], and motion vector is used to reuse the inference results.

We formulate the adaptive pipeline selection problem in a way to maximize the
accuracy given latency limitation, which can be expressed as:

max
x

∑
f∈F

α1Acc(xf )−α2D(xf ), (12.1)

where x = {x1, ...,xF }, F is the set of frames, ACC is the accuracy of a frame, D is
the latency of the pipline selection, and α1 and α2 are weights.

We model trial-and-error learning as a Markov decision process (MDP). At each
time t, the agent observes the current state st of the interactive environment and
gives an action at according to its policy. Then, the environment returns reward rt
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Figure 12.14.: Workflow of AccDecoder.

as feedback, and moves to the next state st+1 according to the transition probability
P (st+1|st,a).

The goal to find an optimal policy can thus be formulated as the mathemati-
cal problem of maximizing the expectation of cumulative discounted return Rt =∑T
k=t γ

k−trk, where γ ∈ [0,1] is a discount factor for future rewards to dampen the
effect of future rewards on the action; rk is the reward of each step, and T is the
time horizon before game over.

In particular, for the RL algorithm used by the agents, we will consider the well-
known REINFORCE algorithm of. REINFORCE, which is often considered a special
case of actor-critic algorithms, was originally proposed for single-agent reinforcement
learning problems. Here, we present a variant with extension to multi-agent envi-
ronments which incorporates communication.

• State: The feature of the first frame of the current chunk is extracted through
the 1x1x1000 fully connected layer of vgg16. Since the dimension of this feature
is too large, we use PCA to reduce it to 128 dimensions. The accumulated “edge”
difference (1 dimension) between the frame selected for detection in the previous
chunk and the first frame of the current chunk plus the edge difference between
every two frames in a chunk (29 dimensions), a total of 30 dimensions. (Used to
count which frames to do detect). Similar to the above, find the edge (with the
Laplacian operator) on the residual as the state. (Used to calculate which frames
do SR).

• Action: Select two thresholds P1 and P2, we combine these two elements to form
an action space a=(t1, t2), first select which frames need to be detected through
t1, and then apply t2 to these frames, select which frames Frames need to be SR,
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and the remaining frames are multiplexed.
• Reward: Consider two aspects, the average f1score of the current chunk, and

then the time it takes to get the detection results of these frames. Our goal is to
achieve real-time detection, so the chunk needs to complete all tasks before the
arrival of the next chunk (complete within 1s), Negative rewards will be given
when the specified time is exceeded.

Rt = α1×f1score−α2× (1 if time > 1 else 0), (12.2)

where α and α2 are the weight factors to balance the preference to delay and
accuracy. The definition of this reward is very liberal as it allows us to model
different user preferences according to different situations.

12.4. Chapter Summary

In this chapter, we argue that the lack of holistic think in prior studies neglects
handy information in decoder to speed up the video analytics pipeline. Our goal is
to highlight the encoding information, while not accurate, is sufficient to reveal what
information can be reused, thereby speed up DNN models. Through case studies,
we explore preliminary design of task-driven super-resolution model, the SR frame
reuse based on frame dependencies, and the potential inference acceleration based
on motion vectors. The preliminary results demonstrate the benefit of our design.
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Future Prospects

In this chapter, we present several issues under study and future directions.
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13.1. Issues to be addressed

The gap between two-level solution and macroblock selection over entire
video. In Sec. 12.3.3, P1 formulate the MBs selection problem. However, our
two-level solution, upper-level frame categorization and lower-level MBs selection
in one frame, is two heuristic which cannot guarantee the performance differs from
OPT. For example, if the optimal MBs selection are distributed over per frame, our
solution locates so far from OPT in the solution space. Under this consideration,
we plan to from two aspects: 1) mathematically prove the properties of objective
function in P1 and bound the gap; 2) statically study the impacts of MBs selection
on unbiased large video set.
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13.2. Future Direction: Online training

Real-time video analytics can be treated as a live streaming system. In this sce-
nario, pre-trained task-driven super-resolution model may not work well because of
dynamic the video content may cause non-iid data problem [249]. Non-iid indicates
that there exists bias between the training set and testing set. For instance, under
different weather, day/night etc, pixels value may be affected and further impact
DNN inference. To tackle this challenge, content-aware SR model is an optional
method. Leveraging online training is a promising way to train such model but
resource allocation [235] is challenging.

End-to-end enhancement plus inference model. The super resolution model
often consists of three elements: deep convolutional networks to extract features,
non-linear mapping from extracted features to feature maps, and reconstruction.
The inference DNN model also needs to use deep convolutional networks extracting
features. Many prior studies [233, 250, 251] find that convolutional operation is the
most time costly in most DNNs. Consequently, open DNN in layer-grained and
merge the same part to design an end-to-end super-resolution plus inference model
may speed up the video analytics system.

13.3. Future Direction: Offload intermediate data of
DNN

Prior studies [232,233] take an attempt to leverage the compute resource of camera
executing the first several layers in DNN model; they split inference model (e.g.,
VGG [252], AlexNet [253]) into two parts and offload feature map to the cloud for
further DNN inference. However, we argue that the size of feature map actually is
far higher than the input size because the depth dimension of tensor is too high.
Moreover, video codec are designed to stream YUV format data; its compression
efficiency is quite limited on output of convolutional layer (feature map). There
exists some work study video/image compression method for DNN inference [209,
232], but so far, all VAPs from academia and industry choose mature video coding
standard. But still, compression on feature map, especially the inter-frame feature
map encoding is a promising direction to explore; because deeper layers of a DNN
represent coarser features about objects in the frame, there is often more similarity
and hence more room for compression.
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13.4. Future Direction: Asymmetric encoder-decoder
architecture

Current standard video encoding applies symmetric encoder-decoder architecture.
However, camera and edge/cloud nodes have heterogeneous computational resource;
lightweight encoding but heavyweight decoding is more appropriate for video analyt-
ics pipeline. In the era of AI and edge computing, it is a good opportunity to care-
fully design asymmetric encoder-decoder architecture. Some studies [232] combine
the compressive sensing and deep learning to design an asymmetric encoder-decoder
architecture, but there is still large room to explore.





Chapter14
Conclusion & Future Prospects

This dissertation presented an analysis of the UAV Monitoring System including
the problems, system goals, and identified the open issues. This dissertation studies
several vital open issues in detail and reinforced the heterogeneous and evolving
Internet architectures with efficient solutions. The key contributions of MoniSys
addressed the issues throughout the whole lifecycle of dataflow (i.e., the sensing,
communication, and analysis phase) and has holistically improved the performance,
fairness, and optimization challenges.
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14.1. Dissertation summary

We started with analyzing the requirements of each phases as well as the goals of
MoniSys, then presented the challenges of each phases and the impacts among each
other. After that, we focus on each specific problems.

First, we studied the general and case-by-case challenges associated with waypoint
planning of UAVs to sensing high-quality data and proposed a general algorithm de-
sign schema which generate approximate algorithm with performance bound. We
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also applied this schema on three different scenarios/sensing models, 3D directional
sensing, 2D anisotropic sensing, and multi-adjustable camera sensing. Each scenario
causes different challenges, however, this general schema works always well on var-
ious variation of waypoint planning problem. The functionalities facilitate towards
realizing the high-quality data sensing in sensing phase of MoniSys.

Second, we studied the characteristics of QoE in mobile video streaming and
presented an easy-deployment and high-compatibility end-to-end plug-in module
achieving QoE fairness with a shared bottleneck bandwidth. We builded our mod-
ule beyond DASH framework without affecting original mechanism but help sever
take co-ordinated decisions with clients to achieve QoE-fairness. The functionali-
ties facilitate towards realizing the efficient data delivery in communication phase
of MoniSys.

Finally, we preliminary studied the video analytics pipeline and developed a novel
decoder for video analytics achieving holistic tradeoff among accuracy, bandwidth,
and latency in MoniSys. We comprehensively analyzed the limitation of prior work
on video analytics as well as argument reality/virtual reality/mixed reality and did
experiments to explore the potential improvement. Beyond the experiment results,
we took our first step on improving the existing decoder to enhance the performance
of video analytics with free codec information. The functionalities facilitate towards
realizing the performance optimization in analysis phase and also holistic MoniSys.

All the system work (VSiM and AccDecoder) corresponding source code and plat-
form implementations are/will be19 open-sourced and made available online.

Part II (VSiM):
https://github.com/VSiM-QUIC/VSiM-QUIC

Part III (AccDecoder):
To Be Determined

14.2. Dissertation impact

The contents in MoniSys have been published in the following peer-reviewed journals
and conference proceedings:

Preliminary versions of Chapters in part I (i.e., Addressing Sensing Challenge in
UAV Monitoring System: Waypoint Planning) appear in the paper:

19AccDecoder will be released after we clean up our codebase. Now it is a bit messy.
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(i) PANDA [103]- Weijun Wang, Haipeng Dai, Chao Dong, Xiao Cheng, Xi-
aoyu Wang, Panlong Yang, Guihai Chen, Wanchun Dou. Placement of Un-
manned Aerial Vehicles for Directional Coverage in 3D Space. IEEE/ACM
Transactions on Networking (ToN), Volume: 28, Issue: 2, 2020.

(ii) VISIT [104]-Weijun Wang, Haipeng Dai, Chao Dong, Fu Xiao, Jiaqi Zheng,
Xiao Cheng, Guihai Chen, Xiaoming Fu. Deployment of Unmanned Aerial
Vehicles for Anisotropic Monitoring Tasks. IEEE Transactions on Mobile
Computing (TMC), Volume: 21, Issue: 2, 2022.

(iii) VISIT- Weijun Wang, Haipeng Dai, Yue Zhao, Chao Dong, Bangbang Ren,
Guihai Chen, Xiaoming Fu. WiPlan: Waypoints Planning for Adjustable
Multi-camera UAVs. Submit to of the 30th IEEE International Conference on
Network Protocols (ICNP), Lexington, Kentucky, USA, October 30 - Novem-
ber 2, 2022 [under review].

Preliminary versions of Chapters in part II (i.e., Addressing Sensing Challenge in
UAV Monitoring System: Study on Scaling Mobile Clients) appear in the paper:

(vi) VSiM [237]- Yali Yuan*, Weijun Wang*, Yuhan Wang, Sripriya Srikant Ad-
hatarao, Bangbang Ren, Kai Zheng and Xiaoming Fu. VSiM: Improving QoE
Fairness for Video Streaming in Mobile Environments. In Proceedings of IEEE
International Conference on Computer Communications (INFOCOM), Vir-
tual, May 2-5, 2022. (*Co-first author. Contribute Equally.).

(vii) [Extended version of VSiM]- Yali Yuan*, Weijun Wang*, Yuhan Wang,
Sripriya Srikant Adhatarao, Bangbang Ren, Kai Zheng and Xiaoming Fu.
VSiM: Improving QoE Fairness for Video Streaming in Mobile Environments.
Submit to IEEE/ACM Transactions on Networking (ToN). (*Co-first au-
thor. Contribute Equally.) [under review].

Preliminary versions of Chapters in part III (i.e., Addressing Sensing Challenge in
UAV Monitoring System: Preliminary study on Video Analytics Pipeline) appear
in the paper:

(viii) AccDecoder- Tingting Yuan*, Weijun Wang*, Liang Mi, Haipeng Dai, and
Xiaoming Fu. AccDecoder: Accelerated Decoding for Neural-enhanced Video
Analytics. Submit to IEEE International Conference on Computer Commu-
nications (INFOCOM). (*Co-first author. Contribute Equally.) [under
review].
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14.3. Future prospects

This dissertation has tried to address a few of problems in MoniSys, namely P1:
waypoint planning in sensing phase, P2: mobility impact in communication phase,
P3: latency-bandwidth-accuracy tradeoff in video analytics, towards our goal of
making the system high-accuracy (i.e., high-quality), fast (i.e., low latency), and
network-friendly (i.e., low bandwidth cost) in section Sec. 1.3.

14.3.1. Extension to the current work

In MoniSys, we have observed the evolution of UAVs, video streaming architecture,
and backend analysis method; then, we provided efficient solutions to address the
many identified problems. The development of the camera and photography offers
more and more clear monitoring data, however at the same time, it also causes serious
requirement of network and analysis techniques. Moreover, the growing number
of UAVs makes this issue more serious. These requirements introduce many new
challenges like scalability etc. The scaling analysis streaming is already a concern and
hence there is a growing consensus to utilize correlation graph [254,255] among video
data to fuse and reduce the data delivery in UAV monitoring network. However,
current work focus on surveillance application (especially on road traffic application)
with fixed camera. Our UAVs are moving all the time and hence makes the problem
more complex. Fortunately, the trajectories of UAVs are planned by ourselves and
this may help us.

14.3.2. Broader Future Directions

The emerging new applications and technologies offers us great design space to
improve the performance of MoniSys:

• Edge computing,
• Federated learning,
• Machine learning compiling

With the paradigm of edge computing, MoniSys may view server UAVs as edge
node and offload some light-weighted task (e.g., neighboring video data fusion and
unimportant data filtering) to UAVs. On one hand, this may reduce the data feed-
ing into network and thus ease the pressure of network; on the other hand, UAVs
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have not much but enough computation power to complete some tasks, taking full
advantage of UAV resource also benefits backend analysis.

Federated learning is one of the best way to overcome the issue of data privacy and
long training time of DNN. Its distributed architecture very well fits UAV monitoring
system, in particular, offline training model for above light-weighted tasks on server
and broadcast to UAVs for online executing. Moreover, continues federated learning
on sensing data by UAVs is one of the most attractive way to tackle data drift (its
meaning see here 12.1.2) in our opinion.

Machine learning compiling (MLC) [256] exploits many opportunities/tools for
UAVs-Server collaborative analysis by cutting DNN into several pieces. Prior ap-
proaches (e.g., [233]) cut DNN layer by layer leading to a suboptimal solution, but
layer fusion (or called operator fusion) in MLC fuse layer into kernel which optimize
the memory allocation as well as latency. We argue that cut DNN over kernel-
level and deploying on UAVs and servers is the best choice. In addition, multiple
analysis tasks may execute on server at the same time. Their contention of com-
putation resource may occur additional latency and resource waste without careful
scheduling [257,258], while MLC offers us a good way to figure out this.
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