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A B S T R A C T

The processing of employee personal data is dramatically increasing. To protect employ-
ees’ fundamental right to privacy, the law provides for the implementation of privacy
controls, including transparency and intervention. At present, however, the stakehold-
ers responsible for putting these obligations into action, such as employers and software
engineers, simply lack the fundamental knowledge needed to design and implement
the necessary controls. Indeed, privacy research has so far focused mainly on consumer
relations in the private context. In contrast, privacy in the employment context is less
well studied. However, since privacy is highly context-dependent, existing knowledge
and privacy controls from other contexts cannot simply be adopted to the employment
context. In particular, privacy in employment is subject to different legal and social
norms, which require a different conceptualization of the right to privacy than is usual
in other contexts. To adequately address these aspects, there is broad consensus that
privacy must be regarded as a socio-technical concept in which human factors must be
considered alongside technical-legal factors. Today, however, there is a particular lack
of knowledge about human factors in employee privacy. Disregarding the needs and
concerns of individuals or lack of usability, though, are common reasons for the failure
of privacy and security measures in practice.

This dissertation addresses key knowledge gaps on human factors in employee pri-
vacy by presenting the results of a total of three in-depth studies with employees in
Germany. The results provide insights into employees’ perceptions of the right to pri-
vacy, as well as their perceptions and expectations regarding the processing of employee
personal data. The insights gained provide a foundation for the human-centered de-
sign and implementation of employee-centric privacy controls, i.e., privacy controls that
incorporate the views, expectations, and capabilities of employees.

Specifically, this dissertation presents the first mental models of employees on the
right to informational self-determination, the German equivalent of the right to privacy.
The results provide insights into employees’ (1) perceptions of categories of data, (2) fa-
miliarity and expectations of the right to privacy, and (3) perceptions of data processing,
data flow, safeguards, and threat models. In addition, three major types of mental mod-
els are presented, each with a different conceptualization of the right to privacy and a
different desire for control.

Moreover, this dissertation provides multiple insights into employees’ perceptions of
data sensitivity and willingness to disclose personal data in employment. Specifically, it
highlights the uniqueness of the employment context compared to other contexts and
breaks down the multi-dimensionality of employees’ perceptions of personal data. As a
result, the dimensions in which employees perceive data are presented, and differences
among employees are highlighted. This is complemented by identifying personal char-
acteristics and attitudes toward employers, as well as toward the right to privacy, that
influence these perceptions.

Furthermore, this dissertation provides insights into practical aspects for the imple-
mentation of personal data management solutions to safeguard employee privacy. Specif-
ically, it presents the results of a user-centered design study with employees who process
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personal data of other employees as part of their job. Based on the results obtained, a
privacy pattern is presented that harmonizes privacy obligations with personal data
processing activities. The pattern is useful for designing privacy controls that help these
employees handle employee personal data in a privacy-compliant manner, taking into
account their skills and knowledge, thus helping to protect employee privacy.

The outcome of this dissertation benefits a wide range of stakeholders who are in-
volved in the protection of employee privacy. For example, it highlights the challenges
to be considered by employers and software engineers when conceptualizing and de-
signing employee-centric privacy controls. Policymakers and researchers gain a better
understanding of employees’ perceptions of privacy and obtain fundamental knowledge
for future research into theoretical and abstract concepts or practical issues of employee
privacy. Employers, IT engineers, and researchers gain insights into ways to empower
data processing employees to handle employee personal data in a privacy-compliant
manner, enabling employers to improve and promote compliance. Since the basic princi-
ples underlying informational self-determination have been incorporated into European
privacy legislation, we are confident that our results are also of relevance to stakeholders
outside Germany.
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Z U S A M M E N FA S S U N G

Die Verarbeitung personenbezogener Daten von Beschäftigten nimmt erheblich zu. Um
das Grundrecht auf Privatheit zu schützen, sieht der Gesetzgeber die Implementierung
von Datenschutzmaßnahmen inklusive Transparenz und Intervention vor. Gegenwär-
tig mangelt es den für die Umsetzung verantwortlichen Akteuren, wie Arbeitgeben-
den und Software-Ingenieurinnen und -Ingenieuren, jedoch schlichtweg an Grundla-
genwissen, um die notwendigen Maßnahmen zu konzipieren und zu implementieren.
Tatsächlich hat sich die Privatheitsforschung bisher hauptsächlich auf Beziehungen im
privaten Kontext von Verbraucherinnen und Verbrauchern konzentriert. Im Gegensatz
dazu ist Privatheit im Beschäftigungskontext weniger gut untersucht. Da Privatheit in
hohem Maße kontextabhängig ist, können vorhandene Kenntnisse und Datenschutz-
maßnahmen aus anderen Kontexten jedoch nicht einfach auf den Beschäftigungskon-
text übertragen werden. Insbesondere unterliegt die Privatheit im Beschäftigtenkontext
abweichenden rechtlichen und sozialen Normen, die eine andere Konzeptualisierung
des Rechts auf Privatheit erfordern, als dies in anderen Kontexten üblich ist. Um diesen
Besonderheiten gerecht zu werden, besteht ein breiter Konsens darüber, dass Privatheit
als sozio-technisches Konzept betrachtet werden muss, bei dem neben den technisch-
rechtlichen Faktoren immer auch menschliche Faktoren berücksichtigt werden müssen.
Derzeit mangelt es jedoch insbesondere an Wissen über menschliche Faktoren zur Pri-
vatheit im Beschäftigtenkontext. Die Außerachtlassung der Bedürfnisse und Anliegen
von Individuen oder mangelnde Benutzerfreundlichkeit sind jedoch häufige Gründe
für das Scheitern von Datenschutz- und Sicherheitsmaßnahmen in der Praxis.

Diese Dissertation adressiert zentrale Wissenslücken zu menschlichen Faktoren im
Beschäftigtendatenschutz, indem sie die Ergebnisse von insgesamt drei Studien mit
Beschäftigten in Deutschland vorstellt. Die Ergebnisse geben Aufschluss über ihre Wahr-
nehmung des Rechts auf Privatheit sowie über ihre Wahrnehmungen und Erwartungen
an die Verarbeitung personenbezogener Daten. Die gewonnenen Erkenntnisse bilden
eine Grundlage für die menschzentrierte Gestaltung und Umsetzung von Datenschutz-
maßnahmen im Beschäftigtenkontext, d.h. von Datenschutzmaßnahmen, die die Sicht-
weisen, Erwartungen und Fähigkeiten von Beschäftigten einbeziehen.

Konkret werden in dieser Dissertation erstmals mentale Modelle von Beschäftigten
zum Recht auf informationelle Selbstbestimmung, dem deutschen Pendant zum Recht
auf Privatheit, vorgestellt. Die Ergebnisse geben Aufschluss über (1) die Wahrnehmung
von Kategorien von Daten, (2) die Vertrautheit mit und die Erwartungen an das Recht
auf Privatheit und (3) die Wahrnehmung von Datenverarbeitung, Datenfluss, Schutz-
maßnahmen und Bedrohungsmodellen. Darüber hinaus werden drei Haupttypen von
mentalen Modellen vorgestellt, die jeweils andere Konzeptualisierungen des Rechts auf
Privatheit und unterschiedliche Bedürfnisse für Datenschutzmaßnahmen beinhalten.

Darüber hinaus bietet diese Dissertation vielfältige Einblicke in die Wahrnehmung der
Datensensibilität und die Bereitschaft von Beschäftigten, personenbezogene Daten im
Rahmen ihrer Beschäftigung preiszugeben. Insbesondere wird die Einzigartigkeit des
Beschäftigungskontextes im Vergleich zu anderen Kontexten hervorgehoben und die
Mehrdimensionalität der Wahrnehmung personenbezogener Daten aufgeschlüsselt. In-
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folgedessen werden die Dimensionen, in denen Beschäftigte Daten wahrnehmen, darge-
stellt und die Unterschiede hervorgehoben. Ergänzend dazu werden persönliche Merk-
male und Einstellungen gegenüber Arbeitgebenden sowie dem Recht auf Privatheit
identifiziert, die diese Wahrnehmungen beeinflussen.

Des Weiteren gibt diese Dissertation Einblicke in die praktische Umsetzung von Daten-
managementlösungen die den Schutz der Privatheit von Beschäftigten fördern. Konkret
werden die Ergebnisse einer nutzerzentrierten Designstudie mit Beschäftigten vorgestellt,
die im Rahmen ihrer Tätigkeit personenbezogene Daten anderer Beschäftigter verar-
beiten. Auf der Grundlage der gewonnenen Ergebnisse wird ein Datenschutzmuster
vorgestellt, das die Datenschutzverpflichtungen mit den Aktivitäten zur Verarbeitung
personenbezogener Daten in Einklang bringt. Das Datenschutzmuster ist nützlich für
die Gestaltung von Datenschutzmaßnahmen, die die Fähigkeiten und Kenntnisse dieser
Beschäftigten berücksichtigen, um sie in der datenschutzkonformen Verarbeitung zu
unterstützen und so zum Beschäftigtendatenschutz beizutragen. Die Ergebnisse dieser
Dissertation kommen einer Vielzahl von Akteuren zugute, die mit dem Beschäftigten-
datenschutz befasst sind. Zum Beispiel werden die Herausforderungen aufgezeigt, die
von Arbeitgebenden und Software-Ingenieurinnen und -Ingenieuren bei der Konzep-
tion und Gestaltung von mitarbeiterzentrierten Datenschutzkontrollen zu berücksichti-
gen sind. Politische Entscheidungsträgerinnen und -träger sowie Forscherinnen und
Forscher gewinnen ein besseres Verständnis für die Wahrnehmung der Privatheit durch
die Beschäftigten und erhalten Grundlagenwissen für die künftige Erforschung the-
oretischer und abstrakter Konzepte oder praktischer Fragen des Beschäftigtendaten-
schutzes. Arbeitgebende, IT-Ingenieurinnen und -Ingenieure sowie Forscherinnen und
Forscher erhalten Einblicke in die Möglichkeiten, wie datenverarbeitende Mitarbeitende
befähigt werden können, mit personenbezogenen Daten von Arbeitnehmenden daten-
schutzkonform umzugehen, sodass Arbeitgebende die Einhaltung der Vorschriften ver-
bessern und fördern können. Da die Grundprinzipien der informationellen Selbstbes-
timmung Eingang in die europäische Datenschutzgesetzgebung gefunden haben, sind
wir zuversichtlich, dass unsere Ergebnisse auch für Akteure außerhalb Deutschlands
von Bedeutung sind.
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1
I N T R O D U C T I O N

To unravel any mystery, find the start.
Untie that riddle, and the rest will follow.

— Alyssa Moon

1.1 motivation

The fundamental right to privacy applies to all situations and contexts in life, including
the employment context. Privacy in Germany is tantamount to the right to informa-
tional self-determination, which guarantees individuals transparency and control over
the collection, use, and disclosure of their personal data [1]. Its actual implementation
in the employment context is primarily subject to the same strict rules of European and
national privacy law that applies to non-employment contexts. At the same time, how-
ever, privacy in employment differs significantly from other contexts, as employees can
hardly escape the processing of their personal data and privacy is also shaped by both
national labor law and special regulations. In Germany, for legal and formal reasons
alone, the disclosure of, e.g., church membership and social security numbers for tax
and social welfare contributions, as well as detailed curricula vitae, is mandatory. In
times of the COVID-19 pandemic, the German Infection Protection Act also required
employees to disclose their vaccination status to their employer (§ 36 (3)). Beyond that,
the ongoing digital transformation is also inevitably expanding the disclosure and pro-
cessing of employee personal data to include, among other things, mobile working [2],
the use of wearables [3], and the use of analytics and monitoring [4].

In this regard, potential privacy management strategies known from the private con-
text, such as not disclosing personal data or refusing to use information systems, are not
viable options for employees. Instead, they must accept limited self-determination abili-
ties, in particular the limited ability to decide on the nature and scope of personal data
processing, when law or employer interests outweigh employees’ privacy interests. As
a result, privacy and labor laws aim to enforce adequate privacy protection by making
the different entities involved jointly responsible. To this end, the law essentially makes
employers accountable for protecting employees’ privacy. Thus, employers must ensure
that the foundational principles of employee privacy law are respected in the processing
of employee personal data. As outlined in Figure 1.1, this entails obligations to imple-
ment numerous rights of data subjects and ensure that these rights can be exercised by
employees. In addition, employers must implement Technical and Organizational Mea-
sures (TOMs) to ensure and demonstrate compliance with privacy law. Consequently,
employers have to ensure that employees who process personal data of other employees
on their behalf may only do so using those TOMs and only if instructed to do so. For
enforcement, the law provides for severe sanctions in the event of misconduct by em-
ployers and data processing employees. Indeed, employers have already been sentenced
to heavy fines if they failed to implement data subject rights or did not adequately
protect their employees’ personal data [5].

1
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Employer as 
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Figure 1.1: Simplified schematic representation of the processing of employee personal data, as
well as the implementation of the right to privacy in the employment context.

In practice, the challenge is to translate the abstract principles and obligations stipu-
lated in privacy and labor law into practical tools, measures, and processes [6, 7]. For
this purpose, privacy engineering frameworks and tools exist today to assist software
engineers, practitioners, and researchers in the various phases of analyzing and opera-
tionalizing privacy requirements, designing solutions, and evaluating them [7, 8, 9, 10,
11, 12, 13, 14, 15, 16, 17]. Central to all these approaches is their consideration of hu-
man factors, treating privacy as a socio-technical matter in which legal and technical
requirements must be consolidated with the requirements of individuals. This includes
not only respecting the Human Computer Interaction (HCI) implications arising from pri-
vacy and data protection principles [12, 16, 18, 19], but also incorporating theoretical and
abstract privacy concepts throughout the privacy engineering process [8, 10, 13, 15, 20].
When applied to the implementation of data subject rights and TOMs in the employment
context, this means that they must be designed in an employee-centric manner [21],
i.e., take into account employees’ strengths, limitations, preferences, and expectations
towards privacy and personal data management, as well as meet usability criteria [22],
i.e., protect employee privacy in an effective, efficient, and satisfactory manner. This ne-
cessitates a thorough understanding of employees’ conceptualizations of privacy, e.g.,
their privacy interests, concerns, awareness, objectives, and perceptions of personal data
processing [10, 12, 15, 16, 19, 23, 24]. To date, however, such insights are largely lacking
for the employment context [25]. But since privacy is known to be a contextual con-
cept [26, 27, 28], knowledge from contexts other than employment cannot be relied on.
As a result, employers, researchers, and software engineers simply lack the fundamental
knowledge necessary to, e.g., conduct an appropriate risk analysis or make implemen-
tation decisions for data subjects’ rights and TOMs that address all stakeholders’ privacy
expectations, capabilities, and concerns [9]. Thus, potential privacy risks related to, e.g.,
unawareness and non-compliance [29] cannot be adequately addressed, potentially lead-
ing to a loss of employees’ self-determination and trust [9, 10].
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1.2 objectives

This dissertation addresses prevailing gaps in knowledge and research on human fac-
tors in information privacy in employment. Its outcome is intended to enable stake-
holders involved in privacy research and privacy engineering to develop employee-
centric privacy controls under contemporary privacy law. The current state of research
in this regard is insufficient in several respects. Firstly, previous work on privacy is-
sues in employment has mostly focused on aspects of information system use [2, 3,
30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48], workplace moni-
toring and surveillance [4, 49, 50, 51, 52, 53, 54, 55, 56, 57], and on employee recruit-
ment [58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70]. Their emphasis was on investigating
(adverse) behavioral effects and developing remedial strategies to make sure (1) that em-
ployees accept new information systems, (2) that employees’ work performance is not
affected by monitoring activities, and (3) that organizations do not lose applicants due to
privacy invasive recruiting strategies. Moreover, previous work that concerns theoretical
and abstract privacy concepts is subject to enormous cultural bias from the U.S., and
is largely from the 1980s to the 2010s, thus significantly predating modern privacy law
and state-of-the-art information systems [71, 72, 73, 74, 75, 76, 77, 78, 79, 80]. As a result,
previous work has focused on the U.S. view of privacy as the right to freedom from
intrusion [81], which is largely incompatible with the European view of privacy that
is more strongly embedded in the right to informational self-determination [81, 82, 83].
Consequently, these results must be interpreted with caution and are not easily transfer-
able to regions other than the U.S. due to the contextual nature of privacy [26, 27, 28].
Furthermore, previous work targeting privacy engineering and privacy controls has fo-
cused on aspects of technical measures centered around both data minimization and
anonymization that, however, ignored human factors [84, 85, 86, 87, 88, 89, 90, 91], or
proposed employment specific design principles based on work from non-employment
contexts [92, 93, 94]. Only few studies developed user-centered tools to exercise data
subject rights [95, 96, 97] or manage privacy policies [98].

Unlike previous work, this dissertation does not consider privacy as a secondary fac-
tor for the acceptance of particular information systems and employer practices, but
focuses on the concrete implementation and design of the right to privacy in employ-
ment. To counteract the aforementioned bias of previous work, this dissertation aims to
provide contemporary and Eurocentric insights by focusing on Germany and the right
to informational self-determination. This focus is intended to provide findings of high
practical relevance for the implementation of employee privacy, which, taking into ac-
count cultural and legal differences, may also serve other European countries. The goal
is to gain fundamental knowledge about employees’ conceptualizations of the right to
privacy and their perceptions of the processing of personal data in the employment re-
lationship. The resulting knowledge will be useful to, e.g., employers, researchers, and
software engineers for implementing data subject rights and TOMs, as well as privacy-
friendly information systems and business processes that respect the socio-technical na-
ture of employee privacy. Employees are expected to benefit from the design of solutions
that support their privacy goals and capabilities.

Moreover, regarding previous work on specific privacy controls, this dissertation com-
plements it by focusing on the key role of data processing employees in protecting
employee privacy. The goal is to develop a usable personal data management solution
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that helps data processing employees in the privacy-compliant processing of employee
personal data, thereby contributing to the protection of employee privacy. The solution
may serve software engineers and designers as a pattern for their own solutions [9].
Employers are expected to benefit by means of higher compliance.

In summary, this dissertation has two specific objectives:

▷ To provide fundamental knowledge about employees’ conceptualizations of the
right to privacy, including their perceptions, attitudes, desires, and knowledge
regarding personal data processing and privacy in the employment context, taking
into account factual privacy law and the specifics of the employment context under
the right to informational self-determination.

▷ To develop feasible and usable privacy management solutions that support data
processing employees in handling employee personal data in a privacy-compliant
manner, and thus assist them in maintaining employee privacy. The solution is
intended to support employers in meeting their obligations to implement data
subject rights as well as technical and organizational measures.

1.3 methodology

To achieve the aforementioned research objectives, we1 first familiarized ourselves with
both the legal regulatory setting and the research literature on employee privacy. For
the former, we examined legal texts, judgments, and the legal literature on privacy and
labor law in employment relationships in the European Union (EU) and in Germany in
particular. For the latter, we then conducted a systematic literature review on employee
information privacy to identify research gaps as well as study designs that would help
fill such research gaps. Next, we divided our research into two thematic blocks. In the
first block, we pursued the generation of fundamental knowledge about human fac-
tors in employee privacy in order to provide a foundation for future privacy research
and privacy engineering in the employment context under contemporary and European-
oriented privacy perspectives. In the second block, we addressed the design and devel-
opment of practical and usable privacy controls tailored to the needs of data-processing
employees to assist them in processing employees’ personal data in a privacy-compliant
manner, thereby serving employers’ accountability obligations.

generation of fundamental knowledge Based on the research gaps identi-
fied, we designed two studies to generate fundamental knowledge about human factors
in employee privacy. In Study I, we conducted a qualitative interview study with 27 em-
ployees to elicit their conceptualizations of personal data processing in the employment
context, with a particular emphasis on the right to informational self-determination. The
results were evaluated and documented using appropriate analysis methods and tools
from HCI. In Study II, we conducted a quantitative study with 553 employees, in which
we elicited employees’ willingness to disclose personal data and their perceived data
sensitivity to investigate differences in employees’ privacy perceptions. In addition, we

1 Note that we refer to “we/us/our” as contributions made indifferently by either the author of this thesis
or supported by others to ease the reading. A detailed overview of this dissertation’s author’s individual
contributions is available in Section 1.5, though.
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examined effects of privacy antecedents, including factors that we identified in Study I.
The results were analyzed and documented using appropriate analytical methods from
empirical social science and information systems.

We only recruited employees from Germany for both studies because regulatory differ-
ences in employment contexts do not allow us to mix participants without jeopardizing
the validity of the results. Yet, we took care to balance the ratio of employees in their
role as data subjects and data processing employees in both studies to account for po-
tential differences in perceptions of privacy. For each study, we discussed our findings
in terms of their significance for science, their meaning in terms of the legal framework,
and their practical relevance. We then highlighted key implications for future research
and, in particular, for the engineering of employee-centric privacy controls.

design of practical and usable privacy controls To design privacy con-
trols for the privacy-compliant processing of employee-personal data, we conducted a
User-Centered Design (UCD) study with 19 data processing employees of two public in-
stitutions in Germany. Due to the nature of a UCD study being extensive, it ran over the
entire PhD project alongside the studies in the first block. Where appropriate, we used
the knowledge gained in the first block to inform design decisions in later phases of the
UCD study. As a result, we developed Data Cart, a privacy pattern consisting of a process
model and interaction concept to provide a single point of access for data processing
employees to obtain and manage employee personal data in a privacy-compliant man-
ner. We investigated Data Cart’s feasibility and usability through multiple evaluations,
including focus groups, usability walkthroughs, and formative usability testing. To this
end, we eventually developed a high-fidelity “Wizard-of-Oz” prototype. We used realis-
tic conditions as a basis in the development and in all evaluations.

1.4 contributions

We address the identified research gaps regarding fundamental knowledge about hu-
man factors in employee privacy, as well as research gaps on the development of practi-
cal and usable privacy controls for data processing employees, by making the following
contributions, described in the sections below.

1.4.1 Employee mental models of privacy and the right to informational self-determination

We present employees’ mental models of privacy in employment and, in particular, of
the right to informational self-determination in employment. Our research contributes
to the body of knowledge in several ways:

(1) We present preliminary insights into employees’ conceptualizations of (the right to)
privacy in employment under contemporary privacy law. First, we reveal ambiguity and
lack of clarity in terminology rooted in privacy legislation, even for employees familiar
with personal data processing. Nevertheless, we provide guidance on its use and high-
light aspects to consider in meeting the legal requirements for clear and plain language
in the employment context. Furthermore, we find that employees’ conceptualizations of
privacy are characterized by a high level of confidence in the lawful processing of per-
sonal data by employers and a low level of both concern and awareness about potential
privacy invasions. In addition, conceptualizations are strongly influenced by uncertainty
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regarding the processing of personal data, including unawareness about the entities in-
volved in data processing, whether data exist, how data are transferred, where data are
stored, and how data are protected. Ignorance is compensated for by high levels of trust
in electronic data processing, in the conduct of employers, and by having confidence in
TOMs to protect privacy. Lack of risk awareness with regard to privacy in employment is
compensated for with analogies to private online use. In addition, hackers and internal
attackers are assumed to pose a major threat to privacy in employment.

(2) Furthermore, we present the first mental models of the right to informational
self-determination in employment, finding that they are characterized by high demands
for ex ante control over the dissemination and use of personal data. We further iden-
tified three distinct types of mental models that differ in employees’ desire for con-
trol over (1) the disclosure of personal data, (2) the flow of personal data, and (3) the
unrestricted control over the processing of personal data. Despite strong demands for
self-determination, exercising the right to informational self-determination is seen as a
burden in the face of privacy controls available today. In addition, demands for ex post
control and transparency as key elements of the right to privacy remain less pronounced,
uncovering a source of potential conflict for privacy in employment.

By uncovering misconceptions and limitations in employees’ mental models, we reveal
what privacy controls employees desire. Stakeholders concerned or involved with em-
ployee privacy, such as employers, software developers, and researchers, benefit from
understanding threats and risks to employee freedom and rights when human factors
are neglected in the development of privacy controls, but also gain insights about theo-
retical and abstract privacy concepts for future research. At the same time, the mental
models provide valuable guidance throughout the entire privacy engineering process [9]
on how to conceptualize and design usable employee-centric privacy controls.

1.4.2 Empirical evidence of employee privacy perceptions

We provide the first in-depth analysis of employee privacy perceptions of perceived
sensitivity and willingness to disclose personal data along with the determinants of
these perceptions. Our research contributes to the body of knowledge in several ways:

(1) We provide evidence that the perceived sensitivity of personal data in the employ-
ment context differs significantly from the results of previous studies in other domains.
Furthermore, we demonstrate that frequently used legal and contextual distinctions be-
tween different types of personal data do not accurately reflect the subtleties of employ-
ees’ privacy perceptions. Instead, based on an assessment of perceived sensitivity and
willingness to disclose 62 different personal data elements, we identified four groups
of personal data with distinct characteristics that better reflect the multi-dimensionality
of employees’ perceptions. Moreover, we show that perceived data sensitivity proves to
be a fairly stable moderate predictor of employees’ willingness to disclose across differ-
ent groups of personal data. However, context may have different effects on perceived
sensitivity and willingness to disclose, causing employees to be potentially unwilling to
share non-sensitive data but willing to disclose data perceived as sensitive.

(2) Furthermore, we provide the first systematic analysis of frequently used personal
data disclosure antecedents in online privacy research for privacy in employment. We
show that employees with strong beliefs in a right to privacy are quite concerned about
the collection and unauthorized secondary use of their personal data by employers.
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However, employees’ overall risk perception is low and overall trust in employers is
high. In addition, employees’ willingness to disclose is not affected by these factors.

(3) Last but not least, we present the first three groups of employees that differ in
their perceived data sensitivity and willingness to disclose. One group is willing to dis-
close, depending on the personal data’s sensitivity and contextual appropriateness for
employment. Another small group is reluctant to disclose truthful data, even if they
were essential to the employment relationship. A third group is very willing to disclose
all but the most sensitive personal data. However, the groups do not differ in either their
privacy beliefs nor in their demographics.

Our findings therefore provide empirical evidence to respect contextual differences and
the uniqueness of privacy perceptions among individuals in employee privacy. Our con-
tributions specifically address the need for privacy engineering in activities of require-
ments elicitation, risk management, or architecture decisions to include context-specific
conceptualizations of personal data and stakeholder groups [12, 15, 16, 99]. In addition,
the results serve employers, policymakers, and researchers with an overall better under-
standing of employees’ privacy perceptions, and as a basis for future targeted research
on specific types of personal data, employees, and tool support.

1.4.3 Data Cart: A privacy pattern for the GDPR-compliant handling of personal data by
employees

Data processing employees play a critical role in protecting privacy and are thus ex-
pected to follow strict data protection guidelines and practices. We present the results
of a UCD study in which we worked together with 19 data processing employees from
two large public organizations in Germany. We provide profound qualitative insights
into the needs of data processing employees for usable privacy controls that help them
comply with privacy obligations when processing employees’ personal data. To address
their requirements, we present the novel privacy pattern Data Cart, which can be lever-
aged to design tools and processes that assist data processing employees with both data
management and privacy law compliance. We also provide an associated implementa-
tion concept and “Wizard-of-Oz” prototype implementation. Data Cart maps processes
that involve the retrieval and the management of personal data into a generic workflow
that enforces a data protection compliant handling of personal data through Privacy by
Design (PbD). The privacy pattern provides for streamlining the collection of personal
data, standardizing access to personal data, and facilitating employee access to privacy
policies and documentation. Formative usability testing of the prototype revealed that
it would provide data processing employees with a sense of security when processing
employee personal data. Furthermore, our participants expected Data Cart to raise their
awareness of privacy obligations, reduce errors, and increase work efficiency. Our results
suggest that if PbD becomes an integral part of digitalization, employee perceptions of
data protection may be positively altered.

In particular, stakeholders involved in privacy engineering, such as employers, IT engi-
neers, and researchers, benefit from our work by gaining insights into ways to improve
the usability of privacy-compliant tools for managing employee personal data. At the
same time, the privacy pattern aids in both architecture and system definition in privacy
engineering, and assists employers as data controllers in regulatory compliance.
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1.5 impact

The results of all studies have been published in international peer-reviewed conferences,
journals, and workshops. This section provides a summary of the different publications
and highlights the contributions of the author of this dissertation. If available, we also
indicate the rating using the CORE2 list and the Journal Impact Factor (JIF)3.

In the following, we provide a summary of papers that are part of this dissertation.
The papers divide into work that focuses on fundamental knowledge of employee pri-
vacy, presented in Section 1.5.1, and work that focuses on the employee-centric design of
privacy controls for data processing employees, presented in Section 1.5.2. In addition,
Section 1.5.3 contains a summary of work related to the topic of this dissertation that
further illustrates the impact of the author’s work, but is not part of this dissertation.

1.5.1 Generation of fundamental knowledge about human factors in employee privacy

The contents of the following three papers form the basis for Chapter 5 and Chapter 6

of this dissertation.

▷ J. Tolsdorf and F. Dehling. In Our Employer We Trust: Mental Models of Office
Workers’ Privacy Perceptions. In Proceedings of the 1st Asian Workshop on Usable Se-
curity (AsiaUSEC, FC workshop), pages 122–136, 2020. [100]

I am the lead author of this workshop paper. I contributed to all stages and con-
tents of the study, including the study and questionnaire design, recruitment, con-
ducting and transcribing interviews, as well as evaluation and interpretation.

▷ J. Tolsdorf, F. Dehling, D. Reinhardt, and L. Lo Iacono. Exploring Mental Models
of the Right to Informational Self-Determination of Office Workers in Germany.
Proceedings on Privacy Enhancing Technologies (PoPETs), 2021(3):5–27, 2021. [101] –
Rating: CORE A

I am the lead author of this journal paper. I contributed to all stages and contents
of the study, including study and questionnaire design, recruitment, conducting
and transcribing interviews, as well as evaluation and interpretation.

▷ J. Tolsdorf, D. Reinhardt, and L. Lo Iacono. Employees’ Privacy Perceptions: Explor-
ing the Dimensionality and Antecedents of Personal Data Sensitivity and Willing-
ness to Disclose. Proceedings on Privacy Enhancing Technologies (PoPETs), 2022(2):68–
94, 2022. [102] – Rating: CORE A

I am the lead author of this journal paper. I designed and conducted all stages and
contents of the study, including the study and questionnaire design, recruitment,
data analysis, and interpretation.

2 http://portal.core.edu.au/conf-ranks/
3 https://jcr.clarivate.com/jcr/home

http://portal.core.edu.au/conf-ranks/
https://jcr.clarivate.com/jcr/home
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1.5.2 Design of practical and usable privacy controls for data processing employees

The contents of the following two papers form the basis for Chapter 7 of this dissertation.

▷ J. Tolsdorf, F. Dehling, and L. Lo Iacono. Data Cart – Designing a Tool for the
GDPR-compliant Handling of Personal Data by Employees. Behaviour & Information
Technology (BIT), 41(10):2070–2105, 2022. [103] – Rating: CORE B, JIF 3.086

I am the lead author of this journal paper. I contributed to all stages and contents
of the study, including designing the various studies, recruitment, conducting and
transcribing focus group sessions and interviews, evaluation and interpretation.
Moreover, I provided the implementation for the prototype.

▷ F. Dehling, D. Feth, S. Polst, B. Steffes, and J. Tolsdorf. Components and Architec-
ture for the Implementation of Technology-driven Employee Data Protection. In
Proceedings of the 18th International Conference on Trust, Privacy and Security in Digital
Business (TrustBus), pages 99–111, 2021. [104] – Rating: CORE B

I initiated this conference paper and took a leading role in its finishing. I designed
the presented micro frontend architecture using Domain Driven Design, and con-
tributed to the integration procedure. Moreover, I provided the literature research
and contributed to both the introduction and the results’ interpretation.

1.5.3 Further impact

In addition to the contributions and impact outlined above, which make up the content
of this dissertation, the author of this dissertation has also contributed to both national
and international forums on privacy in employment and privacy online. The focus was
on investigating and implementing data subject rights in the form of privacy dashboards
and related concepts.

▷ J. Tolsdorf, C. K. Bosse, A. Dietrich, D. Feth, and H. Schmitt. Privatheit am Ar-
beitsplatz - Transparenz und Selbstbestimmung bei Arbeit 4.0. Datenschutz und
Datensicherheit (DuD), 44(3):176–181, 2020. [105]

I am the lead author of this journal paper. I provided the literature research and
discussion on privacy dashboards for using them as a means to promote trans-
parency and control in an employment context, and contributed to the privacy
dashboard framework presented.

▷ J. Tolsdorf, F. Dehling, and D. Feth. Benutzerfreundlicher Datenschutz in
Cloud-basierten Office-Paketen. Datenschutz und Datensicherheit (DuD), 45(1):33–39,
2021. [106]

I am the lead author of this journal paper. I designed and conducted the walk-
through study to evaluate the transparency and control capabilities of office clouds
in terms of their usability for employees.

▷ J. Tolsdorf, F. Dehling, and L. Lo Iacono. Take Back Control! The Use of Mental
Models to Develop Privacy Dashboards. ITG News, 8(3):15–20, 2020. [107]

I am the lead author of this journal paper. I provided the literature research and
discussion on how to use mental models of privacy to design privacy dashboards.
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▷ J. Tolsdorf, M. Fischer, and L. Lo Iacono. A Case Study on the Implementation of
the Right of Access in Privacy Dashboards. In Proceedings of the 9th Annual Privacy
Forum (APF), pages 23–46, 2021. [108]

I am the lead author of this conference paper. I supervised the design and exe-
cution of the study conducted as part of a bachelor thesis. Moreover, I evaluated
and interpreted the data, and provided the literature research and discussion on
privacy dashboards and the right to access under the General Data Protection Reg-
ulation (GDPR).

▷ C. K. Bosse, A. Dietrich, P. Kelbert, H. Küchler, H., H. Schmitt, J. Tolsdorf, and A.
Weßner. Beschäftigtendatenschutz: Rechtliche Anforderungen und Technische Lö-
sungskonzepte. In Tagungsband des 23. Internationalen Rechtsinformatik Symposions
(IRIS), page 1–8, 2020. [109]

I supported this work by contributing to the technical solution concepts for the
introduction of privacy technologies in organizations and, in particular, by incor-
porating a model for the gradual introduction of company privacy dashboards.

▷ S. Polst, J. Tolsdorf, F. Dehling, und D. Feth. Verarbeitung von Beschäftigtendaten.
Datenschutz und Datensicherheit (DuD), (45)(1):19–22, 2021. [110]

I supported this work by contributing parts of the mental models study on the
comprehensibility of terminology, perception of data processing, and risk aware-
ness. I also supported the discussion of the results.

▷ S. Wiefling, J. Tolsdorf, and L. Lo Iacono. Privacy Considerations for Risk-based
Authentication Systems. In Proceedings of the 7th IEEE International Workshop on
Privacy Engineering (IWPE), pages 320–327, 2021. [111]

I supported this work by contributing the privacy requirements for the use of Risk
Based Authentication derived from privacy law and international standards. I also
supported in the literature research.

1.6 dissertation outline

The remainder of this dissertation is structured as follows:

Chapter 2 “Foundations” sets our work within the larger field of workplace privacy, de-
tails the legal framework, and introduces key aspects of privacy engineering and human-
centric privacy research.

Chapter 3 “Information privacy in employment: A literature survey” presents the results of
a systematic literature review on information privacy in employment, and outlines the
state of the art.

Chapter 4 “Problem statement and research questions” derives our specific research ques-
tions to address existing knowledge gaps.

Chapter 5 “Study I — Employees’ conceptualizations of the right to informational self-deter-
mination” presents the study design, methodology, and results of our first and exploratory
study with 27 employees.
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Chapter 6 “Study II — Determinants and differences of employees’ perceptions of personal
data” presents the study design, methodology, and results of our second and quantita-
tive study with 553 employees.

Chapter 7 “Study III — Data Cart: A privacy pattern for the GDPR-compliant handling of
employee personal data” presents the study design, methodology, and results of the UCD

study involving 19 data processing employees.

Chapter 8 “Conclusion” summarizes the contents and contributions of this dissertation,
and gives an outlook on future work.





2
F O U N D AT I O N S

One point on which there seems to be near-unanimous
agreement is that privacy is a messy and complex subject.

— Hellen Nissenbaum

Privacy is a multifaceted concept that is highly contextual, with little agreement on its
definition due to diverse perspectives and theories [24, 112, 113, 114, 115, 116]. This
dissertation focuses on a concept of privacy referred to as “information privacy” and ap-
plies it to the employment context. Information privacy reflects the impact of technolog-
ical development and related social change on the freedom and power of individuals to
disclose their information or to withhold it from others. As a result, there is widespread
consensus that information privacy concerns socio-technical issues that require taking
into account legal, social, organizational, technical, and human factors [7, 13, 15, 16, 23,
117]. Based on this notion, this chapter presents the foundations that are essential for ful-
filling the objectives of this dissertation. First, in Section 2.1, we situate this dissertation
within the scientific-theoretical framework of privacy. Then, in Section 2.2, we turn to
the legal perspective and present our working definition of privacy as “the right to infor-
mational self-determination”. We next present the fundamentals of privacy engineering
in Section 2.3, including relevant concepts, processes, and tools. This is followed by an
introduction to human-centric privacy research in Section 2.4, where we also explain its
relevance to privacy engineering. Finally, we conclude this chapter with a summary of
the presented foundations in Section 2.5.

2.1 information privacy

This dissertation is situated in the broader field of “workplace privacy” [25] and “or-
ganizational privacy” [69], in which “privacy is defined as a state or condition in which
the individual has the capacity to (a) control the release and possible subsequent dissemination
of information about him or herself, (b) regulate both the amount and nature of social inter-
action, (c) exclude or isolate him or herself from unwanted (auditory, visual, etc.) stimuli in
an environment, and, as a consequence, can (d) behave autonomously (i.e., free from the con-
trol of others)” [69]. According to this definition, workplace and organizational privacy
is composed of “solitude privacy”, “work environment privacy”, “autonomy privacy”,
and “information privacy” [25, 69, 118]. That said, it is impossible to draw a clear line
between information privacy and other dimensions of workplace and organizational pri-
vacy, as they overlap in scope and have influenced each other’s development over time.
Especially, solitude privacy and work environment privacy are closely related, as they
are both conceptually related to “physical privacy” [113] and concern physical access to
an employee’s spatial environment, presence, and private space. They build heavily on
early theory that conceptualizes privacy as a set of states [119] and require the regula-
tion of boundaries and interaction with others [119, 120, 121]. Autonomy privacy means

13
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the ability of individuals to escape the supervision and control of their behavior in or-
der to ensure free development and independence. It is used by employees to maintain
autonomy over, e.g., work processes, methods, work pace, and decision-making [122].
Information privacy, in turn, is traditionally understood as information disclosure and
is closely related to the ability of individuals to control the processing of personal data
and information [123]. However, modern legal and scholarly conceptualizations of infor-
mation privacy acknowledge its potential to serve individuals as a means of managing
privacy states and achieving autonomy in the information era. As a result, information
privacy is now embedded in a strong and comprehensive theoretical, scientific, and legal
framework, comprising a wide range of disciplines, including philosophy, politics, social
sciences, law, psychology, economics, media studies, computer science, and engineering.

While first definitions of privacy for the technology era were relatively simple, view-
ing privacy as a “right to be let alone” [124], the very rapid and ongoing development
of information systems and the resulting impact on people’s everyday lives soon led to
more sophisticated definitions and broader perspectives. Today, vital elements of defini-
tions of information privacy include the following:

• Control over access to information: Information privacy research has placed a
strong emphasis on control over personal information, adopting Westin’s defini-
tion of privacy, which is “the claim of individuals, groups or institutions to determine
for themselves when, how, and to what extent information about them is communicated
to others“ [123]. Research subsequently adapted this definition to the employment
context, stating that privacy in employment “entails (perceptions of) control over the
acquisition, storage, use, dissemination, and dispersal of employees’ data. That is, it con-
cerns control over the information that could be made available to others” [25]. In this
regard, strong emphasis has been put on control over both the gathering and the
handling of employees’ personal information [25, 72, 125].

• Management of privacy boundaries: Information privacy research has further
been influenced by the definition of privacy as ”an interpersonal boundary process
by which a person or group regulates interaction with others” [120]. The boundary
metaphor has evolved through Communication Privacy Management (CPM) the-
ory, which provides explanations for the decisions people make about disclosing
or concealing private information based on an internal mental calculus [126]. CPM

theory describes the tension between the desire to reveal and the desire to withhold
information based on ownership, control, and turbulence. Ownership refers to the
belief that one owns information, the disclosure of which would make one vulner-
able. If information is disclosed, other entities become co-owners. Control refers to
managing access to information. Access rules must be negotiated for co-owned in-
formation and are based upon boundary spheres. Privacy turbulence occurs when
such rules are violated. CPM theory has been applied to workplace privacy, exam-
ining employees’ perceptions of computer-mediated communication [49, 56] and
employee surveillance [57], as well as for investigating reasons for interpersonal
employee information disclosure behavior [127].

• Appropriate flow of information, context dependence, and norms: Contextual In-
tegrity uncouples information privacy from a pure control perspective by asserting
that privacy is about “whether information is appropriate or inappropriate for a given
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context, [and] whether its distribution, or flow, respects contextual norms of information
flow” [27]. It emphasizes on the appropriate flow of information based on a tuple
comprising sender, data subject, recipient, data, and context. Taking into account
social norms for a particular context, different transmission principles apply to a
tuple. Consequently, people’s privacy decision-making process heavily rely on im-
plicit rules, as well as contextual and cultural differences [27, 28]. In this regard,
it was found that employees’ perceived legitimacy of the employer to process per-
sonal information (e.g., expected usage) is also important for information privacy
in employment [25, 72, 125]. Employees may perceive an invasion of their privacy
if employers’ actual data processing do not meet their expectations.

• Uniqueness of privacy perceptions among individuals: Privacy also depends
strongly on inter-individual differences, such as personality, gender, age, or cul-
tural background of a person [24]. However, these types of differences have re-
ceived limited attention in the employment context [25]. Some exceptions include
studies on gender differences in the impact of perceived control [125], studies on
the impact of workers’ ethical characteristics on perceived privacy invasion by em-
ployer practices [71], and studies with cross-national samples [33, 38].

2.2 legal foundations and privacy definition

Today, information privacy is recognized as a fundamental right worldwide, with the
United Nations Human Rights Council codifying it as the right to privacy in the digital age
in 2019 [128]. The resolution calls on states and business enterprises to take regulatory,
economic, and technological steps to protect individuals from privacy risks posed by
digital transformation. However, the groundwork for a right to information privacy was
already laid nearly half a century earlier.

development of modern data protection law The first efforts were made
in Europe and North America as early as the 1970s, when modern data protection laws
were enacted in response to the rapid growth of information systems and the process-
ing of personal data. During this time, ideas were born to establish a Code of Fair In-
formation Practices (FIPs) [129] as well as to enact privacy principles and safeguards for
automated personal data systems [130]. Since then, FIPs and privacy principles have influ-
enced the discourse on information privacy and remain an integral part of privacy laws
and frameworks around the world [131]. In an initial attempt to facilitate the harmoniza-
tion of privacy laws, and to promote a minimum level of privacy protection worldwide,
the Organization for Economic Cooperation (OECD) developed the OECD Guidelines on the
Protection of Privacy and Transborder Flows of Personal Data in 1980. Subsequently, FIPs and
privacy principles were further developed in the context of data protection laws and in-
dustry approaches to self-regulation. However, the laws and approaches available in the
2000s were criticized for their ineffectiveness in safeguarding information privacy [132].
In particular, the lack of effective sanctions was identified as a key problem. Legislators
responded to this lack with new data protection laws introduced in the 2010s, which
now impose strict sanctions for non-compliance with these laws. In this context, the
advent of the GDPR [133] in 2016 marks a turning point in that the regulation provides
for fines of up to €20 million or up to 4% of a company’s total annual global turnover
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(Art. 83 (5) GDPR). The GDPR has thereby caused a worldwide stir, as its scope has been
defined to affect all data processing entities that have their registered office or maintain
an establishment in the EU. It also applies when individuals located in the EU are offered
goods or services from a third country or when their behavior is monitored from there.
Consequently, the GDPR has led to significant harmonization and enforcement of data
protection practices on a global scale. This is complemented by legislative initiatives
around the world that have followed the GDPR’s lead. Examples include the California
Privacy Rights Act (CPRA) in the U.S. (enacted: 2023) [134], the General Data Protection
Law (LGPD) in Brazil (enacted: 2020) [135], and the amended Act on the Protection of
Personal Information (APPI) in Japan (enacted: 2022) [136]. One reason for this devel-
opment is that personal data may only be transferred to non-EU Member States if the
European Commission has decided “that the third country [...] ensures an adequate level of
protection” (Art. 45 (1) GDPR).

applicability of data protection laws to employment In terms of infor-
mation privacy in employment, the rights provided to individuals under contemporary
data protection laws generally also apply to employees. Some laws, such as the CPRA, in-
clude the employment context explicitly, whereas other laws, like the GDPR and the LGPD,
cover the employment context implicitly. Nevertheless, privacy in the employment con-
text is subject to enormous regional differences, even within the EU. Specifically, the
GDPR contains an opening clause that allows Member States to “provide for more specific
rules to ensure the protection of the rights and freedoms in respect of the processing of employees’
personal data in the employment context” (Art. 88 (1) GDPR). At the time of writing this
dissertation, 17 Member States, including Germany, make use of this option [137]. In
contrast to other contexts, the definition and interpretation of the right to privacy in the
employment context therefore heavily depends on a mixture of national and interna-
tional law and regulations. This dissertation focuses on the cultural context of Germany.

composition of employee data protection rules Despite both governmen-
tal and non-governmental efforts to create uniform rules for employee privacy, there
does not exist a dedicated employee data protection law in Germany. Instead, the rules
remain a mixture of EU, federal, and state laws, as well as EU and national case law. The
basic legal framework that underlies this dissertation is summarized in Figure 2.1. In
this context, data protection rules are generally subject to the primacy of EU law and the
principle of subsidiarity. Primacy of EU law means that EU law takes precedence over na-
tional law. The principle of subsidiarity entails that sector-specific special laws also take
precedence over general laws. Application of these principles to data protection rules in
Germany results, among other things, from § 1 (2) and § 1 (5) of the amended Federal
Data Protection Act (BDSG), which came into force in 2018. The provisions of the BDSG

generally apply to companies and federal authorities. The German legislator also makes
use of the opening clause of Art. 88 GDPR to regulate data processing for purposes of
the employment relationship in § 26 BDSG. It also stipulates that collective agreements
and works or service agreements can define more specific rules. Besides the BDSG, each
federal state also has a State Data Protection Act (LDSG), whose provisions apply to
state and local authorities. The rules for employee data protection are thus derived as
follows: The basic rules result from the GDPR. The BDSG determines who is considered
an employee in Germany and under which conditions personal data may be processed
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Figure 2.1: Basic legal framework and complementary laws for employee privacy.

in an employment relationship. The conditions are supplemented by collective agree-
ments and works or service agreements. The LDSGs of the federal states supplement the
BDSG, primarily by adding specific purposes for which personal data may be processed.
Furthermore, the Works Constitutions Act (BetrVG) and the Telecommunications Teleme-
dia Data Protection Act in particular may also have consequences for employee data
protection. Furthermore, it is worth noting that the Protestant and Catholic churches in
Germany each have their own employment and data protection laws, which, however,
are not taken into consideration in the course of this dissertation.

In addition, there are also rules and rights resulting from case law. In the past, land-
mark judgments have been made on the basis of both the European Charter of Funda-
mental Rights and the German Basic Law. At the EU level, the decisions on the “Safe
Harbor” agreement and the “EU-U.S. Privacy Shield” are essential, as they restrict the
processing of employees’ personal data. At the national level, rights derived from the
general right to free development of personality are particularly important.

On this basis, the remainder of this section first presents this dissertation’s privacy def-
inition of the right to informational self-determination in Section 2.2.1. This is followed
by definitions of stakeholders in Section 2.2.2 and terminology in Section 2.2.3. After-
wards, the objectives and principles of data protection law are outlined in Section 2.2.4,
and employee privacy rights are presented in Section 2.2.5.

2.2.1 Definition of the right to privacy as informational self-determination

Generally speaking, in Germany, the right to information privacy is tantamount to the
fundamental right to informational self-determination. It guarantees the authority of
the individual to determine for themselves on the disclosure and use of their personal
data. The right was not enacted by the legislature, but was established by the German
Federal Constitutional Court (BVerfGE) in December 1983 in the context of the Census
Ruling (BVerfGE 65, 1 - Volkszählung). Here, the Federal Constitutional Court derived
the right to informational self-determination from the basic right of free development
of personality pursuant to Art. 2 (1) in conjunction with the principle of human dignity
pursuant to Art. 1 (1) of the German Basic Law (i.e., Germany’s constitution). In this
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context, informational self-determination is regarded a necessity in order to protect indi-
viduals from the unlimited collection, storage, use, and disclosure of their personal data,
and thus to ensure the free development of personality. As a result, the German Census
Law was judged unconstitutional, in particular because the planned forwarding of non-
anonymized personal data to other agencies for vaguely defined purposes violated the
basic right of free development of personality.

protection objective The Federal Constitutional Court described informational
self-determination as an indispensable right for the preservation of the free democratic
basic order, as it protects the individual from the panopticon effect: ”The right to informa-
tional self-determination would be incompatible with a social order and a legal system, in which
citizens can no longer know who knows what, when, and on what occasion about them. Those
who are uncertain whether deviant behavior is recorded at all times and permanently stored, used,
or forwarded in the form of information will try to avoid attracting attention through their be-
havior. [...] This would not only impair the individual’s opportunities for development, but also
the common good, because self-determination is an essential prerequisite for the functioning of a
free democratic society“ (BVerfGE 65, 1 (146), translated).

scope and application Even though the right to informational self-determination
was originally created to protect citizens from the state, the Federal Constitutional Court
recognizes the right as an objective norm (BVerfGE 84, 192). This means that it must also
be applied to the interpretation and application of private law issues. The right to infor-
mational self-determination thus also affects the employment context in Germany and
has been the subject of recent rulings in labor law, e.g., on the monitoring of employees
by employers and on the mandatory disclosure of personal data.1 Furthermore, the right
has been incorporated into German legislation, meaning that the perception of privacy
in Germany is largely shaped by the right to informational self-determination. It has
particularly influenced national laws like the BDSG and LDSGs.

Furthermore, the concept of informational self-determination does not allow for “triv-
ial” data. In other words, there are no data that are not protected by the right per se.
This is justified by the fact that data sensitivity depends primarily on the ability to use
and utilize data in the context of information technology. The true sensitivity of data
therefore only emerges after the purpose, the linking potential, and the potential uses
have been identified. The sphere theory developed by the Federal Constitutional Court
to classify the sensitivity of information is therefore only conditionally applicable to-
day [138]. The sphere theory classifies information into an intimate sphere, a private
sphere, and a social sphere in order to assess the legitimacy of an encroachment on the
right to personality. In general, what was once considered low-sensitivity information
from the social sphere can now be coded as data and be combined with other data to
produce sensitive information. As a result, an encroachment of the right to informational
self-determination occurs whenever individuals are forced to disclose their data or do
so unwittingly. In contrast, no interference occurs if the individual can decide to disclose
their data completely voluntarily.

1 Federal Labor Court (BAG) 27 July 2017 - 2 AZR 681/16 - Rn. 17, BAGE 159, 380

State Labor Court (LAG) Hessen 25 October 2010 - 7 Sa 1586/09

Federal Labor Court (BAG) 25 September 2013 - 10 AZR 270/12 - Rn. 32, BAGE 146, 109

State Labor Court (LAG) Thüringen 16 May 2018 - 6 Sa 442/17
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boundaries and restrictions Nevertheless, the right to informational self-deter-
mination is not absolute, because it may conflict with other (fundamental) rights. As
a consequence, individuals may have to accept the mandatory disclosure of personal
data to preserve those rights. Restrictions to informational self-determination must be
accepted, in particular in the case of predominant public interest. Encroachments on
informational self-determination must also be accepted in employment if they are indis-
pensable for the purposes of the employment relationship or are required by law. Such
restrictions, however, must meet the following requirements [139]:

1. The restriction must have a (constitutional) legal basis. This means that a law must
permit the restriction.

2. The legal basis must comply with the principle of proportionality. This means that,
on the one hand, the restrictions must not be excessive. On the other hand, restric-
tions must be indispensable for the protection of public interests. A restriction is
deemed proportionate if it is suitable and necessary to achieve the intended objec-
tive and proves to be appropriate in a weighing of interests. So far, the weighing
of interests has indeed been of predominant relevance in the jurisdiction of the
German Federal Constitutional Court [140].

3. The legal basis must comply with the principle of clarity. This means that the
scope of the restriction must be clear and apparent to the individual. It is there-
fore required that the reason, purpose, and scope of the restrictions to the right
to informational self-determination must be formulated in a domain-specific and
precise manner.

4. The principle of clarity also implies the necessity of purpose limitation. This means
that the use of personal data must be limited to a predefined legal purpose. In
general, changes of purposes are allowed ex post. However, such changes then
represent a restriction themselves and require an independent legal basis subject
to the same requirements as those outlined above.

In its ruling against the German Census Law, the German Federal Constitutional
Court stated that the mandatory disclosure of personal data must always be accom-
panied by measures to prevent unrestricted use and misuse. According to the ruling,
this shall include at least the following measures (BVerfGE 65, 1 (152 – 155)):

1. Defining purposes in a domain-specific and precise manner;

2. Determining the suitability and necessity of the data for data minimization;

3. Restricting the use of data to the specific purposes;

4. Providing for protection against misuse;

5. Providing a duty to inform individuals;

6. Providing obligations to provide information upon request;

7. Providing obligations to delete data;

8. Providing for involvement of independent data protection officers.
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compatibility with privacy literature The concept of the right to informa-
tional self-determination is consistent with the definitions of information privacy pro-
vided in Section 2.1. In particular, it emphasizes the notion of autonomy by means of
control and transparency over personal information acquisition, storage, use, dissemina-
tion, and dispersal. We thus consider the right to informational self-determination as a
decent proxy for the studying of information privacy in employment, and use it as our
definition of privacy in the context of this dissertation.

2.2.2 Key stakeholders in employee privacy

Preserving privacy in employment requires the consideration of numerous actors and
stakeholders. In the following, the various actors and stakeholders are introduced by de-
scribing their roles and responsibilities based on the classification provided by EU and
German data protection laws. Accordingly, actors and stakeholders of major concern are
subdivided into (1) entities involved in personal data flow and processing, and (2) su-
pervisory bodies and authorities. A summary of all actors and stakeholders, including
their relations and examples, is presented in Figure 2.2.

entities involved in personal data flow and processing In the follow-
ing, the main actors and stakeholders in the context of employee privacy as defined in
Art. 4 GDPR are described.

• Data subject: Any identifiable natural person whose personal data are processed
is referred to as a “data subject”. In general, data subjects are granted exten-
sive rights in terms of transparency and control over the processing of their per-
sonal data (cf. Section 2.2.5). In an employment relationship, this role is filled
by employees. The German legislator defines “employee” very comprehensively,
including: Temporary workers in relation to the hiring party, trainees, people
undergoing rehabilitation, people employed in workshops for the disabled, vol-
unteers performing a service under the Youth Volunteer Service Act or the Fed-
eral Volunteer Service Act, economically non-independent persons, home workers,
civil servants, judges, soldiers, persons performing civilian service, and job appli-
cants (§ 26 (8) BDSG).

• Recipient: Any entity to which personal data are disclosed is considered a re-
cipient. Excluded are public authorities, such as tax authorities and compulsory
social security, which are not considered to be recipients under the regulation.
Apart from this exception, entities that fall within the definition of recipient are af-
fected by the provisions of data protection law, e.g., in the context of data subjects’
rights. The regulation further differentiates between different types of recipients,
discussed below.

• Controller: A recipient of utmost importance is the “(data) controller”, as it is
the entity that determines the purposes of the processing of personal data. In an
employment relationship, this role is taken by the employer. They bear full respon-
sibility and must take measures to ensure and demonstrate compliance with data
protection law (Art. 24 GDPR). In addition, it has extensive documentation obliga-
tions and is obligated to ensure that data subjects can exercise their rights. The
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Figure 2.2: Stakeholder map of the GDPR with a mapping to entities in the employment context.
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responsibilities and obligations of the data controller apply regardless of whether
personal data are collected, stored, processed, or disclosed by them or by an au-
thorized party on their behalf.

• Processor: A recipient who processes personal data on behalf of a controller is
referred to as a “(data) processor”. For the most part, processors are subject to
the same rules as controllers, but in a considerably more relaxed form. Yet, they
are supposed to support controllers in fulfilling their obligations. Processors in the
employment context include, e.g., tax consultants who prepare payroll on behalf of
the employer, or IT service providers who provide the employer’s IT infrastructure
and the software used by employees.

• Data processing employee: A natural person that is authorized to process per-
sonal data under the direct authority of a controller or processor is referred to as
a “(personal) data processing employee” in the scope of this dissertation, since pri-
vacy law does not provide for a short form definition. According to the law, data
processing employees “shall not process [...] [personal] data except on instructions from
the controller, unless required to do so by Union or Member State law” (Art. 29 GDPR).
Data processing employees are not considered processors themselves, but agents
of the controller or processor. In Germany, federal and state supervisory authori-
ties have thus decided that employers in their role of controllers and processors are
liable for their data processing employees’ compliance errors [141]. This view has
also been confirmed by court decisions.2 Nevertheless, privacy violations caused
by data processing employees may result in disciplinary and legal consequences
for them, depending on the severity of the misconduct.

• Third party: A recipient other than the data subject, controller, processor, and data
processing employee are referred to as “third parties”. In employment, this role
may be taken by customers to whom employee personal data are disclosed.

supervisory authorities and bodies To monitor the application of employee
data protection rules, EU and German law provide for different types of supervisory
bodies. Those are subdivided into public supervisory authorities and supervisory bodies
within an organization.

• Supervisory authorities: Independent public authorities that supervise the appli-
cation of data protection rules are referred to as “supervisory authorities” or Data
Protection Authorities (Art. 51 GDPR). For this purpose, Germany has established
the Federal Commissioner for Data Protection and Freedom of Information (BfDI)
together with State Commissioners for Data Protection (LfDs) in each federal state.
Generally speaking, the BfDI is responsible for the monitoring of the application
of data protection rules for public institutions and federal agencies, whereas the
LfDs are responsible for non-public entities and state agencies. Depending on the
nature of the employment relationship, employees may contact either the federal
or state agency with complaints against the employer.

2 Regional Court (LG) Bonn 11 November 2020 - 29 OWi 1/20



2.2 legal foundations and privacy definition 23

If possible, privacy issues should be avoided from the outset and resolved internally
instead. Hence, EU and German law also provides for the establishment of supervisory
bodies within an organization:

• Data protection officer: First, data protection law provides for the appointment of
a Data Protection Officer (DPO), who is designated by the data controller, i.e., the
employer (Art. 37 GDPR). A DPO must be appointed if the organization is a public
authority or body, or the processing of personal data is part of the core activity,
or at least 20 persons are permanently engaged in the automated processing of
personal data (Art. 37 GDPR and § 38 BDSG). A DPO is considered a representative
of the employer and should be involved in all issues related to the protection of
personal data. The role of a DPO can either be fulfilled by employees of the orga-
nization or by external bodies. According to the law, a DPO must not be subject to
receiving instructions regarding the exercise of their tasks, shall not be dismissed
or penalized for their tasks, and shall directly report to the highest management
(Art. 38 (2) GDPR). Furthermore, a DPO is supposed to collaborate with the federal
or state supervisory authority as required.

• Works council: The second internal supervisory body is the “works council”,
which may be formed in all organizations with five or more employees entitled
to vote. Its responsibility to monitor compliance with data protection provisions
results from the works council’s duty “to see that effect is given to Acts, statutory in-
struments, safety regulations, collective agreements and works agreements for the benefit of
the employees” (§ 80 (1) No. 1 BetrVG). The works council is thus responsible to mon-
itor compliance with both data protection law and the free development of person-
ality, including the therefrom resulting right to informational self-determination.
Furthermore, the works council is granted a right of co-determination if employ-
ers plan “the introduction and use of technical devices designed to monitor the behavior
or performance of the employees” (§ 87 (1) No. 6 BetrVG). Although the works council
may process personal data independently, i.e., without the employer’s supervi-
sion, it does not constitute a data controller on its own. Instead, “the employer is
the controller for the processing of personal data within the meaning of data protection
law” (§ 79a BetrVG).

Overall, the tasks and activities of the two internal supervisory bodies are mutually
dependent. For one thing, the works council may be involved in the process to designate
a DPO. While an employer can always appoint external bodies or managerial employees
as a DPO, the works council must be involved in the selection process in the case of
non-managerial or new employees. In this case, the works council may verify whether
the person in question qualifies as a DPO. Moreover, irrespective of who eventually per-
forms the role of the DPO, the works council must monitor that the DPO performs their
duties correctly and that they are not subject to instructions from the employer. On the
other hand, the works council is also accountable to the DPO, as it must coordinate the
processing and protection of personal data with the DPO.

2.2.3 Definitions of data and information concerned

Generally, privacy legislation aims to protect the privacy of individuals and therefore
only applies to data that are personally identifying. In Europe, such data are referred
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to as “personal data”, enshrined in Article 8 – Protection of personal data of the EU Char-
ter of Fundamental Rights. At the international level, the term “personal data” is often
used interchangeably with, e.g., “personal information” or “personally identifiable infor-
mation”. In the German language, one also commonly distinguishes between different
subcategories of personal data to refer to different aspects within the meaning of the
GDPR. However, the terms’ usage in the literature, in reasons for judgments, but also in
privacy notices is inconsistent and partially nonspecific. For this reason, definitions of
common terms are presented below and explained as they are used in this dissertation:

• Data (German: Daten): Unspecific in the context of privacy legislation, but often
used in practice to refer to various categories of data.

• Information (German: Informationen): Unspecific in the context of privacy legisla-
tion, and frequently used interchangeably with “data”. Nevertheless, the right to
informational self-determination acknowledges that information is the interpreta-
tion of data in a given context. In this regard, information may also be coded as
data to be used to generate additional information.

• Personal data (German: Personenbezogene Daten): This is the official legal term in
EU and German data protection law. It means any information that would allow
identifying a data subject both “directly or indirectly, [but] in particular by reference to
an identifier such as a name, an identification number, location data, an online identifier
or to one or more factors specific to the physical, physiological, genetic, mental, economic,
cultural or social identity of that natural person” (Art. 4 GDPR). Recital 26 further clari-
fies that “[t]o determine whether a natural person is identifiable, account should be taken
of all the means reasonably likely to be used [...].” Consequently, the definition of per-
sonal data applies to both identified and potentially identifiable data, including
pseudonymized data. Only strictly anonymized data are excluded from this defi-
nition and are thus not affected by the GDPR’s provisions. This broad definition of
personal data is certainly in line with the Federal Constitutional Court’s notion that
“trivial” data does not exist under the right to informational self-determination.
Examples: All data under GDPR, incl. name, nationality, IP address, an employee
personnel number, and picture.

• Personally Identifiable Information (PII) (German: Personenbezogene Daten): There
does not exist a uniform definition for this term [142]. Different to “personal data”
under the GDPR, however, PII is generally characterized by narrow definitions that
define a set of information and data which allows for mostly direct identification
of a data subject [143, 144]. This means that “personally identifiable information”
often simply refers to “personally identified data” in practice. Such limited defini-
tions are predominantly shaped by U.S.-views of privacy and deemed incompati-
ble with the GDPR’s definition [145]. Nevertheless, the notion of PII is widely used
in international privacy standards [9, 143, 146].
Examples: Name, and social security number.

• Personal identified data (German: Personenbezogene Daten): Similar to PII, in Ger-
man one sometimes refers to the subcategory of only directly identified data [145]
that have a direct personal reference. However, the German term does not differ
from that for “personal data” nor from that for “PII”.
Examples: All data with a direct personal reference, incl. name, and picture.
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• Personal identifiable data (German: Personenbeziehbare Daten): Another subcate-
gory of personal data, solely referring to data with indirect personal reference but
from which an individual can be identified.
Examples: Nationality, IP address, and employee personnel number.

• Personal aspects data (German: Persönliche Daten): The literal translation of “per-
sönliche Daten” into English would be “personal data,” but since this term is
already occupied, the term “personal aspects data” is used in this dissertation.
The GDPR refers to personal aspects mainly in profiling and can be seen as an
unspecified subcategory of personal data. In practice, however, the German term
is inconsistently used in the literature, in reasons for judgements, and in privacy
notices. It is commonly referred to in the context of the protection of personal data
on the basis of the general right of personality under the German Basic Law [138].
As such, the German Constitutional Court referred to personal aspects data in its
Census Ruling. Consequently, in theory, all data relating to the personality of a per-
son fall under this term. The extent to which these data are entitled to protection
is assessed by classifying them into public, private, and intimate spheres [138].
Examples: Personal preferences, personal interests, behavior, personal data.

• Private data (German: Private Daten): In Germany, the concept of when data and
information from the personal domain are considered private has been shaped
to a large extent by judgments. Accordingly, data are considered private if their
disclosure is considered indecent, or embarrassing, or if they trigger adverse re-
actions due to special contexts [138]. Aside from its use in law, the term is also
inconsistently used in privacy notices and privacy settings of software to refer to
data or access rules. In the employment context, the (permitted) private use of
work materials and equipment (e.g., IT devices) can also have legal consequences.
Court rulings have established that, in principle, employers must not access data
marked as “private” by their employees, without further ado.3

Examples: Private files, and private emails.

In addition to the definitions outlined above, privacy legislation also explicitly distin-
guishes between different groups of personal data based on their respective sensitivity:

• Special categories of personal data (German: Besondere Kategorien personenbezo-
gener Daten): The GDPR recognizes the special sensitivity of data concerning the
“racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union
membership, and the processing of genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data concerning a natural person’s
sex life or sexual orientation” (Art. 9 GDPR). The regulation also acknowledges the
sensitivity of information on criminal convictions and offenses, but these do not
formally belong to the special categories of personal data (Art. 10 GDPR).
The scope for processing sensitive personal data is much more restricted than for
traditional personal data, and may only take place if privacy legislation defines ex-
ceptions that explicitly allow the processing. For example, the processing of special
categories of personal data is permitted, among other things, if data subjects pro-
vide explicit consent or if the processing “is necessary for the purposes of carrying out

3 Federal Labor Court (BAG) 31 January 2019 - 2 AZR 426/18 - Rn. 13, BAGE 165, 255
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the obligations and exercising specific rights of the controller or of the data subject in the
field of employment [...]” (Art. 9 GDPR). It should be noted at this point that in order
to carry out an employment relationship in Germany, it is quite likely that em-
ployers collect personal data that belong to the special categories. For example, a
membership in a Christian church or the country of origin may be requested when
registering an employee for compulsory social insurance. In addition, in rare cases
even the existence of a severe disability and illnesses may be processed, insofar as
there is a factual connection with the employment relationship.

2.2.4 Objectives, principles, and provisions of privacy legislation

The GDPR’s objective is to harmonize data protection rules in order to guarantee a high
level of data protection across national borders and thus enable cooperation between
countries (cf. Recital 3 - 6, 8, 10 GDPR). In particular, the objective is to create a uniform
legal framework based on control and certainty, with equivalent powers and sanctions
(cf. Recital 7, 11 GDPR). German national data protection law further aims to safeguard
the fundamental right to informational self-determination. To achieve these objectives,
privacy legislation defines several principles, to which all personal data processing must
be subject (Art. 5 GDPR). In addition, privacy legislation contains several provisions to
which data controllers and processors must adhere (Arts. 24 - 37 GDPR). The principles
and provisions with particular regard to the employment context are described below:

• Lawfulness, fairness, and transparency: The GDPR provides for comprehensive
requirements to process personal data fairly, lawfully, and transparently towards
data subjects, for which a key element is the principle of “prohibition with sub-
ject to permission”. In employment, this means that employers may only process
personal data of their employees if this is permitted by § 26 BDSG or Art. 6 GDPR.
Accordingly, data processing is permissible, e.g., if:

– It is “necessary for hiring decisions or, after hiring, for carrying out or terminating
the employment contract or to exercise or satisfy rights and obligations of employ-
ees’ representation laid down by law or by collective agreements or other agreements
between the employer and staff council” (§ 26 (1) BDSG);

– It serves to detect crimes (§ 26 (1) BDSG);

– It is based on freely given consent (Art. 6 (1) a GDPR, § 26 (2) BDSG);

– Other permissible conditions are met, e.g., the processing is necessary for
compliance with a legal obligation or for the purposes of legitimate interests
(Art. 6 (1) c-f GDPR).

It should be noted that although consent is in principle a valid legal basis, in prac-
tice it hardly ever plays a role in the employment setting. This is mainly due to the
fact that the essential requirement of free will can hardly be proven. In Germany,
freely given consent is recognized in employment if it is associated with a legal
or economic benefit for the employee or if the employer and employee pursue the
same interests. In this regard, the legislator points out that “employees are seldom in
a position to freely give, refuse or revoke consent, given the dependency that results from
the employer/employee relationship” [147]. The legislator thus recommends to always
base personal data processing on other grounds than consent.
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With regard to transparency, employers must provide their employees with com-
prehensive information on the processing of their personal data. Such information
must be provided in a “concise, transparent, intelligible and easily accessible form, using
clear and plain language” (Art. 12, Recital 58 GDPR). The legislator emphasizes that
the scope can be very broad, including comprehensive information on monitoring
activities [147]. It is also recommended that a representative sample of employees
be involved in the drafting and evaluation of rules and measures.

• Purpose limitation: Employers may only process personal data from employees
for legitimate purposes that have been explicitly stated. Further processing is not
permitted, unless employers verify that changing or adding purposes is compat-
ible with the original purpose (Art. 6 (4) GDPR). A general exception applies to
archiving of personal data. For one thing, archiving may be required by law, e.g.,
documents relating to trade and tax law must be retained for 10 years. Besides,
archiving can also be based on a legal interest of the employer, e.g., in order to
“protect the establishment, exercise or defense of legal claims” (Art. 17 (3) GDPR).

• Data minimization: Employers may only collect, store, and use personal data of
employees if the processing of such data is appropriate and limited to the extent
necessary within the scope of the employment relationship. The legislator stresses
that data processing must be proportionate to the risks faced by both employers
and employees to minimize the amount and time of processing [147]. In Germany,
the scope of permitted personal data is significantly restricted by laws such as the
General Equal Treatment Act, the Gene Diagnostics Act, or the Federal Central
Register Act. Accordingly, the collection of employees’ genetic material, party affil-
iation, religious affiliation, pregnancy, union membership, diseases, disabilities, or
all previous convictions is inadmissible. Aspects of the living conditions that are
to be assigned to the private or intimate sphere also do not have to be disclosed.

• Accuracy: Employers must ensure that personal data of employees they store are
accurate and up to date. For this, employers must take all reasonable steps to
ensure that inaccurate personal data are either erased or rectified without delay.

• Limitation of storage: Employers may only store personal data of employees for as
long as is necessary for the purposes of data processing. For example, in Germany,
records of rejected applicants must be deleted after 6 months. The legal retention
periods for wage tax documents, employment contracts, or payslips are between
one and 10 years. Thereafter, the data must either be deleted or transformed into
non-personal data. To this end, employers must develop and maintain a deletion
concept according to which certain employee data are deleted or anonymized after
specified periods of time. In addition, employers are allowed to store basic infor-
mation about employees who have left the company for an indefinite period, for
instance if the employer needs this information to track decisions.

• Integrity and confidentiality: Employers must implement TOMs to protect the per-
sonal data of employees against accidental or unlawful destruction, accidental loss,
and alteration. Employers must also protect the data from unauthorized disclosure
or access.
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• Accountability: Employers are obligated to demonstrate compliance with the prin-
ciples outlined above. In order to comply with this obligation, privacy legislation
contains several provisions that employers must comply with:

– Implement TOMs to ensure and demonstrate that processing of employee per-
sonal data complies with legal requirements (Art. 24 (1) GDPR). Their imple-
mentation must take into account the state of the art and incorporate the
principles of “[d]ata protection by design and by default” (cf. Section 2.3.1). This
requires TOMs to be implemented “in an effective manner and to integrate the
necessary safeguards into the processing” (Art. 25 (1) GDPR) to ensure adequate
protection against unauthorized access, as well as the integrity, availability,
and resilience of the entire processing (Art. 32 GDPR).

– Address the risks posed by processing to the rights and freedoms of employ-
ees by conducting privacy impact assessments “taking into account the nature,
scope, context and purposes of the processing” (Art. 35 (1) GDPR).

– Create and maintain a directory of records of processing activities document-
ing the employee personal data processed and the employer’s handling of
such data (Art. 30 GDPR). This includes but is not limited to a description
of the purposes, categories of data subjects, categories of personal data, cate-
gories of recipients, the envisaged time limits for erasure, and a description
of TOMs implemented.

– Inform employees about the data processing on their own initiative “in a con-
cise, transparent, intelligible and easily accessible form, using clear and plain lan-
guage” (Art. 12 (1) GDPR). For this purpose, employers must disclose extensive
information about the details of the processing to their employees. In addition,
they must inform employees about their rights to lodge a complaint, as well
as to access, rectify, and erase personal data (Art. 13 GDPR) (cf. Section 2.2.5).

2.2.5 Rights of data subjects and employees

Employees have several rights regarding the personal data processed by their employers.
The rights are primarily composed of the general rights of data subjects under data
protection law (Arts. 12 - 22 GDPR) and employee rights under labor law (§ 83 BetrVG). In
addition, the German legislator makes use of another opening clause of the GDPR (Art.
23 (1)) and restricts the rights of data subjects (paras 32 - 37 BDSG). In the following, we
list the various rights and explain their consequences for the employment relationship.

• Rights to information and access to personal data: Although not explicitly men-
tioned, employer’s information obligations under Arts. 12 - 14 GDPR are under-
stood in practice as a “right” to information for employees. Accordingly, employ-
ees must be informed by their employers whenever personal data are collected,
either directly from the employee or from other sources. The information pro-
vided must include, but is not limited to, details about the categories of personal
data collected, the employer’s representative, the DPO in charge, the purposes of
the processing, the legal basis, the recipients, the transfer to a third country, the
period of processing, and the source. Employees may also proactively request this
information at regular intervals by exercising their right of access (Art. 15 GDPR).
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Under this right, they may also request a copy of their personal data, insofar as a
copy does not interfere with the rights and freedoms of other individuals (Art. 15

(3) GDPR). Similarly, employees also have a right to data portability (Art. 20 GDPR)
which in principle allows the taking of information provided by the employee to
the employer in a machine-readable format. However, German law restricts both
these employees’ rights if the data are stored only on the basis of a legal obliga-
tion to retain them or exclusively for the purposes of monitoring or safeguarding
data (protection) (§ 34 (1) Nr. 1 BDSG). Nevertheless, these exceptions only apply if
“providing information would require a disproportionate effort, and appropriate technical
and organizational measures make processing for other purposes impossible.” Accordingly,
employers are only required to provide information on the primary processing pur-
poses. Apart from this, German labor courts have not yet conclusively clarified
how specifically data must be requested by employees in order to be eligible to
exercise the right to access.4 For example, although employees must always be al-
lowed to inspect their personnel files (BetrVG), it is often unclear what additional
data are affected by the right to access. It is also unclear how exactly the data
must be prepared and presented, with the exception that this should be done in a
consistent format.5

• Rights to data correction: Under the rights to data correction one refers to the
rights to rectification, deletion, restriction, and objection according to Arts. 16 - 18,
and 21 GDPR [148]. Under these rights, employees may request that outdated, inac-
curate, incomplete, or unlawfully collected personal data be corrected, completed,
deleted, or their processing be restricted. Once employees exercise their right to
data correction, employers are obligated to communicate the corrections to all re-
cipients to whom the employees’ personal data have been disclosed (Art. 19 GDPR).
The scope of these rights is, however, limited by legal provisions as described
above (cf. previous Section 2.2.4). In principle, employers are required to include
data in the personnel file at the employee’s request if the data are related to the
employment relationship (e.g., additional qualifications). In addition, data must
be removed from the personnel file if they jeopardize the employee’s career ad-
vancement and the employer’s interest in retaining the data does not outweigh the
employee’s need for protection [148].

• Right to protection against automated processing: Employees have the right not
to be subject to a decision based solely on automated processing that produces
a legal effect, unless it is necessary, authorized by law, or based on employees’
consent (Art. 22 GDPR). In particular, employees should be protected from “black
box” decisions.

2.3 privacy engineering

After having placed this dissertation in the theoretical-scientific context of privacy in
Section 2.1 and having presented the corresponding socio-legal framework in the pre-
vious Section 2.2, this section now turns the focus to issues concerning the practical

4 Federal Labor Court (BAG) 27 April 2021 - 2 AZR 342/20

5 State Labor Court (LAG) Baden-Württemberg 17 March 2021 - 21 SA 43/20
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implementation of privacy by means of privacy engineering. Privacy engineering con-
cerns the design, implementation, and evaluation of theories, methodologies, strategies,
and tools to systematically capture and handle privacy challenges in socio-technical sys-
tems by incorporating privacy issues into systems engineering [13]. Overall, it is an ex-
tremely heterogeneous field, shaped by stakeholders from the public sector [10, 11, 149],
research [7, 13, 15, 150], and industry [8, 9, 17]. The remainder of this section first intro-
duces the design philosophy underlying privacy engineering in Section 2.3.1, followed
by a brief description of how it integrates into the systems engineering life cycle in Sec-
tion 2.3.2. Next, we briefly introduce privacy enhancing technologies in Section 2.3.3 and
privacy patterns in Section 2.3.4, two tools that are commonly used in privacy engineer-
ing to implement legal obligations regarding data subjects’ rights and TOMs, and thus
are of central importance for the objectives of this dissertation (cf. Section 1.2).

2.3.1 Privacy and data protection by design & by default

Privacy engineering is inherently linked to the concept of Privacy by Design (PbD) [6,
11, 146, 151]. PbD is a design philosophy that advocates for privacy assurances to be-
come the default by “baking” privacy principles arising from privacy best practices (e.g.,
FIPs), privacy laws (e.g., GDPR, BDSG), and privacy standards (e.g., ISO/IEC 29100) into
IT systems, business processes, and physical design from the outset [8, 10, 11, 149]. It
incorporates seven foundational principles:

• Proactive not reactive; preventative not remedial: All privacy policies and mech-
anisms must be in place prior to processing so that privacy issues can be resolved
before they become real problems.

• Privacy as the default: The default case should guarantee integrity of privacy and
provide for fair processing of personal data, including but not limited to purpose
limitation, data minimization, transparency, and intervention capabilities.

• Privacy embedded into design: Privacy protection should not be considered an
“add-on” but an integral part of information systems and business practices. It
requires considering the broader context and all stakeholder views for finding the
best solution.

• Full functionality – positive sum, not zero-sum: PbD means promoting privacy as
a complement, not a trade-off, and provides for innovative and creative solutions
that take into account all legitimate interests.

• End-to-end security – lifecycle protection: Privacy requires consideration of the
entire processing chain, from collection to destruction of personal data (“cradle to
grave”).

• Visibility and transparency – keep it open: Data controllers should meet their
accountability obligations by demonstrating compliance and providing truthful
information about the processing.

• Respect for user privacy – keep it user-centric: Data protection should reflect the
interests and needs of data subjects, and requires user-oriented approaches in the
design of tools, information systems, and business processes.
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Adhering to PbD is intended to reduce unintended privacy consequences, demonstrate
and strengthen accountability, and earn trust, among other things [11]. The 2010 Interna-
tional Conference of Data Protection and Privacy Commissioners recognized PbD “as an
essential component of fundamental privacy protection” [152] and promoted its widespread
adoption in legislation. EU privacy legislation heeded this call by establishing the princi-
ples of data protection by design and by default in Art. 25 GDPR. The legislator acknowledges,
however, that these principles do not address the “visionary and ethical dimension” [153]
of PbD. Instead, data protection by design and by default are considered legal proxies of PbD

that are limited to specific legal obligations [153]. Nevertheless, the principles result in
a number of obligations for employers, including [153]: Establishing personal data pro-
cesses as an outcome of a design project; implementing measures to protect employees’
fundamental rights and freedoms based on a risk management approach and an analy-
sis of the state of the art; ensuring that the implemented measures are appropriate and
effective to uphold the GDPR’s foundational principles; integrating safeguards into the
processing; and taking measures to meet employees’ expectations about personal data
processing. Beyond that, PbD also became part of international privacy standards [99]
and frameworks [143], making it a key element of privacy engineering today.

2.3.2 Engineering processes, activities, and tasks

Simply put, PbD and data protection by design and by default generally describe what
should be done to ensure privacy, whereas privacy engineering resolves how it should be
done [11]. As such, privacy engineering is essentially concerned with the operationaliza-
tion of the foundational principles of PbD, and the integration of the resulting activities
into systems engineering processes. To this end, numerous approaches, frameworks,
concepts, and principles have been proposed in academia and industry over the past
decade [6, 7, 8, 9, 11, 15, 20, 149, 154]. They all offer slightly different approaches to
integration with systems engineering and are ambiguous about which processes are
involved. Throughout this dissertation, we draw exclusively on ISO/IEC TR 27550 [9],
as its guidelines for integrating privacy engineering into system life cycle processes in
accordance with ISO/IEC/IEEE 15288 [155] represent the most recent consolidation of
previous approaches. According to the report, a total of nine of the 30 system lifecy-
cle processes are affected by privacy engineering issues. In the following paragraphs,
we provide a brief overview of the privacy engineering activities and tasks per process,
divided into the four subclasses described in ISO/IEC/IEEE 15288 and taking the em-
ployment context into account. A summary of this overview is provided in Table 2.1.

agreement processes Activities in this subclass aim to negotiate agreements be-
tween organizations concerning privacy, which ultimately affects the two processes ac-
quisition and supply. In employment, privacy-related requirements are to be established
within both these processes by reaching agreements between employers (acquirer) and
processors or providers of sub-systems (suppliers) for compliance with employee pri-
vacy obligations [9]. This may include agreements regarding relevant privacy standards
and privacy controls to be implemented and guaranteed for.
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Table 2.1: Mapping of privacy engineering activities and tasks to the systems engineering life
cycle processes according to ISO/IEC TR 27550, focusing employee privacy.

Processes Privacy engineering activities and tasks

Agreement processes

Acquisition Establishing agreements on privacy obligations between
employer and suppliers or processors.

Supply

Organizational project-enabling processes

Human resources
management

Providing personnel with employment-specific expertise in pri-
vacy (engineering) and data protection.

Knowledge manage-
ment

Implement multidisciplinary knowledge bases on employee pri-
vacy.

Technical management processes

Risk management Conducting risk management, taking into account risks and im-
plications for the freedom and privacy rights of employees.

Technical processes

Stakeholder needs
and requirements

Identification of stakeholders and potential privacy preserving
features to address privacy expectations.

System require-
ments definition

Operationalization of privacy principles into system require-
ments.

Architecture defini-
tion

Designing a system architecture taking into account different
privacy (design) strategies.

Design definition Detailed specifying of the system and its privacy controls.

organizational project-enabling processes Processes in this subclass are
used to direct, enable, control, and support the integration of privacy engineering into
the system lifecycle. Two essential processes are identified for this purpose [9].

Human resources management must ensure the availability of personnel qualified and ex-
perienced in privacy engineering for, e.g, employee privacy. This may include expertise
in software engineering, law, and social sciences to take into account the interdisciplinary
nature of privacy. The process can be accompanied by employee training programs and
assessments targeting employee privacy [9].

The purpose of the second process, knowledge management, is to define privacy engi-
neering knowledge requirements, provide a corresponding knowledge repository, and
track its use. The creation of the knowledge base requires multidisciplinary input from
technical, legal, socio-cultural, and ethical perspectives to account for the socio-technical
nature of privacy. The knowledge may then be made available to privacy engineers in
the form of concepts, rules, guidelines, and reference models [146], but may also include
catalogs of privacy controls and patterns [156].
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technical management processes Technical management processes are used
to develop, refine, and implement plans to protect employee privacy, as well as to assess
progress and achievements. Herein, risk management is identified as the essential process
shaped by privacy engineering to continuously identify, analyze, treat, and monitor risks
related to privacy [9]. Activities and tasks should generally be based on formal privacy
impact assessments in accordance with ISO/IEC 29134 [157]. In employment contexts,
the analysis must particularly take into account risks and threats to the freedom and
privacy of the employee. This implies risks that arise from the processing of personal
data, such as surveillance, appropriation, or unanticipated revelation. Risk analysis must
therefore include the extent to which processing exceeds employees’ expectations, leads
to a loss of freedom and autonomy, a loss of trust, or a power imbalance. In addition,
“hard privacy” threats such as linkability, “soft privacy” threats such as employee un-
awareness, or security threats such as data breaches must also be considered [9]. The
identified risks are then to be evaluated in terms of their likelihood and consequences.
Likelihood in this case refers to the probability that the privacy rights and freedoms of
a representative or typical individual are at risk [10]. Likelihood assessment must there-
fore incorporate contextual factors. Its assessment can be supported, in particular, by
the inclusion of employee privacy concerns and demographic data resulting from knowl-
edge obtained through empirical sociological methods [10]. Potential consequences to be
considered include, in particular, the impact on employees’ privacy, but also the impact
on employers, e.g., in the form of penalties for non-compliance, or damage to reputation.

technical processes Four processes are identified to define privacy requirements,
and transform them into effective privacy controls [9].

The stakeholder needs and requirements definition process defines the stakeholders’ pri-
vacy requirements for a system to provide the privacy capabilities needed by, e.g., em-
ployees. The process includes the identification of all affected stakeholders, e.g., em-
ployers, employees, and processors, as well as the identification of potential privacy
preserving features, such as mechanisms for exercising employee privacy rights.

Next, system requirements definition is used to transform the stakeholder, employee-
oriented view of desired privacy capabilities into system privacy requirements that meet
employees’ operational needs. This includes defining privacy controls and supporting
privacy management services and functions. Requirements may result from either a
goal-oriented or risk-oriented analysis [7]; in the former, requirements are derived from,
e.g., privacy principles of international standards and laws. In the latter, requirements
are derived by identifying threats that can compromise employee privacy (see above).

This is then followed by the architecture definition process to generate and assess system
architecture alternatives that address stakeholder privacy concerns. The process requires
reviewing the state of the art and previously elicited requirements, as well as identi-
fying additional stakeholder requirements related to, e.g., effectiveness, usability, and
adaptability [155]. The development of candidate architectures should include applying
privacy design strategies [158, 159] and privacy patterns [156], commonly dividing into
approaches of privacy-by-policy and privacy-by-architecture [15].

The final process identified is design definition, which provides a specification of pri-
vacy controls based on the requirements vetted by the previous processes [9]. This in-
cludes assessing and selecting both privacy and security controls. Assessment should
include reiterating the risk management process. For selection, privacy design strategies
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and patterns can be used, as well as catalogs of privacy controls with concrete proposals
for, e.g., privacy and transparency enhancing technologies [9].

2.3.3 Privacy and transparency enhancing technologies

Privacy Enhancing Technologies (PETs) refer to all kinds of technologies and implemen-
tation approaches that help protect or enhance the privacy of individuals and facilitate
the exercise of data subject rights [160, 161]. PETs are frequently linked to PbD, because
their development usually implicitly takes into account some PbD principles, in partic-
ular privacy by default and end-to-end security [149]. Approaches to PETs can be roughly
divided into three types [160]: (1) “Traditional” approaches targeting anonymity, un-
linkability, unobservability, and pseudonymity; (2) approaches that enforce legal pri-
vacy requirements such as informed consent management and the implementation of
data subjects’ rights; and (3) mixed approaches that combine both types and thus al-
low the implementation of comprehensive solutions. Some scholars further distinguish
between PETs and Transparency Enhancing Technologies (TETs), with the latter enabling
individuals to exercise their right to transparency and technology-enabled intervention
capabilities [162, 163]. Under this view, PETs refer primarily to privacy-by-architecture
approaches [15], i.e., enforcing restrictions on data collection and processing using tools
and techniques such as onion routing [164], k-anonymity [165], and differential pri-
vacy [166]. In contrast, TETs primarily support privacy-by-policy approaches to notice,
choice, and access [15], but can also demonstrate compliance [167]. For this purpose,
TETs are divided into tools for ex ante and ex post transparency. Ex ante transparency in-
forms about the intended data processing, whereas ex post transparency informs about
the performed data processing. Exhaustive overviews of PETs and TETs are provided
in [160, 161, 162, 163, 168].

2.3.4 Privacy (design) patterns

While PETs are often added at the end of a privacy engineering process or are even its
output, so-called privacy patterns provide support already in the early phases of pri-
vacy engineering, such as in the knowledge management process (cf. Section 2.3.2). Privacy
patterns are design patterns used to translate the abstract principles of PbD and data
protection by design and by default into practical advice for developing privacy-friendly
systems and processes. Design patterns are proven solutions to known and recurring
problems in a specific domain that are systematically recorded and documented [169].
They are commonly arranged in pattern catalogs, i.e., collections of design patterns that
systematically classify design patterns into different categories [170]. A more formal rep-
resentation is a pattern system [170], also known as pattern language, which describes
dependencies between individual design patterns based on a predefined set of relation-
ship types [171].

privacy pattern collections The concept of design patterns from software en-
gineering was later extended to security [172] and privacy [173, 174]. Continuous efforts
by the research community have resulted in a comprehensive collection of privacy pat-
terns being available today, covering a multitude of topics including but not limited to
anonymity [174] and pseudonymity [175], the development and application of PETs [176],
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as well as issues targeting HCI [177, 178, 179] with an emphasis on transparency [180]. To
support privacy engineers in the architecture definition and system definition processes, pat-
tern descriptions are often accompanied by conceptual representations, UML diagrams,
sequence diagrams, and screenshots. Many of the privacy patterns available have further
been documented in a repository that is maintained by a collaboration of international
researchers [156]. The patterns have also been organized into catalogs targeting specific
domains, such as the online context [173, 181] and the Internet of Things [182]. In ad-
dition, some catalogs categorized patterns according to the principles of the privacy
framework in ISO/IEC 29100 [143] with the aim of further simplifying the application
of privacy patterns to comply with international standards and privacy laws [181, 183].
Meanwhile, there are first proposals for privacy pattern systems [176, 184, 185], as well
as proposals for a suitable modeling language to concisely describe dependencies be-
tween privacy patterns [171].

patterns for business processes and workflows Akin to design patterns
for system design and architecture, there also exist patterns for modeling business pro-
cesses to include obligations imposed by privacy laws [186, 187, 188, 189, 190, 191]. Such
patterns support organizations in modeling their high level architecture and business
processes while incorporating PbD. Some approaches employ enterprise architecture
model description languages to make the interdependence of systems and the associated
data flows transparent and understandable [190]. This also allows determining which
components must be added or implemented in order to comply with privacy princi-
ples or regulatory requirements [192]. Other approaches employ description languages
for business process models to incorporate privacy principles and regulatory-mandated
organizational measures into business processes by default [186, 187, 188, 189, 191].

interaction patterns Privacy patterns focus not only on technical and archi-
tectural aspects, but also about usability aspects, i.e., designing privacy protection in
a human-centered manner to make it efficient, effective, and satisfying. To this end,
numerous so-called HCI patterns have been proposed to provide usable interfaces for
PETs [178, 179]. In particular, several patterns have been proposed under the design strat-
egy inform, particularly suitable for implementing data subjects’ rights [178, 180].

Independent of the topic of privacy, patterns that define problems and solutions tar-
geting the perceived interaction behavior are generally referred to as interaction design
patterns [193]. The term emerged in the HCI community to clearly distinguish design
patterns with a focus on interaction behavior from design patterns for the realization
of interfaces in software engineering. Interaction design patterns are usually the result
of a human-centered design process in which the pattern was developed and evaluated
together with the affected stakeholders [178, 194].

2.4 human-centric privacy research

As has been outlined in Section 2.3, privacy engineering builds on the notion that privacy
is socio-technical in nature, which means that both technical-legal and socio-cultural as-
pects must be considered in the design and development of privacy-friendly systems,
processes, and controls [7, 11, 13, 15, 16, 117]. In this regard, the discourse and consider-
ation of PbD has been criticized as being too constrained by the data protection by design
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perspective in the past, i.e., interpreting PbD primarily in terms of legal and technical
perspectives [6, 195, 196]. Using a purely “legally-oriented process”, however, promotes
the manifestation of “one-size-fits-all” solutions that are detrimental to effective privacy
protection [11, 13], because they disregard the nature of privacy, which is individualistic,
contextual, diverse, and multifaceted (cf. Section 2.1).

That said, PbD itself already takes this very much into account, promoting the princi-
ple of respect for user privacy - keep it user-centric. It essentially requires human factors of
privacy to be incorporated in every IT system and business process [11, 151]. In particu-
lar, it emphasizes on the need for privacy controls to be “human-centered, user-centric and
user-friendly so that informed privacy decisions may be reliably exercised” [151]. Similarly, the
principle of visibility and transparency is also inherently socio-technical in nature [197],
since the (legal) requirement to provide comprehensive information about the process-
ing of personal data in a concise, intelligible manner, and in plain and clear language ef-
fectively requires consideration of human factors, especially usability [163, 198]. As such,
there are increasing efforts to reinforce this principle in privacy engineering [160] and to
expand the implementation of PbD to a “human-centric process” that accounts for this
need [12, 16, 195, 199]. Human-centric privacy research lays the necessary foundations
for this by providing methods, knowledge, and tools that enable privacy engineering
to incorporate people’s privacy expectations, privacy concerns, privacy internalizations,
and behaviors into the design and development process. It essentially uses concepts
from the fields of HCI and information systems, and applies them to information pri-
vacy. Privacy engineering activities inherently rely on the inclusion of these results in
multiple system engineering processes (cf. Section 2.3.2): In knowledge management to
understand theoretical and abstract privacy concepts; in risk management to identify po-
tential problems and determine their likelihood and consequences based on stakeholder
concerns and demographics; in stakeholder needs and requirements for effective elicitation;
in system definition to identify stakeholders’ privacy interests and capabilities; in architec-
ture definition to identify specific requirements, e.g., in terms of usability; and in design
definition to decide for or against the selection of specific security and privacy controls
due to, e.g., usability criteria.

The remainder of this section lays out the methods and concepts commonly used in
privacy research to explore socio-technical aspects. Since the methods available in the
literature are extensive, the focus is on methods and concepts that are deemed most ap-
propriate for achieving the goals of this dissertation: First, the basics of Human-Centered
Design (HCD) are presented in Section 2.4.1, followed by a brief introduction to usable
privacy in Section 2.4.2, along with an introduction to mental models in Section 2.4.3
as one of the most influential tools in HCI. Next, privacy macro models are presented
in Section 2.4.4 that have been popularized by information systems research to explore
socio-technical properties of information privacy. However, detailed information on the
methodological approaches are not presented in this section, but will instead be dis-
cussed in the individual studies in Chapter 5, Chapter 6, and Chapter 7, respectively.

2.4.1 Human-centered design

According to ISO 9241-210 [21], Human-Centered Design (HCD) represents a design phi-
losophy that intends to make information systems more usable in applying knowledge
and techniques from the fields of occupational science/ergonomics and usability. In ac-
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cordance with ISO 9241-11 [22], a system is deemed usable if it can be used effectively,
efficiently, and satisfactorily by specific individuals in a specific context to achieve spe-
cific goals. The application of HCD means that system design must be based on a compre-
hensive understanding of the stakeholders affected. To this end, they must be involved
in the design and development at various points in time. In the case of participatory de-
sign, stakeholders are even included as equivalent “partners” in the design process. This
allows researchers, designers, and stakeholders to benefit from each other’s experience
and knowledge when developing new tools [200]. Furthermore, the design solution is
continuously refined and adapted through user-centered evaluations. It should be noted,
however, that unlike User-Centered Design (UCD) [201], HCD takes a holistic approach
that also considers the interests of stakeholders who are not necessarily direct users of a
system. In practice, though, UCD and HCD are often used as synonyms because they em-
ploy a similar methodology. In this respect, HCD and UCD represent an iterative process
consisting of the following four steps (ISO 9241-210):

1. Understand and define the context of use, for example with the help of as-is sce-
narios and persona profiles. Possible methods for the survey are background in-
terviews, questionnaires, sequence of work interviews, focus groups, and on-site
observations [202].

2. Determine requirements, taking into account identified and derived requirements,
as well as applicable design rules. Potential requirements may be identified, docu-
mented, categorized, and prioritized using brainstorming, card sorting, and affin-
ity diagramming [203].

3. Development of design solutions, for example in the form of use scenarios, story-
boards, and prototypes [203, 204]. Depending on the iteration loop, low- and high
fidelity prototypes can be developed.

4. Evaluation of the design, for example in the form of usability test reports or user
survey reports. Depending on both the iteration loop and resources available, po-
tential methods include formal usability inspections, cognitive or pluralistic usabil-
ity walkthroughs, and heuristic evaluation [205]. This may further include the use
of interviews, questionnaires, and role playing [202].

5. Repeat steps 1 to 4 as necessary.

2.4.2 Usable privacy

Studies that explore HCI aspects of PETs and apply HCD in the research field of informa-
tion privacy fall within the domain of “usable privacy”. The focus, however, is usually on
user-system relationships, meaning that usable privacy is more strongly located in the
UCD domain. This is also reflected in attempts to systematize the application of UCD to
privacy topics with the help of user-centered privacy frameworks [12, 16]. Accordingly,
the user-centered development of privacy-friendly systems and processes requires (1) a
solid understanding of the context, (2) an understanding of the stakeholder’s privacy
awareness and expectations, and (3) a deep understanding and categorization of the
sensitivity of the personal data processed by a system. Consequently, the underlying
assumptions of these frameworks are consistent with those of the privacy engineering
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frameworks [7, 15] introduced in Section 2.3. Nevertheless, user-centered privacy frame-
works complement the privacy engineering frameworks, in that they propose models
and workflows that incorporate HCI and usability aspects into every phase of system
and process design. In this way, they support designers and developers in the selection
of suitable concepts and methods. This allows the selection of user-specific privacy pat-
terns that fulfill certain usability criteria, the implementation of protection measures that
users expect, and the preparation of context-related information in the design phase.

Research on usable privacy that addresses issues under contemporary privacy law has
focused almost exclusively on the needs of data subjects outside the employment con-
text, including: (1) Examining the effectiveness and behavioral impact of transparency
enhancing tools [163, 206, 207, 208] or provide the ability to intervene and consent [209,
210, 211]; (2) examining the compliance of such tools with the GDPR’s demand to pro-
vide information on processing to data subjects “in a concise, transparent, intelligible and
easily accessible form, using clear and plain language” [108, 198, 212]; (3) examining users’
perceptions of their (new) rights introduced by the GDPR [213, 214]; and (4) designing
new tools that comply with both legal and user requirements [19, 208, 209, 215, 216].
The few exceptions in the employment context are presented later in Chapter 3.

2.4.3 Mental models

Mental models are simplified internal representations of external reality that enable in-
dividuals to make sense of their environment [217]. People make use of (mostly simple)
mental models in their everyday lives to understand complex processes and systems,
without spending much time studying them in detail [218]. Essentially, such models
represent a mental image of reality, which is why they are referred to as mental models.
Individuals form mental models of unknown systems by trying to explain their observa-
tions and experiences through analogies from topics they are familiar with [219]. There-
fore, mental models represent a person’s individual view of a system that guides their
action. The elicitation of mental models can provide insight into perception and sensa-
tion of individuals to better understand the reasons and influential factors of their be-
havior [218]. Mental models are generally considered to be vague and highly contextual
representations [220]. Nevertheless, irrespective of their accuracy, mental models guide
people’s decision-making process in both familiar and unfamiliar situations [218, 221].

mental models in HCI In the field of HCI, mental models are commonly used to
capture the various elements of an individual’s awareness and perception about theoret-
ical concepts or specific information systems they use [222, 223]. A user’s mental model
is created through interaction with the target system [220]. The model is affected by
a user’s experience and understanding, but it does not have to be technically correct,
only practical. If one now tries to elicit a user’s mental model, a conceptualization of it
emerges (i.e., a model of a model). The gained insights can then be used to align the tar-
get system with a user’s mental model by either supporting the user or adopting the de-
sign of the target system. Conceptualized models can be used to design a system in such
a way that the cognitive effort required for its use is kept to a minimum. Based on ob-
servations, the use of mental models is subject to the following restrictions [220]: Mental
models are incomplete, unstable, and simple; mental models have no sharp boundaries;
mental models are “unscientific” and incorrect; people’s ability to use mental models is



2.4 human-centric privacy research 39

limited. It follows from this that there cannot be one unambiguous mental model for a
target system, but that, due to subjectivity, several models must always be considered. If
the complexity of a target system exceeds the cognitive abilities of a human being, they
depend on the use of a suitable mental model that leads to “correct” actions. This also
applies to the consideration of the secrecy or disclosure of private information [224].

mental models in usable privacy In the field of privacy research, mental mod-
els allow modeling people’s understanding of privacy by examining “privacy” as the
target system. In the context of usable security and privacy studies, mental models have
been surveyed (1) to construct systems in which cognitive effort is optimized for us-
ability [223, 225, 226], (2) to use them as a tool for effective communication between
researchers, experts, and lay people [227, 228, 229, 230], or (3) to capture and explore
concerns, expectations, and understandings of technology [231, 232, 233, 234, 235, 236].

Previous research has elicited mental models of privacy in general [237] and in the
context of specific technical solutions, with a particular emphasis on online services [18,
225, 238, 239, 240, 241]. From the results of these studies, it is already evident that the
nature of privacy does not permit a mental model that is universally true. Instead, in-
dividuals use highly simplified models [224] and rely on several incomplete and poorly
formed sub-models [238] that drive their decision-making in privacy management.

2.4.4 Privacy macro models

Privacy macro models provide conceptualizations of privacy that allow privacy to be
measured. In addition, privacy macro models also allow systematizing research. In the
following, we present the main models and frameworks relevant to the study of human
aspects of information privacy in employment.

employee privacy calculus Early on, organizational privacy was strongly em-
bedded in a value-based framework in which privacy is viewed in rational and economic
terms [25, 69]. Within this framework of the “privacy calculus”, privacy can be assigned
an economic value and thus becomes a tradable good. As a result, privacy becomes
measurable and can be compared between individuals. Under this concept, privacy is
understood as control over disclosure, whereby the withholding and disclosure of per-
sonal information follow the law of economic trade-off calculations [242]. As a result,
an individual’s competing beliefs and desires are weighed against each other, and the
weight of one may override the weight of the other [243, 244].

perceived data sensitivity Privacy calculus is based on the notion that some
personal data are more sensitive than others. As such, the “sensitivity” property is com-
monly defined as the perceived negative consequences or (potential) loss associated with
data disclosure [245, 246]. Perceived loss is highly context-dependent, which in turn also
makes the perceived data sensitivity context-dependent [113, 247, 248].

willingness to disclose The privacy calculus states that the trade-off results
in either data disclosure or data withholding. Because it is often infeasible to observe
people’s actual behavior in practice, studies often use measures of behavioral intention
instead. According to the Theory of Planned Behavior [249], behavioral intention is the
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strongest and most immediate antecedent to a person’s actual behavior. One common
gauge is people’s willingness to disclose personal data, which has been shown to be a
strong predictor of actual disclosure behavior [250, 251]. In this respect, research found
that employees are generally willing to disclose personal data, but they may deliberately
withhold information if they expect benefits or fear adverse consequences [118, 127]. To
make their decision, employees generally assess the relevance and suitability of the re-
quested data [66, 80]. Moreover, employees are more willing to disclose personal data if
they believe they will receive adequate gratification in return [3]. Preferences for sharing
(sensitive) personal data also vary by region [252, 253]. Moreover, employees’ intention
to disclose personal data can be partially explained by the CPM theory and privacy as
Contextual Integrity (cf. Section 2.1).

antecedents → employee calculus → employee outcomes Based on this
notion, Stone and Stone [69] developed the first comprehensive model of organiza-
tional privacy that describes a causal chain of antecedents and consequences of em-
ployee privacy motivation in the form of “Antecedents → Employee calculus → Em-
ployee outcomes”. This model essentially assumes that employee calculus is influenced
by (1) individual factors such as age, gender, and personality, (2) macro factors such
as social, cultural, and organizational norms, and (3) information factors such as infor-
mation type, purpose of processing, and transparency [25, 69]. These influences have
been confirmed in several studies [71, 76, 77, 78, 79, 80, 125]. Employee outcome can
be behavioral, cognitive, or affective [25]. For example, outcome has been conceptual-
ized as the willingness to disclose truthful data [41, 47], especially among job appli-
cants [63, 64, 68], or as employees’ acceptance and purposeful use of information sys-
tems [2, 3, 31, 35, 38, 44, 46, 254]. Furthermore, to better understand the employee calculus,
employees’ perceived invasion of privacy has often been used as a proxy to make infor-
mation privacy quantifiable [43, 54, 62, 65, 67, 70, 71, 75, 77, 79]. This can include several
further proxies, such as privacy beliefs, attitudes, perceptions, and concerns.

privacy concerns Privacy concerns, in particular, have become a key element of
privacy research and an integral part of modern privacy macro models [112, 113, 114,
115, 116]. The construct of privacy concern reflects ”an individual’s subjective view of fairness
within the context of information privacy” [255]. In practice, this refers to a person’s risk
beliefs, taking into account contextual norms (e.g., culture and regulatory laws) [244].
For its measurement, several scales have been developed in the literature, ranging from
generic to context-specific constructs. The most widely used scales are the Concern
for Information Privacy (CFIP) [256] and the Internet Users’ Information Privacy Con-
cerns (IUIPC) [255]. The scales build on several dimensions of an individual’s privacy
awareness and concern about recipients’ handling of personal data, including collection
concern, concern for errors, concern for improper access, concern for unauthorized secondary use.
The scales’ dimensions have significantly influenced the development of new and more
context-dependent scales [257, 258]. Among other things, they have also been reviewed
and applied to the work context [73, 259].

antecedents → privacy concerns → outcomes One of the most comprehen-
sive and influential macro models incorporating privacy concerns is the “Antecedents
→ Privacy Concerns → Outcomes” (APCO) model. It can be considered an evolution of
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Stone and Stone [69]’s model in that it harmonizes lessons learned from all contexts of
past privacy research. The APCO model establishes privacy concerns as a systemic proxy
and as an antecedent to outcome [113]. It follows the idea that privacy concerns arise
from an individual’s disposition to privacy or situational clues that enable an individ-
ual to assess the consequences of disclosing information [113, 260]. As such, the basic
APCO model is strongly anchored in privacy calculus. However, the stream of research
on the privacy paradox [112, 113, 261, 262, 263], i.e., the phenomena that an individual’s
privacy concerns appear to be at odds with their disclosure behavior, raised criticisms
of the basic APCO model, arguing that it is too simplistic and promotes bias. As a re-
sult, the APCO model was eventually extended to include principles from behavioral
economics and psychology to provide more accurate explanations for the outcome found
in empirical research [264]. The extended APCO model therefore accounts for situational
and cognitive constraints that influence processing effort, as well as biases and heuristics
that influence behavior [264]. In addition, current research aims to establish workplace-
specific antecedents to increase the contextual appropriateness of the APCO model to the
work context [265, 266].

2.5 summary

In this chapter, we have set the foundation of this dissertation by placing it within the
theoretical-scientific, socio-legal, and socio-technical frameworks of employee privacy.

Regarding the theoretical-scientific framework, we situated this dissertation within
the broader field of workplace privacy and outlined key elements of a modern under-
standing of information privacy relevant to all studying on employee privacy.

Next, we elaborated on the socio-legal framework in which this dissertation is em-
bedded and which is most relevant to both the study and implementation of employee
privacy in Europe and, in particular, in Germany. To this end, we presented our working
definition of information privacy in employment as employees’ right to informational
self-determination. This was supplemented by a comprehensive stakeholder map and a
thorough discussion of the legal framework and definitions offered by both European
and German privacy and labor law, as well as the special jurisdiction to be considered.

Finally, we have laid out the main socio-technical aspects to be considered in the de-
sign and implementation of employee privacy. In particular, we outlined how privacy
engineering relies on the consideration of human factors to implement effective pri-
vacy controls and privacy-friendly systems. In this context, we have pointed out that
the consideration of “employee human factors” for employee privacy is inherent in the
principles of PbD, and that privacy engineering relies on human factors in almost all
systems engineering processes. This was followed by an introduction to methods and
privacy macro models from HCI and information systems research that provide concepts,
theories, and conceptualizations of privacy necessary to address human factors in em-
ployee privacy, and to achieve the goals of this dissertation, i.e., creating fundamental
knowledge and employee-centric privacy controls (cf. Section 1.2).
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I N F O R M AT I O N P R I VA C Y I N E M P L O Y M E N T: A L I T E R AT U R E
S U RV E Y

If I have seen further it is by stand-
ing on the shoulders of Giants.

— Issac Newton

After having outlined the foundations of information privacy relevant to the employ-
ment context in Chapter 2, this chapter presents the current state of research and related
work. For this purpose, we conducted a systematic literature review [267] on the topic
of information privacy in employment. In the following, we first briefly discuss the
methodology of the literature review in Section 3.1. Next, in Section 3.2, we then pro-
vide an overview of the topics covered in previous work. This is followed by a discussion
on methodological, sampling, and participant biases in Section 3.3. We then demarcate
this dissertation from previous work in Section 3.4, and finally conclude this chapter in
Section 3.5, summarizing our literature survey findings.

3.1 literature review procedure

The goal of our literature review was to identify relevant work that has (1) empirically
examined information privacy in the employer-employee relationship, (2) significantly
contributed to the theoretical foundation of empirical research, and (3) applied methods
of privacy engineering to the employment context. Although similar literature reviews
have been conducted before, they are either focusing on non-employment contexts [112,
113, 114, 115, 116, 160, 161, 162, 163, 168, 268], are outdated [69], or the underlying
methodology is unclear and not comprehensible [25].

To conduct our literature review, we used a three-step procedure consisting of the fol-
lowing steps [267]: (1) Identification of relevant articles in leading journals and confer-
ences; (2) backward search by checking citations of previously identified articles; (3) for-
ward search by using reference search engines. Instead of searching individual journals
and conferences, we used databases of publishers and indexing services of scientific
work. In accordance with recent meta studies on information privacy [4, 115, 116, 262,
269], we chose the following repositories for initial identification of relevant articles: The
AIS Electronic Library, the SAGE Journals repository, the JSTOR repository, the Springer
Link repository, and the Web of Science. For backward and forward searches, we addi-
tionally used Google Scholar and LENS. For an article to be considered, it had to meet
the following basic requirements:

article ∋ (information privacy ∧ (employee ∨ worker) ∧ (workplace ∨ employer))

∧ title ∋ (work* ∨ employee ∨ employment ∨ privacy ∨ information ∨ data)

∧ abstract ∋ (work* ∨ employee ∨ employment ∨ privacy ∨ information ∨ data)
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To include articles from engineering research areas on the topic of (usable) privacy,
we used the following repositories based on previous literature reviews [163, 268]: The
ACM Digital Library, the IEEE Xplore Digital Library, the USENIX Papers Search, the
Sciendo search, the Springer Link repository, and the Web of Science.1 However, be-
cause technical research areas tend to conceptualize “information privacy” simply as
“privacy”, the articles had to meet the following basic requirements to be considered:

article ∋ (employee privacy ∧ (employee ∨ worker) ∧ (workplace ∨ employer))

In addition, only peer-reviewed articles in English and with available full text were
considered. Purely theoretical or legal discussions on information privacy, as well as
studies that did not explicitly focus on the employee context, were explicitly excluded.
Our final iteration took place in April 2022.

For our initial search, we translated the features described above into the query for-
mat of the respective database, resulting in a total of 785 hits. The number of relevant
articles decreased to 94 after checking the title and abstract, and to 44 after reviewing
the full content. After the backward and forward search, a total number of 80 articles
was identified, of which 76 were available in full text.

The 76 articles were then systematized and categorized with respect to the following
five characteristics: (1) The research objective and topic of study, (2) the conceptualiza-
tion of privacy and its measurement used, (3) the applied study methodology, (4) the
type, sample size, and nationality of participants in empirical studies, and (5) the anal-
ysis and evaluation method used. The results of our literature review are presented in
the remainder of this chapter.

3.2 topics of employee information privacy

We identified a total of six topics into which we divided the existing works. In descend-
ing order, 19 papers addressed employee use of information systems, 16 papers ad-
dressed employee privacy perceptions, 15 papers addressed privacy engineering issues,
13 papers addressed job applicant privacy, 10 papers addressed workplace monitoring
and surveillance, and three papers addressed workplace privacy in general. According
to these characteristics, we present below the results of our literature review. We focus
on the first five topics, since the latter has already been covered when we laid out the
foundations in the previous Chapter 2. An overview of the different studies’ topics is
also provided in Table A.1.

3.2.1 Information system use

Work on information system use addresses the question of the extent to which infor-
mation privacy perceptions influence employees’ acceptance and use of information
systems in the workplace. The work covered includes topics on Enterprise Social Net-
works (ESNs) [31, 41, 45, 47], Bring Your Own Device (BYOD) [2, 38, 42], the use of wear-
ables [3, 36, 44], artificial intelligence [33], and biometric systems [34, 35], as well as
occupational health systems [32, 39] and employee-robot interaction [46].

1 Please note that USENIX and Sciendo did not support advanced search strings and/ or the search had
technical flaws, causing us to manually skim through the papers.
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formal studies of behavioral models Many of the studies on information
system use have relied on formal quantitative statistical analyses of behavioral theoreti-
cal models to examine the impact of employees’ privacy concerns on their intention to
use an information system. Studies on this topic have heavily relied on a composition
of APCO, the Technology Acceptance Model (TAM) [37], and the Unified Theory of Ac-
ceptance and Use of Technology (UTAUT) [48]. TAM is designed to explain the acceptance
of information technologies in the work context and was later extended with UTAUT

to include moderator effects such as context and individual characteristics. For ESNs,
wearables, BYOD, biometrics, and information systems in general, it was found that em-
ployee privacy concerns may indeed have a negative effect on the perceived usefulness,
ease of use, and attitude toward the technology, which also reduces the intention to use
it [2, 31, 35, 38, 42, 44]. For the ESN context, these results are supplemented by work find-
ing that employees’ trusting and risk beliefs had significant effects on their willingness
to disclose information [41]. Other scholars developed frameworks that included infor-
mation privacy norms and privacy calculus [45], or perceived control, data sensitivity,
and perceived vulnerability [47], to explain the behavior of employees in ESNs. Moreover,
in the event that employers provide health record systems to their employees, Burkhard
et al. [32] found that employees expected a high level of protection against unauthorized
access by the employer, but also by other entities. Furthermore, Stock and Hannig [46]
compared employee privacy concerns toward humans and robots in the workplace, and
identified discrepancies between employees’ stated privacy concerns and their intention
to disclose information. They concluded that employee concerns about robots presented
a paradox because they would disclose information regardless of their concerns. On an-
other note, Lukaszewski et al. [43] found that employees would perceive the invasion of
privacy by Human Resources (HR) systems to be lower if they were allowed to choose in
which system their personal data are processed.

exploratory and experimental studies In terms of qualitative and experi-
mental studies, Badrul et al. [30] investigated government employees’ privacy percep-
tions regarding the disclosure of work-related information in private use of Online Social
Networks (OSNs). Based on CPM theory, they found that employees distinguish between
private and professional boundaries, and that they want to keep their professional infor-
mation separate from their private OSN when possible. Furthermore, Cardon et al. [33]
applied boundary theory to the use of artificial intelligence at the workplace in order to
understand how much control and transparency employees expect when their meeting
records are analyzed algorithmically. They found that employees were willing to give up
their privacy if it benefited the company or other employees. At the same time, though,
employees made strong demands for strict guidelines on how the information was used.
Moreover, Mettler and Wulf [3] explored employees’ mental models of wearables at
work. They found that mental models were biased by anxiety of privacy intrusions and
the fear of limited self-determination. As a result, high levels of concern regarding the
misuse of information by employers are reasons that hinder adoption of wearables. Si-
multaneously, some employees were generally willing to disclose data if they received
adequate gratification in return. A recent study by Easley et al. [40] qualitatively inves-
tigated youth employees’ privacy perceptions using a participatory toolkit. Aiming at a
better understanding of youth employees’ expectation of information disclosure in orga-
nizational email and chat, the authors report that youth employees’ expectations were
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strongly embedded in Contextual Integrity. As such, youth expected supervisors and
co-workers to have access to communication data, but expected their communication to
be generally protected from access by third-parties (e.g., advertisers, software vendors).

3.2.2 Information privacy perceptions

Work on information privacy perceptions addresses foundations of perceived privacy in
the direct employer-employee relationship, without any particular technology acting as
an antecedent or mediator.

company privacy policies Preliminary work in the 1980s conducted large scale
surveys in the U.S. to examine whether employees were aware of their employer’s data
processing policies and what types of personal data they believed their employers pro-
cessed [79, 80]. In examining whether these beliefs were true and whether employees
perceived the use of information to be fair, it was found that for one-third of the in-
formation types surveyed, employees were either unaware or wrong. In addition, em-
ployees expected to have more control over their data than the company policies actu-
ally allowed, especially when forwarding data to external parties [79, 80]. Later studies
showed that employees perceived a policy to be most intrusive and unfair when there
was no way to authorize the release of personal information that would then be shared
with an external recipient [75].

A study in 2008 examined further trends in U.S. employees’ attitudes toward their em-
ployer’s practices in handling workplace privacy after numerous reforms and laws were
enacted [74]. It showed that government employees were significantly more satisfied
with guidance in policies, and that employees with lower education rated communica-
tion practices as significantly worse than other employees. In contrast, employees with
longer tenure and higher incomes were generally satisfied with their employers’ work-
place privacy management.

sensitivity of information processing Apart from investigating employees’
knowledge and work policy perceptions, researchers determined types of information
and the purposes that employees would perceive as normative or intrusive if employers
had the right to obtain the information and use it [76, 80]. They found that most finan-
cial matters, philosophical beliefs, and sexual preferences were considered private. In
contrast, the majority of employees agreed that the use of demographic data, job data,
pay data, medical data, drug tests, and polygraph tests were proper for personnel de-
cisions. In certain cases, such as drug testing, it was found that employees’ feelings of
invasion of privacy were lower when the employer announced the drug test in advance
and did not conduct it themselves [78]. In the case of appraisal systems, these were
also perceived as less privacy invasive when employees accepted the system and its
function [77]. However, opaque and complex appraisal systems in particular increased
the perceived privacy invasiveness. Another study on organizational practices, such as
drug testing, background checks, or internet monitoring, showed that an employee’s
ethical orientation has a direct effect on their perceived privacy invasiveness and appro-
priateness of such practices [71]. Thus, employees with a pronounced ethical formalism
perceived a significantly lower invasiveness of privacy compared to their colleagues.
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privacy perceptions and conceptualization Turning to the underlying im-
pact of employees’ perceived level of privacy on their levels of well-being and job per-
formance, two studies examined the influence of privacy perceptions on intrinsic moti-
vation and psychological empowerment [72, 125]. They revealed that these factors were
indeed strongly affected by perceived informational privacy. Furthermore, Chen et al.
[125] demonstrated that the strongly Western notion of privacy as control over informa-
tion could be successfully applied to a Chinese sample. They also found that control
over information gathering was fully mediated by control over handling, and that its
effect on intrinsic work motivation was higher for males than for females.

Moreover, researchers have attempted to conceptualize and enable measurement of
employees’ privacy perceptions. Ball et al. [118] examined the dimensions of workplace
privacy in order to distinguish information privacy from working environment privacy
and solitude privacy, thereby addressing the different notions of privacy in general.
Clouse et al. [73] reviewed the applicability of two scales widely used in online privacy
research to measure privacy concerns for the employer-employee relationship. Recently,
there have been attempts to use the theoretical foundations of these scales to further
assess workplace-specific privacy concerns and to understand their determinants [259,
265]. Similarly, the same researchers developed a theoretical model to better understand
the impact of inverse and direct transparency [266].

3.2.3 Job application

Research on job application privacy has similarities to studies of privacy perceptions in
that it examines the extent to which social and legal norms allow companies to collect
and process applicants’ personal data without being perceived as invading their privacy.
For organizations, this is usually about reducing information asymmetry without losing
promising candidates.

perceived privacy invasion Early studies in the 1970s and 1980s therefore fo-
cused on identifying (1) which questions for which type of personal information job ap-
plicants perceived as being privacy invasive [66, 68], (2) how applicants’ perceived level
of control over personal information is related to this perception [62], and (3) which in-
formation management strategies (e.g., omitting information or lying) applicants used,
to keep their privacy intact [68]. Studies after 2000 re-examined these issues from the
perspective of the information era [58, 63, 64, 67], further considering the fairness and
job relevance of modern selection tests using credit scores [65]. Most recently, the “Pri-
vacy and Data Security Concerns Scale” was developed and validated to assess job
applicant-specific privacy and data security concerns [60].

social network screening The widespread use of OSNs in the 2010s resulted in
employers starting to screen their applicants online. Research reacted to this develop-
ment by extending the well established privacy macro model of Stone and Stone [69] to
include the OSN context [59]. It was followed by studies investigating the impact of OSN

screening by employers on job applicants’ privacy perceptions and their feeling of attrac-
tion towards an organization [70], as well as applicants’ intentions to protect information
privacy when asked for login data to their OSN accounts from potential employers [61].
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3.2.4 Workplace monitoring and surveillance

Employee monitoring has always been a common and accepted practice in the workplace
because of its positive effect on job performance [4, 53]. However, technology-enabled
monitoring raised privacy issues and led to investigations of its impact on employees.

impact of invasive and ubiquitous monitoring Several researchers exam-
ined the effects of increased invasiveness and ubiquity of technology-based monitoring.
They found that wile monitoring of Internet use and location data in the workplace is
generally accepted [51, 52], particularly by U.S. citizens, ubiquitous and invasive mon-
itoring through new technologies can have strong negative effects on employee perfor-
mance [53]. For example, a perceived invasion of privacy by an employers’ monitoring
activities negatively affects employees’ perceived procedural fairness, which can lead to
an increased computer misuse by employees [54]. As a result, research on workplace
monitoring typically does not focus exclusively on information privacy, but instead ex-
amines the impact of monitoring-related privacy concerns on direct determinants of job
performance [4]. These include, e.g., employees’ trust in management, work motivation,
job satisfaction, and psychological strain and stress. With a particular focus on the latter,
a number of recent studies have surveyed managers in the U.S. and Europe about the
barriers they perceive to the adoption of Internet of Things in the workplace for moni-
toring employees’ mental load and health [50, 52, 55]. They found that while managers
believed the technology could help counteract stress, they generally considered its inva-
siveness to be an intrusion into their employees’ privacy, and that the resulting privacy
concerns were the main barrier to Internet of Things adoption in practice [52, 55]. They
also expressed concerns about the legal basis provided by the GDPR, prompting Gauttier
[50] to call for expanded controls on employee use of wearables that allow fine-grained
co-determination over purposes, information types, and recipients.

behavioral explanations In search of explanations for when employees perceive
monitoring an invasion of privacy, several studies have applied CPM theory to workplace
monitoring to describe the tension that employees often perceive themselves as the own-
ers of information (e.g., work emails), but employers typically have the right to access
that information anyway [49, 56, 57]. Research has shown that there is little privacy tur-
bulence once privacy boundaries are established. Nevertheless, secret spying without
the employee’s knowledge, and monitoring personal matters are perceived as extremely
invasive [57]. Another important concern was to examine the negative effects of per-
ceived monitoring of computer-mediated communications in the workplace on trust in
management, job commitment, and perceived fairness [49, 56].

3.2.5 Privacy engineering

Work on privacy engineering targeting the employment context may be divided into
studies addressing (1) the development of guidelines and design principles for infor-
mation system use [92, 93, 94], (2) the application of human-centered design for the
implementation of employee and job applicant data subject rights [95, 96, 97], as well as
(3) the proposal and implementation of TOMs, including the implementation of PETs [84,
85, 86, 87, 88, 89, 90, 91].
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guidelines and principles With the goal of translating theoretical findings from
information systems research and formal legal requirements into practical recommen-
dations, some researchers derived design principles and guidelines for various organi-
zational information systems. Voss et al. [93] surveyed user requirements for personal-
ized assistance systems that respect employees’ right to self-determination. Based on a
persona approach, they derived eight design principles, taking into account PbD. Their
principles primarily focus on making the scope and risks of personal data processing
transparent to employees, but also provide for the implementation of security and iden-
tity hiding mechanisms. Yassaee [94] derived principles for the design of occupational
health systems that do not inflate employees’ perceived privacy risks. For this purpose,
they first derived different sets of principles addressing different determinants of tech-
nology acceptance. Employees’ perceived effectiveness of the different principles was
then assessed using storyboards. They found that principles addressing procedural fair-
ness (e.g., notice, consent) were valued the most. Similarly, Mannhardt et al. [92] ana-
lyzed the privacy challenges associated with the use of process mining on data collected
from employees in industrial environments. Taking into account the rights and princi-
ples of the GDPR and PbD, they developed contextual guidelines for the implementation
of transparency and intervention mechanisms as well as TOMs.

employee data subject rights A number of studies aimed at the implementa-
tion of employee data subject rights under the GDPR. Polst et al. [96] conducted two
workshops with employees in Germany to investigate their requirements towards trans-
parency and self-determination when implementing company privacy dashboards. They
found that employees demanded insight into the personal data stored and the under-
lying permission system. They also expected their employer to handle the data in a
legally compliant manner and placed high demands on the usability of the tool. The
authors then derived a requirements model and a data usage model for implement-
ing privacy dashboards, but never implemented a dashboard themselves. In contrast,
Sahqani and Turchet [97] conducted a full co-design study with employees of a Finnish
consulting firm to develop a “MyData” dashboard. The service provides employees with
transparency and control over personal data processed for business processes and by en-
terprise applications. Subsequent usability testing showed that employees had a better
sense of control over their personal information when using the tool than before. Further-
more, Gonçalves et al. [95] developed a GDPR-compliant document management system
for the HR department to manage job applications. Employees from various enterprises’
HR departments were involved in the requirements elicitation and development process,
but the solution focused on GDPR compliance in terms of implementing job applicants’
data subject rights.

technical-organizational measures In the area of system design and soft-
ware engineering, we have identified several papers that address the implementation of
TOMs and PETs to protect employee privacy. Regarding the tracking of employees, Lucke
et al. [90] proposed a client-site semi-automatic computer vision based system to provide
accurate and reliable location information while preserving employees’ privacy in smart
factories. Similarly, Jandl et al. [86] conducted a case study in which they developed
a privacy-friendly asset tracking system for an Austrian metal parts company. After
identifying issues with the architecture, control capabilities, and configurability of com-
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mercially available asset tracking systems, they revised the system to incorporate PbD.
Based on feedback from the company’s managers and technical staff, they implemented
measures to make the processing transparent and to demonstrate accountability.

Turning to privacy issues in authentication, Müller [91] proposed two methods that
use either anonymous credentials or organizational measures to ensure the anonymity
or pseudonymity of employee logon behavior. In weighing the risks of the two ap-
proaches for use in small and medium-sized enterprises, they concluded that there was
a tradeoff between the monetary costs and employee trust. Related to this issue, scholars
have investigated privacy threats raised by radio-frequency identification technology in
the workplace, including information leaking, tracking, and inventorying [89]. Karger
[87] further conducted a formal analysis of the privacy and security threats posed by
government employee ID cards and proposed extensions to the protocol and standard
to protect cardholder privacy from unintended information leakage.

Regarding the use of corporate security protection measures, Kim and Kim [88] ad-
dressed privacy risks posed by data leakage prevention systems and proposed a log
anonymizing method and system architecture as a mitigation strategy. Likewise, Gudo
and Padayachee [85] analyzed the threats to employee anonymity and confidentiality of
private information resulting from malware scanning in organizations that have adopted
BYOD. In response to the lack of privacy properties of existing solutions, they developed
a malware detection framework, in which they proposed the use of multiple privacy-
preserving modules for different malware detection measures. In addition, Fahrenkrog-
Petersen et al. [84] addressed the hazards of using process mining on detailed log data
in tech-enabled industries. They presented an event log sanitization algorithm based on
t-closeness to protect employees from trace linking attacks that would reveal identity,
membership, and attributes.

Last but not least, Gan et al. [270] conducted a qualitative study in which they inter-
viewed nine employees from a Malaysian company that had implemented PETs to protect
the personal data of their customers. They found that, depending on the job profile, PETs

had a different impact on employees’ workload and time to complete tasks. Moreover,
they found that communication and data access became more systematic and replaced
other communication channels. Besides, employees considered PETs useful to protect per-
sonal data and accepted both the technology and the subsequent changes to the work
processes. However, their participants noticed deficiencies in the limited communication
strategy by their employer, and raised concern about the PET’s vendor having access to
personal data and a lack of feature updates.

3.3 methodologies , sampling , and participants

In addition to categorizing the studies into different topics, we also divided them into
six different types of methods employed, and four types of participants involved. We
also identified a total of 15 different samples used in the studies. In doing so, our litera-
ture review reveals some major biases in previous studies of information privacy in the
employment context. A summary of these findings is presented in Figure 3.1.
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Figure 3.1: Quantification of identified methods, samples, and participants in employee privacy
research. Studies are counted multiple times if there were multiple methods, samples,
and participants used.

3.3.1 Methods

Starting with the methods, we concentrate on empirical studies that included partici-
pants. We discovered that more than half of the studies relied heavily on quantitative
research methods, primarily surveys. The majority of papers that reported a quantita-
tive survey design relied on causal modeling derived from privacy macro models and
various behavioral theories. As such, their surveys were mostly based on well-defined
scales to apply some form of Structural Equation Modeling (SEM) or regression analy-
sis to test their hypotheses. This also applies to experiments that compared different
treatments. Few exceptions made use of open-ended online surveys [127], and mixed
methods approaches [118]. A summary of all analysis techniques identified is provided
in Figure 3.2.

Furthermore, the number of qualitative studies found is much smaller (cf. Figure 3.2).
Such studies were mainly based on semi-structured interviews and a form of coding
inspired by either grounded theory or thematic analysis [30, 33, 259, 265, 270]. The
very few studies conducted with a HCD approach or systems engineering also used
requirements analysis and usability testing [95, 97].

3.3.2 Study samples

Regarding the samples used, we found that more than half of the studies reported using
U.S. samples, while one third of the studies included samples from Europe, especially
Germany [2, 3, 31, 33, 38, 39, 41, 55, 96, 259]. However, samples from other parts of the
world are rarely represented. This highlights a clear bias in current privacy research to-
wards influences from Western cultures. In addition, there is also a clear bias towards the
subject of the studies (cf. Figure 3.3). U.S. samples have particularly dominated studies



52 information privacy in employment : a literature survey

(C
o)V

ar
ia

nce

(P
LS-)S

EM

Cen
tr

al
 te

nden
cy

Corr
el

at
io

n a
nal

ysi
s

D
es

cr
ip

tiv
e 

an
al

ysi
s

Fa
ct

or a
nal

ysi
s

G
ro

unded
 th

eo
ry

 a
ppro

ac
h

Reg
re

ss
io

n

Req
uire

m
en

ts
 a

nal
ysi

s

Them
at

ic
 a

nal
ysi

s

U
sa

bili
ty

 te
st

Experiment

Quantitative survey

Qualitative survey

System engineering

Human-centered design

Method A
nal

ysi
s

4

7 15

2

5 4 2

1

6

4

4

8

1

1

2

3

1

2

Figure 3.2: Cross table of method and analysis used in related work. Studies are counted multiple
times if there were multiple analysis techniques applied. The figure excludes papers
not having participants.

on job application (79%) and information privacy perceptions (60%), but are completely
absent from privacy engineering studies. Studies with samples from Europe, on the
other hand, have focused strongly on information system use, privacy engineering, and
workplace monitoring, but have largely omitted the field of information privacy percep-
tions. In fact, only three studies with samples from Germany and the UK have focused
on this topic. We note that the studies from Germany were published only recently, after
our own research had already been completed. Consequently, today’s theoretical foun-
dations for understanding employees’ perception of information privacy in employment
are based almost entirely on an Anglo-American view. This bias was also reported in
another recent literature review on workplace privacy [25].
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3.3.3 Study participants

In terms of participants, two-thirds of the studies that involved participants included
employees. Students were still present in 17% of the studies. This was particularly the
case in studies on job application [58, 63, 64, 65, 68, 76]. True job applicants, on the other
hand, were only found in two studies [66, 70].

3.4 demarcation of this dissertation

This section summarizes how this dissertation demarcates itself from related work and
topics outlined above. To this end, we have divided the topic areas into three categories
that reflect the means by which employee privacy has been studied.

3.4.1 Privacy as a determinant to employee acceptance

Three themes have in common that employee privacy is studied predominantly from
an organizational perspective, examining privacy as only one of many determinants
that influence employee acceptance of certain policies and technologies: Work related
to information system use is primarily concerned with examining employees’ adoption
of technology from a change management perspective to ensure return on investment;
work related to job application concerns applicants’ acceptance of potentially privacy-
invasive screening measures employed by organizations; and work related to workplace
monitoring and surveillance concerns employees’ acceptance of potentially intrusive mea-
sures and technologies. All these topics aim to examine potential negative and adverse
effects caused by employees’ privacy concerns, and to identify individual privacy factors
that favor employees’ adoption. Thus, employees’ views primarily serve as a means to
an end to provide benefits to employers.

This dissertation demarcates itself from these works by taking an opposite view, con-
sidering privacy not as a factor of acceptance, but as a fundamental right to be imple-
mented, and whose exercise by employees must be guaranteed by legal and social norms.
Instead of a fragmented view of individual privacy factors, we present a holistic view
of employees’ conceptualizations of the right to privacy. Consequently, this dissertation
complements previous work by providing missing fundamental knowledge for privacy
engineering and research to holistically consider the right to privacy in systems engi-
neering and information systems implementation. This dissertation thus contributes to
the identification of additional factors of employee privacy to consider not only organi-
zational concerns, but also legal, social, ethical, and employee requirements regarding a
right to privacy that need to be taken into account.

3.4.2 Conceptualizing privacy as an opt-out right

The vast majority of research throughout all topics presented above is based on quan-
titative surveys and experiments that build on established theories and macro models,
which in turn are based almost exclusively on studies from the Anglo-American world,
where employee privacy is far less normatively protected by legal frameworks than in
Central Europe [82, 83]. As a result, previous work suffers from two major issues, which
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this dissertation counters. First, previous work is strongly embedded in the U.S. con-
text well before modern privacy laws, in which privacy is framed as the right to freedom
from intrusion [81]. According to this view, the processing of employee personal data
is always allowed, unless employees prove an expectation of privacy for a specific pro-
cessing operation, which, however, is rarely recognized in practice [82, 83]. As a result,
privacy is conceptualized as an “opt-out right”, in which privacy is shaped by laws or
court decisions that explicitly prohibit certain processing. Obviously, this view is dia-
metrical opposed to the view of privacy as the fundamental right to informational self-
determination, which conceptualizes privacy as an “opt-in right”. The Anglo-American
view thus strictly contradicts the principle of “prohibition with subject of permission”
in Central Europe and Germany (cf. Section 2.2.4). Thus, previous work is subject to
different legal and social norms, and its application to Germany and Europe would
contradict the principles of both information privacy (cf. Section 2.1) and privacy engi-
neering (cf. Section 2.3). Consequently, previous work does not reveal how employees
conceptualize the design of a “right” to privacy in the first place. As a result, previous
works’ results, in particular those related to the topic employee privacy perceptions, are
simply not applicable to the implementation of employees’ right to privacy under the
right to informational self-determination.

This dissertation addresses these issues by providing preliminary fundamental knowl-
edge of theoretical and abstract concepts of employee privacy, taking into account mod-
ern and European perspectives. In this vein, we present the first conceptualizations of
employees’ right to informational self-determination and in-depth empirically derived
findings on employees’ privacy perceptions. These findings lay the foundation for fu-
ture research and privacy engineering processes of knowledge management, risk manage-
ment, stakeholder needs and requirements, and both system and architecture definition (cf.
Section 2.3).

3.4.3 Privacy implementation

In general, all approaches to guidelines and principles, as well as most approaches to
PETs, suffer from the fact that their design is based on knowledge outside the employ-
ment context and that the actual stakeholders, i.e., employees, were not involved. As
such, the results lack an empirical foundation that does justice to the contextual na-
ture of privacy (cf. Section 2.1) and conflict with the requirement to respect contextual
factors in privacy engineering (cf. Section 2.3). Our work proves that contextual differ-
ences exist, but also provides missing contextual, empirical insights about employees’
conceptualizations of privacy that were lacking.

In addition, work on PETs has focused on privacy-by-architecture approaches from
a purely technical-legal point of view, neglecting the socio-technical nature of privacy.
Work that focused on the implementation of data subject rights neglected the limited
self-determination rights of employees. Our work complements previous approaches
by being the first to focus on the key role of data processing employees for employee
privacy protection and providing the first privacy pattern for employee personal data
management resulting from a UCD study. The findings support researchers and privacy
engineers, especially in the processes of knowledge management, architecture definition, and
design definition (cf. Section 2.3).
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3.5 summary

In this chapter, we have presented the current state of research on information privacy
in employment. We have shown that most of the research emphasis is on investigating
(adverse) behavioral effects. Although the topics covered are complementary to our own
research objectives (cf. Section 1.2), they often reside in theories that primarily aim to
identify and address issues of technology acceptance and organizational compliance.

Moreover, previous work is subject to an enormous cultural bias, especially through
U.S. samples and conceptualization of privacy that are deemed incompatible with Euro-
pean views of privacy. Therefore, previous results must be regarded with caution when
being applied today. Our research addresses this issue by providing preliminary and
holistic insides on employees’ perceptions in Europe under the right to informational
self-determination.

In addition, most work on privacy engineering has focused on ensuring employee
anonymity in log data, or developing remediation strategies, either in the form of de-
sign principles or through PETs. However, only two studies have employed a comprehen-
sive UCD approach and actually developed and tested a prototype with employees. Our
work complements previous work in that we provide fundamental knowledge useful to
design employee data subject rights. We also extend previous efforts by broadening the
view to include data processing employees in the protection of employee privacy and
providing the first privacy pattern specific to this stakeholder group, emerging from a
UCD process.





4
P R O B L E M S TAT E M E N T A N D R E S E A R C H Q U E S T I O N S

Problems are not stop signs,
they are guidelines.

— Robert H. Schuller

Our review of available work on information privacy in employment, presented in Chap-
ter 3, revealed some major biases and limitations in terms of its applicability to the
implementation of employees’ right to privacy. Particularly striking is the lack of in-
sights on employees’ conceptualizations of a right to privacy in a European context,
which is urgently needed for the necessary privacy engineering process to implement
employee-centric privacy controls. Another shortcoming is the focus on PETs that ignore
employees’ perspectives, or on PETs that solely target employees in their role as data
subjects. These shortcomings prevent the implementation of effective privacy measures,
i.e., measures that preserve employees’ freedom and exercise of rights, under the foun-
dations set forth in Chapter 2; either, because lacking fundamental knowledge prevents
privacy engineering processes being performed correctly, or because restrictions of em-
ployees’ rights under employment hinder them from protecting their own privacy to
an extent known from other contexts. In the following, we discuss both shortcomings
and, in particular, highlight the resulting research questions that are addressed in this
dissertation. In Section 4.1 we focus on issues related to the generation of fundamental
knowledge regarding employees’ conceptualizations of privacy in a European context.
We then address issues related to the lack of consideration of data processing employees
in Section 4.2. Finally, we conclude this chapter in Section 4.3 with a summary of the
identified problem areas and research questions.

4.1 employees’ conceptualizations of modern and eurocentric privacy

In laying out the foundations of this dissertation in Chapter 2, it was shown that with the
GDPR coming into force in 2018, the European understanding of privacy has dramatically
influenced the discourse on privacy protection worldwide with numerous jurisdictions
following the regulation’s lead. Thus, the core principles associated with recognizing
informational self-determination as a fundamental right in an information society will
also have a significant impact on how privacy is shaped in employment contexts, both
today and in the future. Our literature review in Chapter 3 revealed, however, that the
current state of research on employee privacy does not reflect this development. In-
stead, it remains within a historically U.S.-influenced framework, which tends to define
privacy in terms that are incompatible with the European and German conception of pri-
vacy (cf. Section 3.4.2). Thus, for the implementation of employee privacy under the right
to informational self-determination, there is simply a lack of indispensable fundamental
knowledge to do justice to the nature of privacy as a socio-technical and not a purely
technical-legal matter (cf. Section 2.3 & Section 2.4). According to the state of the art
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and best practices in privacy engineering and usable privacy [8, 9, 12, 13, 15, 16, 23, 24],
fundamental knowledge required in essential systems engineering processes, such as
knowledge management, risk management or stakeholder needs and requirements, refers to
a stakeholder-specific understanding of factors including, but not limited to, privacy
needs, awareness, concerns, and capabilities, as well as theoretical and abstract privacy
concepts, such as mental processes related to privacy issues and perceptions of personal
data. To summarize, what is essentially required is fundamental knowledge of how
employees conceptualize (the right to) privacy. Indeed, our literature survey in Chap-
ter 3 revealed a lack of holistic evidence on employee privacy perceptions in relation to
contemporary and Eurocentric concepts of privacy (cf. Section 3.4.2), which is in stark
contrast to research on user privacy in the online context [208, 213, 214, 271, 272]. We
argue that such efforts must be extended to the employment context to generate insights
that contribute to a modern understanding of privacy in employment relationships and
have high practical relevance for the effective implementation of employees’ right to
privacy. To address this concern, we divide our research on this topic into the broader
conceptualization of the right to informational self-determination in employment and
the conceptualization of the perception of personal data.

4.1.1 Internal conceptualizations of informational self-determination

The broader challenge of employee-centric privacy design is to develop processes, sys-
tems, and privacy controls that meet both legal requirements and business needs, but
also the (privacy) needs, requirements, capabilities, and concerns of employees (cf. Sec-
tion 2.3). In particular, legally mandated privacy controls that employers must imple-
ment and guarantee can only protect privacy in employment to the extent that they
align with employees’ awareness and perceptions of personal data processing as well as
their privacy rights and obligations. In HCI methodological terms, the challenge is there-
fore to match employees’ “mental models” of information privacy with the legal and
organizational framework’s “conceptual model” of the “target system” information pri-
vacy (cf. Section 2.4.3). In the presence of distortions, appropriate corrective actions must
be taken to develop privacy controls that are deemed effective, efficient, and satisfactory.

A lack of alignment is likely to render privacy controls ineffective, either because em-
ployees are unable to exercise their rights, or because they perceive a violation of their
privacy, as the controls do not meet their expectations. This would not only render the
principles of the GDPR and the right to informational self-determination absurd, but also
mean that employers do not fulfill their accountability to uphold these principles (cf. Sec-
tion 2.2). Additionally, known adverse effects in the employer-employee relationship
may occur, such as declining trust in employers, misuse of information systems, declin-
ing work performance, or falsification of personal data [3, 4, 31, 49, 53, 54, 56, 64, 70, 77].

To address these issues and fill existing knowledge gaps, we explore employees’ con-
ceptualization of privacy to provide deep insights into employees’ understanding of the
right to privacy, data processing, data flows, expected safeguards, and threat models.
This leads to our first research question:

RQ1 “What are employees’ internalized conceptualizations of the privacy framework
under the right to informational self-determination in employment?”
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Answering this question addresses research gaps of a theoretical nature by com-
plementing previous work that has focused only on the conceptualization of privacy
through privacy macro models for the purpose of measurement [73, 125, 259, 265], and
separated the dimension of information privacy from other dimensions [118]. The an-
swer to the question is also of practical importance, as it makes the system “privacy in
employment” tangible and lays the foundation for both HCD and privacy engineering in
the employment context under usable privacy aspects [12]. In particular, gained insights
are useful to build knowledge repositories with high contextual validity, determine
employment-specific risk probabilities and threats, elicit and define stakeholder and
system requirements, and assess and select appropriate architectures (cf. Section 2.3).
Furthermore, answering this question helps researchers, designers, and engineers to
grasp what understanding and needs underlie the elicitation of requirements in earlier
user-centered approaches [96, 97] and how their concrete transformation into system
requirements can succeed (cf. Section 2.4.3).

4.1.2 Privacy perceptions of personal data

An essential element in the conceptualization of privacy is the concept of personal data
it contains, which is thus also of great relevance for privacy engineering and human-
centric privacy research [9, 12, 15, 16, 143]. As laid out in Section 2.2, employees have
limited ability to decide on the nature and extent of personal data processing because
laws or employers’ interests outweigh employees’ privacy interests. Yet, most of these
data are perceived by users as highly sensitive in the online and marketing contexts [271,
273, 274]. In addition, numerous studies on online environments, smart device use, and
marketing show that different types of personal data are also perceived differently by
users in terms of sensitivity [245, 246, 271, 273, 274, 275, 276, 277, 278, 279, 280]. In
contrast, knowledge on perceived data sensitivity in the employment context is strictly
limited to work from the U.S. prior to 2000 [66, 79, 80, 281]. However, the extent to
which the mandatory disclosure of much personal data affects employees’ perceptions
of data sensitivity and willingness to disclose data has not been studied, despite the
increase in disclosure. This is complicated by the fact that privacy is known to be a
contextual concept [26, 27, 28], making it infeasible to generalize results from other
research areas and cultures with different social norms to the employment context in
Europe and Germany in particular. Consequently, the current situation prevents the
effective application of usable privacy design strategies.

differences in perceptions of personal data In the absence of insights,
practitioners today have no choice but to adhere to formal classifications of data sensi-
tivity prescribed by applicable standards and legal texts (cf. Section 2.2.3). This imposes
a purely technical-legal view that ignores socio-technical aspects, in that it is unclear
whether formal classifications of personal data are consistent with employees’ percep-
tions of what constitutes sensitive data and their willingness to disclose truthful data.
As a result, essential prerequisites of user-centric privacy engineering are not fulfilled,
which then leads to unfounded conclusions for the implementation of privacy controls
and system architectures [15, 16]. This increases the risks of provoking a perceived in-
vasion of privacy for employees and unnecessarily straining the employer-employee
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relationship [9]. Employees may also perceive privacy controls as useless because they
do not receive the control or information they expect.

For these reasons, privacy research in other domains has aimed to explore perceptions
of personal data and identify different groups of data to better understand and design
data processing activities [251, 271, 273, 274, 278, 282]. We argue that similar efforts need
to be made for the employment context in order to provide designers and engineers
with contextual and empirically derived results. This leads us to the formulation of our
second research question:

RQ2 “How do personal data differ in terms of their perceived sensitivity and willingness
to disclose by employees?”

Research further suggests that perceived data sensitivity and willingness to disclose
are influenced by numerous antecedents (i.e., factors related to privacy) studied in pri-
vacy macro models (cf. Section 2.4.4) [69, 245, 246, 274, 276]. Our literature review in
Chapter 3, however, revealed gaps in the understanding of these determinants; numer-
ous antecedents have been examined solely in the context of the intention to use a
particular information system or to accept organizational procedures. Unlike previous
research, we seek to understand which antecedents affect employees’ perceptions of
personal data and how this relates to different types of personal data. We also aim to
understand how employees’ conceptualization of privacy affects these antecedents. We
thus formulate our third research question:

RQ3 “Which antecedents influence employees’ perceptions of personal data?”

Answering these questions fills glaring gaps in research on theoretical and abstract
concepts of employee privacy [25]. At the same time, the results (1) provide the missing
fundamental knowledge for privacy engineering to create employee-centric data tax-
onomies [16] and translate them into effective privacy strategies as part of a risk man-
agement process [10, 99], (3) to develop employee-centric privacy controls [16], and (4)
to understand privacy spheres in employment and derive appropriate solutions [15, 20].

employee groups and clusters Privacy research has made enormous efforts to
account for individual differences by categorizing people into groups. Segmentations
of people are found useful (1) to assess the willingness to disclose in marketing set-
tings [283], (2) to study the impact of service features on different users [284], (3) to
serve developers and service providers in developing products [285], and (4) to help
resolve the privacy paradox [286]. Most attempts classify people based on their privacy
concerns [280, 283, 285, 286, 287, 288, 289, 290, 291, 292]. Fewer attempts are based on
people’s perceived data sensitivity, willingness to disclose, and behavior [251, 293, 294,
295, 296]. For the employment context, however, our literature review revealed that no
comparable approaches to segmentation have been pursued to date. Indeed, little atten-
tion has been paid to the element of uniqueness in employees’ privacy perceptions over-
all. Yet, the high level of diversity among employees is unlikely to allow for a uniform
model of privacy perceptions. We expect that privacy engineering for employee privacy
would therefore benefit from considering the uniqueness of privacy perceptions in the
manner described above. Consequently, we formulate our fourth research question:

RQ4 “Can employees be categorized based on different perceptions of personal data?”
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Addressing this issue contributes to filling existing research gaps [25], and is also
timely and important as more and more data about employees are collected and pro-
cessed. Answering this question can be leveraged for the design of user-centric PETs and
TETs, by understanding which data are perceived as sensitive by employees and what
differences exist among employees.

4.2 data processing employees as levers for employee privacy

Turning towards practical issues of implementing employee privacy in organizations,
our literature review in Chapter 3 illustrates clearly that current efforts focus on either
data minimization through anonymization, or to apply techniques of HCD to implement
data subject rights. While these are essential contributions for the preservation of em-
ployee privacy, this state does not do justice to the fact that employee personal data are
often required for numerous business processes in a non-anonymized form, and that em-
ployees are often obliged to disclose personal data while the legal framework restricts
rights to data correction (cf. Section 2.2.5). The preservation of employee privacy there-
fore depends to a large extent on both the correct implementation of TOMs by employers
and the correct application of TOMs by data processing employees, i.e., the entities who
process other employees’ personal data on behalf of the employer.

For this to succeed, TOMs must incorporate usable privacy criteria and thus be de-
signed human-centered to meet the needs of data processing employees [12, 16]. Privacy
research, however, has so far ignored this stakeholder group and its unique responsi-
bility for protecting employee personal data. Instead, TOMs have been viewed almost
exclusively from the perspective of data subjects [19] and from the perspective of or-
ganizations [297]. With regard to the latter, research has focused on the overall GDPR

readiness of organizations and focused exclusively on the perspective of employees in
management positions. While there have been HCD approaches to privacy policy man-
agement tools, these have also focused only on the perspective of managers [98]. To
summarize, the requirements and perspectives of data processing employees as a key
user group of TOMs have simply been neglected. In terms of privacy engineering of TOMs

under aspects of HCD, this means that there is a lack of foundations, such as privacy pat-
terns and PETs for implementing PbD principles. This situation clearly contradicts the
fact that the implementation of PETs has been shown to cause workflow disruptions and
unintended side effects, such as increased workload for data processing employees [270].

As a result, we argue that the effective implementation of TOMs necessitates user-
centric approaches for those who process employee personal data, as they occupy a
fundamental position when it comes to putting data protection goals into practice. This
view is consistent with calls from the security and privacy research community to ex-
pand the scope beyond data subjects to include, e.g., administrators and developers [298].
Accordingly, this leads us to the following research question:

RQ5 “How can data processing employees be effectively, efficiently, and satisfactorily
supported in the data protection compliant processing of employee personal data?”

Answering this question not only fills research gaps, but also has practical significance
for the design of employee personal data processing. By understanding stakeholder re-
quirements, the results facilitate the effective consolidation of business processes, data
management processes, and data protection processes to meet key principles of PbD,
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such as privacy as the default, privacy embedded into design and full functionality - positive
sum, not zero-sum (cf. Section 2.3.1). In addition, we expect that usable TOMs promote
privacy-compliant handling of personal data by data processing employees, thereby
reducing the risks of data breaches and supporting employers in their accountability
obligations. The insights gained also contribute to deriving principles and patterns for
the implementation of TOMs, which can then support privacy engineering in architecture
definition and design definition processes (cf. Section 2.3). Employers, developers, and re-
searchers are thus given the opportunity to address further aspects in the future design
of TOMs for employee privacy.

4.3 summary

In this chapter, we defined our problem statement and derived our research questions
based on the foundations presented in Chapter 2 and our literature review laid out
in Chapter 3. The problem statement breaks down into two problem areas. The first
is to lay important foundations for employee-centric privacy engineering, i.e., privacy
engineering that incorporates human factors and takes into account employees’ views,
expectations, and capabilities. To this end, we derived four research questions that aim
to generate fundamental knowledge about employees’ conceptualizations of privacy, tak-
ing into account factual privacy law and the specifics of the employment context. More
specifically, RQ1 targets to understand employees’ conceptualizations of (the right to)
privacy in employment, while RQ2 - RQ4 aim to understand the conceptualizations
and perceptions of employee privacy in relation to personal data in particular.

Second, we complement previous attempts to enforce employee privacy rights by shift-
ing the focus to data processing employees and their responsibility for employee privacy
due to employees’ limited self-determination rights. To this end, we derived research
question RQ5 that focuses on developing usable solutions for data processing employ-
ees to assist them in handling employees’ personal data in a privacy-compliant manner
and, as a consequence, to support employers in their accountability obligations.
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T O I N F O R M AT I O N A L S E L F - D E T E R M I N AT I O N

A conceptual model is an explanation,
usually highly simplified, of how some-

thing works. It doesn’t have to be complete
or even accurate as long as it is useful.

— Donald A. Norman

In this chapter, we address the current lack of understanding about employees’ internal
conceptualization of the right to privacy under RQ1, derived in Section 4.1. To this end,
we explored potential issues by conducting a semi-structured interview study with 27

employees in Germany and elicited mental models of the right to informational self-
determination. Based on our publications [100, 101], this chapter provides insights into
employees’ (1) perceptions of different categories of data, (2) familiarity with the legal
framework regarding expectations for privacy controls, and (3) awareness of data pro-
cessing, data flow, safeguards, and threat models. The resulting findings provide valu-
able input for the design and engineering of employee-centric privacy controls, privacy-
friendly systems, and privacy-friendly processes

The remainder of this chapter is structured as follows: First, we present the back-
ground and research model in Section 5.1. This is followed by details on our procedure
and methods for designing and conducting our study, along with details on ethical con-
sideration and data analysis in Section 5.2. Next, we present employees perceptions of
categories of data in Section 5.3, followed by employees’ conceptualizations of the right
to informational self-determination in Section 5.4, and insights on employees’ percep-
tions and awareness of personal data processing in Section 5.5. Afterwards, we discuss
our results’ implications in Section 5.6, and discuss limitations of our study in Section 5.7.
We finally conclude this chapter, summarizing our findings in Section 5.8.

5.1 background and research model

To address RQ1 “What are employees’ internalized conceptualizations of the privacy frame-
work under the right to informational self-determination in employment?” we subdivided our
research into three key research topics, as detailed in the following subsections.

5.1.1 Perceptions of categories of data and terminology

The right to informational self-determination stipulates different rules for the processing
of different categories of data (cf. Section 2.2.3). Legal texts use different terms both to re-
fer to such categories and to express rules for processing. In practice, employees are often
confronted with both legal and non-legal terms when interacting with data protection
guidelines or software. However, the terms are used inconsistently and are attributed
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with different meanings in different contexts. For example, we found that privacy poli-
cies in office clouds use terms interchangeably or add non-privacy related terms, and
even use the same terms to describe access rights (e.g., “private” document or calendar)
without considering the exact legal meaning [106]. To date, it is unknown how em-
ployees perceive these terms and the implied legal meanings. Since legislation obligates
employers to “provide any information [...] using clear and plain language” (Art. 12 GDPR),
identifying potential misconceptions is of high practical relevance. To provide prelimi-
nary insights on employees’ perceptions and familiarity with these terms, we derive the
following sub-research question:

RQ1a “What are employees’ conceptualizations of different categories of data under
common terminology found in practice?”

5.1.2 Concepts of informational self-determination

As outlined in Section 2.2, the employment context grants extensive information rights
to employees, but only limited intervention. Data processing is permitted without em-
ployees’ formal consent if the processing is either indispensable, or permitted by the
national laws or collective agreements. Compliance with legal obligations can generally
be audited by DPOs and employee representatives. To reveal employees’ conceptualiza-
tions of the current organizational and legal framework, as well as their requirements
for transparency and intervention, which they derive from their right to privacy, we de-
rive the following sub-research question:

RQ1b “What are employees’ internalized conceptualizations of the right to informa-
tional self-determination in employment?”

5.1.3 Awareness and perception of personal data processing

Past studies revealed that people have a poor understanding of the data flow and in-
frastructure of information systems they use every day [232, 299]. However, adequate
awareness of these aspects is vital in drawing accurate conclusions regarding security
and privacy [12, 23, 300, 301]. In the case of the processing of personal data, according to
Art. 13 and Art. 14 GDPR, this also includes being aware of when and how personal data
are disclosed. In this regard, the legislator has clarified that people “should be made aware
of risks, rules, safeguards and rights in relation to the processing of personal data and how to
exercise their rights” (Recital 39 GDPR). To date, however, it remains largely unknown how
employees’ privacy awareness is shaped. Although employees are known to expect their
personal data to be protected [35], it remains unknown what employees believe with
respect to which precise safeguards are implemented, and which threat models exist.
Similarly, there is a lack of insights into what privacy invasions by employers employees
actually anticipate. To investigate employees’ perceptions of personal data processing,
including their perceptions on safeguards and threat models, we derive the following
sub-research questions:

RQ1c “How do employees perceive the process of self-disclosure?”
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RQ1d “What are employees’ awareness of data processing with respect to data stor-
age and data flow?”

RQ1e “What are employees’ conceptualizations of implemented safeguards to protect
privacy in employment?”

RQ1f “What are employees’ conceptualizations of threat models to privacy in employ-
ment?”

RQ1g “What potential invasions of privacy by employers are employees aware of?”

5.2 methodology

To answer our research questions, we conducted a mental model study based on semi-
structured interviews with 27 employees from Germany during the period July until
September 2019, and in August 2020. We chose a mental model approach, because men-
tal models themselves represent the conceptualizations we aim to identify and because
mental models have been used before to answer similar research questions (cf. Sec-
tion 2.4.3). In the following, we discuss how we addressed ethical considerations in
Section 5.2.1, followed by details on the applied methodology in Section 5.2.2, the inter-
view guidelines in Section 5.2.3, the study procedure in Section 5.2.4, the participants’
recruitment in Section 5.2.5 and demographics in Section 5.2.6, and on the evaluation
and data analysis in Section 5.2.7.

5.2.1 Ethical considerations of the study

We made sure to minimize potential harm to the employees participating in our inter-
view study by adhering to the ethics code of the German Sociological Association as
well as the standards of good scientific practice of the German Research Foundation.
Our study complies with the strict national and European privacy regulations, and was
approved by the works council and/ or the management of organizations we contacted
for recruitment. All participants were informed of the basic content and objectives of the
study, and were asked to provide informed consent. After the interview was completed,
we disclosed full information on the background of the study. We collected data anony-
mously when possible or when not possible, pseudonymized or anonymized the data
after the interviews. In particular, we removed all direct identifiers from the transcripts.
Any contact information was stored separately and was not linked to the participants’
responses. Participants were informed about withdrawing their personal data during or
after the study. For this purpose, we supplied a deletion token at the beginning of the
study. We particularly emphasized that aborting the interview would have no negative
consequences, and assured employees that neither their participation nor the interview’s
content were to be reported back to employers or management.
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5.2.2 Method selection

The elicitation of mental models requires the extraction of subjects’ internal represen-
tations and can be done either directly or indirectly [302]. Direct methods assume that
respondents are able to articulate their trains of thought. Indirect methods are based
on researchers’ interpretations of a statement or observation. A common procedure is
using open-ended semi-structured interviews [223]. They allow participants to express
themselves freely and allow the interviewer to clearly work out relevant aspects by ask-
ing targeted follow-up questions. In contrast, focus groups may not allow for the same
insights, as participants may not share their personal opinions or may adapt them due to
group dynamics [303]. We therefore decided to conduct individual interviews. For these
interviews, different methodologies are available, including card-sorting tasks, verbal,
and graphical methods. All of these methodologies present different advantages and
limitations [304]. In order to overcome the limitations, a combination of at least two elic-
itation techniques is common [225, 227, 299]. Thus, we chose to conduct our interviews
using both verbal and graphical elements, as given that informational self-determination
is a highly abstract concept.

5.2.3 Interview guideline design

The main challenge in creating interview guidelines is to ensure that they cover all top-
ics of interest. To the best of our knowledge, there is no comprehensive model available
that could be used to deduce questions on the right to informational self-determination.
Thus, to design an appropriate interview guideline, we adopted an expert model ap-
proach [305], as it has been proven to be valuable in eliciting mental models on com-
puter security and privacy [240]. With this approach, we aimed to capture and sort
relevant aspects of the subject area of interest. In order to ensure the quality of the ex-
pert model, we executed an iterative development process: First, we derived an initial
version from selected themes on German and EU data protection laws. We then con-
ducted two expert group sessions with researchers from law, psychology, ergonomics,
IT systems engineering, as well as security and privacy (N=8). In the first session, the ini-
tial model was presented and discussed. We adjusted the model based on the feedback
gathered, which involved adding aspects of general privacy literature, as well as tech-
nical and organizational circumstances of workplace environments. The revised model
was discussed in a second session with the same group of experts. Subsequent changes
were again individually reviewed. The final model was divided into four categories:
(1) Common privacy terminology and processes that are relevant at the moment of data
collection; (2) steps of data processing; (3) negative and positive consequences for both
employees and employers; (4) transparency aspects of interest to employees. The expert
model and a diagrammatic summary of the development process is available in Fig-
ure 5.1. We derived interview guidelines from the model and revised them with three
researchers experienced in conducting interviews. We also conducted three pilot inter-
views with employees to fine-tune the questions and wording. Our interview guidelines
are available in Appendix B.1.
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Figure 5.1: Expert model of the right to informational self-determination in employment.
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5.2.4 Study procedure

In the interview, our participants were welcomed and briefed about the study proce-
dure and conditions. We asked for their consent to elicit drawings, hand writings, voice
recordings, and questionnaire answers. Each participant then summarized their job pro-
file and the technical tools used for work.

To examine RQ1a “What are employees’ conceptualizations of different categories of data un-
der common terminology found in practice?”, we presented the following six terms for cat-
egories of data in a random order to our participants: “Data” (German: “Daten”), “infor-
mation” (German: “Information”), “personal matters data” (German: “Persönliche Daten”),
“personal data” (German: “Personenbezogene Daten”), “personal identifiable data” (Ger-
man: “Personenbeziehbare Daten”), and “private data” (German: “Private Daten”). We then
asked them to give definitions and examples of the terms, taking into account their
employment and the previously mentioned working tools.

Next, to address RQ1c “How do employees perceive the process of self-disclosure?” and
RQ1g “What potential invasions of privacy by employers are employees aware of?”, we dis-
cussed various topics of control and transparency over personal data with our partic-
ipants. We asked them to explain their abilities and liberties in disclosing data to em-
ployers, and encouraged them to discuss ways in which their privacy could be violated.
To examine RQ1b “What are employees’ internalized conceptualizations of the right to informa-
tional self-determination in employment?”, we then asked for explanations of the concept
of informational self-determination and its relevance to the employment relationship.
We concluded the discussion with the question “what is informational self-determination in
employment?”

Following that, we used a drawing task to examine employees’ conceptualizations of
safeguards, threat models, and data processing under RQ1d-f. To this end, we presented
our participants a sheet with the different data types “bank details”, “salary”, “private
address”, and “telephone records” printed on it. Next, we asked our participants to
explain and sketch how and where that data are stored. We emphasized that there was
no requirement to provide technically correct sketches. We then asked to include all
parties in the drawing that are involved in preparing their payroll together with the
corresponding data flow. We concluded by asking participants to spot and mark the
places in the drawings which present the highest risk for data misuse, and to explain
how the authorized access to the data is ensured.

At the end of the survey, respondents filled out a demographic questionnaire and
were asked if they wanted to add anything to the discussion. Not including time spent
briefing and debriefing, the interviews lasted between 29 and 97 minutes.

Please note that referring to payroll preparation is a common choice to examine pri-
vacy related issues in employment relationships [306]. Employees are familiar with this
processing, and it involves the sharing of sensitive personal data, including the social
security number, name, address, birth date, marital status, religious affiliation, child al-
lowance, handicap allowance, and account number. In contrast, other types of data, such
employees’ or their children’s birth certificates, are often times inaccessible to employers
unless there are special regulations. Also, in Germany, people seldom share information
regarding their income level. This adds to the complexity of data flow and protection
needs, and requires employers to protect the data with TOMs. Lastly, processing of pay-
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roll information serves as a good proxy for studying awareness, because it restricts
the intervention, but not the transparency properties of the right to informational self-
determination.

5.2.5 Participant recruitment and enrollment

Since demographic variables correlate to different privacy perceptions [307], we aimed
to recruit a heterogeneous sample in terms of professional and socio-demographic back-
grounds. The sample was thus recruited to balance gender, work experience, age, job
profile, and organization size. We also took into account whether or not the processing
of personal data was a core activity of the participants’ job.

Initially, we contacted four organizations operating in various business areas and pre-
sented the content of the study to the respective management. After the organizations’
internal approval audits were completed, one organization required us to involve the
works council before approving recruitment. When required, we also briefed the di-
vision managers to secure their agreement and support for the study. We asked the
different managers not disclose the content of the study in advance to their employees.
We carried out targeted recruitment via e-mail invitations sent to various organizational
units (using internal mailing lists) and by asking employees directly to participate in
the study if their demographic details matched our recruitment target. To counteract
demographic imbalance, we also contacted employees outside these organizations. The
invitations asked recruits to participate in an interview on “general practices in dealing
with data at the workplace”, but did not reveal the exact purpose of the study. Interested
employees contacted the interviewers directly. If possible, the interviews took place on
the organizations’ premises to prime participants to the work context (N=19), or in our
laboratories (N=3), or via a web conferencing tool (N=5). Participants did not receive
any compensation from the interviewers, but some were allowed to participate during
their working hours and were exempted from normal duties.

5.2.6 Participant demographics

We recruited 27 employees in total (13 female, 14 male) from nine different organiza-
tions. Participant age ranged between 24 and 58 years (M=40.5, SD=10.4). Among these
participants, six worked in micro companies (< 10 employees), seven in medium com-
panies (< 250 employees), and 14 in large organizations (⩾ 250 employees). Typical for
office workers, the level of education in our sample was relatively high, as the minimal
educational level was secondary school and 17 participants held an academic degree.
For our analysis, we divided our participants into three groups of different professional
backgrounds and experience with data processing: The first group comprised adminis-
tration employees (N=9), who were mainly concerned with the management of financial
resources and project controlling. These participants mostly worked with central man-
agement software and processed personal data of other employees working for the same
employer. Two participants held leadership positions with staff responsibility. Computer
scientists and software developers formed the second group (N=11). They were divided
into areas of security engineering, requirements engineering, and B2B software for per-
sonnel management and stock control. Three participants worked in academia, and two
held a leadership or managerial position with staff responsibility. The third group com-
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prised employees with activities other than the processing of personal data and with-
out a computer science background (N=7). This group included two participants who
worked as technical engineers in the field of construction who performed mainly CAD-
related tasks, two participants who worked as sales staff for B2B software, and three
participants who worked in the field of communication and marketing, including me-
dia design and consulting (which involves exchanges with customers). One participant
held a leadership position with staff responsibility. A compilation of all participants’
demographic information is available in Table 5.1.

5.2.7 Evaluation and data analysis

We conducted a qualitative analysis of our interview data by carrying out both deduc-
tive and inductive coding. We chose this approach because it expanded the coding topics
covered by our expert model to include topics generated from the content of the inter-
view itself. For coding, we followed established guidelines and common practices for
semi-structured interviews [308, 309]. First, we segmented the transcribed audio record-
ings into thematic sections based on our interview guidelines. Two coders (A, B) then
reviewed the material several times in depth and discussed the topics and themes they
encountered.

For deductive coding, the previously created expert model was used as the codebook.
Both coders independently coded a randomly selected 50% subset of the interviews. In
a subsequent revision step, a “negotiated agreement approach” [308] was used to dis-
cuss disagreements and resolve coding differences by revising the categories and coding
scheme in order to avoid interpretation bias. Afterwards, the same two coders coded all
interviews. Gwen’s Gamma (AC2) [310] was used as a measure of the quality of the Inter-
Rater Agreement (IRA) as it takes into account the kappa-paradox, a problem where low
kappas occur despite a high percentage of agreement [311]. For the results’ interpreta-
tion, only codes with at least moderate agreement (IRAAC2 > 0.74) were respected.

To generate themes using inductive coding, the principal investigator [308] coder A
(the author of this dissertation) carried out line by line coding using a mixture of open
coding and in vivo coding on the sections of interest. Next, codes of the same topic were
merged. The remaining codes were then grouped into related categories and organized
into hierarchies by coder A. The set of codes that resulted therefrom was presented to
coder B. Coder A and B then coded a randomly selected 30% subset of the interview
sections related to each research topic. By doing so, they identified coding conflicts and
resolved any differences in code comprehension. The codebook was reworked by reor-
ganizing, adding, or removing codes in order to align to both coders’ understandings. A
final subsequent recoding of 100% of the material was carried out by the two coders. The
coders reached an IRA of 75% (Kappa = 0.81). However, relying solely on Kappa values
is debatable due to our complex coding system (214 codes) and the non-equal proba-
bility of code occurrence [308]. Therefore, remaining differences were discussed and, if
possible, resolved by negotiation. The final IRA is 91%. Full agreement was not reached
due to remaining differences in the coders’ interpretations of individual statements.

For the reporting of the results in this dissertation, we translated relevant statements
of our participants’ from German into English, applying a forward-backward translation
procedure with native speakers.
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Table 5.1: Participant demographics

ID Age Sex Education Profession Employment (years) Org.3 Ind4

Total Current Size

Administrative activities (i.e., the processing of personal data is the core job activity)

P01 46-55 m Academic degree Third party fund manager 16-20 6-10 L Edu

P02 56-65 f Academic degree Administrative employee 26-30 0-5 L Edu

P03 46-55 m Academic degree Team leader 16-20 6-10 L Edu

P04 46-55 f UEQ1 Administrative employee 26-30 6-10 L Edu

P05 46-55 f Sec. school & higher Administrative employee 31-35 31-35 L Edu

P06 56-65 f Academic degree Team leader accounting 26-30 0-5 L Edu

P07 46-55 m Academic degree Project controller 20-25 6-10 L Edu

P08 46-55 m Academic degree Purchasing employee 20-25 6-10 L Edu

P09 26-35 f Sec. school & higher Clerk 16-20 16-20 L Edu

IT & software developer (i.e., the job requires overall familiarity with the processing of data)

P10 26-35 m Apprenticeship Software developer 6-10 0-5 S IT

P11 36-45 m UEQ1 IT Administrator 20-25 11-15 S IT

P12 26-35 m Apprenticeship Application developer 6-10 0-5 S IT

P13 18-25 m Academic degree Software developer 0-5 0-5 M IT

P14 26-35 f Academic degree Software developer 11-15 11-15 M IT

P15 26-35 m Academic degree Software engineer 6-10 6-10 M IT

P16 36-45 f Academic degree Software developer 20-25 11-15 M IT

P17 46-55 m Academic degree Mgmt. software dev. 16-20 0-5 M IT

P18 36-45 m Academic degree Res. software dev. 11-15 6-10 L Res

P19 18-25 m Academic degree Res. asst. software dev. 0-5 0-5 L Res

P20 36-45 f Academic degree Res. asst. software dev. 20-25 11-15 L Res

Other (i.e., the processing of personal data is not a core activity)

P21 46-55 m Apprenticeship Supporter 26-30 11-15 S IT

P22 46-55 f Apprenticeship Sales employee 31-35 11-15 S IT

P23 46-55 f Academic degree Architect 20-25 6-10 S Const

P24 18-25 f UEQ1 Civil engineer 0-5 0-5 M Const

P25 26-35 f Apprenticeship Media designer 11-15 6-10 M Mktg

P26 26-35 f Academic degree Teamlead O&P media2
11-15 0-5 L NPO

P27 26-35 m Academic degree Media consultant 6-10 0-5 L Mktg

Note.
1 UEQ: University entrance qualification
2 O&P: Owned and paid media
3 S: Micro (< 10 employees), M: Medium (< 250 employees), L: Large (⩾ 250 employees)
4 Edu: Education, IT: IT-service, Res: Research, Const: Construction, Mktg: Marketing, NPO: Non-profit
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5.3 perceptions of categories of data

In this section, we present the results obtained in relation to RQ1a “What are employees’
conceptualizations of different categories of data under common terminology found in practice?”
More specifically, we present the employee definitions for the data categories in Sec-
tion 5.3.1, followed by the identified themes in Section 5.3.2 and a discussion of our find-
ings in Section 5.3.3. In relevant cases, we report how many participants stated specific
themes to indicate the frequency and distribution. These counts may serve as indication
and not as a basis for a quantitative analysis.

5.3.1 Employees’ definitions of categories of data

First, we present the definitions and examples we received from participants for the
various terms.

▷ Data (German: “Daten”)

We identified two distinct themes for the term “data”. The first theme provided by
one third of the participants was that “data” can be treated as an umbrella term:

“Data is a very general term, [..] actually everything consists of data” (P16). Further-
more, participants noted that “data” is a “generic concept [that describes] all kinds of
things” (P04). While participants were not asked to identify a meaningful structure
among the different data categories, they tended to arrange or describe hierar-
chies: “I’m going to make it a little bit hierarchical, so first of all everything is ‘data’.
‘Data’ is at the top” (P15). The second theme to be found deals with the close rela-
tion between “data” and “information”. Two nuances emerged in this context: (1)
While participants tried to identify separate meanings at first, they often ended
in merging their meanings at some point. (2) Other participants’ explanations em-
phasized on the generic property of data to express information: “Data are different
items out of all this information [..], the single items that you can divide these [other] cat-
egories into” (P20). Only a few participants provided concrete examples, highlight-
ing the term’s perceived abstractness. Except from master data, examples were
rather concrete and include account statement, gender, and date of birth.

▷ Information (German: “Informationen”)

Our participants agreed that their every working life is full of data and information.
Hence, just like “data”, “information” was generally seen as an umbrella term.
Yet, we found different associations. Participants with an IT background described
information as being data linked together: “So data is very raw and the information
that is when you put the data together in context that you can then derive information
from it” (P14). Moreover, we found that IT and administrative professionals linked
mere factual knowledge without personal reference to “information”, whereas
other participants referred to data with a clear personal reference relevant to the
job (e.g., customer data) when describing “information”.

▷ Personal data (German: “Personenbezogene Daten”)

Overall, we found the greatest confirmation that personal data were perceived to
directly relate to and uniquely identify an individual: “[Personal data are] any-
thing that only concerns me, that only I am, with which one could prove that this is my
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identity” (P22). The majority of our participants primarily assigned all types of
master data (e.g., name) to this term. Examples mentioned by our participants in-
cluded work-related data, such as skills, education, and religious affiliation, but
also sexuality, and creditworthiness. IT-staff also linked biometrics and passwords
to personal data. Software developers were also particularly aware that they gener-
ate personal data in the course of their normal work, e.g., when maintaining a code
repository, using the company’s chat, or when their actions are stored in log files.
Furthermore, our participants were aware that personal data become available to
a wide range of internal and external recipients. Very few participants expressed
the need to protect personal data from employers.

▷ Personal identifiable data (German: “Personenbeziehbare Daten”)

Half of our participants identified the implicit personal reference of personal iden-
tifiable data. But few participants were able to provide holistic explanations: “[Per-
sonal identifiable data] is information and data where it is not yet possible to find out
exactly who they belong to, but by combining this information and data one could draw
conclusions about certain persons” (P02). Moreover, all of our participants also identi-
fied a close relationship between “personal identifiable data” and “personal data”,
or argued that there is no difference at all. A third of participants expressed dif-
ficulties describing both these terms. While most explanations come to a similar
conclusion, many of them seem to be based on assumptions rather than knowl-
edge. Half of our participants stated that they did not know the meaning of the
term and simply assumed that it was likely to refer to indirect personal informa-
tion as compared to “personal data”. Examples mentioned included master data
(e.g., education, date of birth), but also fingerprints, passwords, and body size.

▷ Personal aspects data (German: “Persönliche Daten”)

We encountered the most non-uniform explanations for this term. Half of our
participants described personal aspects data as a superset that either included, or
was the same as private data. Some gave opposing explanations and declared that
private data were the superset, whereas personal aspects data were absolutely
confidential. A third of participants claimed that “personal aspects data” was a
synonym for “personal data”. The collected statements took fundamentally con-
tradictory positions on a continuum between the extremes of personal reference:
One quarter reported that personal aspects data “directly concern a person in their
identity, which describe them, which clearly identify them, which make up their personal-
ity”; in contrast, another quarter perceived personal aspects data simply as “infor-
mation that is not personal at all” and without reference to an individual, but “which
are subject to [their] personal access.” The responses of the remaining participants
are distributed along this continuum of contradicting positions, providing more
balanced explanations: “Personal aspects data may have some sort of [..] personal refer-
ence, but do not necessarily have to” (P15). Despite these differences, our participants
agreed that personal aspects data somehow belong to a person and that access
may be restricted: “Personal aspects data in the sense that they are not really public, or
that I do not want them to be public” (P17). Participants agreed that personal aspects
data serve business purposes and must be available to employers. Still, personal
aspects data must only be accessible by a small circle of people or an individ-
ual. Few participants indicated that personal aspects data were worth protecting
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and should stay confidential. In total, our participants provided 16 examples of
personal aspects data, which mainly fall into the categories of master data (e.g.,
name) and special categories of personal data (e.g., diseases, blood type, dating
activities).

▷ Private data (German: “Private Daten”)

Participants described private data to be strongly non-work-related and as “some-
thing that only [they] know, but the company does not know” (P14). Participants stressed
the high sensitivity of the data and expressed the urgent need to keep them con-
fidential. Consequently, private data are disclosed reluctantly: “I hate to give these
out, so I’m very careful with them” (P02). Participants believed that once private data
are disclosed, access to them must be limited to a small group of people with
special rights. Participants were aware that employers do access private data to
at least a limited extent, whether due to socializing activities, business routines,
or device usage. Participants located the data on work devices and in calendars,
and insisted on having “a right to expect [private data] to be specially protected” (P01)
by and from employers. Examples given by our participants include all types of
master data, but also diary entries, type of disability, illnesses, video recordings,
pets, or the vacation spot.

5.3.2 Identified themes of categories of data

We identified recurring themes in the coding of our participants’ explanations, which
we arranged into four thematic groups. The results of the coding are shown in Figure 5.2
and are explained in more detail below.

The first group (G1) we identified describes a data category’s relation to a person.
Overall, for five of six terms, we found conflicting views on whether a term refers to
data for which a personal reference exists, and how that data relate to a person. Also,
colleagues working within the same organization or team held diverging views. The sec-
ond group (G2) concerns the data sensitivity. In line with Contextual Integrity (cf. Sec-
tion 2.1), data marked as sensitive or secret were not perceived worthy protecting from
employers if they fit into the context. Also, data considered secret or confidential were
not necessarily expected to be sensitive and vice versa. We assume that participants rec-
ognized that some data served business purposes and therefore accepted the processing.
The third group (G3) relates to access of data. We found that it played a crucial role if
participants located data in the private or personal sphere. In these cases, participants
believed that access to these data must be restricted to oneself and to small groups
of entities. The last group (G4) describes data’s relation to work. Based on a code-co-
occurrence analysis, we found that data with no business relevance were expected to be
secret and protected by, but also from employers.

Based on accumulated answers, our coding suggests that participants distinguished
between three broader concepts: (1) The first concept arises from “data” and “informa-
tion”, and largely lacks privacy related attributes, contains no personal reference, but
is of high relevance for daily work; (2) the second concept arises from “personal data”
and “personal identifiable data”, and symbolizes data with clear personal references
that either uniquely identifies a person or from which the identity of a person can be
inferred; (3) the third concept is defined by “private data” and symbolizes data with no
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Figure 5.2: Identified coding themes of categories of data: (G1) Relation to a person; (G2) data
sensitivity; (G3) access to data; (G4) relation to work. Circle size and saturation are
proportional to the number of mentions.

business relevance and strong access restrictions. According to our coding, the term
“personal aspects data” is in turn overloaded and cannot be assigned to any of these
concepts.

5.3.3 Discussion

Our examination of employee perceptions of data and terminology reveals somewhat
ambivalent results. On the one hand, the answers we received indicate that the terms
under question evoke adequate associations in a broader sense. On the other hand, how-
ever, the contradicting statements about personal data symbolize the numerous prob-
lems that our participants had with these terms. Half of participants explicitly asked
for clarification or did not identify meaningful differences. One participant completely
resigned: “I do not understand these terms at all.” We obtained similar answers from partici-
pants of different professions. Indeed, our results demonstrate that even employees who
primarily process (personal) data or hold leadership positions have difficulties with le-
gal terms found in practice. This coincides with previous findings that technical or legal
jargon can be misinterpreted both by laypersons and experts [312].

Furthermore, we identified elements of CPM theory in our participants’ answers (cf. Sec-
tion 2.1). They intuitively referred to different privacy boundaries in their explanations
of the different terms. Here, the assumed business relevance played a decisive role for
whether data belong to the public or private sphere. This was associated with expecta-
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tions of control, claims to ownership, but also rules for co-ownership: “If I receive [sensi-
tive personal data] from others [...] it can be data that are really confidential, and that I have to
safeguard, and that I’m not allowed to disclose to the outside world” (P22). However, partici-
pants made conflicting assumptions about spheres, (co-)ownership, and control for the
same data concepts. Such conflicts also existed among participants from the same orga-
nization. In some cases, the participants themselves were also confused. Based on our
results, employees’ associations of common terms seem to lack harmonized and clear
boundaries. According to CPM theory, such fuzzy boundaries tend to lead to unintentional
privacy intrusions because access rules become fuzzy [126]. Also, lack of familiarity with
the terms’ legal meanings favors boundary rule mistakes because employees do not under-
stand the associated privacy rules [126]. For example, data processing employees may
access and process certain data without authorization, or the data subject employees
may mistakenly assume that no processing is taking place.

5.4 conceptualizations of informational self-determination

To address RQ1b “What are employees’ internalized conceptualizations of the right to informa-
tional self-determination in employment?”, we discussed various topics of self-determination
and transparency over personal data with our participants and concluded with the ques-
tion “what is informational self-determination in employment?”. A quarter of participants ex-
pressed their lack of familiarity with the term, but their explanations did not differ from
responses of participants who did not express this. Participants either discussed new
topics or summarized previous topics of the interview which they considered essential
for answering this question. One participant had very different associations, explaining
that informational self-determination was the right to “freely choose what I want to allow
to influence my formation of opinion. That means that I can choose the media I consume.”

Based on our coding, we divided the aspects discussed by our participants into four
thematic categories. We report on objectives of informational self-determination in Sec-
tion 5.4.1, importance of self-determination in Section 5.4.2, value of transparency in Sec-
tion 5.4.3, and practical restrictions and issues in Section 5.4.4. We then provide clusters
of different mental models in Section 5.4.5 and discuss our findings in Section 5.4.6. In
relevant cases, we report how many participants stated specific themes to indicate the
frequency and distribution. These counts may serve as indication and not as a basis for
a quantitative analysis. The codebook underlying this coding is shown in Figure 5.3.

5.4.1 Objectives

We extracted two distinct objectives that our participants associated with the right to
informational self-determination. First, they believed it to limit disclosure to such data
that are absolutely necessary for the employment relationship. This was accompanied
by absolute claims for control: “Whenever I decide that my employer is interested, that’s what
he needs, he gets the data, but everything else that goes beyond that, I refuse” (P05). The second
objective was to protect one’s privacy from others, whereby participants distinguished
between the protection from internals and externals (e.g., customers). A secondary goal
was the increased overall control over non-personal data in work processes.
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5.4.2 Self-determination

Self-determination was recognized as the key aspect of the right to privacy, which
was reflected in this topic filling over half of the discussions. It was defined as having
choice and the right that others, including employers, respect decisions to withhold
personal data. P06 explained it this way: “[Inquiry forms have] incredibly many fields, but
not even half of them are necessary. Self-determination would be how many fields I fill out.”
Our participants elaborated on the different facets of control they derived from the right
to informational self-determination. We found demands for control over all kinds of
manipulations and processing. Three quarters of participants put emphasis on ex ante
control options, asking for control over the receivers and purposes in the disclosure
process. A quarter of participants expected to be asked for explicit consent every time
their personal data got processed or transmitted: “[Self-determination] would mean nothing
else to me than every time someone wants to pass on any personal data or whatever about me to
a third party, be it the client, be it colleagues, be it anything, I will be the first party asked if it
is okay and if I give my blessing for it to happen” (P13). Unsurprisingly, self-determination
was considered to be missing in practice. For some, it was important to explicitly accept
and reject data requests, while others aimed for simplified options, stating that (not)
responding to requests was sufficient to decline or to accept data processing. A third
of participants pointed out that such control is often unavailable to employees, and
instead asked for ex post control that would allow them to object to ongoing processing.

The strong desire for self-determination was also made evident by the fact that half
of participants stated that they would conduct their own investigations in the event of
misuse of personal data. Very few participants indicated that they would consult a DPO.
In cases of intentional misdemeanor, they claimed legal action against their employer by
filing a claim for damages.

5.4.3 Transparency

A quarter of participants discussed and recognized the value of transparency for privacy.
They noted the complex dimensions of “being informed” and argued it would mean to
become truly and deeply aware of purposes and consequences of data processing.
They further pointed out that one often does not consider the linkage of data and also
sought assurances of the legitimacy of data collection: “That I can clearly distinguish
between legal requirements, data that must be collected, and data that are collected beyond that
or linked together for different purposes, so that I can clearly identify at this point what the actual
objective is.” (P11).

5.4.4 Restrictions and issues

Participants held different attitudes about the validity of the right to privacy in employ-
ment relationships. A third of participants expressed the unrestricted validity of this
right. However, most participants noted at least minor restrictions due to the legal and
occupational framework. In weighing the advantages of employment against perfect pri-
vacy, we found traits of a privacy calculus [244]. Participants noted that the disclosure
of personal data was indispensable, especially in service-oriented professions.
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Figure 5.3: Identified themes of informational self-determination in employment arranged by
code groups and hierarchies. For each identified cluster, the top ten codes are linked
together. The line width symbolizes the code frequency in a cluster.
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Furthermore, participants discussed issues of mental load. They noticed the high cog-
nitive demand that was necessary to truly capture the complexity of self-determined
privacy decisions: “I think [privacy] is a desirable ideal, but never quite attainable, as it would
mean that one is actually fully aware of [all the data processing] and that one can then actively
take control” (P03). Participant P18 pointed out the associated high time costs: “Many
people probably feel the need to say that they would like to have informational self-determination,
but are not willing to invest time in it.”

Our participants also pointed out the limitations of current privacy controls in many
situations. They felt powerless, either because there was “no way of saying no, I don’t want
to” (P05) or they were unsatisfied with the controls they have. On this note, P03 com-
plained that “you can shape your everyday life by using the appropriate buttons and allowing
or rejecting things.” P18 pointed out the insufficiency of privacy settings, stating that “if I
had to set 10,000 settings every day, no, of course I don’t want that” and explained that there
was also the question of “granularity - I don’t want to release data in such a detailed way.”

5.4.5 Clusters of mental models

We conducted a clustering analysis of the coded interviews to examine correlations
among our participants’ responses. Since our coding was aimed at identifying the pres-
ence of themes, we calculated the Jaccard-distance between the binary coding vectors
of each participant. We used multidimensional-scaling to build a case map, followed by
hierarchical clustering (Unweighted Average Linkage). We compared the resulting fea-
ture vectors for two, three, and four clusters by working out differences and similarities.
We opted for the three-cluster solution due to meaningful differences in the views and
emphasis on privacy objectives, transparency, and control (cf. Figure 5.3). To better dis-
tinguish between the three clusters, we assigned them names that reflect the themes they
encompass. In the following, we present and describe the different clusters identified.

▷ Privacy Doctrinairist (PD)

We identified a group of eight employees (five IT, two others, one administrative)
who put forward very strong claims for far-reaching transparency and ultimate
control abilities over personal data. They emphasized the universal validity of
informational self-determination in employment and did not accept any weak-
ening of it. For them, transparency is tantamount to knowledge about what data
are stored and who has access to data. These employees were the only ones in
our sample who elaborated on the importance of transparency and discussed its
complex dimensions. They were also looking for assurances of data collection’s
legitimacy. In addition, participants in this cluster also partially recognized the
value of ex post control, demanding a right to withdraw consent or to object to
data processing.

▷ Control-Seeking Pragmatist (CSP)

We further identified a group of ten employees (five administrative, three others,
two IT) for whom informational self-determination was tantamount to control
over the disclosure of personal data. Mental models were characterized by the
primary goal of limiting disclosure to absolutely necessary data. Therefore, they
also claim for far-reaching control mechanism over their personal data, but omit
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transparency completely. Instead, they look for “self-determination” as the key
element of privacy. In particular, there are strong claims to control which of their
personal data are disclosed or restrained. Strong emphasis was put on employers
to respect decisions on avoidance of data disclosure. Also, these participants de-
manded abilities to delete and correct data. Nevertheless, employees agreed upon
several limitations and restrictions to their privacy in employment. These include
legal regulations that force them to disclose certain personal information and to
be pragmatic about privacy. Showing traits of a privacy calculus [244], they ac-
cept such restrictions by weighing off the benefits of employment against perfect
privacy. While they seek for control, they look for guidance and organizational
support to protect their privacy in respect to legal and workplace boundaries.

▷ Data-Flow Concerned Protectionist (DFCP)

We identified a third group of nine employees (four IT, three administrative, two
others) who have a strong desire to protect their privacy outside the organiza-
tion and, to some extent, internally. We found strong claims towards an ability
to gain control over the transmission of data and to whom their personal data
are disclosed to. These demands were expressed in mental models, either through
expecting to be asked for explicit consent each time or expecting full control over
the processing of data. Consequently, DFCPs expect to be asked for explicit consent
most of the time before employers disclose their data to either internal or external
recipients. They also share the PD’s demand for extensive control over what hap-
pens to data in general, and claim that their privacy is severely restricted due to
the employment context.

5.4.6 Discussion

Our investigation of the right to informational self-determination reveals that privacy in
employment is associated with different meanings, objectives, and problems. Our clus-
ter analysis further shows that although the mental models may overlap to some extent,
there are different emphases. First, for mental models in the CSP and DFCP clusters, pri-
vacy appeared to be almost synonymous with control over the disclosure of data. The
PD cluster, however, defined privacy in terms of both the demand for general control
over data processing but also for transparency. Thus, while our findings are consistent
with previous work highlighting the importance of control over the gathering and han-
dling of data for privacy in employment [125], our results also indicate that transparency
is another important dimension. Since legislation grants employees far-reaching rights
for transparency but limits self-determination, the PDs belong to the profiteers of the
current legal framework, despite their absolute claims to privacy. While no participants
reported negative experiences with privacy in employment, the somewhat limited view
of the right to privacy as ex ante control among the CSPs and DFCPs likely prevented
them from becoming aware of issues that might conflict with their privacy objectives.
For example, the right to transparency would allow CSPs to request proof from their em-
ployers or DPOs of what data they are required to disclose. The control goals of DFCPs also
correlate with the transparency goals of understanding data flow. Here, control claims
might reflect a lack of transparency of data flow in employment, which is compensated
for by considering the moment of disclosure as the most important control point for pri-



5.4 conceptualizations of informational self-determination 81

vacy protection. Participants’ current mental models rather seem to simply make them
accept conflicts they are aware of. Despite discussing aspects of transparency with all
participants, our analysis does not provide an answer as to why CSPs and DFCPs ignored
transparency as a key element of the right to privacy in employment.

Moreover, it is questionable whether ex ante control would allow employees to man-
age their privacy in a reasonable way, given that our results, similar to findings from
online privacy research [231, 235], suggest that privacy management is burdensome and
that current intervention options are inadequate or complex. In fact, German legislation
deliberately pursues a concept of privacy paternalism for employment relationships,
limiting ex ante control to relieve employees of the burden to protect their privacy. In
this regard, issues on the voluntariness when using consent in employment appear to
be intensified by an overall negativity bias regarding privacy management.

Nevertheless, our findings show that privacy paternalism conflicts with the notion
of self-determination, being deeply rooted in mental models. It is noteworthy that leg-
islation generally enforces self-determination in non-employment related contexts. We
therefore assume that the legal framework itself does not appear to be problematic.
Rather, our findings coincide with other work, suggesting that people generally appear
to be unaware of their rights towards ex post control and transparency because of igno-
rance and false expectations about privacy legislation [213]. Since our sample includes
employees skilled in both security engineering and data processing, our results are likely
to include more advanced mental models. We therefore assume that the identified bias
towards ex ante control is not unique to our sample.

Because mental models are formed by prior experience, we hypothesize that this bias
results from the privacy controls available in practice, which appear to be characterized
by ex ante control outside of the work context. Likely, mental models of informational
self-determination in employment are derived to a large extent from mental models
in other contexts. This would explain a lack of experience with ex post controls and
transparency, and also prevent mental models from linking these features to the right to
privacy. Future challenges are to establish such a link. It should be in the best interests of
employers to support their employees in building awareness of feasible control options,
instead of leaving them in a mental state of unattainable privacy controls. Despite scien-
tific and legal efforts to provide TETs (cf. Section 2.3.3), their value to the right to privacy
and their potential to reduce the burden of privacy management must also be promoted.
The public discourse on data protection may have shaped mental models of privacy in
an overly one-sided way. Employees should also become aware that DPOs and works
councils are there to support them. Here, education is needed to familiarize employees
with their rights and the entities involved in the right to privacy in employment.

Moreover, by comparing the descriptive characteristics of the three clusters of mental
models we identified with the descriptive characteristics of personas known from online
privacy research, we identified minor similarities with Morton’s information controller
and organizational assurance seeker [313], and with Schomaker’s and Westin’s privacy prag-
matist [283, 287]. Different, though, our clusters emphasize the various interpretations
of the right to privacy in employment instead of online privacy concerns. In line with
the criticism of online privacy personas not serving well in other than the original con-
text [314], we expect our clusters to highlight privacy perceptions that are particular
to the employment context. Unlike online privacy personas, our results do not indicate
unconcerned employees either, which questions the applicability of approaches such as
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Westin’s unconcerned persona to the employment context. We consider this a conse-
quence of the overall high value of the topic of data protection in Germany.

5.5 perceptions and awareness of personal data processing

To complement the exploration of employees’ conceptualization of the right to informa-
tional self-determination above, we now address employees’ perceptions and awareness
of everyday data processing. In line with our research questions RQ1c-g, we first present
perceptions of self-disclosure in Section 5.5.1, followed by perceptions of data flow in
Section 5.5.2. We then explore our participants’ beliefs about privacy safeguards in Sec-
tion 5.5.3 and threats in Section 5.5.4, and discuss aspects of potential privacy intrusions
by employers in Section 5.5.5. We then discuss our findings in Section 5.5.6. In relevant
cases, we report how many participants stated specific themes to indicate the frequency
and distribution. These counts may serve as indication and not as a basis for a quantita-
tive analysis.

5.5.1 Self-disclosure

Aiming to understand employees’ perceptions of self-disclosure under RQ1c “How do
employees perceive the process of self-disclosure?”, we asked our participants how their em-
ployers obtain personal data from them, and how they agree to the processing.

The vast majority of our participants responded that they actively disclose their per-
sonal data to their employers “systematically within the scope of data entry forms.” Partici-
pants were particularly conscious about the data they provided during the recruitment
process. In this regard, one participant pointed out that it is generally difficult to know
who has access to documents (e.g., resumes) and who is in possession of which kind of
information. Moreover, P15 considered himself to be a kind of data provider who has
control over what data are shared: “[I don’t think that my employer] actively obtains data
from me, instead I rather believe that I provide data.”

When we asked our participants how they agreed to the processing of their personal
data by their employer, participant P22 responded: “Not at all. Or simply by providing them
- it was tacit consent.” The majority of respondents gave similar explanations and charac-
terized their consent therefore as implicit. P13 further explained that the consent “is not
stated in my employment contract, [instead] this is done here on a basis of trust.” Participants
emphasized that implicit consent is not necessarily a loss of control. Instead, active
data disclosure was seen as a form of “indirect approval” because one is “still conscious of
[disclosing] data.” However, there were also participants who admitted not to “remember
if there was a consent form back then” (P04). In such cases, employees stated that they really
do not mind their data being processed anyway.

Half of the participants declared that they explicitly consent and claimed to have
actually signed a corresponding data protection statement at the beginning of their em-
ployment, which is ultimately valid. Moreover, implicit and explicit consent are by no
means dichotomous, but the type of consent “depends on the type of data, [...] for many
[data] there do exist privacy declarations stating that the data can be used” (P07) and that one
usually signs at the beginning of an employment. Consent for subsequent data disclo-
sures, however, occurs implicitly: “But then there is also a lot of data, which is naturally
produced as you work. Which means, of course, that there is no need for separate approval.”
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5.5.2 Personal data flow

We now turn to employees’ perceptions of personal data processing, related to RQ1d

“What are employees’ awareness of data processing with respect to data storage and data flow?”
The results are based on the drawing exercise, in which our participants explained how
and where different data are stored, and outlined the path of the data flow.

Almost all participants believed that the master data (i.e., bank details, salary, private
address) were available in both digital and analog (paper) format. Technical lay partic-
ipants explained that such data simply flow into some form of program or system and
remain there. IT professionals added technical aspects by describing the fine-grained
levels of detail on the multiple different data bases and backup storages they believed to
exist. Participants pointed out that transmission media (e.g., emails) also contain a lot of
personal data, but resided on an unmanageable amount of end-user devices inside and
outside the organization: “I can imagine that my private address is available in many local
files: When I changed my bank account, I sent an email, which means that this email is in any
case stored in our email system, which probably also ran into the backup. I don’t know what the
HR department did with it. In the worst-case scenario, they also printed out this email” (P18).
The term “personnel file” in particular was used as a synonym for the archiving of data
in paper form.

The answers regarding the storage of phone records varied widely. Almost all respon-
dents were uncertain as to whether and, if so, where this data would be stored. Two
doubted the data were stored at all, concluding that employers had no interest in eval-
uating these data. Showing a “nothing to hide” mentality, they claimed that they had
nothing to fear as long as they did not abuse their tools: “I’m pretty sure they won’t follow
up on it [unless] you call the same number maybe 100 times a day” (P07) and “I honestly don’t
know if there is any evidence anywhere, which I wouldn’t care about anyway, because I’m actu-
ally only using it for business” (P16). Non-IT staff further speculated that phone records
were stored directly in the phone itself. They also reacted with surprise at their own
ignorance and assumed that the data were stored together with the master data, or in
unknown locations. Participants with a technical background or additional knowledge
explained that all phone records were stored in the organization’s phone software, and
could often remember its actual name. They also included the internet service provider
as the data owner in their drawings, who was supposed to store and have access to this
data. Yet, most respondents, including managers, had no ideas about who could actually
access these records within their organization, and which details were stored.

Concerning the processing of data in the course of payroll preparation, explanations
by participants from the same organizations almost always differed or even contra-
dicted each other. Three IT professionals assumed no intervention of human nor exter-
nal entities, and explained the details of the payroll being prepared within the company
network, while their colleagues and supervisors explained that the data were definitely
sent to external authorities. Half of respondents had difficulties in clearly identifying
the recipients of their data, mostly stated authorities or tax consultants, and further
assumed that the data would be transferred to external parties via CDs, the mail, the
internet, or unknown transmission channels: “As you can see, I have no idea where my data
flow to. What is becoming quite frighteningly clear to me right now, of course these are personal
data, that you don’t know exactly how they are processed, but I think this is also a bit of the
banking phenomenon, you just assume that everything is good” (P18).
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5.5.3 Privacy safeguards

To examine RQ1e “What are employees’ conceptualizations of implemented safeguards to pro-
tect privacy in employment?”, we extracted the safeguards described by our participants
in the drawing exercise to protect their personal data. In total, we identified three differ-
ent themes for safeguards that our participants referred to in their explanations: (1) The
organizational theme, (2) the technical theme, and (3) the physical theme. A summary of
the different safeguards is provided in Figure 5.4.

Irrespective of the professional background, nine participants explicitly stated that
they were completely unaware of the extent to which safeguards existed for protecting
their personal data. They also expressed displeasure in realizing their knowledge gaps:
“I have never thought about this before [...] it’s also absurd that I don’t know whether the data are
encrypted” (P12). Still, the vast majority of participants (N=19) identified a functioning
authorization concept in the form of Role-Based Access Control (RBAC) within their
organization as the most important safeguard. Technical lay participants in particular
associated strong security convictions with RBAC as the ultimate gatekeeper. Typical for
mental models, they referred to their own experiences and claimed that unauthorized
access within the enterprise software “is very, very difficult [...] if you don’t have the role, you
can’t get the data” (P06). Yet, they also believed that IT administrators could still access
data anytime, anywhere. IT experts, in turn, assumed that RBAC was applied at the
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Figure 5.4: Conceptualizations of identified safeguards for employee privacy, sorted by theme
and number of participants.
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file level and that unauthorized access was impossible. On a related note, participants
also stressed the importance of authentication. However, merely non-administrative
participants assumed that all entities must authenticate to the systems where data reside.

Administrative and IT staff also stressed the importance of appropriate procedural
measures to clearly assign rights and responsibilities, or to use a four-eyes principle as a
mediator for missing monitoring options. Four participants emphasized the importance
of trusting others to handle sensitive data appropriately: “I can’t make sure that [a col-
league] does something else with [my data]. So I trust that person to simply do their job” (P20).
Trust was also an important mediator when third parties such as tax consultants were in-
volved in the payroll process: “Service providers say to what extent they are secure or insecure
and to what extent their processes are secure or insecure – I have to rely on them doing everything
possible to ensure that the data are secure, which has something to do with trust” (P17).

Some participants (mostly IT staff) assumed that all data storage and transmission
channels were encrypted and ruled out the use of insecure channels: “Email is an insecure
communication medium, anyone can read it, potentially, so obviously [sensitive data] won’t be
transmitted over it” (P14). Three participants claimed to delete or expect others to delete
emails and data once the processing was finished. Non-IT staff also believed that data
media and paper files were safely locked away.

5.5.4 Privacy threats

Next, we present our findings related to RQ1f “What are employees’ conceptualizations
of threat models to privacy in employment?” In general, our participants differentiated be-
tween different attack vectors and adversaries in their explanations. A summary of the
different threats identified is provided in Figure 5.5.

First, our participants identified hackers and their colleagues as the most likely ad-
versaries, with similar high mentions. In fact, half of participants claimed that colleagues
posed a great threat to privacy, since they were considered either vulnerable to social-
izing attacks, or inattentive and careless, or evil “super administrators” who could easily
circumvent RBAC and access all data. Management was largely disregarded, but one
manager explained the dangers of the role as often having full access to data although
not carrying out any data-driven administrative tasks.

Seven participants (five non-IT) pointed out that external adversaries would need to
be highly powerful or skilled in order to retrieve any data. In such a case, however, ad-
versaries could then simply “hack into systems” at will. Yet, IT professionals concluded
that even powerful adversaries were very unlikely to get hold of any raw personal data,
and grounded their opinions in the multiple layers of safeguards they believed to exist:
“I have to gain access to the company’s server system, I have to pass through a firewall, I have to
know or be able to crack passwords to gain access to data of this kind. I think the physical way is
the easier way” (P21).

In this regard, the interception of paper communication was considered the easiest
and most likely attack vector to obtain unauthorized access to data, especially in the
payroll process. Most attack vectors were mentioned by IT professionals, though only
credential theft was unique to this group. Next to vulnerabilities in systems, wiretap-
ping of many unknown communication channels was also identified as attack vectors.
Malicious software as well as burglary and hardware theft were sporadically identified
as the most likely attack vectors.
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Figure 5.5: Conceptualizations of identified threat models for employee privacy, sorted by theme
and number of participants.

5.5.5 Invasion of privacy

To investigate RQ1g “What potential invasions of privacy by employers are employees aware
of?”, we asked participants to discuss aspects and situations that would violate their
privacy in employment. We specifically asked participants about their thoughts and
judgment on their data being processed without their knowledge, and also asked for
practical examples of data misuse.

Overall, our participants reported to be generally unconcerned when disclosing per-
sonal information, justifying their attitudes with strong trust beliefs. P04 expressed that
“in the course of digitization and Facebook and no idea what else there is [...] I can already imag-
ine that more can happen with the data [...] But I would say that my employer doesn’t do that.”
In line with this view, various participants justified their lack of concern by referring to
the law, claiming that their employer “will of course adhere to the applicable data protection
regulations” as “this is top priority” to the organization and its employees. A manager em-
phasized the appropriateness of the types of data collected: “Employers do not record eye
color, nose length or shoe size, but record the data necessary for the contractual relationship and
payroll accounting” (P17), concluding that there is no reason to be concerned or worried
about. Few participants feared the loss of control and uncertainty going along with the
disclosure of sensible personal data to employers: “In the worst case, it could even be used
against me at some point.” (P15)

Regarding the unwitting processing of personal data by employers, the vast majority
of participants expressed no concern, arguing that the data were not sensitive or that the
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purpose was probably legitimate. Likewise, P16 also questioned the need to be informed
about data forwarding because “otherwise [the employer] would have done it.” In contrast,
few participants considered the linkage of working times and ticket systems or the in-
terpretation of financial and health data as potential invasions of privacy. For example,
P15 expressed concern about handling sick notes that must be sent to the employer but
may contain hidden references to illness: “Then it goes on to the headquarters, and then you
just don’t know what conclusions they draw from it.” Overall, the misuse of data, according
to our participants beliefs, had to be generally related to some form of commercial in-
terests of the employer (i.e., selling employee data). One participant further speculated
that employers could be “passing on data to advertising agencies in order to place targeted
advertisements to enforce certain behavior at work the employer benefits from.”

5.5.6 Discussion

Our investigation of employees’ perceptions and awareness of personal data processing
yields a wide range of insights. First, looking at our participants’ perceptions of self-
disclosure, we found that they generally perceived themselves as a data source who can
consciously decide whether or not to release personal data to the employer. In this sense,
the conscious release of personal data was perceived as tacit consent to their processing.
This kind of consent was apparently also considered sufficient for disclosure in day-
to-day business. In contrast, explicit consent was considered a one-time issue at the
time of recruitment. However, even though our participants perceived self-disclosure
and the basis for processing as a result of a conscious act, they were unaware of what
personal data were actually available to their employers or third parties, even though
they themselves claimed to have actively provided the data. Indeed, our results suggest
that awareness is characterized only by superficial knowledge. For instance, we asked
our participants at the beginning of the interview for what purposes their employers
process their personal data, whereupon the vast majority mentioned payroll. But when
we confronted them with follow-up questions, we often found little to moderate factual
knowledge. In fact, our participants were also often surprised at the extent of their
own ignorance. Accordingly, it is probably fair to conclude that our sample’s overall
awareness of personal data processing was rather low.

Furthermore, our participants’ mental models appear to be biased by their job-specific
experiences in their respective work environments. Mental models of non-IT profession-
als were distorted by the belief in data “living” in certain systems or devices. In the
case of phone records, some even expected the source to be the only sink. This sug-
gests that participants did not consider data potentially becoming available to entities
or systems other than the expected sink. While many participants were clueless with
regard to the storing of telephone records, some did not even consider such information
being sensitive or privacy-invasive. Also, very few participants raised concerns about
the collecting and sharing of metadata by the software and devices they use at work.
Such observations are surprising given the prominent discussion on the sensitivity of
metadata on media. We would have expected our participants to be more sensitized to
this topic, especially with regard to the prominent debate on data retention in the EU

and the introduction of the GDPR over the past few years. In fact, Germany suspended
data retention in 2017 due to massive concerns about privacy issues related to metadata.
Yet, there seems to be little consciousness among non-IT staff.
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However, we further found that advanced technical knowledge is not necessarily ben-
eficial. That is to say that IT professionals made heavily biased assumptions regarding
safeguards and threat models, assuming that their employers’ IT systems have very ex-
tensive and comprehensive security mechanisms. In practice, they simply run the risk of
overestimating the safeguards implemented. Also, their technical view let them overlook
entities in the data processing that they should have been aware of if they had known the
business process. Non-IT participants’ mental models were rather simple and reflected
their “user” experience with information systems. In particular, access to systems was
tantamount with access to data, as this was how they perceived interactions themselves.
Still, they also put great trust in their employers’ infrastructures. Such strong trust be-
liefs may be explained by the fact that, unlike in the U.S., there were no reports on
leaked payroll data in the German media at the time of the interviews. However, mass
media frequently reports on ransomware or phishing attacks against companies in Ger-
many, yet these do not seem to be reflected in our findings either, apart from few IT
professionals referring to them.

Regarding the misuse of personal data by employers, our results show that this topic
exceeds the boundaries of our participants’ mental models. This was expressed in par-
ticular by drawing analogies from other contexts, especially the online context. For ex-
ample, the majority of our participants stated that employers could misuse employees’
personal data primarily by selling them to third parties. This finding supports our par-
ticipants’ statements that they trust their employer to handle and protect their personal
data properly. In contrast, internal attackers, such as colleagues, were considered a major
threat to privacy, reflecting the desire to control personal data flow inside the organiza-
tion (cf. Section 5.4).

Lastly, the many implicit assumptions about data processing made by our partici-
pants are problematic, because it indicates that they act under uncertainty in practice.
Uncertainty is an important factor influencing human behavior and can have a negative
impact on privacy [315]. For example, research attributes actions under uncertainty a
significant contribution to the privacy paradox [262]. Our results show that ignorance
poses a serious risk to fall into a (dis)illusion about personal data processing in employ-
ment relationships. Furthermore, we found that some participants expressed concern
about being uncertain, since there was a lack of transparency about which data were
available to employers. In particular, permanent data storage was perceived as a poten-
tial privacy invasion because the employers might use the data against employees in the
future. Similar to previous findings [118, 127], these participants perceived unwitting
processing of personal data as a violation, since they feared negative consequences.

5.6 implications

The Legally mandated privacy controls and data subject rights that employers must
implement and guarantee can only protect privacy in employment to the extent that they
are consistent with employees’ conceptualizations with the right to informational self-
determination. In this context, our examination of 27 employees’ mental models under
RQ1 “What are employees’ internalized conceptualizations of the privacy framework under the
right to informational self-determination in employment?” reveals a variety of issues with
employees’ perceptions, concepts, and awareness of this right and associated concepts.
The most obvious boundaries are the one-dimensional views of privacy as mere ex
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ante control, and the lack of awareness of personal data processing. The latter appears
reasonable with regard to the ignorance of transparency. The identified gap between the
mental models of informational self-determination and the fundamental objectives of
this right (cf. Section 2.2) has several implications for the design and implementation of
effective privacy controls, and for future work. In the following, the results are discussed
in terms of both their theoretical and practical implications.

5.6.1 Notice and transparency

We found overall awareness among our participants that many different personal data,
including less conspicuous data (e.g., usage data), are collected and processed in the
employment context. However, employees seem to struggle to identify the presence of
such data in their work environments. We further found that no processing is expected
for personal data with no assumed business relevance. Employees may draw incorrect
conclusions, however, because they appear to have no or limited knowledge of which
purposes exist in the first place. Awareness of data processing also seems to be more
likely when employees actively disclose personal data. Consequently, especially for data
that are not disclosed actively, specific notices about recipients and processing opera-
tions are required.

Our results indicate, however, that the use of common terms to describe data cate-
gories or access is unsuitable for this purpose due to ambiguity and contradicting per-
ceptions. Even employees with leadership or administrative responsibilities could not
provide clear and consistent definitions of common terms. Prior work showed that em-
ployees create “implicit rules [...] by implied meanings and understandings” for ownership
and control [127]. Our results demonstrate this strategy’s susceptibility to error. The use
of common terms is likely to leave employees in an uninformed state, since they are
unaware of the rights and obligations that actually apply to “private data”, for example.
The identified conflicting interpretations in this study also strongly question the use of
common terms for labeling data to express access rights in particular. Since the use of
legal terms will not disappear in practice, potential turbulences may be countered by
making meaning and interpretations explicit. One way to improve this may be to pro-
vide explicit descriptions along with the use of concepts based on our identified themes:
(1) Relation to a person; (2) sensitivity; (3) access; and (4) relation to work. In combina-
tion with the clear set of three broader concepts that we identified, we believe that the
themes we captured may serve as a basis for more intuitive descriptions in the future.
Mitigation efforts should also aim to counteract any inconsistent use of the terms in
software, in privacy statements, or by employees and employers.

Moreover, the mental models identified in this study are also generally characterized
by inexperience with any form of privacy-by-policy in the employment context; even
basic properties of notice did not seem to be part of our participants’ practical experience.
This finding is complementary to other work that examined what information about
personal data processing employees would like to receive [96]. Mental models following
the idea that employers would probably notify their employees if they had to, highlights
the need to support employees in internalizing transparency not as a nice gesture from
the employer, but as a fundamental right they own.
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5.6.2 Control and intervention abilities

There appears to be a disparity between the high demands for ex ante control that we
found, and the degree of control that the legal framework and the employment context
allow. Only the cluster of PDs is likely to associate a small increase in informational self-
determination if the design of privacy controls strictly complies with the law. However,
since “self-determination” is considered central to the right to privacy but lamented to
be lacking in the employment context, it is probably fair to assume that employees per-
ceive control to be limited in practice. Still, it is questionable whether the provision of
ex ante control would be helpful, because controls to which people are accustomed do
not seem to meet their expectations. Even worse, the current design of controls prevents
employees from exercising their rights, because the controls are burdensome or even illu-
sory: Too complicated, too time-consuming, too many options, or no freedom of choice.
This suggests that employees’ privacy actually benefits from current practice of dispens-
ing with consent in the work context, because free consent is too burdensome. Look-
ing at these results from a usability perspective, it appears that privacy-by-architecture
approaches may be a relief to employees compared to privacy-by-policy [15] (cf. Sec-
tion 2.3.3).

To further compensate for control requirements, our results suggest that a reduced
set of distinct controls would likely already accommodate many objectives related to ex
ante control: Involvement in sharing personal data with outsiders (e.g., business part-
ners), and serious efforts by employers to educate their employees on how to reduce
disclosure to the absolute minimum. Our results further indicate that “one-size-fits-all”
solutions should be discouraged in this regard. For example, the demand for excessive
involvement in every disclosure process by CSPs may be perceived as annoying to other
employees. Contrary, ex post privacy controls do not align with the self-determination
demands of DFCPs. To further address usability aspects, new forms of data inquiry in-
corporating the notion of implicit consent and denial of data processing should be con-
sidered, since our participants perceived such implicit controls useful in managing self-
disclosure. Nevertheless, we argue that employers and future work must also strive to
educate and provide tools for ex post control. Since it lies at the heart of the legal frame-
work, employees require a solid understanding of and confidence in this form of control.
Once they have familiarized themselves with it, employees possibly even perceive it to
be less burdensome in comparison to ex ante control.

5.6.3 Awareness

As far as the protection of personal data is concerned, our investigation suggests that
employers appear to enjoy the trust of their employees. In fact, the mental models re-
trieved are characterized by trust and unawareness to such an extent that our question
of potential misuse scenarios of personal data by employers exceeded their limits. We
therefore assume that our participants have never encountered personal data misuse by
employers before. Accordingly, employers have a great responsibility to do justice to
this leap of faith. In the event of a privacy breach, this trust relationship runs the risk of
being severely disrupted.

Moreover, it should be in employers’ best interest to enhance their employees’ men-
tal models of personal data processing to prevent disillusionment, counteract uncer-
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tainty, and further strengthen the trust culture. The current state of unawareness and
the tendency to overestimate safeguards hinders employees from drawing reasoned con-
clusions about risks to their privacy. Our results indicate that reducing uncertainty may
also lower privacy concerns, because employers’ future actions become more predictable
to employees. Since employers already maintain details about personal data processing
within the scope of a legally required processing directory, its careful preparation could,
in part, provide the missing link for rising employees’ awareness and consciousness.

5.6.4 Implications for research

Previous studies on privacy in employment often consider the employers and cyber
criminals to be the only intruders that impact employees’ privacy perceptions [3, 35].
Our results suggest, however, that employees consider their coworkers and IT staff to
be the more likely invaders to their privacy, but barely regard management as adver-
saries. This observation adds more depth to previous assumptions on adversaries, and
shifts perspective. Assumptions about implemented protection mechanisms also varied
among participants from the same organization and relied on the concept of trust when
it comes to transmitting data to third parties. We recommend that future research should
take (1) trust in affiliated parties, (2) trust in internal IT staff, and (3) assumptions on
implemented safeguards into consideration and include them as control variables or
antecedents in studies to explore their impact on employees’ privacy perceptions.

5.7 study limitations

Although the study design intends to capture general mental models of informational
self-determination in employment, generalization of results cannot be given due to the
qualitative property of the study and the strong context dependence of privacy. While
education does not significantly impact privacy perceptions [247], it may nevertheless
affected the understanding of our questions and the resulting answers. Despite individ-
ual demographic differences in our small sample, our study also contains limitations
which are well known in privacy research: Our participants’ perceptions are biased by
macro-environmental factors, particularly with regard to the cultural background and
the existing strong governmental regulation framework [247]. Findings may vary for
employees from other organizations, because privacy perceptions correlate to the or-
ganization type [316]. Nevertheless, our results constitute an important step towards
more complete views of privacy by complementing the results of prior studies that had
U.S.-biased samples [112, 247]. Our results also contribute to the diversity of meanings,
values, and attitudes about privacy with findings from an underrepresented context.

As participation was voluntary, sampling may be affected by a self-selection bias and
limited to the population of people employed at the organizations we contacted. Al-
though we recruited our sample one year after the GDPR came into force, feedback we
received during recruitment suggests a “data protection” and “privacy” fatigue. While
our invitations did not mention these themes, the chosen wording of the invitations may
still evoked unintended associations. The salience bias therefore probably intensified the
self-selection bias, with privacy fatigued individuals less likely to participate.

The results of studies with a mental model approach are limited by the study’s setting,
tasks, and analysis [232]. However, our participants may in fact had relatively advanced
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mental models of informational self-determination; indeed, our sample was biased to-
wards administrative and IT staff, suggesting familiarity with (personal) data processing.
Therefore, our results likely represent the more advanced mental models, serving as a
sound basis for future quantitative research.

5.8 summary

In this chapter, we have presented the results of a semi-structured interview study with
27 employees in Germany, in which we elicited employees’ mental models of the right
to informational self-determination to examine RQ1 “What are employees’ internalized con-
ceptualizations of the privacy framework under the right to informational self-determination in
employment?” According to our literature review in Chapter 3, our results provide the
first insight into employees’ privacy conceptualizations that are Eurocentric and non-
Anglo-American. To this end, we provide fundamental knowledge on: (1) Employees’
conceptualizations of different categories of data and common terminology; (2) employ-
ees’ conceptualizations of the right to informational self-determination, dividing into
different objectives, demands for self-determination and transparency, and issues; and
(3) employees’ awareness of personal data processing, data flow, safeguards, threat mod-
els, and misuse scenarios. Our results illustrate the ambiguity and obscurity of common
terminology to describe (personal) data, even for data processing employees and man-
agers. Meanwhile, our findings provide guidance on the use of terminology and indicate
factors that should be considered to fulfill the legal requirements for clear and plain lan-
guage in the employment context. We also identified three types of mental models that
differ in their expectations of privacy controls. These may serve to understand employ-
ees’ specific privacy needs and capabilities, and provide guidance on which biases to
consider when designing or implementing privacy controls. Furthermore, we found ig-
norance among participants about actual personal data flow, processing, and safeguard
implementation in employment. Instead, our participants’ mindsets were shaped by
their faith in the employer and TOMs to protect privacy.

The results of this study lay the foundation for a knowledge repository that provides
stakeholders involved in privacy engineering, such as employers, researchers, designers,
and software engineers, with fundamental knowledge for follow-up systems engineer-
ing processes to, e.g., assess risks, elicit requirements, or make architectural decisions (cf.
Section 2.3 & Section 2.4). In particular, this study contributes to knowledge about the
types of privacy controls desired by employees and the challenges to be considered in
designing and creating usable control and transparency mechanisms in the employment
context. As such, findings on data processing employees influenced our own UCD study
presented in Chapter 7. For researchers, new aspects emerged for future studies, some of
which influenced our quantitative study, which we present in the upcoming Chapter 6.
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What can be asserted without evidence
can be dismissed without evidence.

— Christopher Hitchens

In this chapter, we complement our findings presented in Chapter 5 on the conceptual-
ization of the right to privacy by investigating employees’ perceptions of personal data,
focusing on the research questions RQ2 - RQ4 derived in Section 4.1. Based on [102], we
present the results of a cross-sectional survey study with 553 employees from Germany.
The survey provides multiple insights into the relationships between employees’ per-
ceived data sensitivity and their willingness to disclose personal data in the employment
context. The study contributes to the general body of knowledge in privacy research by
providing new insights into privacy in employment. It further highlights differences be-
tween contexts and makes an important contribution to balancing the existing one-sided
focus of research on both private contexts and U.S.-centric views.

The remainder of this chapter is structured as follows: We introduce our research
model and hypotheses in Section 6.1. This is followed by details on the procedure and
methods for designing and conducting our study, along with details on ethical concerns
and data analysis in Section 6.2. Next, we present details on employees’ perceived data
sensitivity and willingness to disclose in Section 6.3, followed by an examination of em-
ployees’ perceptions of different groups of personal in Section 6.4. We then present the
results of an in-depth analysis of determinants of perceived data sensitivity and willing-
ness to disclose in Section 6.5, and reveal different clusters of employees in Section 6.6.
Afterwards, we discuss our results’ implications in Section 6.7, and discuss limitations
of our study in Section 6.8. We finally conclude this chapter, summarizing our findings
in Section 6.9.

6.1 background and research model

In this section, we elaborate on our research questions by deriving specific sub research
questions and hypotheses guiding our research. Specifically, Section 6.1.1 addresses
RQ2, Section 6.1.2 addresses RQ3, and Section 6.1.3 addresses RQ4. A summary of our
research objectives mapped to the different research questions is shown in Figure 6.1.

6.1.1 Differences in the perception of personal data

In the following, we set out our research model to address our research question RQ2
“How do personal data differ in terms of their perceived sensitivity and willingness to disclose
by employees?” and to divide its scope into smaller, yet more concise, sub-research ques-
tions.

93
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Figure 6.1: Summary research objectives and research questions in Study II.

contextual differences As explained in Section 2.4.4, people’s perceptions of
(personal) data sensitivity are generally considered to be highly context-dependent [113,
247, 248]. However, recent studies in the marketing and online context show that per-
ceived data sensitivity seems unaffected by slight context changes. In more detail, dif-
ferent studies have been conducted with samples from the USA and Brazil [274], from
Germany [271], and from Saudi Arabia [273]. All found that the ranking of various per-
sonal data by perceived sensitivity was largely unaffected by differences in culture and
context. This raises the question whether a global consensus for a ranking of personal
data by perceived sensitivity can be reached [271, 274]. We take up this proposition and
examine whether perceived data sensitivity differs significantly between the employ-
ment context and the online and marketing contexts examined in [271, 273, 274]. This
leads to the formulation of our first sub-research question:

RQ2a “Does the employment context alter the ranking of personal data by perceived data
sensitivity compared to other contexts?”

groups of personal data Legislation and international standards distinguish be-
tween different groups of personal data based on their sensitivity properties. A common,
yet simple distinction is that between “personal data” and “sensitive personal data”.
Based on the comprehensive list of different definitions provided in Section 2.2.3, we
aim to provide updated insights into employees’ perceptions of groups of personal data
by examining whether employees’ perceived data sensitivity matches legal distinctions.
To further assist in the employee-centric design of privacy controls and privacy-friendly
systems, we are investigating whether we can identify context-specific groups of per-
sonal data that emerge directly from the perceptions of employees’ perceived data sensi-
tivity and willingness to disclose in employment. Such “latent” groups of personal data
would be characterized by the fact that, in contrast to previous work, they allow holistic
inferences and do not merely represent evaluations of individual types of data. By com-
paring these groups of personal data to other groups based on legal definitions, we are
the first to examine and compare the magnitude of the (expected) negative correlation
between perceived data sensitivity and willingness to disclose for different groups of data.
As such, we derive the following sub-research questions:

RQ2b “Can latent groups of personal data be identified in the employment context based
on employees’ willingness to disclose and perceived data sensitivity?”
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RQ2c “Do the perceived data sensitivity and willingness to disclose differ between groups of
personal data?”

RQ2d “Is the magnitude between perceived data sensitivity and willingness to disclose af-
fected by the group of personal data?”

6.1.2 Antecedents and causal model

Our research question RQ3 “Which antecedents influence employees’ perception of personal
data?” tackles the current lack of studies focused on investigating the determinants
of perceived data sensitivity and willingness to disclose personal data in the employment
context [25]. We therefore review the applicability of antecedents used in other con-
texts [113, 247, 262] to the employment context, using the APCO model (cf. Section 2.4.4).
Moreover, our mental model study in Chapter 5 strongly suggests that employees’ per-
sonal disposition toward a right to privacy influences their privacy perceptions. We
therefore derive the following two sub-research questions:

RQ3a “How do common antecedents affect employees’ perceived data sensitivity and will-
ingness to disclose data in employment?”

RQ3b “Are common antecedents affected by employees’ personal disposition toward a
right to privacy?”

For the studying of RQ3a, we lay out our causal model below by describing the various
antecedents examined in this study. To this end, we derive and formulate our hypotheses
H1 – H6. The causal model is depicted in Figure 6.2.

risk beliefs and trust Risk beliefs refer to the uncertainty that the disclosure of
personal information could lead to some kind of material or non-material loss [244,
247]. Thus, risk beliefs negatively influence willingness to disclose personal data [244, 255].
Since employees were found to withhold personal information when they fear adverse
consequences [118, 127], we hypothesize the following:

H1a: Employees’ risk beliefs are negatively associated with their willingness to disclose per-
sonal data.
H1a: Employees’ risk beliefs are positively associated with their perceived data sensitivity.

Trust has an opposite effect to risk beliefs [73] and refers to the degree to which em-
ployees believe their employer is dependable in protecting employee personal data [255].
The results of Study I in Chapter 5 indicate that employees in Germany appear to trust
their employers to process their personal data in a fair and data protection compliant
manner. We thus hypothesize the following:

H2a: Employees’ level of trust in employers is positively associated with their willingness
to disclose personal data.
H2b: Employees’ level of trust in employers is negatively associated with their perceived
data sensitivity.
H2c: Employees’ level of trust in employers is negatively associated with their risk beliefs.
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Figure 6.2: Anticipated causal model of antecedents for Perceived Data Sensitivity (PDS) and
Willingness to Disclose (WTD) in the employment context. For each hypothesis (H1 -
H6), we indicate the expected direction of effect (positive (+) or negative (-)).

privacy concerns Privacy concerns cover a wide range of beliefs (cf. Section 2.4.4)
and have indirect effects on people’s privacy behavior by substantially influencing their
willingness to disclose [112, 250, 262]. Previous work anticipates that this relationship
also applies to the employment context [73]. Given that employees are required to dis-
close large amounts of potentially sensitive personal information to their employers, we
hypothesize that this translates into a particular level of concern by employees that em-
ployers are collecting too much data about them over time. Based on this notion, we
formulate the following hypotheses related to employees’ collection concern:

H3a: Employees’ concern about the extensive collection of personal data by employers
is negatively associated with their willingness to disclose.
H3b: Employees’ concern about the extensive collection of personal data by employers is
negatively associated with their overall level of trust in employers.
H3c: Employees’ concern about the extensive collection of personal data by employers is
positively associated with their risk beliefs.
H3d: Employees’ concern about the extensive collection of personal data by employers is
positively associated with their perceived data sensitivity.

Moreover, because in our mental model study we found that employees expressed
concerns that some of their personal data could have negative consequences if used for
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purposes other than those intended (cf. Chapter 5), we expect similar effects for em-
ployee concerns about employers’ unauthorized secondary use of personal data. In this
regard, we formulate the following hypotheses:

H4a: Employees’ concern about the unauthorized secondary use of personal data by em-
ployers is negatively associated with their willingness to disclose.
H4b: Employees’ concern about the unauthorized secondary use of personal data by em-
ployers is negatively associated with their overall level of trust in employers.
H4c: Employees’ concern about the unauthorized secondary use of personal data by em-
ployers is positively associated with their risk beliefs.
H4d: Employees’ concern about the unauthorized secondary use of personal data by em-
ployers is positively associated with their perceived data sensitivity.

benefits and perceived data sensitivity Previous studies suggest that em-
ployees assess the relevance and suitability of personal data when requested to disclose
in the employment context [66, 80]. In addition, our results of Study I in Chapter 5 sug-
gest that some employees’ conceptualizations of the right to privacy take benefits as a
tradeoff for the restriction of self-determination. Consequently, employees’ willingness
to disclose personal data may increase if they believe to receive adequate gratification
(i.e., benefits) in return [3]. Moreover, while several studies have examined perceived data
sensitivity outside the employment context, it has rarely been examined as a predictor of
willingness to disclose. We therefore derive the following hypotheses:

H5: Employees’ perceived benefits of self-disclosure to employers are positively associ-
ated with their willingness to disclose.
H6: Employees’ perceived data sensitivity is negatively associated with their willingness to
disclose.

employees’ dispositions to a right to privacy For the studying of RQ3b,
we derive and formulate our hypotheses H7 – H10. Given that the research question is
exploratory in nature, drawing directly from Study I in Chapter 5, a causal modeling
is deemed infeasible for its studying. Instead, we are interested in finding out whether
and which dispositions of employees for privacy have an effect.

The first disposition studied is employees’ perception of having a right to privacy.
Privacy as a right has hardly been studied before, yet, people tend to perceive the right
to privacy differently, which has also an effect on their privacy beliefs [113, 288]. Our
findings in the mental model study in Chapter 5 revealed that employees’ beliefs about
having a right to informational self-determination influence their attitudes toward how
data should be used or how much data should be disclosed. As a result, we examine its
impact on other antecedents surveyed in this study.

Furthermore, the mental model study also revealed that employees tend to perceive
the managing of privacy as complex and challenging. We therefore investigate whether
the perceived complexity of privacy protection has an effect on common antecedents. Sim-
ilarly, our mental model study indicates that employees have only artificial knowledge
of privacy law, if any, but at the same time trust that the legal framework will guide
employers to protect their data. We therefore also include knowledge about privacy law
and employees’ satisfaction with privacy law in our examination of potential effects on
antecedents. As a result, we derive the following hypotheses:
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Figure 6.3: Model for examining effects of employees’ dispositions to a right to privacy on pri-
vacy antecedents.

H7: Employees’ level of perceiving privacy as a right has significant effects on other an-
tecedents of personal data disclosure.
H8: Employees’ level of perceiving the complexity of privacy protection has significant ef-
fects on other antecedents of personal data disclosure.
H9: Employees’ level of knowledge about privacy law has significant effects on other an-
tecedents of personal data disclosure.
H10: Employees’ level of satisfaction with privacy law has significant effects on other an-
tecedents of personal data disclosure.

6.1.3 Employee groups and clusters

To address our research question RQ4 “Can employees be categorized based on different per-
ceptions of personal data?”, and thus consider the element of uniqueness of individuals’
privacy perceptions, we examine differences among employees based on willingness to
disclose and perceived data sensitivity. We choose these attributes, because we believe they
are the most relevant for employers when attempting to process truthful data. As a re-
sult, we derive the following sub-research questions:

RQ4a “Can employees be classified into groups according to willingness to disclose and
perceived data sensitivity?”

RQ4b “Do these groups differ in terms of demographic factors or privacy attitudes?”

6.2 methodology

To examine our research questions and hypotheses, we conducted a cross-sectional on-
line survey with 553 employees in Germany between July 2020 and March 2021. The data
were analyzed quantitatively using appropriate statistical methods. In what follows, we
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first discuss how we addressed ethical concerns in Section 6.2.1, followed by details
on the measurement instrument used in Section 6.2.2, the survey’s procedure in Sec-
tion 6.2.3, the participants’ recruitment in Section 6.2.4, our participants’ demographics
in Section 6.2.5, and the data analysis in Section 6.2.6.

6.2.1 Ethical considerations of the study

We ensured to minimize potential harms from our study by adhering to the Code of
Ethics of the German Sociological Association and the Standards of Good Scientific
Practice of the German Research Foundation. Our study design was also independently
approved by two DPOs at our institutions. Employees participating in our study were
informed about the data collected at the beginning of the survey. After consenting to
participate, they could leave the survey at any time and delete their responses. In ad-
dition, we collected data anonymously whenever possible. If this was not possible, the
data were stored separately from the response data and deleted after the survey was
completed. All data were stored on encrypted hard drives.

Participants recruited through online panels were paid according to minimum wage
in Germany (€9.60/h) adjusted to the median completion time. Participants recruited via
other channels were not paid, but invited to participate in a raffle of shopping vouchers.
We pointed out the conditions of participation at the beginning of the study. When we
contacted organizations to recruit their employees, we provided extensive information
about the study and surveys for review. We assured participating organizations that they
could not be identified. One organization required approval through employee represen-
tation. We assured representatives and employees that we would not share information
about participation with their respective employers. Last but not least, we explicitly re-
ferred to voluntary participation in our invitation emails and, after consultation with
the organizations, explained whether the study may be completed during or outside
working hours.

6.2.2 Measurement instrument

Where available, we used validated measurement items from the literature to design
our survey and adapted them as needed. For privacy antecedents, we used items from
[255, 256] to elicit trust, risk beliefs, collection concern, and unauthorized secondary use. Be-
cause no matching items for benefits were found, we created them ourselves. To elicit
employees’ dispositions to privacy, we used items from [288] to elicit privacy as a right,
and statements from [287] to elicit complexity of privacy as well as satisfaction with privacy
law. All constructs were measured with three to four items using a six-point scale. An
exception is satisfaction with privacy law, which was a single item measured on a six-
point scale. To elicit knowledge about privacy law, we used five multiple choice questions.
To design the questions, we either adapted questions from the “Online Privacy Literacy
Scale” [317], or we created new questions and items targeting the employment context.
Furthermore, to measure perceived data sensitivity and willingness to disclose, we used a
set of 62 items representing various personal data. Participants rated perceived data sen-
sitivity on a six-point scale and willingness to disclose on a four-point scale, respectively.
The set of 62 personal data items is composed of the results of a series of workshops
conducted in 2019 as part of the preparation of this study. The workshops targeted at
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eliciting employees’ requirements for PETs. In the workshops, participants were asked
to list personal data that are frequently disclosed in employment or that they believe
should be protected. Details on the workshops are available in [96]. For our survey, we
combined the responses from four workshops with a total of 30 participants from four
research institutions and one private company in Germany. Workshop participants in-
cluded works councils, administrative staff, IT professionals, and researchers from the
fields of ergonomics, data protection law, and human-computer interaction. From the
responses, we created a consolidated list of personal data with 50 unique items. Given
the expertise of our workshop participants, we consider the list to reflect a fair represen-
tation of personal data relevant for the purpose of our study. To address potential bias
through participant recruitment, we have completed the list with items from studies on
privacy in the online and marketing context [271, 274]. Some items were omitted, if they
have a different meaning in the German-cultural space or if no equivalent exists. The
full questionnaire is available in Appendix C.1. The final list of personal data items is
available in Figure 6.4 and in Appendix C.4.

6.2.3 Study procedure

Our survey requires participants to respond to a total of 183 items. As a result, the length
of the questionnaire and the associated workload may influence employees’ willingness
to participate, leading to fatigue near the end of the survey, and increasing the risk of
unbalanced responses [318]. We have therefore created a two-part questionnaire to make
the survey more appealing to employees, easier to complete, and to avoid quality loss
due to excessive and repetitive question design. The first part (Part 1) is composed of
three sub-parts: (1) Demographics related to employment, (2) ratings of perceived data sen-
sitivity and willingness to disclose 62 personal data items, and (3) remaining demographics
and survey feedback for part one. The second part (Part 2) comprises questions on the
variables of our causal model and survey feedback for part two.

6.2.4 Participant recruitment and enrollment

We recruited our participants via the two online panels Prolific (N = 351) and Re-
spondi (N = 111), as well as via mailing lists of organizations we contacted (conve-
nience sampling), and through social media of the local Chamber of Commerce and
Industry (N = 133) (Ntotal = 595). The reason for distributing the survey across multiple
channels was to reach a larger number of participants and to reduce demographic bias
from individual channels, as response rates via Prolific were low for some demographic
groups. First, we invited participants to complete Part 1, and then reinvited them to
Part 2 two days later. To avoid methodical artifacts, we screened participants to ensure
that they were employed in Germany and spoke German. After survey completion, we
linked the responses from both parts by merging the data from the surveys. For the
online panels, we used user identifiers provided by the panels. For all other recruitment
channels, we used passcodes generated by the participants themselves. Passcodes were
created in the first survey and had to be re-entered in the second survey. Neither the
user identifiers nor the passcodes allow us to identify the natural persons. Furthermore,
we have removed participants from the data based on timing, the number of missing
responses (⩾ 10%), and participants’ self-assessed quality of the responses, consisting
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of ratings for honesty and seriousness. We additionally checked the data for multivari-
ate outliers and straightlining response patterns. Response times averaged 11.7 minutes
(median = 9.8) for Part 1 and 12.8 minutes (median = 11.6) for Part 2.

6.2.5 Participant demographics

In total, we have accepted 553 responses as valid for Part 1, and 393 responses for Part 2.
The sample demographics are summarized in Table 6.1. Overall, our sample is slightly
biased in favor of younger male participants as there is a small positive correlation
between sex and age (ρ = .17, Confidence Interval (CI)95: [.08, .25]). Nevertheless, partic-
ipants’ ages spanned the typical period of employment (x ∈ [18, 67], x̄ = 39.6, sd = 12.3).
At the time of the survey, half the respondents had been employed by their current
employer for at least six years (x ∈ [0, 46], x̄ = 8.77, sd = 9.5). Three-quarters had per-
manent employment, and half of the participants regularly processed personal data as
part of their job. In addition, our sample includes employees from 18 different industries
and 12 different occupational groups. The distribution of industries among the top five
industries was balanced, but a bias toward the service sector was observed among pro-
fessional groups. Compared to the overall population of employees in Germany [319],
however, our sample is biased toward younger employees with a university degree who
work for large organizations, have a slightly shorter job tenure, and higher income. Our
participants also primarily worked in the fields of IT, science, business, law, and educa-
tion. Details on the industries and professional groups, and a separate presentation of
the demographics of Part 1 and Part 2, as well as a comparison with the population of
employees in Germany, can be found in Appendix C.3.

6.2.6 Evaluation and data analysis

To answer RQ2a-d, we analyzed the data from Part 1 because it contained responses
to perceived data sensitivity and willingness to disclose. To test the hypotheses H1 – H10
under RQ3 and to investigate RQ4, we used the subsample of Part 2, as it contained re-
sponses to the latent constructs (i.e., antecedents and privacy beliefs). All analyses were
performed using R. The packages used are reported in Appendix C.2. In the following,
we will explain how we proceeded to answer our research questions.

6.2.6.1 Comparison between contexts

To compare differences in perceived data sensitivity across different contexts under
RQ2a “Does the employment context alter the ranking of personal data by perceived data sen-
sitivity compared to other contexts?” we created an intersection of examined data items
from our study and the three other studies considered [271, 273, 274]. The items were
then ranked according to their mean scores per study. We then compared the pairwise
Spearman rank correlation coefficients (ρ) between all studies to verify whether the rank-
ing of the items remain constant. Next, we examined whether the pairwise correlations
between our German sample (employment context) and the German sample in [271]
(online context) differed by running tests for differences in overlapping correlations. Sig-
nificance was determined using the percentile bootstrap method of Rousselet et al. [320]
at the 95% confidence interval (CI95, nboot = 2000).
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Table 6.1: Participant demographics summary.

Description Part 1 Part 2 Germany [319]

Participants N: 553 N: 393

Sex % % %

Diverse 0.2 0.0 n. a.

Female 39.6 41.7 46.5

Male 59.7 58.3 53.5

Age (years) % % %

⩽ 24 8.7 9.9 1.3

25 – 34 32.4 3.5 22.1

35 – 44 27.1 29.0 21.9

45 – 54 14.6 14.0 23.6

55 – 64 16.5 15.8 29.9

⩾ 65 .7 .8 1.2

Job tenure (years) % % %

⩽ 4 47.3 46.6 27.6

5 – 9 24.1 24.4 19.1

⩾ 10 28.6 29.0 44.3

Org. size (num. employees) % % %

< 10 8.0 7.1 18.0

10 – 249 34.4 32.8 38.0

250 – 999 25.7 26.7
44.0

⩾ 1k 31.6 33.1

Net income (€ / month) % % %

< 1k 9.2 12.2 13.0

1k < 2k 36.7 31.6 42.0

2k < 3k 36.9 36.4 29.0

3k < 4k 11.4 12.7 10.0

⩾ 4k 5.8 7.1 6.0

Other % % %

University degree 58.2 58.3 16.9

Permanent employment 75.8 75.6 n. a.

Multiple jobs 7.6 7.6 5.4

German nationality1
88.2 86.0 87.5

Regular processing of personal data n. a. 52.2 n. a.

Note. Part 1 ⊃ Part 2; Full demographics are reported in Appendix C.3.
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6.2.6.2 Latent structure analysis

For the examination of RQ2b “Can latent groups of personal data be identified in the em-
ployment context based on employees’ willingness to disclose and perceived data sensitivity?”,
different options are available. A common approach is subdividing personal data accord-
ing to the perceived data sensitivity using conventional clustering methods [271, 273, 274].
Such clusters differ in average perceived sensitivity, but are often difficult to interpret in
terms of semantic meaning. In contrast, factorization approaches revealed latent groups
of personal data with increased interpretability [251, 278, 282]. We therefore opted for
the latter and conducted an Exploratory Factor Analysis (EFA) on the participants’ re-
sponses. We also ran a Confirmatory Factor Analysis (CFA) on willingness to disclose and
perceived data sensitivity to validate the identified structure. We chose common factor
analysis over principal component analysis, because research suggests that people’s will-
ingness to disclose and perceived data sensitivity are influenced by latent variables, such
as contextual norms [27, 248]. For analysis, we followed guidelines for EFA and CFA with
ordinal data [321, 322, 323]: First, we removed personal data items with nonresponse
rates ⩾10% [323] and tested for univariate and multivariate normality to assess the suit-
ability of the data for further analysis. Next, we examined the possibility of imputing
missing data by testing for missing patterns using Little’s test. We also visually exam-
ined the data if we expected biased results due to violations of the multivariate normal
assumption. To conduct EFA and CFA on different datasets, we split the data in half at
random (NEFA = 277, NCFA = 276) and verified that the demographic properties were simi-
lar. Next, we examined the basic factorability assumption using the Kaiser–Meyer–Olkin
measure of sampling adequacy, the Kaiser–Meyer–Olkin criterion, and Bartlett’s test of
sphericity. To account for the ordinal nature of the data, we used polychoric correla-
tions [324, 325]. We then removed items with high (|r| ⩾ .8) or very low (|r| < .3) pairwise
correlations. The number of factors to retain was determined on the basis of multiple
recommended criteria [321, 326]: Parallel analysis, Velicer’s Minimum Average Partial,
and post-hoc model fit indexes, i.e., the Akaike Information Criterion and the Bayesian
Information Criterion. The estimators for EFA were selected based on recommendations
to recover weak factors in rather small samples or when multivariate normality is vi-
olated [321, 322], including Minimum Residuals, Unweighted Least Squares, and Prin-
cipal Axis Factoring. We then compared the resulting solutions to each other, in order
to ensure that the results replicated for the different estimators [322]. We used oblique
rotation to address the expected correlations between emerging factors. After deciding
on a factor solution, we have refined it iteratively using Hair et al. [323]’s three-step pro-
cedure. The latent factors identified from EFA were validated with CFAs using the robust
estimator Weighted Least Square Mean and Variance Adjusted (WLSMV) [327]. First, we
fitted a model to the EFA-subsample to detect severe model misspecification [327]. We
then fitted a second model for the CFA-subsample to verify the latent structures’ validity
and reliability for both willingness to disclose and perceived data sensitivity. Discriminant
validity was validated using the Fornell-Larcker criteria and the Heterotrait-Monotrait
Ratio of Correlation (HTMT) (< .85) [328].

6.2.6.3 Comparison of groups of personal data

To compare groups of personal data under RQ2c “Do the perceived data sensitivity and
willingness to disclose differ between groups of personal data?” and RQ2d “Is the magnitude
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between perceived data sensitivity and willingness to disclose affected by the group of personal
data?”, we have created four groups according to the distinctions made in legal texts
and standards discussed in Section 2.2.3: (1) The group ALL includes all 62 personal data
items surveyed; (2) the group GDPR represents special categories of personal data under
Arts. 9 & 10 GDPR [133]; (3) the group IDENT represents secure personal identifiers (e.g.,
Passport No.) [144]; and (4) the group MASTER refers to employee master data (e.g., con-
tact details). The detailed item mapping is available in Appendix C.4. For each group,
we have created subscales for Perceived Data Sensitivity (PDS) (i.e., PDSALL, PDSGDPR,
PDSIDENT, PDSMASTER) and for Willingness to Disclose (WTD) (i.e., WTDALL, WTDGDPR,
WTDIDENT, WTDMASTER). We also created additional subscales for groups of personal data
identified in the latent structural analysis described above. Using these scales, we per-
formed a regression analysis to compare the different groups, using PDS as the predictor
and WTD as the outcome. PDSALL and WTDALL served as the baseline for comparisons.
Violations of independence for the outcome variables were addressed by including ran-
dom intercepts for participants and random slopes for PDS in Linear Mixed-effects Mod-
els (LMMs) and its robust variants. We have verified that the inclusion of random effects
increased the model fit using likelihood-ratio tests. Verification of normality and ho-
moscedasticity assumptions for residuals failed by visual inspection and using Levene
test. All models were therefore fitted using robust LMMs. Significance checks were done
using the robust LMM’s t value and the Satterthwaite approximations [329] of degrees of
freedom of the corresponding regular LMM (cf. [330, 331]).

6.2.6.4 Causal model analysis of antecedents and covariates

To examine RQ3a “How do common antecedents affect employees’ perceived data sensitivity
and willingness to disclose data in employment?”, we analyzed the causal model depicted
in Figure 6.2 using Structural Equation Modeling (SEM). Based on expected effect sizes
in the range [.2 ⩽ |β| ⩽ .85] [262] and based on common rules of thumb, we decided
that Nobs = 393 was acceptable (Nobs ⩾ 300, Nobs/Nvar ⩾ 10 [323, 332]). The validity of
the measurement model and structural model as well as the constructs’ reliability were
assessed following guidelines in [323]. The variables trust, risk beliefs, collection concern,
unauthorized secondary use, and benefits were modeled as reflective constructs. In contrast,
perceived data sensitivity and willingness to disclose were modeled using composite scores.
The reason behind this is that we test both latent groups of personal data identified using
factor analysis, but also non-latent groups of personal data predefined in legal texts and
standards. However, for the non-latent groups of personal data, the theoretical basis for
modeling these as reflective constructs is missing. For example, the group ALL includes
all 62 surveyed items and the group GDPR represents special categories of personal data
that are predefined and which do not take into account latent aspects.

Furthermore, if fit indices of the fitted models indicated inadequate fit, we checked
the variables’ items for low factor loadings and ran an EFA with Principal Axis Factoring
and oblimin rotation to identify items with high crossloadings. Identified items were
then marked for deletion. After our measurement model achieved satisfactory fit, we
modeled the causal SEM structure a-priori based on our hypothesized causal model out-
lined in Figure 6.2 above. To check for demographics differences, we also fitted a second
model including our participants’ demographics as control variables on perceived data
sensitivity and willingness to disclose.
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Next, for the studying of privacy specific covariates under RQ3b “Are common an-
tecedents affected by employees’ personal disposition toward a right to privacy?”, we ran a
multivariate regression analysis. For this purpose, we set up a Multiple Indicators and
Multiple Causes (MIMIC) SEM model (cf. Figure 6.3). For the two latent variables privacy
as a right and complex privacy protection, we performed the same checks for reliability and
validity as for the other latent variables in our causal model. These were also modeled
as reflective constructs, whereas knowledge about privacy law and satisfaction with privacy
law were modeled as formative constructs. We also fitted a second model, including our
participants’ demographics as control variables.

6.2.6.5 Identification of employee groups

For answering RQ4a “Can employees be classified into groups according to willingness to dis-
close and perceived data sensitivity?” and RQ4b “Do these groups differ in terms of demographic
factors or privacy attitudes?”, we performed Latent Class Analysis (LCA) to identify groups
of employees based on their response patterns of willingness to disclose. LCA is a type of
finite mixture modelling that determines classes (“clusters”) based on subpopulations
with different sets of attributes. Observations are assigned probabilities belonging to
each class. Here, classes are assumed to be unobserved categorical (latent) variables. We
determined the optimal number of classes by first estimating a one-class model and then
iteratively adding classes up to a maximum of five, as we expected group sizes similar
to those in previous studies in other contexts [251, 283, 287, 288]. We evaluated model fit
using various fit indices, with a focus on the Bayesian Information Criterion due to its
superiority in LCA class selection [333]. To avoid local maxima, we ran 500 replications.

We have fixed participants’ class memberships based on posterior probabilities after
deciding on the number of classes. To improve the posterior probabilities and reduce
estimation attenuation [334], we ran latent class regression analysis with demographic
covariates as dichotomous and attitudes as ordinal (three bins) variables. Before extract-
ing the classes, we ensured that the entropy was greater than .8, indicating a low clas-
sification error. We then compared the fit of a constraint to the fit of an unconstrained
multigroup SEM to test for differences between the extracted classes. If the likelihood-
ratio test was significant, we performed distal outcome analysis for privacy antecedents
using a MIMIC model and logistic regression for demographic variables.

6.3 employees’ perceived data sensitivity and willingness to disclose

This section presents our findings related to research question RQ2a “Does the employ-
ment context alter the ranking of personal data by perceived data sensitivity compared to other
contexts?” We first report the descriptive results in Section 6.3.1, followed by correlation
and rank analysis in Section 6.3.2, and conclude with a discussion in Section 6.3.3.

6.3.1 Descriptive results

The average scores for Perceived Data Sensitivity (PDS) and Willingness to Disclose (WTD)
are plotted in Figure 6.4. Detailed scores are available in Appendix C.4. Consistent with
the results of previous work in the online and marketing context, our results show that
also in the employment context, passwords were perceived as the most sensitive data
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type, whereas hair color was perceived as the least sensitive data type. It is striking
that eight of the ten items with the lowest PDS can be clearly assigned to employee
master data. The ratio of personal data types with a score for PDS < 5 and data types
with a score for PDS > 5 is 21:41. This means that two-thirds of the data types were
rated as rather sensitive information. Half of the data types have scores for PDS ⩾ 6.
The proportion of data types with scores for WTD < 5 and scores for WTD > 5 is 32:30,
and is therefore balanced. The lowest WTD was found for online dating activities, closely
followed by passwords and DNA. On the other hand, participants were most willing to
disclose their profession, education, and language skills to employers. The ten items with
the highest WTD are all directly related to employment.

6.3.2 Contextual differences

A visual comparison of the PDS scores from this study in Figure 6.4 with the PDS scores
from previous studies conducted in the online and marketing contexts [271, 273, 274]
reveals differences in the rating of perceived data sensitivity. With a few exceptions,
the scores for less sensitive data are lower in this study than in other studies, whereas
scores for more sensitive data are almost always higher in this study.

When comparing the rank order of the personal data items based on perceived data
sensitivity between the different studies as described in Section 6.2.6.1, we found that the
items in our study deviate on average 6.5 positions from the rank order of other stud-
ies [271, 273, 274]. We found particularly large differences (|δ| ⩾ 10) for political opinion,
religious affiliation, and GPS location, which were perceived considerably more sensitive
in the employment context. At the same time, home address, health insurance No., account
No., and social security No. were perceived considerably less sensitive in the employ-
ment context. This trend also holds true when comparing only the results of the two
German samples, i.e., our study with that of Schomakers et al. [271] (cf. Figure 6.5). For
the German cultural context, we find that seven out of eight personal data items belong-
ing to the special categories of the GDPR are ranked higher in the employment context
(our study) than in the online context (Schomakers et al. [271]’s study). In contrast, seven
out of ten data items belonging to employee master data are ranked lower than in the
online context. No or minimal changes in the rank were observed for passwords, private
license plate, IP address, income level, number of children, and body size.

Our comparison further reveals that the ranks between Schomakers et al. [271]’s study
only deviate by an average of 2.6 ranks compared to the other two studies conducted in
the online and marketing contexts [273, 274]. This implies that personal data items were
ranked similarly in previous studies despite the different contexts (i.e., online vs mar-
keting) and despite cultural differences (i.e., Germany vs. Saudi Arabia vs. Brazil vs the
U.S.). This assumption is fostered by the pairwise scatter plots of the rankings from the
different studies depicted in Figure 6.6. They reveal a clear linear relationship between
the ranked PDS scores across all studies except for our study. A detailed comparison of
perceived data sensitivity between the different studies using correlation analysis confirms
the visual impression in terms of the high correlation coefficients for studies from the
online and marketing contexts. Here, the scores determined in Schomakers et al. [271]’s
study for the German sample have the highest correlation coefficients of all studies con-
ducted. With values close to or greater than .9, these are very strong correlations. In
contrast, the ranking of PDS scores in our study correlates only moderately to weakly
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Figure 6.4: Mean values for PDS (dots) and WTD (square) of 62 personal data items, sorted by
PDS (this study). Adjusted PDS scores from studies in other contexts and cultural
backgrounds are included for comparison. Missing assignments indicate that the item
was not surveyed in the corresponding study. “M” marks employee master data, “I”
marks secure identifiers, and “G” marks data under GDPR.
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with the ranking in previous studies. The pairwise comparisons between the pairwise
differences further confirm that the differences between the correlation coefficients of
our study and those of Schomakers et al. [271] are significant in all cases (cf. Figure 6.6).
This suggests that the perceived sensitivity of personal data in the employment context
differs significantly from the perception in other contexts.
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Figure 6.5: Changes in the rank order of personal data, ranked by perceived data sensitivity in

the employment context (this study) versus the online context [271] for the German
cultural area. Sorted from the most sensitive data type (rank 1) to the least sensitive
data type (rank 28) according to this study’s results. Personal data items are limited
to the uniform set of data studied in all studies [271, 273, 274]. Average changes in
rank are 6.7 positions.
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Figure 6.6: Pairwise rank correlations (Spearman) of perceived data sensitivity of the same set of
personal data items investigated in different studies with varying contexts and cul-
tural backgrounds. The lower part shows pairwise comparisons between our study
and the study in [271], both with samples from Germany. (USA: [274], BRA: [274],
SAU: [273], DEU [271])

6.3.3 Discussion

Referring to RQ2a “Does the employment context alter the ranking of personal data by perceived
data sensitivity compared to other contexts?”, our analysis revealed that scores for perceived
data sensitivity in the employment context did indeed lead to a significant change in the
ordering of the data items studied. First, our analysis shows that perceived data sensitiv-
ity varied more between the employment context and all other contexts than between
online and marketing contexts. Second, our analysis also shows that even when cul-
tural factors are taken into account, perceptions in the employment context still differ
significantly from other contexts. Although we identified differences between previous
studies from the online and marketing contexts that are likely attributable to cultural
factors, our analysis shows that the employment context led to a 2.5 times stronger ef-
fect when comparing our results to another sample from Germany of similar size in the
online context (N[271] = 592). Consequently, we find that other authors’ assumption of
a global consensus regarding people’s personal data sensitivity perceptions (cf. “Con-
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textual differences” in Section 6.1.1) seems to be supported for the online and marketing
contexts, but becomes obsolete when results are compared to the employment context.
This supports our assertion that privacy in the employment context deserves dedicated
consideration, and that further research is needed to investigate such differences.

Furthermore, with respect to Contextual Integrity, our analysis clearly shows that the
contextual norms that apply to the employment relationship differ from those that apply
in other contexts. The differences were expressed specifically by the relative increase in
perceived sensitivity of personal data items belonging to the special categories under the
GDPR. In contrast, employers’ access to all forms of master data, and in particular unique
identifiers (e.g., passport number), appears to be compatible with contextual norms. In
comparison with work from the U.S., it appears that the employees surveyed in our
study, unlike U.S. employees (cf. Section 3.2.2), also regard medical data as inappropri-
ate. At the same time, the results are similar in that employees consider religious and
philosophical beliefs inappropriate, although employers in Germany usually process this
information about their employees in the case of members of Christian churches. This
could mean that current (legal) practice violates contextual norms and that employees
would prefer not to have to disclose this data. It is also possible that our sample counts
few church members.

6.4 groups of personal data

Having described and compared our dataset in terms of perceived data sensitivity and
willingness to disclose with other work in the previous section, we now turn to research
questions RQ2b-d. First, we report the results of the EFA and the CFA applied on our
participants’ responses to identify latent groups of personal data in Section 6.4.1. We
then report our comparative analysis of our participants’ willingness to disclose and
perceived data sensitivity of different groups of data in Section 6.4.2. We conclude this
section with a discussion of our results in Section 6.4.3.

6.4.1 Identification of latent groups of personal data

In the following, we report the results of our latent structure analysis outlined in Sec-
tion 6.2.6.2 above to examine RQ2b “Can latent groups of personal data be identified in the
employment context based on employees’ willingness to disclose and perceived data sensitivity?”
Our tests for univariate and multivariate normality of our participants’ responses indi-
cated violation of the normality assumption. Furthermore, based on insignificant results
of Little’s test (χ2(2196) = 1784.212, p > .99) and visual inspection of the data, we
concluded that data were missing completely at random. We have therefore imputed
missing data using the non-parametric method missForest suitable for ordinal data [335].
Next, the basic factorability assumption was confirmed by all items having acceptable
values for the Kaiser–Meyer–Olkin measure of sampling adequacy (⩾ .85) and by the
Kaiser–Meyer–Olkin criterion (⩾ .91) indicating “meritorious” factorability of the corre-
lation matrix. The Bartlett’s test of sphericity was also significant (χ2(1830) = 8394.02,
p < .001), implying that the correlation matrix was appropriate for factor analysis.

Since all variables loaded with wide communality (> .5) and we had a large variable-
to-factor ratio, we deemed our sample size to be adequate for further analysis [336].
Factor retention criteria suggested retaining between three and six factors, which is con-
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Table 6.2: Latent groups of personal data and results of the Confirmatory Factor Analysis (CFA)
for Willingness to Disclose (WTD) and Perceived Data Sensitivity (PDS).

WTD PDS

Model fit

Scaled fit indices

χ2(df), ***: p < .001 (129): 207.9*** (98): 188.9***

Comparative Fit Index (CFI) .98 .99

Goodness of Fit (GFI) .99 .99

Root Mean Square Error of Approximation (RMSEA) .05 .06

Recommended values [323]: CFI > .94, GFI > .95, RMSEA < .7

Identified latent constructs and their items

SENS λ λ

Genetic data .87 α .83 .59 α .81

Personal problems .71 ω .84 .68 ω .82

GPS location .70 AVE .58 AVE .58

Medication .73 .83

Creditworthiness .74 .77

Medical history .82 .90

NOTSENS λ λ

Hair color .82 α .74 .90 α .70

Body size .83 ω .77 .74 ω .73

Body weight .73 AVE .63 AVE .68

PII λ λ

Home address .80 α .81 .87 α .90

Social security No. .80 ω .82 .91 ω .91

Health insurance No. .82 AVE .63 .89 AVE .78

Account number .77 .86

WORK λ λ

Employment .87 α .79 .86 α .91

Profession .85 ω .81 .85 ω .92

Professional appointments .72 AVE .61 .86 AVE .76

Shift plans .77 .89

Business trip .67 .90

Recommended values [323]: λ ⩾ .7, α ⩾ .7, ω ⩾ .7, AVE ⩾ .5
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sistent with the range of dimensions of personal data proposed in previous work on
different contexts [66, 246, 251, 271, 274, 278, 282]. Due to the high number of items,
the skewed data, and the sample size, we focused particularly on avoiding bias towards
overfactoring [337], i.e., identifying too many factors. After comparing different factor
solutions, a four factor solution using Principal Axis Factoring and Promax rotation
achieved the best partitioning in terms of acceptable loading height (> .45), low number
of cross-loadings (relative magnitude of variance [323]), acceptable commonality (⩾ .5),
and interpretability of the factors. Iterative refinement resulted in a set of 18 items. The
final CFAs with the second half of the participants, conducted to confirm the four identi-
fied factors, showed good to acceptable model fits. All indicators for construct reliability
were in acceptable range and discriminant validity has been confirmed. The results of
the analysis, including details on model fit, reliability, validity, and factor loadings, are
reported in Table 6.2.

To better distinguish the latent groups of personal data in further analysis, we have
assigned them names to reflect the groups’ characteristics of sensitivity and context. The
first factor SENS comprises six personal data items. It represents personal data consid-
ered to be sensitive and private, as they are generally not related to the employment
relationship (e.g., genetic data) or could have negative consequences if they become
known to employers (e.g., medical history). The second factor NOTSENS contains three
personal data items and represents the least sensitive data. Nevertheless, the data still
belong an employee’s private sphere, since they are generally not directly related to the
employment relationship (e.g., hair color). In contrast to SENS though, they are not ex-
pected to have any negative consequences. The third factor PII comprises four personal
data items, and contains data types belonging to personal identifiers and which must
usually be disclosed for employment (e.g., social security number). The fourth factor,
WORK, contains five personal data items that represent types of data directly resulting
from work or employment (e.g., profession).

6.4.2 Differences in sensitivity and willingness to disclose

After we have successfully identified latent groups of personal data from our partic-
ipants’ responses, we now compare different groups of personal data with regard to
differences in the relationship between PDS and WTD. To examine RQ2c “Do the perceived
data sensitivity and willingness to disclose differ between groups of personal data?” and RQ2d

“Is the magnitude between perceived data sensitivity and willingness to disclose affected by the
group of personal data?”, we used a set of eight groups of personal data. The set comprises
the four latent groups SENS, NOTSENS, PII, and WORK, as well as the four predefined
non-latent groups ALL, GDPR, IDENT, and MASTER. A summary of all the data groups
examined is provided in Table 6.3.

The eight groups were compared to each other using LMMs as described in Sec-
tion 6.2.6.3. We found that the models’ fit significantly increased when including random
effects (FitPDS: χ2(1) = 462.28, p < .001; FitWTD: χ2(2) = 457.5, p < .001). The results of
regression analysis are reported in Figure 6.7 and Table 6.4, respectively. We found that
PDS and WTD were significantly different across all eight groups of personal data studied.
For one thing, the assessed scores deviated significantly from the baseline PDSALL and
WTDALL. Second, Tukey post-hoc analysis further revealed that PDS and WTD differed also
significantly among all groups of personal data studied (p < .001). The only exceptions
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Table 6.3: Groups of personal data examined.

Data group Set of personal data items contained

Predefined groups (cf. Appendix C.4)

ALL All 62 items

GDPR Special categories under Arts. 9 & 10 GDPR [133]

IDENT Secure personal identifiers (e.g., Passport No.) [144]

MASTER Employee master data (e.g., contact details)

Latent groups (cf. Table 6.2 or Appendix C.4)

SENS Sensitive data types from the private sphere not related to employment
and potentially harmful

NOTSENS Least sensitive data types from the private sphere and not related to
employment

PII Personal and secure identifiers, usually disclosed to employers in Ger-
many

WORK Data types arising directly from employment

were the two groups MASTER and PII, between which no significant difference was
found. Furthermore, for groups of personal data clearly related to employment, i.e., PII,
MASTER, and WORK, we found significantly lower PDS scores compared to the baseline
PDSALL. Likewise, scores for WTDPII, MASTER, WORK were significantly higher than WTDALL.
For other groups of (mostly non-employment-related) personal data, this effect was re-
versed: Scores for PDSGDPR, IDENT, SENS were significantly higher than PDSALL, and scores
for WTDGDPR, IDENT, SENS were significantly lower than WTDALL. This finding confirms the
context-dependence that underlies people’s intention to disclose (cf. Section 2.4.4). A no-
table exception is the group NOTSENS, which comprises non-employment-related data
but behaved like employment-related data groups. Contrary to intuition, PDSNOTSENS

was even much lower compared to PDSPII and PDSMASTER (cf. Table 6.4). This highlights
that NOTSENS represents personal data of very low sensitivity. In contrast, however,
WTDNOTSENS was also significantly lower compared to WTDPII and WTDMASTER.

Moreover, taking a closer look at the observed effects for latent and non-latent groups
of personal data, we note that the latent group SENS reflects personal data considerably
more sensitive than the non-latent group GDPR. Indeed, the effects of PDSSENS and
WTDSENS are almost twice as strong as those of PDSGDPR and WTDGDPR (cf. Table 6.4).
Likewise, the latent group WORK also reflects personal data considerably less sensitive
than the non-latent group MASTER. Again, the effect for PDSWORK is almost twice as
strong as that of PDSMASTER.

Examining the magnitude between perceived data sensitivity and willingness to disclose,
we found that PDS had a notable significant negative effect on WTD for all data groups
studied. However, visual inspection of the regression lines (cf. Figure 6.7) reveals that
this magnitude is significantly steeper for the NOTSENS group. Tukey post-hoc analysis
confirmed this observation (p < .001). In summary, this indicates that mild changes in the
level of PDSNOTSENS lead to significant larger changes in WTDNOTSENS than is the case for
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Figure 6.7: Robust LMM’s fixed effects between Willingness to Disclose (WTD) and Perceived Data
Sensitivity (PDS) for different groups of personal data.

all other groups of personal data. The analysis also revealed that the magnitudes for the
groups GDPR and SENS are steeper than for PII (-.09, CI95:[-.15, -.03]). Apart from these
exceptions, however, the relationship between perceived data sensitivity and willingness to
disclose appears to be largely constant among different groups of personal data.

Table 6.4: Results robust LMMs with random effects by participants. The different groups of
personal data are compared with the group ALL as a baseline.

Perceived Data Sensitivity (PDS) Willingness to Disclose (WTD)

Predictors Est. CI95 Est. CI95

(Intercept) 3.78
*** [ 3.69, 3.88 ] 2.43

*** [ 2.43, 2.46 ]

GDPR .84
*** [ .72, .96 ] -.59

*** [ -.63, -.54 ]

MASTER -.85
*** [ -.97, -.73 ] .72

*** [ .67, .76 ]

IDENT .43
*** [ .31, .55 ] -.20

*** [ -.24, -.16 ]

SENS 1.58
*** [ 1.46, 1.70 ] -.94

*** [ -.98, -.89 ]

PII -.68
*** [ -.80, -.56 ] .75

*** [ .71, .80 ]

WORK -1.68
*** [ 1.80, -1.55 ] 1.16

*** [ 1.11, 1.20 ]

NOTSENS -1.18
*** [ 1.30, -1.06 ] .52

*** [ .48, .56 ]

PDSc -.28
*** [ -.32, -.24 ]

NOTSENS x PDSc -.10
*** [ -.15, -.06 ]

R2

m / R2

c .458 / .586 .749 / .843

Note. N = 553 ***: p < .001

R2

m: marginal; R2

c: conditional ccentered
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6.4.3 Discussion

In this section, we have concentrated on answering research questions RQ2b-d that fo-
cused on identifying and comparing groups of personal data based on employees’ per-
ceptions of data sensitivity and willingness to disclose.

Starting with RQ2b “Can latent groups of personal data be identified in the employment
context based on employees’ willingness to disclose and perceived data sensitivity?”, we identi-
fied four latent groups of personal data using factor analysis. The four groups emerged
directly from our participants’ response patterns and represent distinct dimensions of
employees’ perceptions for the employment relationship. Thereby, the four groups seem
to differ primarily along the dimensions of contextual relevance and sphere. Accord-
ingly, taking into account general social and political norms, data elements in the SENS
and NOTSENS groups are not usually explicitly disclosed in an employment context.
In fact, much of the processing of data in the SENS group for the purposes of an em-
ployment relationship is prohibited by law (cf. Section 2.2.4). In contrast, data under the
groups WORK and PII are required for the employment context in Germany for formal
or organizational reasons. Their disclosure is therefore backed by common social and
political norms. Regarding the further categorization along the second dimension, the
latent groups of personal data are connected to different proportions with intimate, pri-
vate, and social spheres (cf. Section 2.2.1). Accordingly, data from the SENS group can
be located between the outer intimate and inner private sphere, since their disclosure to
employers threatens employees’ autonomy and personal development. The group NOT-
SENS, on the other hand, can be placed between the outer private and the (public) social
sphere, since employees can hardly avoid disclosing these types of personal data in their
daily interactions with other subjects. Next, data of the group WORK are to be assigned
fully to the (public) social sphere in the scope of an employment relationship, since they
result directly from the relationship itself. In terms of CPM theory, personal data in this
group are co-owned by both employee and employer, in the sense of an organizational
privacy boundary. In contrast, the last group PII is mostly located in the employees’ pri-
vate sphere, making employees the owners of the data, while employers become only
co-owners. Nevertheless, the boundary linkage between the employees’ private sphere
and the employer is strong and well-coordinated because employees usually disclose
data under PII systematically.

Furthermore, our investigation of RQ2c “Do the perceived data sensitivity and willing-
ness to disclose differ between groups of personal data?” revealed that employees perceive
different groups of personal data as having different levels of sensitivity, and that their
willingness to disclose also differs significantly by group. In line with the categorization
of personal data based on their contextual relevance, we found that data more related
to the employment context had significantly lower perceived data sensitivity as well as
significantly higher willingness to disclose. However, our examination of RQ2d “Is the
magnitude between perceived data sensitivity and willingness to disclose affected by the group
of personal data?” found that in some cases, significantly lower perceived data sensitivity
is not necessarily associated with an equivalently significantly higher willingness to dis-
close. For instance, although data under NOTSENS have no reference to the employment
context, the group was perceived as significantly less sensitive than work-related data
under the latent group PII as well as under the non-latent group MASTER. However,
willingness to disclose was significantly lower for NOTSENS than for PII and MAS-
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TER. A viable explanation would be that the two dimensions’ contextual relevance and
sphere have different effects on perceived data sensitivity and willingness to disclose.
Based on our observation, it seems that perceived data sensitivity is primarily influ-
enced by sphere, whereas willingness to disclose is primarily affected by contextual
relevance. Based on this assumption, PII and MASTER were perceived as more sensitive
than NOTSENS, because they are located in the private sphere of an individual, whereas
NOTSENS is located in the (public) social sphere. At the same time, though, the high
contextual relevance of PII and MASTER makes employees disclose the data anyway,
whilst missing contextual relevance for NOTSENS leads to much lower willingness to
disclose. Apart from this special case, however, the magnitude between perceived sensi-
tivity and willingness to disclose seems to be largely stable.

Moreover, comparing the latent data groups from factor analysis with the definitions
of non-latent data groups drawn from the literature and law, we find that in some cases
latent groups represent much more homogeneous forms of non-latent groups. For ex-
ample, the latent data group PII and the non-latent data group MASTER had similar
scores for perceived sensitivity and willingness to disclose. Likewise, the magnitude
and direction of effects between perceived data sensitivity and willingness to disclose
were identical for the latent data group SENS and the non-latent data group GDPR, as
well as for the latent data group WORK and the non-latent data group MASTER. These
results emphasize that these respective tuples of data groups’ share strong similarities.

6.5 antecedents and causal model

After having identified latent groups of personal data and contrasting differences in em-
ployees’ perceptions of data sensitivity and willingness to provide, we now tackle the
current lack of studies focused on investigating the determinants of these perceptions in
the employment context. To examine research question RQ3 “Which antecedents influence
employees’ perception of personal data?”, we first present our analysis of determinants of
perceived data sensitivity and willingness to disclose in Section 6.5.1. We then explore differ-
ent effects of employee privacy disposition on these determinants in Section 6.5.2 and
discuss our results in Section 6.5.3. The basic descriptive statistics of all variables used
for analysis are summarized in Table 6.5.

6.5.1 Determinants of data sensitivity and willingness to disclose

For investigating RQ3a “How do common antecedents affect employees’ perceived data sen-
sitivity and willingness to disclose data in employment?” we applied Structural Equation
Modeling (SEM) analysis as outlined in Section 6.2.6.4 above. An initial CFA of the mea-
surement model indicated overall adequate fit, and an EFA revealed clearly emerging
factors. However, we removed an item for risk beliefs that cross-loaded onto trust. We
also removed an item for collection concern with ρ > .9 on multiple items of risk beliefs,
as well as an item for benefits with a particular low loading. While this relaxed the vari-
ance shared between the constructs, their correlation remained strong. Nevertheless, the
adjusted measurement model had acceptable fit (χ2(81) = 202.15, p < .001, CFI = .98,
GFI = .99, RMSEA = .062), and indicators for construct reliability and validity were in
acceptable range (cf. Table 6.6). In addition, all subsequent SEM analyses also showed
adequate model fit. The detailed analysis results for the non-latent groups of personal
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data are reported in Table 6.7 and Figure 6.8a, whereas analysis results for the latent
groups of personal data are reported in Table 6.8 and Figure 6.8b, respectively. Results
for antecedents are reported in Table 6.9.

antecedent effects SEM analysis confirmed significant moderate (.3 ⩽ |β| ⩽ .5)
negative effects of perceived data sensitivity on willingness to disclose for all groups of
personal data. In contrast, our hypotheses regarding the effects of antecedents on will-
ingness to disclose were confirmed only for some groups but not for others. For the antici-
pated positive effect of trust on willingness to disclose, we found small (|β| ⩽ .3) significant

Table 6.5: Summary of variables used in SEM analysis.

Willingness to disclose Perceived data sensitivity

Variable x SD Median Scale Variable x SD Median Scale

ALL 2.44 0.42 2.43 4 pt ALL 3.79 0.82 3.80 6 pt

GDPR 1.87 0.49 1.73 4 pt GDPR 4.58 0.91 4.67 6 pt

IDENT 2.25 0.48 2.24 4 pt IDENT 4.22 0.97 4.29 6 pt

MASTER 3.17 0.53 3.25 4 pt MASTER 2.98 1.18 2.85 6 pt

NOTSENS 2.87 0.80 3.00 4 pt NOTSENS 2.70 1.23 2.67 6 pt

PII 3.18 0.78 3.25 4 pt PII 3.23 1.74 3.25 6 pt

SENS 1.53 0.53 1.50 4 pt SENS 5.30 0.90 5.67 6 pt

WORK 3.59 0.55 3.80 4 pt WORK 2.20 1.16 2.00 6 pt

Antecedents

Variable x SD Median Scale

Benefits BFTS 3.48 1.33 3.50 6 pt

Collection concern COLL 2.57 1.24 2.33 6 pt

Concern unauthorized secondary use UNAU 5.39 0.79 5.67 6 pt

Risk beliefs RSKB 2.04 1.01 2.00 6 pt

Trust TRST 5.07 0.90 5.25 6 pt

Employee dispositions to privacy

Variable x SD Median Scale

Complexity privacy protection CPLX 3.17 1.23 3.00 6 pt

Privacy as a right PRGT 4.08 1.18 4.00 6 pt

Satisfaction privacy law SATL 4.29 1.21 4.00 6 pt

Knowledge KNWL 1.66 0.76 1.00 3 pt1

Note. N = 393

1Measured with n = 5 multiple choice questions and converted to a 3-point scale
with f(ncorrect ⩽ 3) = 1, f(ncorrect = 4) = 2, f(ncorrect = 5) = 3.
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Table 6.6: Construct reliability measures, validity measure, and correlations.

Var αa ωa
1.b 2. 3. 4. 5. 6. 7. λa (final selection only) Sources

1. BFTS .69 .8 .67 .03 0 0 .02 0 .02 1.00 .591 [255, 338]

2. COLL .82 .83 .06 .68 .62 .47 .01 .19 .2 .835 .774 .857 [255, 338]

3. RSKB .75 .79 .00 .79 .63 .5 .00 .07 .24 .745 .852 .779 [255, 338]

4. TRST .88 .89 .11 -.69 -.7 .75 .00 .04 .26 .916 .756 .890 .886 [255, 338]

5. UNAU .74 .77 -.15 .08 0 .04 .63 .21 .00 .810 .795 .772 [255, 338]

6. PRGT .75 .76 -.03 .44 .26 -.2 .46 .56 .02 .809 .663 .768 [288]

7. CPLX .75 .77 .11 .44 .49 -.51 -.04 .13 .56 .777 .672 .800 [287]

Note. N = 393

a: Recommended values [323]: λ ⩾ .7, α ⩾ .7, ω ⩾ .7, Average Variance Extracted (AVE) ⩾ .5
b: lower triangle: inter-construct correlation (ρ), bold diagonal: AVE, upper triangle: ρ2

Discriminant validity (Fornell-Larcker) requires ρ2 < AVE

effects for WTDALL and WTDGDPR. We also found a small significant negative effect of col-
lection concern on WTDSENS, as well as a small significant negative effect of unauthorized
secondary use on WTDIDENT. In terms of employees’ perceived benefits, we found small
significant positive effects on all non-latent groups, i.e., WTDALL, GDPR, IDENT, MASTER, as
well as on one latent group, i.e., WTDWORK.

Regarding effects on perceived data sensitivity, we found a small significant negative
effect of risk beliefs on PDSGDPR, and several significant small to moderate positive effects
of collection concern on the four non-latent data groups, i.e., on PDSALL, GDPR, IDENT, MASTER.
There were also small significant effects of unauthorized secondary use on PDSALL, GDPR, IDENT.
In summary, we find that privacy concerns primarily had small to positive significant
effects on perceived data sensitivity, but hardly any effect on willingness to disclose. In addi-
tion, except for perceived data sensitivity, virtually all of the antecedents studied showed
effects exclusively for non-latent groups of personal data.

antecedent interactions Regarding the relationships between antecedents, we
found support for the following anticipated effects. First, trust in employers had a signifi-
cant moderate negative effect on risk beliefs, while collection concern had a strong (|β| > .5)
positive effect on risk beliefs. Moreover, collection concern also had a strong negative effect
on trust. In other words, employees who were concerned about their employer’s collec-
tion of personal data had significantly less trust and also anticipated greater privacy
risks. Concerning unauthorized secondary use, no anticipated effect was confirmed.

demographic effects With respect to demographic differences, we found very
few and only small significant effects. At this point, we refrain from reporting effects
whose confidence intervals (CI95) contain values that are not clearly different from zero.
Yet, the detailed results are available in Appendix C.3 and Appendix C.5, respectively.

As such, we found significant small positive effects for German participants on WTDALL

(β = .13, CI95: [.10, .88]), and WTDMASTER (β = .16, CI95: [.22, .93]). Accordingly, Germans
had significantly higher willingness to disclose these data to their employer compared
to other participants in our sample. Furthermore, looking at effects on the antecedents
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(b) Summary for antecedents (cf. Table 6.9) and latent groups of personal data (cf. Table 6.8).

Figure 6.8: SEM models summarizing privacy antecedents’ inter-effects and effects on Perceived
Data Sensitivity (PDS) and Willingness to Disclose (WTD).
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Table 6.7: Results SEM analysis non-latent groups of personal data.

ALL GDPR

Model fit χ2 : 293.22 CFI : .99 χ2 : 293.37 CFI : .99

df : 251 GFI : .99 df : 251 GFI : .99

p : .03 RMSEA : .02 p : .03 RMSEA : .02

Hypothesized effect Est. CI95 β Est. CI95 β

H1a RSKB - → WTD .06 [-.07, .19] .08 .08 [-.05, .21] .11

H1b RSKB + → PDS -.09 [-.24, .05] -.15 -.17 [-.31, -.02] -.27
*

H2a TRST + → WTD .15 [ .02, .28] .16
* .22 [ .09, .35] .23

**

H2b TRST - → PDS -.03 [-.17, .12] -.04 -.10 [-.26, .06] -.13

H3a COLL - → WTD -.21 [-.42, .01] -.16 -.11 [-.35, .12] -.09

H3d COLL + → PDS .38 [ .14, .62] .35
** .39 [ .13, .64] .36

**

H4d UNAU + → PDS .23 [ .10, .35] .21
*** .25 [ .14, .37] .23

***

H4a UNAU - → WTD -.11 [-.24, .03] -.09 -.07 [-.20, .06] -.06

H5 BFTS + → WTD .22 [ .10, .33] .17
*** .19 [ .07, .31] .14

**

H6 PDS - → WTD -.50 [-.60, -.41] -.43
*** -.62 [-.72, -.52] -.51

***

IDENT MASTER

Model fit χ2 : 293.22 CFI : .99 χ2 : 293.37 CFI : .99

df : 251 GFI : .99 df : 251 GFI : .99

p : .03 RMSEA : .02 p : .03 RMSEA : .02

Hypothesized effect Est. CI95 β Est. CI95 β

H1a RSKB - → WTD .01 [-.12, .14] .01 .01 [-.12, .14] .02

H1b RSKB + → PDS -.15 [-.30, .00] -.24 .00 [-.14, .14] -.01

H2a TRST + → WTD .11 [-.02, .24] .12 .06 [-.06, .18] .07

H2b TRST - → PDS -.04 [-.18, .11] -.05 .01 [-.13, .14] .01

H3a COLL - → WTD -.16 [-.39, .07] -.13 -.21 [-.41, .00] -.18

H3d COLL + → PDS .42 [ .17, .67] .40
** .24 [ .01, .48] .24

*

H4d UNAU + → PDS .16 [ .04, .29] .15
* .08 [-.04, .20] .08

H4a UNAU - → WTD -.15 [-.29, -.01] -.12
* -.07 [-.21, .07] -.06

H5 BFTS + → WTD .24 [ .11, .36] .19
*** .17 [ .05, .28] .14

**

H6 PDS - → WTD -.50 [-.60, -.41] -.43
*** -.47 [-.58, -.36] -.41

***

Note. N = 393 *: p < .05 **: p < .01 ***: p < .001

β: standardized path coefficient (measure of effect size [339])
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Table 6.8: Results SEM analysis latent groups of personal data.

NOTSENS PII

Model fit χ2 : 293.22 CFI : .99 χ2 : 293.37 CFI : .99

df : 251 GFI : .99 df : 251 GFI : .99

p : .03 RMSEA : .02 p : .03 RMSEA : .02

Hypothesized effect Est. CI95 β Est. CI95 β

H1a RSKB - → WTD .06 [-.09, .21] .09 .07 [-.10, .24] .12

H1b RSKB + → PDS .06 [-.08, .20] .11 .07 [-.08, .23] .12

H2a TRST + → WTD .04 [-.10, .18] .05 .06 [-.07, .18] .07

H2b TRST - → PDS .00 [-.14, .14] -.01 .10 [-.04, .23] .13

H3a COLL - → WTD -.08 [-.33, .18] -.07 -.06 [-.32, .20] -.06

H3d COLL + → PDS -.12 [-.34, .10] -.12 -.04 [-.28, .21] -.04

H4d UNAU + → PDS .02 [-.11, .15] .02 -.06 [-.18, .06] -.06

H4a UNAU - → WTD -.04 [-.16, .09] -.03 .05 [-.08, .17] .04

H5 BFTS + → WTD -.04 [-.16, .08] -.04 .00 [-.12, .12] .00

H6 PDS - → WTD -.56 [-.66, -.47] -.49
*** -.44 [-.56, -.33] -.41

***

SENS WORK

Model fit χ2 : 293.22 CFI : .99 χ2 : 293.37 CFI : .99

df : 251 GFI : .99 df : 251 GFI : .99

p : .03 RMSEA : .02 p : .03 RMSEA : .02

Hypothesized effect Est. CI95 β Est. CI95 β

H1a RSKB - → WTD .08 [-.08, .24] .12 -.03 [-.19, .13] -.05

H1a RSKB + → PDS .00 [-.13, .13] .00 .09 [-.06, .24] .16

H2a TRST + → WTD -.09 [-.22, .04] -.11 .03 [-.12, .18] .04

H2b TRST - → PDS -.03 [-.14, .08] -.04 .08 [-.07, .23] .11

H3a COLL - → WTD -.32 [-.57, -.08] -.28
* .10 [-.14, .34] .09

H3d COLL + → PDS -.09 [-.30, .12] -.09 -.08 [-.32, .17] -.08

H4d UNAU + → PDS -.06 [-.18, .05] -.06 -.04 [-.16, .08] -.04

H4a UNAU - → WTD .06 [-.08, .20] .05 .03 [-.11, .16] .02

H5 BFTS + → WTD -.11 [-.24, .02] -.09 .13 [ .01, .25] .12
*

H6 PDS - → WTD -.59 [-.66, -.52] -.50
*** -.44 [-.53, -.35] -.40

***

Note. N = 393 *: p < .05 **: p < .01 ***: p < .001

β: standardized path coefficient (measure of effect size [339])
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Table 6.9: Results SEM analysis antecedents.

Hypothesized effect Est. CI95 β

H2c TRST - → RSKB -.39 [ -.50, -.28 ] -.31
***

H3c COLL + → RSKB 1.01 [ .81, 1.22 ] .58
***

H3b COLL - → TRST -.96 [ -1.12, -.80 ] -.69
***

H4c UNAU + → RSKB -.05 [ -.22, .11 ] -.03

H4b UNAU - → TRST .10 [ -.04, .24 ] .07

Note. N = 393 *: p < .05 **: p < .01 ***: p < .001

β: standardized path coefficient (measure of effect size [339])

studied, we found that age had a significant small positive effect on concerns for unau-
thorized secondary use (β = .22, CI95: [.15, .78]), meaning that participants who were older
had stronger concerns that their data would not be processed for other purposes with-
out agreement. In addition, participants’ industry also had small effects on unauthorized
secondary use, as well as on trust. However, because the effects are small and vary greatly
by data group and antecedent, no clear conclusions can be drawn.

6.5.2 Effects of employee disposition to privacy

Turning towards RQ3b “Are common antecedents affected by employees’ personal disposition
toward a right to privacy?”, we found several significant effects. Using a measurement
model with the same adjustments as described above resulted in a good fit (χ2(169) =
354.79, p < .001, CFI = .98, GFI = .99, RMSEA = .053). Indicators for construct reliability
and validity of the studied latent variables were in acceptable range (cf. Table 6.6). The
MIMIC-model too had adequate fit (χ2(222) = 534.36, p < .001, CFI = .96, GFI = .98, RMSEA

= .061). Its results are presented in Figure 6.9 and Table 6.10.

employee disposition effects First, we find that privacy as a right had significant
moderate (.3 ⩽ |β| ⩽ .5) positive effects on both collection concerns and unauthorized sec-
ondary use. We also found a small significant positive effect on risk beliefs. This means
that H7 was confirmed in that employees with strong convictions about a right to pri-
vacy had significantly more privacy concerns and risk beliefs. Besides, complex privacy
protection had significant small to moderate positive effects on employees’ collection con-
cern, risk beliefs, and anticipated benefits. At the same time, complex privacy protection had
a significant moderate negative effect on trust. Regarding H8, we thus find that the more
complex the protection of privacy was perceived to be, the less employees trusted their
employers, and the higher their concerns and risk beliefs were. Nevertheless, it also
positively relates to their perceived level of benefits for disclosing data. Next, we found
that satisfaction with privacy law had a significant moderate positive effect on trust, as well
as significant moderately negative effects of collection concern and risk beliefs. Thus, with
respect to H9, we find that employees who consider the current legal framework to be
sufficient also trust their employer more and see fewer risks and have fewer concerns.
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Figure 6.9: Effects of employees’ disposition to privacy as a right. The detailed results are pro-
vided in Table 6.10. Only paths with significant effects are shown, together with the
respective standardized path coefficients (β). Ellipses symbolize reflective latent vari-
ables and rectangles symbolize formative variables.

With regard to H10, we found no significant effects of knowledge about privacy law on any
antecedents studied.

demographic effects For demographic differences, we again found very few and
only small significant effects. As before, we report only effects whose confidence inter-
vals (CI95) contain values that are clearly different from zero. The detailed results are
available in Appendix C.5.

Overall, we found neither effects from demographic variables on complexity of privacy
protection nor on satisfaction with privacy law. Yet, we found significant small positive
effects of both German participants and personal data processing participants on knowl-
edge (β = .17, CI95: [.10, .88], β = .17, CI95: [.11, .60]). Consequently, participants who
were German or regularly processed personal data as part of their job were likely to
be more knowledgeable about privacy law than the non-German participants and the
non-personal data processing participants. Moreover, we found a significant small pos-
itive effect on privacy as a right for participants with multiple employers (β = .14, CI95:
[.12, 1.02]). Accordingly, participants who worked for multiple employers had slightly
stronger convictions towards having a right to privacy in employment than participants
who worked for only one employer.
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Table 6.10: Results SEM analysis employee disposition to privacy.

Hypothesized effect (undirected) Est. CI95 β

H7 PRGT → UNAU .54 [ .38, .70 ] .47
***

H7 PRGT → COLL .43 [ .29, .57 ] .34
***

H7 PRGT → TRST -.11 [ -.23, .01 ] -.09

H7 PRGT → RSKB .22 [ .09, .34 ] .17
**

H7 PRGT → BFTS -.01 [ -.13, .10 ] -.01

H8 CPLX → UNAU -.10 [ -.24, .05 ] -.09

H8 CPLX → COLL .46 [ .32, .59 ] .36
***

H8 CPLX → TRST -.54 [ -.67, -.41 ] -.42
***

H8 CPLX → RSKB .51 [ .38, .63 ] .41
***

H8 CPLX → BFTS .19 [ .08, .31 ] .19
**

H9 SATL → UNAU -.03 [ -.16, .10 ] -.03

H9 SATL → COLL -.34 [ -.45, -.23 ] -.32
***

H9 SATL → TRST .48 [ .37, .60 ] .45
***

H9 SATL → RSKB -.34 [ -.44, -.24 ] -.34
***

H9 SATL → BFTS .06 [ -.03, .15 ] .07

H10 KNWL → UNAU .16 [ -.04, .35 ] .10

H10 KNWL → COLL .14 [ -.04, .33 ] .09

H10 KNWL → TRST .08 [ -.10, .25 ] .04

H10 KNWL → RSKB -.11 [ -.29, .06 ] -.07

H10 KNWL → BFTS .05 [ -.10, .20 ] .04

Note. N = 393 *: p < .05 **: p < .01 ***: p < .001

β: standardized path coefficient (measure of effect size [339])

6.5.3 Discussion

In this section, we analyzed effects of commonly used antecedents in privacy research
on perceived data sensitivity and willingness to disclose. We also explored effects of privacy
specific covariates on these antecedents, and checked for demographic differences.

Regarding our sub-research question RQ3a “How do common antecedents affect employ-
ees’ perceived data sensitivity and willingness to disclose data in employment?”, our analy-
sis has partially confirmed effects of the antecedents trust (H2a, c), collection concern
(H3a-d), concern for unauthorized secondary use (H4d), and anticipated benefits of self-
disclosure (H5). We also found overall medium effects of perceived data sensitivity on
willingness to disclose under H6. In contrast, there was no support for hypotheses H1,
H2b, and H4a-c. As a result, our findings confirm that effects of commonly used an-
tecedents in privacy research [113, 247, 262] may indeed vary depending on the situa-
tion [114] as well as on the perceived sensitivity of personal data [246]. Moreover, effects
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of antecedents on perceived data sensitivity and willingness to disclose were largely incon-
sistent across different groups of personal data. Almost no significant effect was found,
particularly for the latent groups of personal data, i.e., the groups identified using factor
analysis. In contrast, benefit, trust, and privacy concern showed multiple significant effects
on different non-latent groups of personal data. Such differences are likely attributable
to the composition of data groups and the specific types of personal data (items) they
encompass. Consequently, employees’ privacy concerns seem to be less related to their
perceived data sensitivity and willingness to disclose, and more related to the actual
composition of personal data items than previously thought.

Furthermore, our findings show that concerns about employers collecting too much
data severely affect trust in employers and lead to high perceptions of risk. That being
said, our survey also shows that, on average, our participants indicated a very high level
of trust in their employer. At the same time, risk belief was at a low level and over half
the participants considered the disclosure of data to be more of a benefit (cf. Table 6.5).
What is striking, however, is that our participants made extremely strong claims about
data not being processed for secondary purposes unauthorized. The fact that we found
no significant effects for unauthorized secondary use at the same time could mean that this
conviction is made independently of other factors.

Turning towards RQ3b “Are common antecedents affected by employees’ personal disposition
toward a right to privacy?”, we found evidence that several factors uncovered in the mental
model study did indeed have significant effects on employees’ privacy perceptions and
antecedents. We could confirm effects under H7 privacy as a right, H8 complexity privacy
protection, and H9 satisfaction privacy law. However, we found no effect for H10 knowledge.

In this sense, it became apparent that employees’ privacy concerns and risk beliefs
increased as the protection of privacy in employment contexts was perceived as a funda-
mental right or as complex and difficult. Perceived complexity also showed significant
negative effects on employees’ trust in employers’ handling of their personal data. Given
that two-thirds of our participants tended to agree that privacy is a fundamental right
in the employment context, and half of our participants considered the protection to be
rather complex, these factors are certainly meaningful. According to findings in previous
research on the online context, especially high levels of perceived complexity are critical
because they can lead to resignation and cynicism about privacy protection [287, 340].
Studies in the online context defined “»privacy cynicism« as an attitude of uncertainty, pow-
erlessness and mistrust towards the handling of personal data by online services, rendering pri-
vacy protection behavior subjectively futile” [340]. It serves to explain the privacy paradox,
in that despite high concerns, trying to protect privacy is seen as a pointless undertaking,
resulting in the disclosure of personal data. Following this line of reasoning, our study
also shows that complexity of privacy protection did have a weak positive effect on antic-
ipated benefits. Consistent with the mental model of Control-Seeking Pragmatist (CSP)
identified in our first study (cf. Section 5.4.5), employees thus appear to seek control
for protection while weighing the need for disclosure in the employment context. In
addition, the identified moderate effect of privacy as a right on concerns for unauthorized
secondary use are also consistent with our finding in the mental model study in Chap-
ter 5 that the right to privacy in employment is strongly associated with the notion
of “self-determination”. This shows the need for establishing solutions in employment
that reduce the complexity of privacy protection, thus strengthening the culture of trust
and reducing privacy concerns. In this regard, it should be noted that our participants’
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perceived satisfaction with the privacy law had positive effects on trust and negative
effects on privacy concern. From the employer’s point of view, it can therefore also make
sense to show employees how the current legal situation contributes to the protection of
privacy. Since the employment context in particular allows little intervention, creating
awareness and demonstrating accountability could help reduce the feeling of complexity
or counteract its effects.

Finally, we found no effect of participants’ factual level of knowledge of privacy law
on antecedents. In principle, participants’ knowledge of privacy law was rather low.
Although our results indicate that data processing employees and Germans performed
slightly better, fewer than one third of them knew all answers correctly. In particular,
this level of knowledge seems to be low among those involved in the processing of
personal data, as they should be familiar with the rules in the course of their activities.
In principle, however, this result is consistent with the findings of our mental model
study in Chapter 5, showing that knowledge of privacy-related rules and aspects of
personal data processing was often superficial.

6.6 differences in employees’ perceptions of personal data

After having examined differences between groups of personal data and antecedents,
we now focus on differences between employees in their perceptions of sensitivity and
willingness to disclose. For this purpose, we report below the results of our analysis
targeting RQ4“Can employees be categorized based on different perceptions of personal data?”
We first present the results of the LCA in Section 6.6.1 and then discuss our findings in
Section 6.6.2

6.6.1 Clusters of employees

To examine RQ4a “Can employees be classified into groups according to willingness to disclose
and perceived data sensitivity?”, we applied LCA as described in Section 6.2.6.5. The fit
indices of the five repeated LCAs are reported in Table 6.11 and indicate that a three-
class solution was the best model. Because entropy was greater than .8, we fixed the
class membership of participants and assigned them to clusters. 85% of participants
were assigned to one of these groups with a probability of ⩾ 90%.

To test whether the clusters actually differed in terms of perceived data sensitivity and
willingness to disclose, we compared a restricted SEM with an unrestricted SEM. The com-

Table 6.11: Comparison of the fit of different solutions for Latent Class Analysis (LCA).

Number of classes Log-likelihood BIC cAIC Entropy

2 -6493.71 13638.57 13747.57 0.86

3 -6285.16 13550.03 13714.03 0.87

4 -6141.01 13590.29 13809.29 0.91

5 -6030.94 13698.71 13972.71 0.91

Note. BIC: Bayesian Information Criterion, cAIC: Consistent Akaike Information Criterion
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Figure 6.10: Employee clusters differences in Willingness to Disclose (WTD) and Perceived Data
Sensitivity (PDS) (composite scores) for various groups of personal data. Clusters
were identified using LCA on latent groups of personal data (N1 = 74, N2 = 174, N3

= 145). Significant differences were found only for latent groups of personal data.

parison revealed that the model fit decreased significantly (∆(χ2) = 946.03, p < .001),
indicating that the three clusters were indeed significantly different. An overview of
the clusters for different groups of personal data is provided in Figure 6.10. Visual in-
spection of scores for willingness to disclose reveals a low-medium-high cluster structure:

▷ Low-WTD-cluster

Cluster 1 is the smallest (N = 74) and represents participants with overall low will-
ingness to disclose and high perceived data sensitivity across all latent groups of
personal data. Tukey post-hoc analysis revealed that WTDPII and WTDNOTSENS did
not differ significantly (p = .72). Similarly, we did not find significant differences
for PDSNOTSENS nor for PDSWORK (p = .99). In conclusion, it seems that employees
in this cluster only distinguished between three levels of perceived data sensitivity
and willingness to disclose.

▷ Mid-WTD-cluster

Cluster 2 is the largest (N = 174) and represents participants whose willingness
to disclose follows the anticipated order among the latent data groups based on
contextual relevance and sphere (cf. Section 6.4.3). Tukey post-hoc analysis re-
vealed significant differences between all latent groups, i.e., between WTDSENS,
WTDNOTSENS, WTDPII, and WTDWORK, as well as between PDSSENS, PDSNOTSENS, PDSPII,
and PDSWORK (p < .001).

▷ High-WTD-cluster

Cluster 3 (N = 145) represents participants with overall high willingness to dis-
close. Tukey post-hoc analysis revealed that scores for willingness to disclose and
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perceived data sensitivity did not differ significantly for NOTSENS and PII (p = .11).
However, while WTDNOTSENS was significantly lower than WTDWORK (p < .001),
perceived data sensitivity did not differ significantly (p = .16). This effect was re-
versed for PII, for which WTDPII and WTDWORK did not differ significantly (p = .99),
whereas PDSPII was higher than PDSWORK (p < .001). Employees in this cluster thus
seem to only distinguish between two levels of willingness to disclose and perceived
sensitivity, namely data that are sensitive and must be retained, and data that are
insensitive and can be disclosed.

Furthermore, when comparing differences between clusters, we find that all clusters
differed significantly in perceived sensitivity and willingness to disclose for the groups PII
and WORK. However, cluster 1 and cluster 2 did not significantly differ for the data
groups SENS and NOTSENS (cf. Figure 6.10). There were also no significant differences
between clusters for the non-latent data groups.

Likewise, our investigation of demographic differences under sub-research question
RQ4b “Do these groups differ in terms of demographic factors or privacy attitudes?” revealed
that all analysis for demographics returned insignificant results. Although the MIMIC

SEM model showed adequate model fit (χ2(189) = 297.84, p < .001, CFI = .99, GFI =
.99, RMSEA = .04), none of the regressions were significant and estimates were well
below |0.05|. The logistic regressions on participant demographics did not return sig-
nificant results either. In summary, this means that we found no evidence that partici-
pants’ demographic characteristics and attitudes toward privacy differed by cluster with
respect to the antecedents studied.

6.6.2 Discussion

In this section, we examined differences between employees’ perceptions of data, aiming
at the identification of more homogenous groups of employees in terms of willingness
to disclose and perceived data sensitivity. Regarding RQ4a “Can employees be classified into
groups according to willingness to disclose and perceived data sensitivity?”, our results show
that employees can indeed be clustered accordingly. However, regarding RQ4b “Do these
groups differ in terms of demographic factors or privacy attitudes?”, neither privacy beliefs nor
demographic background could predict cluster membership. As a result, the differences
appear to be explained solely by employees’ perceptions of the four latent data groups.

Furthermore, we find that the clusters differ in two dimensions. The first dimension is
the division according to employees’ general willingness to disclose personal data and
their perceived data sensitivity into the three levels low, medium, and high. The second
dimension is the number of different levels between which a distinction is made. Accord-
ingly, employees in Cluster 1 differentiated between three levels, employees in Cluster 2

between four levels, and employees in Cluster 3 between only two levels. Still, all clus-
ters agreed that highly sensitive personal data represented by the SENS data group are
generally different from personal data represented by other data groups. For Cluster 3,
we also found no differences between NOTSENS, PII, and WORK. In contrast, the differ-
ence between Cluster 1 and Cluster 2 is that contextual relevance does not seem to affect
willingness to disclose to the same extent. Especially, individuals in Cluster 1 seem to
prefer disclosing personal data only when absolutely necessary. Due to non-significant
effects of the control variables, we cannot determine influencing factors to explain this
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observation. However, in terms of the mental model of Privacy Doctrinairists (PDs), or
in terms of the persona of privacy fundamentalists from online privacy research [283, 287],
these might simply represent employees who have a high fundamental need for privacy.

Moreover, the distinction between different levels can vary between willingness to
disclose and perceived data sensitivity, i.e., these perceptions do not seem to be mutu-
ally linked. For example, in Cluster 1, no significant differences were found between
WTDNOTSENS and WTDPII, but significant differences were found between PDSNOTSENS and
PDSPII. Instead, we found no evidence that PDSNOTSENS and PDSWORK are on the same
level, but we found evidence for differences between WTDNOTSENS and WTDWORK. This
again highlights that employees’ willingness to disclose personal data seems more likely
to be related to contextual relevance, while perceived data sensitivity is more likely to be
related to spheres and boundaries. This would also explain why WTDPII is higher than
or close to both WTDWORK and WTDNOTSENS in all clusters, whereas PDSPII is also higher
than both PDSWORK and PDSNOTSENS. If context was the strongest driving factor, PDSPII

should have been lower than PDSNOTSENS.

6.7 implications

Privacy engineering requires comprehensive conceptual understanding of personal data
and influencing factors, especially to identify risks and threats in the context of risk
management and to make reasonable decisions in the context of the architecture definition
process to implement effective privacy controls [9, 12, 15, 16, 143]. This study examined
numerous aspects to provide just that needed conceptual understanding.

Under RQ2 “How do personal data differ in terms of their perceived sensitivity and willing-
ness to disclose by employees?” we investigated whether groups of personal data can be
identified based on employees’ perceived sensitivity and willingness to disclose personal
data, and how these variables differ among these groups. We also analyzed whether per-
ceived data sensitivity differs between the employment and other contexts. We find that
the employment context differs significantly from other contexts, with a dramatic in-
crease in perceived data sensitivity of many data relative to other contexts, and vice
versa. We also successfully identified a meaningful set of four latent groups of personal
that captures the subtleties of employee’ perceived sensitivity and willingness to disclose
personal data specific to the employment context.

As part of RQ3 “Which antecedents influence employees’ perception of personal data?”, we
examined the impact of several antecedents commonly studied in the privacy literature
on perceived data sensitivity and willingness to disclose. At least for the industries studied,
our findings show that overall risk perceptions are low and overall trust is high. Both
factors, however, appeared to have little or no effect on willingness to disclose nor on
perceived data sensitivity. Instead, depending on the type of data, antecedents differed
between trust and concerns, whereas perceived sensitivity seems to be primarily influ-
enced by concerns. Especially for latent groups of personal data, neither antecedents nor
demographics had notable effects. In contrast, we found that employees’ dispositions to-
ward privacy protection can have a significant impact on trust and privacy concerns.

Under RQ4 “Can employees be categorized based on different perceptions of personal data?”,
we clustered employees into groups according to their willingness to disclose and exam-
ined the clusters for differences in demographics and privacy attitudes. We identified
three clusters that capture various attitudes toward perceived sensitivity and willingness
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to disclose. Unlike similar approaches in online privacy research [251], however, clusters
are not associated with any of the surveyed demographics or privacy beliefs. In parallel,
the clusters do not differ for non-latent groups of personal data.

In the following, we discuss the results in terms of their theoretical and practical
implications for employee privacy.

6.7.1 Consideration of contextual factors

We provide empirical evidence that the employment context requires special considera-
tion. In particular, our analysis shows that drastic changes in contexts, i.e., from online
and marketing contexts to employment context, outweigh even cultural differences in
perceived data sensitivity between online and marketing contexts. This stresses the im-
portance of developing explicit knowledge repositories for employee privacy and not to
adopt knowledge from other contexts to privacy engineering or privacy research for em-
ployee privacy. Such an approach seems to be acceptable only for minor context changes,
e.g., from online to marketing contexts.

Moreover, our results generally support findings from previous studies that exam-
ined contextual differences for willingness to disclose [248, 252, 253]. However, our re-
sults strongly suggest that the context affected perceived sensitivity and willingness to
disclose differently, or its effect was obscured by other (maybe unknown) factors. For
one thing, this is supported by the observed low willingness to disclose personal data
perceived as particularly insensitive. Our findings suggest that willingness to disclose
appears to be more strongly influenced by the data’s contextual relevance, whereas per-
ceived data sensitivity appears to be more strongly influenced by the data’s affiliation
to a specific sphere. One explanation is that perceptions of personal data are influenced
not only by general privacy attitudes [247], but also by specific attitudes and norms with
varying effects in different contexts. This means that the spheres or boundaries in which
individuals locate their personal data are not constant, but vary according to the broader
context. The joint consideration of contextual relevance and sphere in the employment
context thus seems to be a suitable method for classifying personal data in a manner
that reflects the perceptions of employees.

6.7.2 Classification of personal data

Our results show that a dichotomous distinction between “sensitive data” and “non-
sensitive data”, as is common in privacy research [246, 255] and international standards
or laws, seems to be generally viable in the employment context. Consequently, our
study suggests that legal and international standards’ definitions of what constitutes sen-
sitive personal data may serve as broad guidelines for employers to distinguish between
dichotomous levels of sensitivity. However, our cluster analysis showed that perceived
sensitivity and willingness to disclose may differ substantially for some data but not
at all for others. Strictly dichotomous views cannot capture such subtleties. Therefore,
considering the multidimensionality of personal data is clearly preferable, especially for
the studying of individuals’ privacy preferences [66, 251, 278]. The latent groups of data
identified in this study may serve as a sound basis for future examinations. Moreover,
the definitions provided by law and standards may not necessarily reflect the data that
employees consider to be the most sensitive. Recent studies in the online context re-
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vealed similar issues with legal definitions [272]. Similar to approaches where employee
expertise was used to create meaningful IT security policies for corporate assets [341],
we argue that for employee privacy protection, employee sentiments and needs should
be incorporated into the classification of personal data. Bases on our findings, a distinc-
tion based on “private” data may better reflect the perceptions of both consumers [276],
but also employees (cf. Study I in Chapter 5).

Furthermore, our cluster analysis shows that a noticeable group of employees is un-
willing to disclose truthful personal data, even if the data are highly relevant to the
employment context. Employers should be aware that data which are critical to the em-
ployment relationship may be perceived as sensitive. However, this view does not seem
to be shared equally by all employees. For example, two thirds of our sample perceived
PII as significantly more sensitive and were less likely to share compared to WORK,
whereas one third made no difference between these two groups of personal data.

6.7.3 Implementation of privacy controls

Our findings support assumptions derived from Study I in Chapter 5 that employees in
Germany generally trust their employers with the processing of their personal data. At
the same time, we found strong convictions that employees expect to have a fundamental
right to privacy. Employees with strong beliefs are also fairly concerned about collection
and unauthorized secondary use. Likewise, employees’ perceived complexity of privacy
protection negatively affects trust in employers and positively affects privacy concerns.
Thus, there is an interest not only from a legal and ethical perspective in reducing
perceived complexity and supporting employees in their ability to act, but also from
the employer’s perspective in strengthening the culture of trust and reducing concerns.
Since satisfaction with the effectiveness of current law seems to have a positive impact on
trust and a negative effect on privacy concerns, employers should demonstrate the extent
to which current policies and regulations have already been implemented and contribute
to the protection of privacy. It could also help to train employees about their rights
as well as about the obligations of employers, as the factual knowledge in our study
was rather low. Especially employees who process personal data themselves should be
supported in their role as executives of the employer to comply with the legal framework
despite gaps in their knowledge.

Our results further provide insights for the development of tools that facilitate the
exercise of employee data subject rights, in particular, with regard to transparency. As-
suming that data with high perceived sensitivity or low willingness to disclose are as-
sociated with higher information needs, different levels of detail can be provided for
different types of personal data. This might help address the challenge that employees
desire comprehensive information on the one hand, but find exercising their rights com-
plex on the other. Thus, the need for information would likely be lowest for data under
WORK and highest for data under SENS. No clear ranking is possible for PII and NOT-
SENS, since contextual relevance and sphere belonging have to be taken into account. In
addition, the identified clusters of employees suggest that a “one-size-fits-all” solution
may not be a satisfactory solution. Instead, tools should allow for personalization. How-
ever, because we did not find any differences in demographic characteristics or attitudes
toward privacy between the clusters, future work is needed to examine what types of
employees would prefer different forms of transparency and/ or intervention.
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6.7.4 Studying employee privacy perceptions

Regarding the studying of employees’ privacy perceptions, our results have several im-
plications. First, our findings suggest that the magnitude between perceived data sensitiv-
ity and willingness to disclose is largely stable across different groups of personal data.
Instead of treating individuals’ perceived sensitivity mostly as an indirect driver of their
willingness to disclose [247], its direct effects are also apparent and should be consid-
ered. This relationship seems particularly well suited to identifying pitfalls, where the
consideration of contextual relevance and sphere is important to detect. It further helps
to understand seemingly unrelated changes in either willingness to disclose or perceived
data sensitivity. This also implies that examining perceived sensitivity or willingness to
disclose in isolation could lead to incorrect conclusions about the specific construct not
considered in a study.

Moreover, the studying of antecedents revealed that we hardly found effects for non-
latent groups of personal data identified in factor analysis. Since these groups are con-
siderably more heterogeneous than the latent data groups, our results suggest that fre-
quently observed effects of antecedents [247, 262] disappear for smaller and more homo-
geneous sets of personal data. This stresses the importance to make the type of personal
data explicit in privacy research [246]. For example, previous studies using the IUIPC and
CFIP privacy scales in the employment context have indeed found significant effects of
trust and risk beliefs on behavioral intentions [73]. However, they did not explicitly indicate
any personal data. Therefore, their results could be attributed to the imprecise questions
of the scales and are thus subject to interpretation by the employees. In our own study,
we also assessed trust in a non-specific way. At the same time, we found significant small
effects of trust on WTDALL and WTDGDPR. This outcome could be attributed to the fact that
the groups ALL and GDPR reflect specific types of personal data that are salient to em-
ployees when being asked general questions about privacy. This means that employees
may have intuitively thought about data items contained in these groups when respond-
ing. Precise questions about trust in handling specific data might have yielded different
results. Besides, although we did not find significant strong effects of trust on willingness
to disclose, it constitutes an essential factor in the relationship between employer and em-
ployee [4]. Thus, both employers and researchers should not take our results as a reason
to abandon investigating trust-building measures.

Furthermore, the noted problems of reliability for some constructs adopted from re-
lated work may indicate an inappropriate measurement instrument for the employment
context in Germany. Based on our findings, we thus recommend that future studies,
particularly those in non-English speaking countries, should exercise caution in apply-
ing the same measurements and assumptions to employment that have been used in
previous research [255, 338]. Also, because recent work revealed validation problems for
such scales, even when used in the original (online) context and with native English
speakers [342]. Our results may serve other researchers to avoid some of these pitfalls.

6.8 study limitations

This study took place during the COVID-19 pandemic, such that potential bias in our
results due to a larger number of employees working from home during this time cannot
be ruled out. However, effects, if any, are likely to be small, as very few data types would
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be affected (e.g., IP address). Moreover, sampling is likely affected by a self-selection bias,
and limited to the population of employees registered with the panels and employed at
the organizations we contacted for recruitment. Nevertheless, our sample incorporates
employees with sufficiently different privacy beliefs and perceptions.

In addition, we acknowledge the justified criticism of the privacy macro-model used
and the measurement of intent by willingness to disclose [264]. However, given that dis-
closure of some categories of personal data is indispensable in the employment context,
the focus on finding inconsistencies (i.e., a paradox) may also require a different inter-
pretation. Our findings may therefore reveal employees’ desire for privacy rather than
actual behavior. We point out that, unlike in research on online privacy behavior, it is
likely impossible to measure actual disclosure behavior in a cross-sectional study in the
employment context [343]. Since we have already found in Study I in Chapter 5 that
employees have limited and flawed knowledge about what personal data are processed
by employers, research on this aspect cannot rely on self-reported information.

Furthermore, the survey of privacy antecedents was framed in terms of general beliefs
about employers. Participants might have responded differently if questions had been
asked for specific types of personal data. The latent data groups identified in this study
could form the basis for future research to examine any differences.

6.9 summary

In this chapter, we have presented the results of a cross-sectional survey with 553 em-
ployees from Germany to gain insight into perceived sensitivity and willingness to dis-
close personal data in the employment context. According to our literature review in
Chapter 3, this study complements the results of Study I in Chapter 5 by providing
the first thorough conceptualization of employees’ perceptions of personal data under
contemporary and Eurocentric views of privacy.

Regarding RQ2 “How do personal data differ in terms of their perceived sensitivity and
willingness to disclose by employees?”, we revealed differences in perceived data sensitiv-
ity between employment and online/ marketing contexts, as well as that concepts of
personal data from law and international standards do not reflect the subtleties of em-
ployees’ perceptions. Consequently, activities that rely on sound conceptualizations of
personal data, e.g., in risk assessment (cf. Section 2.3), must draw on employment spe-
cific contextual knowledge. To this end, we provide four empirically derived groups of
personal data that help to understand the relationship between perceived data sensitiv-
ity and willingness to disclose, as well as the dependence on contextual relevance and
boundaries. In this regard, our results under RQ3 “Which antecedents influence employees’
perception of personal data?” yielded mixed results; we found that employees trust their
employers, yet have high expectations of self-determination and of privacy as a funda-
mental right, while factual knowledge about privacy law was moderate to low, even
for data processing employees. However, none of these factors seem to affect employees’
perceptions of personal data. Furthermore, under RQ4 “Can employees be categorized based
on different perceptions of personal data?”, we provide empirical evidence that groups of
employees can be formed with different levels and conceptualizations of perceived data
sensitivity and willingness to disclose. Consequently, the “uniqueness of privacy percep-
tions among individuals” (cf. Section 2.1) must be taken into account in both research
and engineering activities on employee privacy, e.g., in the elicitation of stakeholder needs
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and requirements or in architecture definition (cf. Section 2.3.2). The results also give rise to
follow-up studies, as demographic differences were not found.

Overall, this study contributes to the fundamental knowledge of employee privacy by
providing in-depth empirical insights into how employees conceptualize and perceive
personal data. The knowledge gathered completes and empirically confirms key find-
ings from Chapter 5. This results in a solid knowledge base for approaches in usable pri-
vacy and privacy engineering under contemporary and Eurocentric views of employee
privacy (cf. Section 4.1). Thus, we address one of the objectives of this dissertation as
outlined in Section 1.2. The findings provide a basis for creating employee-centric pri-
vacy controls and privacy-friendly systems that effectively protect employees’ freedom
and rights. To the extent applicable, this also relates to findings on data processing em-
ployees, which we address in the forthcoming Chapter 7.
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Data protection and privacy must not
be a mystery, especially to employees at

the operational forefront of organisations.

— Kevin Shepherdson

Chapter 5 and Chapter 6 have focused on eliciting employees’ conceptualizations of
privacy in their role as data subjects, which provides fundamental knowledge for imple-
menting employee-centric privacy controls and privacy-friendly systems. This chapter
shifts the focus away from employees in their role as data subjects and turns attention to
data processing employees who process employees’ personal data and therefore occupy
a key role in safeguarding employee privacy. Based on [103], this chapter reports the
results of a UCD study with 19 data processing employees from two large public institu-
tions in Germany, to investigate how TOMs must be designed to support this stakeholder
group in the privacy-preserving processing of employee personal data under RQ5.

The rest of this chapter is structured as follows: We present the study’s background
and research model in Section 7.1. Next, we provide details on our methodology, ethical
consideration, and study setup in Section 7.2. Afterwards, we present the requirements
elicited for the user-centered development of TOMs in Section 7.3, and then present our
proposed solution Data Cart in Section 7.4. This is followed by details on the implementa-
tion of a prototype in Section 7.5, which we used to evaluate our proposed solution. The
results of our evaluation are presented in Section 7.6 and Section 7.7, respectively. We
then discuss our evaluation results and the proposed solution in Section 7.8, followed
by a discussion of our study’s limitations in Section 7.9. We finally conclude this chapter,
summarizing our findings in Section 7.10.

7.1 background and research model

Employees who process personal data as part of their job have always played an impor-
tant role in putting privacy goals into practice. In this regard, industry reports indicate
that up to 90% of all data breaches are caused by some form of human error [344]. Par-
ticular problems are both the accidental processing of data without permission and the
forwarding of data to the wrong recipients. For example, this is reportedly true for 39%
of incidents in the U.S. in 2019 [345] and for two-thirds of incidents in the Netherlands
in 2020 [346].1 Reasons include negligence of employees [347], high stress levels at work,
and overladen communication channels (e.g., email) [348]. Half of the incidents resulted
in disciplinary or other professional consequences for the employees [349]. The GDPR

has therefore increased the pressure on organizations and their employees to comply

1 Please note that although controllers are obligated to report personal data breaches to the supervisory
authority under Art. 33 GDPR, in Germany, no statistics are published on this topic.
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with the regulation’s strict rules. However, our own findings on employees’ conceptual-
izations of privacy in Study I in Chapter 5 and Study II in Chapter 6 highlight that data
processing employees are not fully familiar with the essential terminology, concepts, and
basic rules of data protection law, which increases the risk of noncompliance.

It follows that from a socio-technical perspective, but especially from a usable privacy
perspective, the mere implementation of TOMs without taking into account the needs
and capabilities of data processing employees is likely to render TOMs ineffective and
even harmful to the organization because data processing employees may lack under-
standing and commit errors, or because TOMs impose a burden for established business
routines and increase the workload (cf. Section 4.2). Since the protection of employee
privacy depends largely on the effectiveness of TOMs, and since employees also expect
enforcement (cf. Chapter 5), we follow the notion that the design of privacy controls
must involve the stakeholders who own the particular privacy subtask [98]. For the
studying of RQ5 “How can data processing employees be effectively, efficiently, and satisfac-
torily supported in the data protection compliant processing of employee personal data?”, we
therefore derive the following sub-research question:

RQ5a “What are the needs and requirements of data processing employees for usable
privacy controls for the management and processing of employee personal data?”

Instead of looking at perceptions of already established PETs for processing customer
data [19, 270], we advocate a bottom-up approach, where stakeholder requirements and
perceptions are explored and considered from the outset. Building up on the principles
of PbD (cf. Section 2.3.1), we therefore apply an UCD approach that has already proven
useful with managers [98] and employees in their role as data subjects [97]. It is also
considered most effective in addressing human factors in systems engineering of socio-
technical systems [350]. In this regard, we supplement RQ5 with the following sub-
research question:

RQ5b “How are TOMs developed under UCD and according to PbD perceived by data
processing employees?”

7.2 methodology

To investigate our research questions, we conducted a UCD study with 19 data pro-
cessing employees from two large German institutions (Org. A, Org. B). The research
was conducted as part of the large-scale research project “TrUSD - Transparente und selb-
stbestimmte Ausgestaltung der Datennutzung im Unternehmen” that aimed at developing
a framework for GDPR-compliant employee data protection. The project consortium in-
cluded experts from the fields of law, ergonomics, requirements engineering, IT security,
and HCI. The UCD study took place over the course of the project, from 2019 to 2021. In
the remainder of this section, we discuss how we addressed ethical considerations in
Section 7.2.1, provide details on the study procedure in Section 7.2.2, followed by details
on participant recruitment in Section 7.2.3 and participant demographics in Section 7.2.4,
concluding with details on data evaluation and analysis in Section 7.2.5.
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7.2.1 Ethical considerations of the study

We took care to minimize potential harm from our study to both our study participants
and the participating organizations. We followed the Code of Ethics of the German Socio-
logical Association and the standards of good scientific practice of the German Research
Foundation. Furthermore, all study designs were reviewed and approved by the respec-
tive DPOs of our participants’ organizations and our own institutions. We therefore feel
confident that our studies comply with the strict national and EU privacy regulations.

To reduce potential harm, we collected data anonymously when possible (e.g., ques-
tionnaires). When not possible (e.g., video and audio recordings), we pseudonymized
or anonymized the data for evaluation by removing all direct personal identifiers and
organizational information from the transcribed focus group sessions and interviews.
The raw material was stored encrypted, to which only a small group of researchers had
access. The cleaned transcripts were stored access protected and were provided to our
research fellows in the research project if required for analysis. Any contact information
of the participants was stored separately.

We only invited employees from the same division to focus groups, to avoid partic-
ipants disclosing details about internal business processes to externals other than the
researchers. When inviting employees to participate in our studies, we highlighted that
participation was voluntary and provided consent forms for review prior to the studies.
We stressed that aborting a study would have no negative consequences, and we assured
that the studies’ contents would not be reported back to employers or management.

7.2.2 Study procedure

To design TOMs that adhere to the principles of PbD, designers and developers need a
deep understanding of (1) the situation and context in which the TOMs will be used, as
well as of (2) the personal data processing activities for which the TOMs will be used [351].
To incorporate these aspects early in the design process, we applied a three-step proce-
dure [200] that allowed us to involve our participants (i.e., the target users) early in the
design process. The procedure is outlined in Figure 7.1.

For the most part, we relied on focus groups because we expected our participants
to enrich each other [303], but we also used interviews because both methods are well
suited for both requirements elicitation and evaluation [352]. We either adapted existing
workshop concepts to our needs or created our own study protocol in accordance with
established guidelines. All study protocols were designed and reviewed by two subject-
matter experts, as well as researchers from the research project team, and researchers
with experience conducting user studies. Depending on the type of study, we piloted
studies with members of our own institutions or other organizations. To comply with
the strict rules of the COVID-19 pandemic, studies after 2019 were conducted online.
Participants in all studies were informed about the study’s contents and purposes, and
they were asked to provide informed consent. In the following, we provide an overview
of the different studies conducted.

study 1 – familiarization We started familiarizing ourselves with the stake-
holder group and its daily work by conducting a workshop and an inventory of essential
work processes. The workshop was based on the concept of Polst et al. [96]. In the work-
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Figure 7.1: User-centered design approach and development process.

shop, we asked participants to describe their job role, work responsibilities, and data
handling practices. We then asked about their basic goals with regard to data protec-
tion, previous experiences with the introduction of new technologies in the workplace,
and which stakeholders were involved in the process. Participants also explained what
would characterize a successful implementation of TOMs. All responses were recorded
on moderation cards to be collected on a pinboard for group discussion. Participants
were also asked to prioritize the most critical processes and requirements. The work-
shop was conducted with employees from Org. A and lasted two hours (NOrg. A = 6).
The requirements and task profiles of Org. B were gathered using an online survey for
logistical reasons (NOrg. B = 7).

Furthermore, we conducted a detailed survey of the departments’ workflows and pro-
cesses. We received detailed listings of the workflows, access to the internal process
documentation tool, copies of the processing directory, and essential forms. We docu-
mented the processes by dividing them into use cases and capturing them in Business
Process Model and Notation diagrams. We also had the opportunity to visit the work-
stations and premises of the two organizations.

study 2 – specification of user goals We conducted a second study to sharpen
our understanding of our stakeholders’ specific goals and their expectations for improve-
ments in the handling of personal data. The study brought together data protection
issues with our participants’ professional activities and focused on three key aspects
that emerged from the previous survey of processes: (1) Obtaining missing data; (2) ob-
taining permission for data use; and (3) sharing data with third parties. In the study,
we asked about helpful and obstructive aspects in the processing of personal data and
then presented two data processing scenarios, which our participants were asked to
design according to their own ideas regarding relevant information, instructions, and
procedures. All answers were again noted on moderation cards, sorted by topics, and
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discussed in the group. Participants then rated each topic’s importance. We conducted
three workshops (NOrg. A = 3, NOrg. B = 8), each lasting two hours. The workshop’s out-
line is provided in Appendix D.1.

concept development Based on the requirements gathered in Study 1 and Study 2,
as well as considering identified problems in the mental models study in Chapter 5

regarding understanding and awareness of data protection concepts, we developed a
concept that would bring together user requirements and legal requirements for the
data protection compliant handling of employee personal data. To make the concept
tangible, we developed pen and paper mockups that depicted the basic flow and key
requirements. We reviewed the concept and requirements in a series of expert group dis-
cussions involving individuals from our research projects with expertise in requirements
engineering, UX design, and usable security and privacy.

study 3 – concept evaluation To evaluate the concept with our stakeholder
group, we conducted a third study by adapting the method of a group usability walk-
through [353]. We chose this approach because it allows obtaining rich feedback on both
the flow of a system and its usability based on group discussions. Participants attended
the study from their usual workstations and with their own (work) computers and the
browsers of their choice. In the study, the participants were first introduced to the con-
cept by explaining related key aspects of data protection law and personal data process-
ing. We then presented our participants a scenario from their everyday working lives, in
which they had to process personal data of other employees. We asked our participants
to work through the scenario using the concept. To this end, we provided initial pen and
paper mockups in an online survey that allowed participants to navigate through the dif-
ferent screens and take notes. Specifically, we asked them to document what actions they
would take on each screen to complete the scenario. Afterwards, we went through all
the screens and discussed the usefulness of the features provided, missing features, and
additional topics that came up in group discussions. Participants then rated the concept
using the System Usability Scale (SUS). We conducted four walkthroughs (NOrg. A = 3,
NOrg. B = 7), each lasting two hours. The study’s outline is provided in Appendix D.2.

prototype development We revised the concept based on the obtained feedback
and discussed the changes with the same group of experts as before. We then developed
a high-fidelity prototype using web technologies to evaluate the concept, running forma-
tive usability tests [354]. For the design, we also considered the assumed unfamiliarity
of our participants with the data protection framework and terminology, as found in
Study I in Chapter 5 and confirmed in Study II in Chapter 6.

study 4 – prototype evaluation In the usability studies, participants role-played
a fictitious data processing employee with a job profile similar to their own, working at
a fictitious public organization. We explained that this organization uses a tool to assist
in the processing of personal data. We then asked our participants to use the proto-
type to work through a scenario in which they had to organize a training session on
patent law and process an invention disclosure. The scenario was broken down into
several sub-tasks. Among others, these tasks included requesting (missing) data from
several different data subjects, obtaining consent, exporting data, forwarding data, and
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progress tracking. During the scenario, participants had to ensure that data were han-
dled in accordance with data protection regulations and were also asked questions on
the correct handling of data.

To design a realistic and immersive study experience, we modeled the scenario and
materials (e.g., invention disclosure) based on the actual process diagrams, workflows,
and original documents provided to us in Study 1 and Study 2. In addition, participants
attended the study from their usual workstations and with their own (work) computers
and the browsers of their choice. Throughout the study, participants were asked to share
their screen and think aloud. We made sure that participants limited screen sharing to
the prototype so as not to record other content. After completing the scenario, partici-
pants answered an SUS questionnaire. We then conducted post-interviews in which we
asked participants how they felt about the role-play, how they perceived the handling
and processing of (personal) data, what changes they would expect for their daily work
if the tool was actually available to them, and what they liked or disliked about the tool.
We conducted eight studies (NOrg. A = 3, NOrg. B = 5), lasting between 75 and 125 minutes.
The study material is provided in Appendix D.3.

7.2.3 Participant recruitment and enrollment

After contacting several organizations prior to the project and asking for their support,
the departments of two organizations (Org. A, Org. B) agreed to participate in our re-
search. These departments dealt with third-party funding, patents, and the management
of research projects. In order to obtain approval for our study, we disclosed detailed
information about the project and its scope to the organizations’ management, legal
departments, and DPOs. Upon successful approval, the departments provided us with
contact information for employees who volunteered to participate in our research. They
further designated a contact person with whom we coordinated our research to limit
the extent of disruption to their workflows. We informed interested employees about
the project via email and provided information about the project and planned studies
on websites and in videos. Employees could then register individually for the study
dates. Despite early scheduling and coordination with departments, we were not able to
recruit the same employees for all studies.

7.2.4 Participant demographics

A total of 19 employees participated in our studies (NOrg. A = 11, NOrg. B = 8). Their
basic demographics are summarized in Table 7.1. A summary of their job profiles and
responsibilities is summarized in Figure 7.2. In most cases, they held multiple roles,
including research consultant, third-party funding coordinator, team assistant, network
manager, and innovation manager. Their tasks included consulting and coaching activ-
ities, guiding and supporting grant applications or patent approvals, and monitoring
ongoing projects or start-ups. In these activities, they primarily process personal data of
the institutions’ employees. The data typically include personnel data, contact data, and
demographic data, but also classified information (e.g., patents) (cf. Figure 7.2). Other
tasks include public relations and marketing as well as networking, which includes the
regular planning and hosting of events. These activities require extensive processing of
private and professional contact data, as well as image recordings.



7.2 methodology 141

 Job profiles

Research Officers
Funding Coordinators
Innovation Managers
Legal Officers
Network Managers
Team Assistants

 Job tasks

Management of research projects
and commercial projects
Patent registration and exploitation
Start-up service
Consulting and coaching
Monitoring activities
Academic services
Event management

 (Personal) data processed

Account information
Affiliation
Classified data (e.g., business plans, patents)
Contact information (private and business,
e.g. name, first name, title, address, phone
number, email)
Date of birth 
Education
Employment (primary and secondary)
Income
Information about clients and project partners
Personnel data
Resumes
Photos (of individuals)
Research activities
Sex, gender

Figure 7.2: Summary stakeholder job profiles, job tasks, and (personal) data processed.

In all of these activities, the stakeholders regularly collaborate and communicate with
their colleagues and other departments, or with external organizations such as project
sponsors and funding agencies. Particularly often, they contact the HR department to re-
quest personal data instead of obtaining them directly from the data subjects. Moreover,
most of their tasks require them to share (personal) data with others or to use the data
to generate statistics and reports. Thirteen participants self-reported processing personal
data very frequently or regularly, while six participants reported processing such data
occasionally. All participants had an academic degree and had been in their job and with
the organization for between one and 19 years (median = 3 years, mean = 5.4 years).

7.2.5 Evaluation and data analysis

All data from the various focus groups and the usability evaluation were analyzed by
two researchers. For the analysis of focus groups, we followed best practices for user
requirements analysis [203]. In particular, we used affinity diagramming to identify,
document, categorize, and prioritize the requirements for tools that our participants
discussed. Since we already used affinity diagramming in our workshops to sort our par-
ticipants responses written on cards, the two researchers could complete these diagrams
with extra input extracted from the focus groups’ transcripts and the participants’ notes.
After the two researchers finished discussing the results, requirements were recorded
and archived in a structured way.

We additionally used reflexive thematic analysis [355] to evaluate the discussions and
interview responses. For this purpose, we segmented all transcribed audio recordings
into thematic sections based on our focus group and interview guidelines. In a first step,
the two researchers then familiarized themselves individually with the material by going
through all the transcripts and, if necessary, also referring back to the audio recordings.
In a second step, both researchers coded the material inductively. For the coding, both
semantic codes and latent codes were allowed. Each researcher then constructed initial
themes from the derived codes, assigned the codes to each theme, and double-checked
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Table 7.1: Participant demographics

ID Sex Age (years) Education Job description Job tenure (years)

P01 f 35 - 44 PhD Research Funding Officer 6 - 10

P02 f 35 - 44 PhD Research Promotion Officer 1 - 5

P03 m 25 - 34 PhD Research Officer 1 - 5

P04 f 45 - 55 Master’s degree Research Officer 1 - 5

P05 f 45 - 55 Master’s degree Research Officer 1 - 5

P06 f 45 - 55 Master’s degree Research Officer 6 - 10

P07 f 35 - 44 Master’s degree Research Officer 1 - 5

P08 f 35 - 44 Master’s degree Network Manager 16- 20

P09 m 25 - 34 Master’s degree Innovation Manager 1 - 5

P10 f 55 - 65 State exam Research Officer 16 - 20

P11 f 35 - 44 State exam Legal Officer 1 - 5

P12 f 25 - 34 Master’s degree Third-party Funding Coordinator 1 - 5

P13 f 35 - 44 Master’s degree Research Officer 6 - 10

P14 f 35 - 44 PhD Research Officer 1 - 5

P15 f 35 - 44 State exam Third-party Funding Coordinator 1 - 5

P16 f 45 - 55 Master’s degree Research Officer 1 - 5

P17 f 45 - 55 Master’s degree Research Officer 6 - 10

P18 f 35 - 44 PhD Research Officer 6 - 10

P19 f 45 - 55 Bachelor’s degree Team Assistant 6 - 10

whether the themes’ existence was supported by participants’ statements. Subsequently,
the two researchers presented their initial themes to each other and discussed them with
the help of thematic maps. They organized and reorganized the themes until consensus
was reached. This resulted in a set of revised themes that were then given a final name
and description.

7.3 privacy requirements for the handling of employee personal data

In this section, we outline the (privacy) requirements elicited for the design of employee-
centric privacy controls to address RQ5a “What are the needs and requirements of data
processing employees for usable privacy controls for the management and processing of employee
personal data?” For the sake of brevity, and unless otherwise noted, by “privacy con-
trols” we generally refer to privacy enhancing personal data management tools in the
context of our stakeholder’s job tasks and data processing activities. To this end, we
first briefly discuss legal considerations relevant to the job tasks of our stakeholder
group in Section 7.3.1. We then present the results of Study 1 and Study 2 of our UCD

approach (cf. Figure 7.1), divided into (1) stakeholder needs for personal data process-
ing in Section 7.3.2, (2) stakeholder needs for data protection in Section 7.3.3, and fi-
nally, (3) requirements for designing employee-centric privacy controls that facilitate
privacy-compliant processing of employee personal data for our stakeholder group in
Section 7.3.4.
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7.3.1 Legal considerations

Since our stakeholder group regularly processes personal data of employees, privacy
controls must comply with legal obligations to protect employee privacy (cf. Section 2.2).
However, the provisions are worded abstractly and remain vague. This complicates the
identification of specific requirements beyond the basic principles of the GDPR to which
all processing of personal data is subject (cf. Section 2.2.4 & Section 2.2.5):

• Lawfulness, fairness, and transparency means that privacy controls must (help) ensure
that conditions and legal bases are met prior to processing of employee personal
data by data processing employees. Based on a review of the documents and ex-
planations obtained in Study 1 (cf. Section 7.2.2), our stakeholder group’s job tasks
are generally based on reasons for (1) performance of a contract, (2) compliance
with a legal obligation, and (3) legitimate interest purposes. Activities on the basis
of consent are limited to some borderline cases, such as the processing of pho-
tographs. Moreover, privacy controls must also promote clear, open, and honest
handling of employee personal data. They must therefore contribute to informing
data subjects about the nature and scope of the personal data processing.

• Purpose limitation means that privacy controls must ensure that data processing
employees process employee personal data only for specified purposes to perform
a specific job task.

• Data minimization means that privacy controls must facilitate limiting data col-
lection to employee personal data that are absolutely necessary for a purpose
associated with the job tasks of data processing employees.

• Accuracy means that privacy controls must ensure that data processing employees
have access to personal data that are accurate and up-to-date at all times, and are
able to ensure that the data they process meet these characteristics.

• Storage limitation means that privacy controls must ensure that personal data are
not stored beyond the time necessary for a purpose or to comply with legal regu-
lations. In the context of our stakeholders, this means that data should be deleted
and/ or become inaccessible after a job task has been completed.

• Integrity and confidentiality require that privacy controls provide appropriate mea-
sures to ensure the proper security of personal data, including protection against
unauthorized or unlawful processing. Accordingly, our stakeholder group must
only have authorized access to personal data required and must also be supported
to store and process this data themselves in a suitably protected manner.

• Accountability means that privacy controls must complement towards ensuring and
being able to demonstrate compliance with the principles mentioned above. In the
context of this study, it means that employers must ensure and be able to demon-
strate that our stakeholder’s processing of employee personal data complies with
these principles. This includes providing privacy policies based on the inventory
of processing records, documenting and tracking processing activities, and creat-
ing data protection awareness among data processing employees.
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7.3.2 Stakeholder needs for personal data processing

This section outlines general aspects and issues faced by our stakeholder group in the
processing of (personal) data. Unless otherwise specified, all aspects and issues pre-
sented are direct statements of our participants. We organized these aspects thematically,
but the order of appearance does not indicate their significance.

organization of work For our stakeholders, fast and effective communication
channels are of immense importance for their daily work. Especially when requesting
data for time-critical tasks. Participants emphasized the advantages of personal contact
via phone for initial inquiries in order to discuss the details of a request and prevent
a number of time-consuming follow-up queries or lengthy conversations. Participants
also preferred personal contact to facilitate their legitimization of their person this
way: “When the question ‘Who are you anyway?’ comes up, it is easier to make the inquiry by
phone” (P14). However, for response to requested data, participants then prefer emails,
which are valued for their ability to be archived as well as for their traceability of commu-
nication. Moreover, the central management of data, documents, and communication
is seen as advantageous. In particular, a form of central data management is believed to
be useful in order to reduce communication load: “Of course, it would be easiest if I didn’t
have to make a phone call, if I didn’t have to write an email, but I could use a system where the
data are deposited” (P06). In this regard, access to protocols and shared email accounts
are commonly used to replace colleagues in case of illness and provide transparency be-
tween colleagues in the processing of their tasks. Besides, the uniformity of processes,
i.e., an organization-wide standardization of processes, is rated as extremely supportive
for the handling of personal data at various levels. This includes the use of company-
wide standardized forms to elicit data, a uniform presentation of pre-processed data
(e.g., calculations), but also organizational guidelines for handling personal data. The
latter are intended to ensure both a uniform understanding of how data are handled
and a uniform process for collecting data.

personal data handling The processing of data often requires the transfer of
data from some source to another system or form. Any form of interoperability that fa-
cilitates or automates this transfer is considered helpful. Moreover, an essential prerequi-
site for efficient work is the completeness and correctness of the data at the first request.
Particularly when data are collected directly from the data subjects, responses are often
incomplete in practice. This frequently results in inquiry loops that are perceived as an-
noying. Since our stakeholder group also relies heavily on the HR department to retrieve
the necessary personal data from patents or research project applicants and potential
employees, it is particularly important for them to know the right contact person right
away in order to avoid unnecessary inquiry loops. At last, the storing and archiving of
data constitutes an integral part of our stakeholders’ job. Data are either processed for
networking activities, or the data are archived for verification and documentation of a
process. Besides, the archived data also serve as a source for future processing and in
order to avoid new inquiries.

constraints Our stakeholder’s time-critical tasks require that signatures and con-
sents of data subjects or decision-makers be obtained in a timely manner to not miss
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deadlines. Our stakeholders also complain about tedious procedures, as they often need
to compile data from multiple sources. This creates a strong dependency on other depart-
ments and entities. Furthermore, changing and different requirements are an integral
part of our stakeholders’ job. Demands for the structure of a processing operation and
the data required for it may change regularly if, e.g., funders impose new requirements.

7.3.3 Stakeholder needs for data protection

This section presents general issues related to data protection that our stakeholder group
reported. Unless otherwise specified, all aspects and issues presented are direct state-
ments of our participants. We organized these aspects thematically, but the order of
appearance does not indicate their significance.

obstructions In many situations, our stakeholders perceive data protection as a
burden because of unclear rules. Often, they do not know whether their actions comply
with privacy policies, or whether certain measures are necessary, and how to put them
into practice. Here, our stakeholders also complain about a lack of clear rules for the
transfer of data and unclear wording of existing internal regulations. They also feel that
their work is impaired by “general concerns of the data protection officer” (P08). Further-
more, their lack of knowledge creates a sense of uncertainty, as they always strive for
assurance in all their data processing actions. Attempts to guard against privacy viola-
tions result in the use of phrases in requests for personal data that are drafted to the best
of one’s knowledge, and in efforts that are not known to be necessary or even useful.

organizational issues Established work processes favor unintended dissemina-
tion, because forwarding (personal) data via existing internal communication channels
(e.g., email) do not allow estimating the recipient group. Although our participants
themselves welcome shared email accounts, they are concerned when collaborating
with other departments, since it is unclear to them which colleagues are involved in
the relevant process. It is therefore unclear who have access to the data being processed.
Moreover, our stakeholders are concerned about missing transparency of their data pro-
cessing activities toward data subjects. Our participants doubt that employees are aware
of the fact that their data are processed and of the extent of processing. Specifically,
our participants claimed that information on the processing is not “explicitly provided -
often data subjects are informed via the project manager that their data are in the funds appli-
cations” (P04) whereas “explicit consent to data use and disclosure to third parties [...] is not
provided at all.” At the same time, however, our participants also expressed that they
themselves do not know how, e.g., the HR department ensures that they are allowed to
pass on the requested data to them. Consequently, there is also a lack of transparency
regarding which legal bases would actually apply to their own processing. Here, they
consider the entity providing the data to be responsible for compliance.

7.3.4 Requirements for employee-centric (re)design of privacy controls

This section describes the requirements that informed our design process presented in
the upcoming Section 7.4. The requirements originate in particular from the workshops
conducted in the second study (cf. Section 7.2.2), and represent how our stakeholder



146 data cart : a privacy pattern for the gdpr-compliant handling of personal data

group envisions a redesign of its data processing activities to make them more stream-
lined and privacy-friendly. This is complemented by requirements derived from the
fundamental knowledge generated in the mental models in Chapter 5 and the privacy
perceptions in Chapter 6. A summary of requirements is presented in Table 7.2. Unless
otherwise indicated, requirements represent direct statements of our participants.

facilitation of the request of personal data First, in order to resolve te-
dious procedures, privacy controls should facilitate the request of personal data, and
be tailored to the needs and use cases of our stakeholders. In particular, they should
provide templates and a pre-selection of the data types concerned. Overall, manual ef-
fort for accessing and communicating with other parties is to be minimized. To resolve
ambiguity, data inquiries should ensure that data types can be specified clearly and
comprehensively, including deadlines. This is demanded to prevent any follow-up in-
quiries due to insufficient or wrong information. Furthermore, to prevent inquiry loops
and legitimization issues, data subjects or personnel in the HR department should be
able to check and verify the legitimacy of the person making the inquiry.

increased clarity If the required data are unavailable for processing, either be-
cause processing is not permitted or because the data have not been obtained, any inter-
face should provide purposeful instructions on how the data can be obtained and pro-
cessed. This includes the (1) reason for non-availability, (2) location of the data, (3) and
responsible parties. Furthermore, when creating an inquiry, ex ante instructions for the
handling of data, e.g., information about the potential uses of the data, should be made
available. This includes information (1) on the storage and disclosure of the data, and
(2) on any existing or required but pending consent of the data subject. Additional notes
should be retrievable for the processing operation, such as special procedures or enti-
ties who must be involved. Once personal data are provided, ex post instructions for
the further use of the data are expected. This includes (1) indication of the permission
status (e.g., consent), (2) possible individual restrictions (e.g., further use in publication
processes), (3) information on possible data recipients, and (4) the possibility of trans-
ferring or storing the data. In this regard, the mental models presented in Chapter 5

emphasize the need to provide precise and explicit instructions and explanations to pre-
vent our stakeholders from drawing implicit conclusions that lead to potential privacy
violations and noncompliance. This refers in particular to special treatment of specific
data that have an increased sensitivity. Further building upon findings from Chapter 5

and Chapter 6, privacy controls should make data processing employees aware of data
protection obligations by making data protection visible and explicit in personal data
processing. This addresses in particular the lack of knowledge about both employee
privacy rights and legal principles, which promotes accidental privacy violations.

facilitation of data management Our stakeholders expect automatic enforce-
ment of privacy preserving access to personal data to safeguard themselves against any
unauthorized processing. This means that stakeholders expect to be granted access to
data only if they are authorized. Conversely, they assume that all data that can be ac-
cessed are deemed to be legitimate. Thereby, “access” is understood as the “visibility”
of data, and is accompanied by the desire to access data in a specific context only. In
addition, any data should be accompanied by additional information and metadata on
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Table 7.2: List of stakeholder requirements.

ID Description

Req01 Enable detailed and customized data inquiries, including personal messages and
deadlines.

Req02 Provide archiving and tracing of correspondence for personal data inquiries.

Req03 Provide centralized access for managing data, documents, and communications.

Req04 Enforce organization-wide consistency of processes related to personal data pro-
cessing.

Req05 Allow interoperability with other systems in the transfer of personal data.

Req06 Provide complete and accurate personal data upon request.

Req07 Enable storage and archiving of personal data.

Req08 Allow setting deadlines for responding to personal data inquiries.

Req09 Allow compilation of personal data from multiple sources, e.g., multiple data
subjects.

Req10 Allow customization of data inquiries in case of new or updated requirements.

Req11 Provide details on recipients when forwarding personal data.

Req12 Provide mechanisms to increase transparency of personal data processing to data
subjects.

Req13 Provide templates and pre-selections for data inquiries to avoid lengthy proce-
dures.

Req14 Provide a notice of the lawfulness of personal data inquiries and processing to
other entities.

Req15 Provide privacy notices on privacy policies for personal data processing.

Req16 Provide clear instructions on how to obtain personal data.

Req17 Provide clear instructions on how personal data may be processed.

Req18 Provide mechanisms to explicitly obtain permission (e.g., consent from data sub-
jects).

Req19 Provide access to personal data only when authorized to prevent accidental
unauthorized processing.

Req20 Provide metadata about personal data, including source, ownership, availability,
and timeliness.

Req21 Provide communication mechanisms between data subjects, data owners, and
data processing employees.

Req22 Provide mechanisms for informing data subjects about the processing of per-
sonal data.

Req23 Allow sharing of ongoing personal data processing with colleagues.

Note. Non-functional requirements according to ISO/IEC 25010 [356] are reported in
Appendix D.4.
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data management responsibilities, including (1) the person or department responsible
for collection and storage, (2) availability and timeliness of data (including changes since
last use), and (3) an overview of previous uses.

transparency improvement Privacy controls should provide feedback channels
that allow personalized notifications to be exchanged with data subjects, and to allow
data subjects to ask for particularly sensitive treatment of the data transmitted. More-
over, data subjects should be informed about the (pending) processing of their data via
privacy notifications. Our participants highlighted the need to demonstrate compliance
by (1) informing data subjects about the lawfulness of the processing, (2) explaining
to them the underlying business process, and (3) informing them about the recipients
of the data and the persons involved in the processing. When data are available for
processing, (4) data subjects should also be notified that the data have been processed.

non-functional requirements In our studies, we also identified non-functional
requirements relevant to implementing privacy controls for our stakeholders. We di-
vided the requirements according to the categories of ISO/IEC 25010 [356]. Regarding
compatibility, privacy controls should reuse existing authorization and authentication
mechanisms, and support exchanging information with other systems and software. For
performance efficiency, privacy controls should support parallel use, provide fast loading
times, and low implementation costs. Reliability aspects involved expectations of high
availability, low susceptibility to errors, and no technical weaknesses of the system. For
maintainability, our participants expected automatic updating. Regarding usability, our
participants demanded user-friendly User Interfaces (UIs), low time expenditure and
training, clarity and little text, quick access to content, and context-sensitive support. A
summary compiling all non-functional requirements is available in Appendix D.4

7.4 solution design

Based on the collected requirements, we developed Data Cart, an employee-centric pri-
vacy pattern for privacy-compliant processing of employee personal data. In the follow-
ing, we first introduce the data cart metaphor underlying the solution in Section 7.4.1.
We then introduce Data Cart in Section 7.4.2, followed by details on the process flow in
Section 7.4.3 and details on the corresponding interaction concept in Section 7.4.4.

7.4.1 Data cart metaphor

A key requirement of our stakeholders is the timely and effective access to personal
data that are usually not under their control. Thus, a primary task of our stakehold-
ers is to assemble a set of different and varying personal data and data subjects from
external sources that are needed for a particular business process. This may require
initiating multiple data queries, keeping track of them, and processing the responses.
Similar complexity in the compilation and tracking of different items and attributes is
a well-known problem in online shopping. This is why we adapted the shopping cart2

interaction pattern to our context, and created the metaphor of a “data cart”. For this

2 http://welie.com/patterns/showPattern.php?patternID=shopping-cart
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purpose, the steps necessary to model the processing of personal data in administrative
tasks have been roughly mapped to an online shopping cart. The data cart metaphor
serves two purposes. First, we used the metaphor in the context of our internal design
and development cycle, as well as in internal communication within the project consor-
tium. This allowed for a common understanding of the interaction concept among all
project members. Second, we also used the metaphor to break down the complexity of
data protection for our participants and integrate privacy requirements into meaningful
workflows that align with their needs. The metaphor also builds on our stakeholders’ ex-
isting knowledge of interaction concepts for complex processes where one first defines
an output based on metadata, considers different statuses (e.g., availability), and only
gains access after completing different tasks (e.g., payment, delivery).

7.4.2 Privacy pattern proposal

Based on the data cart metaphor and taking into account legal concerns and stakeholder
requirements, we developed an employee-centric solution that provides sufficient flexi-
bility to meet various use cases of our stakeholders related to the processing of employee
personal data. The solution basically provides for synchronizing the recurring tasks of
retrieving and managing personal data with privacy obligations. The result is a harmo-
nized combination of process flow and interaction concept, which we have documented
as a privacy pattern. In the remainder of this section, we provide a basic description of
the pattern following established templates [184].

Name: Data Cart

Summary: A single point of access for data processing employees to obtain and
manage personal data in a data protection compliant manner.

Context: This pattern applies in particular to data processing employees working in
public institutions and processing personal data of employees or other members of
the institution.

Target stakeholders Data processing employees

Category of controller Public institutions

Processing purposes Academic services, consulting and coaching, event
management, monitoring activities, patent registra-
tion and exploitation, project management

Categories of personal data Contact, education, finances, personal identifiers, pic-
tures, professional activity

Data subjects Employees, other members of the institution, (external
parties)

Categories of recipients Employees, service providers, authorities, public insti-
tutions

Data sources Data subjects, employees’ supervisors, HR department
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Problem: Data processing employees are frequently required to process personal
data for time-critical tasks, which necessitates extensive communication with an
organizations’ employees, departments, and partners. In an organization, particularly
heterogeneous business processes prevent effective data inquiries, either because the
data received are incomplete and incorrect, or because the correct contact person in
other departments is unknown. In many of these cases, data processing employees
perceive data protection as a burden because they are uncertain whether they act in
compliance with data protection, or whether certain measures are necessary, and how
they should put them into practice. In practice, data processing employees thus act
with uncertainty and make efforts to protect themselves from misconduct that they
do not know are necessary or even correct. As a result, employers, as data controllers
thus liable for the actions of their employees, may subsequently fail to comply with
their accountability obligations.

Solution: Provide an easily accessible data management interface to employee
personal data that (1) streamlines data collection processes in organizations and
aligns them with data protection requirements, (2) standardizes access to personal
data, (3) simplifies access to privacy policies, and (4) supports in demonstrating
transparency and compliance by documenting processing activities.

Privacy design strategies [159]:
Primary:

• enforce privacy policies compatible with legal requirements;

• demonstrate compliance with privacy policies and legal requirements.

Supports:

• minimize the amount of personal data that are processed;

• inform data subjects about personal data processing;

• control over personal data processing by data subjects.

7.4.3 Process flow model

In this section, we describe the process flow associated to the solution outlined above. It
shall serve architects and developers as a means to understand and integrate the Data
Cart pattern into their own systems and processes. The process flow divides into tasks to
define a personal data processing activity, process personal data, and help demonstrate
compliance. The basic flow is outlined in Figure 7.3 and divides into eight tasks. A de-
tailed process flow diagram is shown in Figure 7.4. The process flow starts by assuming
that a data processing employee has a demand to process personal data and opens the
Data Cart interface. The process flow is described below:

1. The first task requires data processing employees to model a data processing activ-
ity to be performed. For this purpose, they must choose a processing activity from
the organization’s records of processing activities for which they are authorized.
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Figure 7.3: Flow of the concept developed using the metaphor of a data cart.

In the event that the personal data have already been collected via form, this can
also be imported instead. In such a case, the appropriate processing record entry
can be selected automatically.

2. In the second task, data processing employees define tuples of required categories
of personal data and data subjects. They may also add additional details, such as
specific recipients, the version of personal data they require, or a personal message
to the data source (e.g., data subject, HR department). Once finished, the modeled
processing activity is to be submitted as a new data processing request.

3. The submitted processing request must then be validated by verifying for lawful-
ness of processing against the processing policies extracted from the record of pro-
cessing activities, and by checking the availability and timeliness of the personal
data requested.

4. The next task comprises obtaining missing personal data and permissions. De-
pending on the processing activity, this may require initiating requests to the re-
spective data subjects or departments to provide the missing data and approvals.
It is critical from our stakeholders’ point of view that the request be structured,
and that input validation is performed. Requests must also include detailed infor-
mation about the requester and their legitimacy, as well as procedural and legal
aspects of the underlying processing. Our own pattern does not specify how such
a request should be designed, but privacy patterns similar to informed consent may
be used here [178].

5. After all tasks have been completed, data processing employees get access to a
privacy enhancing personal data management interface. It provides access to meta-
data of the data processing request, including status information and details about
the tuples requested. In addition, it provides access to contextual privacy policies
and reminders extracted from the organizations’ directory of processing records.
Furthermore, the interface provides the ability to request additional combinations
of personal data and data subjects, and to request access to the personal data (e.g.,
exports).
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Figure 7.4: Process flow diagram of the concept developed using the metaphor of a data cart.
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6. To access raw personal data, data processing employees must choose a specific
purpose for which they require the data. Based on this, they should be provided
with an export of the personal data, which contains only the data authorized for
the purpose and recipients. The export should be adequately protected by default,
as our stakeholders do not have the necessary knowledge to do this themselves. All
exports should further contain a copy of the data protection information provided
in the data management interface, as well as an ID to ensure traceability of the
exported file to the original request. The exported personal data then shall be
further processed by data processing employees as required. Based on stakeholder
feedback, we recommend using common data exchange formats (e.g., MS Excel).

7. All actions, including requests for data and data exports, are logged to document
all personal data processing activities. After completing a processing activity, re-
quests can be archived and serve as evidence for later audits and traceability. In
addition, the activity log may be used to create a usage history for data processing
employees.

8. Furthermore, the here described concept advocates transparency and conceptually
provides that data subjects are informed about the processing carried out on the
basis of the activity log. This is not covered by our own pattern. Instead, depending
on the needs, existing tools and components optimized for employees in their role
as data subjects may be used for this purpose [97, 104].

7.4.4 Interaction concept

Based on the process flow outlined above, we developed a corresponding user interac-
tion concept that reflects our stakeholders’ point of view. The interaction concept in-
cluding a mapping to the requirements elicited is shown in Figure 7.5. The interaction
concept divides into five parts.

1. First, data processing employees should be offered a personal data management
tool that provides for centralized access to personal data and enforces consistency
of the full data management process.

2. To model a data processing request, data processing employees should be pro-
vided with a preloaded list of processing activities for which they are authorized.
Upon selection, employees should be provided with a summary of the processing
record. In addition, the planned processing must be given a name and a descrip-
tion. These steps require employees to become aware of the legal basis before pro-
cessing begins. At the same time, the interaction concept provides for contextual
support, such as providing templates and contextual information.

3. To define tuples of personal data and data subjects, data processing employees
should be provided with predefined lists. For personal data, these lists may be
derived from the selected processing record entry and should be offered as a pre-
selection. Likewise, data subjects should be accessible from a list of employees
in the organization. The interface should further support the iterative adding of
multiple different combinations.
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Figure 7.5: Basic interaction concept designed following the data cart metaphor, including a map-
ping to the stakeholder requirements detailed in Table 7.2. Original screens of the
developed prototype that were used for evaluation are included in Appendix D.5.
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4. When submitting the request for validation, the results should be provided for
review in an overview. It should include status information on whether the pro-
cessing activity can start immediately after submission of the processing request,
or whether additional actions are required, such as collecting personal data or
obtaining consent. Detailed status information should be accessible as needed.

At this point, further information may be added to the request. Employees may
choose whether to request the data directly from the data subjects, via an adminis-
trative department, or in a customized manner. They may also compose individual
messages to the data subjects and set a deadline for responding to the request.

5. The privacy enhancing data management interface should provide detailed infor-
mation on the status of pending requests. This should be complemented by fre-
quently needed or important information on data protection tailored to its users’
needs. This includes information on allowed processing operations, whether pro-
cessing has been approved, to whom data may be disclosed, deletion periods, data
sensitivity, and how data must be safeguarded. In general, the interface aims to
provide such notices at a glance, with details accessible when necessary. Addi-
tional visualizations and a help section for questions accompany detail views (cf.
Figure 7.6).

7.5 prototype development

To evaluate the concept presented in Section 7.4, we developed a high-fidelity “Wizard-
Of-Oz” prototype [357] referred to as Data Cart. To this end, we chose a web applica-
tion approach based on a micro frontend architecture [358] after comparing the non-
functional requirements (cf. Section 7.3.4) with work that investigated various frontend
architectures [359]. The prototype was implemented using components of a microservice
architecture we developed for company privacy dashboards [104]. Below, we present its
essential elements and components relevant for the implementation of Data Cart.

The architecture essentially follows the principles of Domain Driven Design [360] and
breaks down the topics of employee data protection into functional domains. Within
each domain, one or more services implement the domain’s tasks. Overall, we differen-
tiate between three core domains: (1) The transparency domain focuses on the compre-
hensive documentation and preparation of information about personal data processing;
(2) the self-determination domain aggregates functions that allow data subjects to obtain
information about and intervene on the processing of their personal data; and (3) the
enforcement domain is concerned with the technical integration of privacy enhancing
technologies into legacy systems that serve a company’s core business. Besides, a fourth
generic domain contains services useful for implementing employee data protection, yet
it is not characterized by any content strictly related to data protection.

Data Cart’s underlying concept generally benefits from this architecture, as it allows
Data Cart to be integrated into different IT environments. In addition, the architecture
enables us to perform the required policy checks and data availability checks. For the
prototype, we primarily used the holistic data model underlying the transparency do-
main, which can be used to clearly describe the information related to employee privacy.
It also allows expressing a directory of processing records.
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The prototype was implemented using Web Components based on the Stencil JS
toolchain. Web Components are reusable UI components whose functionality can be
arbitrarily simple or complex. Web Components can further be based on other compo-
nents and offer great flexibility as they can be programmatically adapted in their content
and appearance. This gives Web Components the advantage that they can be individu-
ally tested and optimized for their functionality and usability properties. This allows
developing UI components tailored specifically for privacy-compliant handling of per-
sonal data by data processing employees and reusing them as needed. The components
can also be adapted to other use cases or actors with minimal effort.

When implementing the UI, we applied relevant usability heuristics. For the usability
tests, the prototype was embedded into a shell application that handled all cross-cutting
concerns like authentication, and which was deployed as a microservice using docker.
Screenshots of the prototype are shown in Figure 7.6 and in Appendix D.5.

7.6 usability properties

In the following, we report our findings of the usability testing. In Section 7.6.1 we report
participants’ understanding of the data cart metaphor, followed by participant feedback
and SUS in Section 7.6.2, and identified problems during the study in Section 7.6.3.

7.6.1 Metaphor and concept understanding

Overall, our participants did well with the data cart metaphor and were able to ap-
ply it to their own workflows. Only one participant stated that they misunderstood
the metaphor until they applied the concept, initially assuming that processing requests,
rather than data and people, served as “items”. Nonetheless, we found that the metaphor
was particularly helpful in outlining the basic assumptions and processes of the Data
Cart concept, including the basics of a directory of processing activities. However, in ex-
plaining the concept, participants frequently asked whether such a directory existed and
who would maintain it. Only one participant indicated that they knew their organization
maintained such a directory. Here, the data cart metaphor supported our participants
to relate the tuple of purposes, data subjects, and data categories to a data processing
operation without the need to understand the details of the GDPR.

7.6.2 Participant feedback and usability rating

All participants stated that the mockups and prototype were “relatively self-explanatory
[to use], given that you were thrown in at the deep end” (P07). Other participants stated that
Data Cart was intuitive to use or that one would quickly get used to its flow: “I first
had to look at the interface and get to understand the program, but otherwise I found it quite
intuitive” (P02). The content was also perceived as clearly presented. One participant,
however, expressed concern in the event that many Data Cart requests are processed
simultaneously: “If there are more requests, I don’t know how clear it would still be” (P06).

Overall, the SUS scores obtained confirm our participants’ qualitative feedback. A me-
dian SUS score of 82.5 (mean = 81.25, SD = 7.6) indicates good usability (Grade A) [354],
however the range was from 67.5 (Grade C) to 95 (Grade A+). This result indicates
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Figure 7.6: Screenshot Data Cart personal data management interface with highlighted UI ele-
ments of the data management interface implemented in the prototype. The widget
bar 1⃝ provides essential status information and privacy notices relevant for process-
ing. Interacting with the widgets opens a modal dialogue 2⃝ that provides further in-
formation and help. Additional data can also be requested, or available data may be
exported 3⃝. An overview 4⃝ displays the current status of open and closed requests
for all data subjects concerned. Next to data management, the interface provides ac-
cess to a messenger and activity history 5⃝ for the current processing activity.
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potential for improvement. Problems with operation, which mainly occurred at the be-
ginning of the study, were put into perspective by our participants stating that it was
normal to have to get used to the system and that the feeling of secure handling would
increase with increasing use of the tool. Some participants expressed concerns about
their competence in using the tool and their technical understanding.

7.6.3 Identified problems

We identified some problems in the flow of Data Cart, in the UI design and wording,
as well as some errors in the prototypes’ implementation. Some information and func-
tions were also not (correctly) recognized by our participants because they did not have
the necessary knowledge or experience. For example, tooltip information was not rec-
ognized because they were not unfamiliar with this functionality. In the group usability
walkthroughs, we discussed these problems together with the participants. In the for-
mative usability tests, however, these problems mostly occurred at the beginning of the
study and disappeared in the course of the study. Furthermore, our participants made
suggestions for additional features. We present and discuss these aspects as part of the
issues identified in the following subsection.

7.7 employee perceptions of data cart

To examine RQ5b “How are TOMs developed under UCD and according to PbD perceived by data
processing employees?”, we gathered qualitative feedback on the extent to which Data Cart
would be likely to have an impact on (1) workflows, (2) the handling of personal data,
and (3) data protection. Our analysis revealed eleven themes, which we divided into
three groups. Section 7.7.1 reports on digitalization and efficiency gains, Section 7.7.2 on
data protection aspects, and Section 7.7.3 outlines general concerns.

7.7.1 Digitalization and efficiency gains

The first thematic group entails four themes that deal with different topics of digitaliza-
tion and efficiency gains. The themes are summarized in Table 7.3.

functional digitalization through systematization In general, our par-
ticipants have recognized the potential to optimize processes through digitization. Yet,
they are looking for digitalization, i.e., a change of processes (cf. [361, 362, 363]). Our
participants have liked Data Cart’s ability to systematize and standardize topics, terms,
and processes, since it “would simplify the work very much and also structure it some-
how” (P02). In particular, workflows with highly repetitive tasks are expected to be-
come “a little more streamlined, and then hopefully allow for faster data retrieval as well” (P04)
Especially for job tasks that involve different personnel and parties, harmonizing the un-
derstanding of work processes and work methods is expected to improve performance:
“So far I focused more on the efficiency of my work, and Data Cart would increase that in the
sense that these requests can be dealt with quickly and in a coherent way” (P04).
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Table 7.3: Summary of themes related to digitalization and efficiency gains.

Theme Description

Functional digitalization
through systematization

▷ Standardizing understanding and terminology

▷ Consolidating recurring tasks and issues in practice

Central data and process
management tool

▷ Organizing work processes and task planning by map-
ping business processes

▷ Tracking and archiving of activities and personal data

Replacing less efficient
communication channels

▷ Mediator / interface between data processing employee,
data owners, and data subjects

▷ Eliminating the need for e-mails and phone calls

▷ Facilitating factual communication and exchange of per-
tinent information

Lack of confidence in cen-
tral data management

▷ Concern about maintenance of the system and data

▷ Concern about unconnected systems and transfer of data
to Data Cart

replacement of less efficient communication channels Our participants
emphasized Data Cart’s ability to establish efficient communication channels for re-
questing both (personal) data and data processing approvals. Data Cart was seen as a
mediator between data processing employees, data owners, and data subjects. Here, our
participants expected standardization and automation of requests to replace bloated
communications in established workflows: “That’s just a lot of emails that you send back
and forth,[...] I think this [tool] would actually save a lot of communication work if you could
then send it [(the data)] via this [tool].” (P02). Our participants anticipated that Data Cart
enforces focusing on the exchange of relevant information, which would have a posi-
tive impact on all parties involved. This primarily concerns increased efficiency and
reduced workload, because a request would contain all necessary information: “Well, it
definitely costs less time than phoning the colleague in the HR department, for example” (P07).

central data and process management tool Participants described Data
Cart as a database interface and data management concept that should fulfill some spe-
cific requirements: “If we have to work with data that are already in a database [...], and all
this data maintenance has been done before, then this is a great support – absolutely! That’s awe-
some! And that belongs basically to every database, that should actually exist everywhere” (P08).
Independent of its primary task, Data Cart also helps in organizing work processes: “If
I now process many such data, one has an overview here so to speak: I still have this running, I
still have this running, the deadline and so on. And if you use it often, it’s of course clearer than
if you had to remember it yourself, what’s going on now or what inquiries I still have, and also
what old stuff I might have. Yes, I think that’s actually quite good” (P05). P10 added that “you
also have your to-dos at a glance, [...] a kind of workflow organization that supports you, so that
you also set deadlines and then see which of the deadlines are coming up soon and what I need to
take care of now, so that’s basically also a tool that supports you in the organizing.”



160 data cart : a privacy pattern for the gdpr-compliant handling of personal data

Table 7.4: Summary of themes related to data protection.

Theme Description

Desire for systematic data
protection

▷ Establishing data protection by design

▷ Enabling efficient, effortless, and secure handling of per-
sonal data

Consequences of system-
atic data protection as an
obstacle to work

▷ Conflicting with established work practices and proce-
dures

Integration limits as a bar-
rier for data protection

▷ Transitions between processes and systems are critical for
data protection compliance

▷ Processing of data remains unaffected without adapta-
tion of processes

Raising awareness of data
protection

▷ Sensitizing data processing employees for data protection

▷ Allowing sensitization of data subjects

▷ Correcting and aligning interindividual understanding
of “sensitive data”

Central source of informa-
tion for data protection

▷ Eliminating non-uniform handling of data protection
rules by providing clear and understandable instructions
on data protection

▷ Keeping data privacy information available and allowing
quick access to “important” information

lack of confidence in central data management Despite the expected
benefits of Data Cart for work, our participants had doubts that implementing a cen-
tral data management platform would succeed: “From my experience with other situations,
I see this as problematic, so the HR department will show some concerns depositing the data
there” (P08). There were also some general concerns about data management: “So in
theory, that’s definitely neat. But the timeliness of the data, ... how up to date are they? Complete-
ness? The data are all there, but the data also need to be maintained on a regular basis” (P07).

7.7.2 Data protection

The second thematic group deals with five themes on data protection. The themes are
summarized in Table 7.4.

desire for systematic data protection by design In general, the Data Cart
concept encouraged our participants to discuss their need for systematic data protection
that integrates with work processes, rather than always being added as an additional ex-
pense and interfering with work. Participants pointed out that the correct handling of
personal data “is too often overlooked in everyday life, and the use of a such a tool would, on the
one hand, simplify this and, on the other hand, somehow make you aware of the relevance of data
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protection and data” (P06). Furthermore, our participants praised the PbD approach taken
by Data Cart, because “[personal data] would be handled in a more sensitive way without mak-
ing it [(data protection)] too much of an issue” (P04). In addition, the approach to systemic
data protection in the form of Data Cart “creates legal certainty and can somehow take away
uncertainty” (P05) when dealing with personal data: “Well, basically, because everything is
already predefined [...] I think you feel a bit safer, because you can make fewer mistakes yourself,
because it is automated or because hints are given” (P03) and “because I don’t have to worry at
all about whether the person consents or not, because it is all there” (P03).

central source of information for data protection Our participants po-
sitioned Data Cart as a central information platform for data protection topics, which
“compiles the information quite well, so you don’t have to go through the hassle of finding out
how to proceed with it [(personal data)]” (P03). Particularly important was quick access to
important information, i.e., that one can “immediately see which data I’m allowed to pass on
externally or internally, I think that’s pretty good” (P05), “because you’re simply dealing with
sensitive data, and you don’t always know whether you’re allowed to [process data] or not” (P01).

raising awareness of data protection Data Cart is seen as a driver of aware-
ness for both data processing employees and data subjects. Our participants particularly
welcomed the sensitization for legally compliant data processing: “Otherwise, you are just
less aware of it, so I think it makes you more aware that these are all very important data and that
they must also be specially protected” (P04). Here, too, PbD played a role: “Because otherwise
it’s like this in the everyday handling of data: I don’t even think about what people have approved,
what they haven’t approved” (P08), but “just by having this tool at your disposal, you’re more
likely to even think about ’do I need to pay attention to anything right now?’.” At the same
time, documentation and communication through Data Cart allows data processing em-
ployees to fulfill their desire to inform data subjects: “I find this tool quite good for that.
That I can then write to [employees] whose data I process in the research proposal and make them
aware that their data are being processed and whether they agree to it at all” (P06).

integration limits as a barrier for data protection Our participants
noted that tools like Data Cart cannot solve all privacy issues. Especially if tools are
introduced as a supplement to existing processes or current workflows, “because then
the data are accessible again: I have to archive them for later auditing [...] and then, of course,
these sensitive data are stored there. That’s a place where everyone has access” (P04). Further
problems arise from the lack of digitalization, since requests for project proposals are
often made via traditional means of communication not under control of Data Cart, yet
they may already contain critical data: “But I wonder what happens when you simply receive
data. So just in everyday work, one simply gets some kind of data by email” (P15).

consequences of systematic data protection as an obstacle to work

It becomes clear that the handling of personal data enforced by Data Cart creates new
obstacles: “Because if we use this here, we make the request, it gets approved, so the data have
to be checked first [...] At that moment, we can’t continue at that point. And that delays some
workflows” (P01). In particular, lack of or denial of approval is perceived as the biggest
obstacle: “If someone’s data are not approved, then I can’t continue processing. Of course, we
don’t have this situation now because no one knows that the data are being used” (P06).
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Table 7.5: Summary of themes related to general concerns.

Theme Description

Acceptance requires en-
forcement

▷ Enforcing organization-wide use and central positioning
in the organization

▷ Requiring initial awareness of data protection issues

▷ Concern about acceptance of Data Cart by third parties
and externals

Burdensome, but appropri-
ate

▷ Additional tooling creates more overhead and enforces
way of working

7.7.3 General concerns

The third thematic group entails two themes related to general concerns regarding Data
Cart. The themes are summarized in Table 7.5.

acceptance requires enforcement Key for the successful implementation of
tools like Data Cart is the clear commitment by the organization, as “one would then
certainly have to make that [tool] a standard [...] so that one no longer has the choice” (P07).
P05 added that “there is [also] the question, whether all employees [...] can be obliged to use
this [tool] [...] Everything else would make no sense if you could opt out of it and say ‘I’m
not gonna do it’.” Our participants also considered the need for extrinsic motivation to
enforce their own use of the tool at all times: “If I were obliged to know, is it okay to have
their data in our database, then this would be an important tool. But that’s not how we work in
practice” (P08).

burdensome , but appropriate Although our participants appreciate the efficient
processing of requests through Data Cart and even associated an increase in efficiency
with it, the sometimes higher effort in certain situations was criticized. Especially for
smaller requests, enforced compliance with data protection is perceived as being time-
consuming: “At some point, [...] you don’t want to create a request using Data Cart anymore,
which is also a matter of time” (P04). However, these burdens may be accepted when
weighed against the desire to work in compliance with privacy policies: “Of course,
Data Cart makes the work a bit more complicated and means extra work [...] but in general, I
think it’s the right thing to do, to use Data Cart and to work only with permission” (P01).

7.8 discussion

Our UCD approach with data processing employees revealed numerous aspects that are
of practical importance for the development and implementation of usable, i.e., effective,
efficient, and satisfactory privacy enhancing personal data management tools. Above all,
our analysis indicates that the commitment to the PbD principles of privacy embedded into
design and full functionality constitutes a significant success factor for the implementation
of such TOMs from the perspective of our stakeholder group.
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Regarding privacy embedded into design, our participants indeed perceived privacy pro-
tection more as an “add-on” and thus as a burden. The reasons for this may be that
existing processes already require a great deal of effort in terms of data management.
This was expressed by the desire for more centralization and the standardization of pro-
cesses. At the same time, however, our participants were aware of their responsibility in
dealing with personal and sensitive data. They also wanted to ensure compliance with
data protection regulations and the organizations’ policies, if only for reasons of self-
assurance. However, as we have already observed in our studies reported in Chapter 5

and Chapter 6, data processing employees also lack the necessary knowledge about data
protection rules to be aware of all the circumstances and to comply with privacy policy.
Similar to previous research [341] and our mental model study (cf. Chapter 5), we find
that data processing employees appear to recognize sensitive data, but their actions are
based on individual interpretations rather than formal rules. In this regard, our findings
show that data processing employees intuitively derive several requirements for their
handling of data from their perceived responsibilities. Many of these requirements are
consistent with the principles of both Art. 5 GDPR and PbD: (1) Processing employee data
lawfully and fairly; (2) demonstrating accountability by means of transparency; (3) limit-
ing access to data needed and for which one is authorized; and (4) working with accurate
data. This suggests that the interests of employers and data processing employees may
certainly be brought together.

Our findings further indicate that Data Cart’s underlying concept can be beneficial in
this regard, since it incorporates these aspects by design: Lawfulness and purpose limita-
tion are addressed by reducing human error due to ignorance, since information about
the legal basis and purpose become an integral part of any request for personal data; data
minimization and accuracy are achieved through (1) centrally controlled access to personal
data, (2) providing meta-information about personal data requested, and (3) triggering
of updates; storage limitation and integrity and confidentiality are supported by incorporat-
ing privacy by default (e.g., encryption of exports) and data handling information; fairness
and transparency, as well as accountability, are supported by the implicit documenting of
requests. Apart from fulfilling these principles, Data Cart also counteracts the feeling of
uncertainty and ambiguity about privacy policies, because it provides a clear and uni-
form procedure for handling personal data. This kind of implicit enforcement of data
protection promotes the privacy by default principle, and was perceived as a relief by our
participants, because it reduces the manual compliance effort on their end. In this regard,
we would point out that our results also show that data processing employees should
not be assumed to have an advanced understanding of data protection just because they
process personal data on a regular basis (cf. Chapter 5 & Chapter 6). Moreover, our
results suggest that management must establish data protection at the heart of the orga-
nization and appreciate the efforts of data processing employees to ensure the successful
implementation of TOMs like Data Cart.

In this respect, our participants repeatedly regarded the introduction phase of TOMs

similar to Data Cart as a critical phase for their overall success. In particular, there were
concerns that other stakeholders might not accept such a tool. In part, this was attributed
to our participants’ assumption that Data Cart, as a central data management tool, would
also require maintaining a central database, with increased overhead for other stake-
holders, such as HR. These concerns are most likely the result of past experiences and
simplified mental models due to a lack of expertise in information systems and technol-
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ogy (cf. Chapter 5). Stakeholders involved in the design and implementation of TOMs

should be aware of these issues and address them accordingly in case of a rollout.
Furthermore, success and acceptance from the perspective of data processing employ-

ees seems to depend essentially on the PbD principle of full functionality. Strictly speaking,
our stakeholders even expect “enhanced functionality”, as the most important require-
ments are the facilitation of the request for personal data and the data management itself.
Especially the anticipated increase in efficiency through Data Cart is perceived positively
for communication and the handling of data. We hypothesize that this can essentially be
attributed to the digital transformation process characteristics [361, 362, 363] that tools
such as Data Cart imply. Since German institutions frequently remain in a stage of mere
digitization (i.e., replacing paper with digital documents), approaches for digitalization
(i.e., replacing digital documents with advanced information systems) naturally increase
work efficiency of data processing employees too. This offers organizations with digital-
ization deficits a unique opportunity to leverage efficiency gains from digitalization as a
means of introducing data protection tools, simply because employees may then respond
to these changes with much more positive attitudes. This may also make employees feel
positive about data protection, as it gets associated with more efficient tools and busi-
ness processes. Consequently, our findings suggest that digitalization provides a great
opportunity in itself to redesign processes and implement information systems under
PbD. This supports the claim that the GDPR provides an opportunity to address privacy
and security issues in an organization [95, 364].

Furthermore, for stakeholders involved in privacy engineering, such as employers, re-
searchers, software engineers, and designers, Data Cart is particularly useful in technical
systems engineering processes (cf. Section 2.3.2). On the one hand, our requirements
analysis and evaluation results lay a foundation for the processes stakeholder needs and
requirements and systems requirements definition. The associated privacy pattern consist-
ing of process model and interaction concept, on the other hand, supports architecture
definition and design definition processes. Overall, we expect that employers in particu-
lar would benefit from Data Cart. To this end, Data Cart demonstrates how taking into
account human factors facilitates harmonization of data protection activities with the
actual business processes. As such, Data Cart exemplifies how the legal requirement to
integrate safeguards into data processing can be implemented, and how both employers
and data-processing employees can benefit. In this regard, Data Cart offers insights into
how the obligation to maintain a directory of processing records can be leveraged to
facilitate the job tasks of data processing employees. In addition, our findings suggest
that Data Cart helps raise awareness and thus reduces the risk of data breaches. At the
same time, Data Cart enables documenting activities of manual personal data processing
while keeping the burden low for employees.

7.9 study limitations

This study provides valuable insights into the UCD of TOMs to help data processing
employees in the privacy-compliant processing of employee personal data. Neverthe-
less, our findings are subject to limitations. First and foremost, our findings are limited
to responses from a limited group of employees and their specific work tasks. This
certainly limits the validity and generalizability of our findings. However, the limited
availability of certain user groups is a common problem in usable security and privacy
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research [204]. Moreover, our results are focused on public institutions in the German
cultural area, which are influential macroeconomic factors in privacy research [247, 316].
That said, because we received similar requirements and feedback from employees at
two different public organizations, we expect to have captured the needs of this particu-
lar stakeholder group well.

Another limitation is that Data Cart could not be integrated into the real-world work-
ing environments of the participating organizations. However, because all of our investi-
gations were based on real-world use cases, we are confident that our findings can serve
as a solid and realistic foundation for both future research and privacy engineering.
Some of our findings are also supported by previous research in other contexts [270],
implying that the anticipated effects are indeed plausible. As a result, we consider that
our bottom-up approach complements previous research on existing PETs. However, we
should note that our and previous work [270] was qualitative in nature, and assump-
tions about the impact of PETs on work processes (e.g., efficiency) were made based
on participant feedback and business process analysis. Future research may attempt to
quantify any impact. It will also be up to future research to examine if the degree of
digitalization changes the requirements for tools under PbD.

Furthermore, our results may be biased due to the high proportion of female par-
ticipants. However, to the best of our knowledge, prior research has only found that
female employees in the U.S. had lower security self-efficacy than male employees, but
that skills and security behaviors were similar or biased by self-reports [365]. Moreover,
unlike in the private context, data protection requirements and expected behavior are
provided by the employer and the law. Employers are also responsible for providing
data protection training. Potential bias in our results thus becomes less likely. Never-
theless, future research needs to examine whether there are gender differences in the
requirements for privacy enhancing personal data management tools.

Moreover, the social desirability bias and the Hawthorne effect [352] may have influ-
enced our requirements survey and evaluation. Despite efforts to promote an open and
honest discussion, and to formulate questions without bias, participants’ judgements
may appear to be more positive than they were. In addition, our participants’ responses
were influenced by the recency and primacy effect, which was expressed by them sup-
porting their arguments with what they had recently experienced. However, the focus
groups likely helped to mitigate this effect. Nonetheless, the workshop formats chosen
have the disadvantages of participants not sharing personal opinions and certain topics
being overrepresented due to group dynamic. [303]. However, we suspect that these dis-
advantages had little effect because the participants had already been working together
for several months or years and the groups were relatively small.

Furthermore, we do not consider Data Cart to represent “the” ultimate solution. Still,
it represents a decent concept for privacy engineering and research to get to understand
(1) how the overall processing of personal data can be improved through tool support,
and (2) how these tools must be developed in order to provide effective and satisfying
assistance to the target user group. Our findings currently indicate that highly special-
ized tools that completely map business processes and adhere to PbD may receive the
most approval. Certainly, Data Cart does not address all PbD principles equally. As our
participants have pointed out, the principle of end-to-end security, in particular, is only
addressed to a limited extent. In addition, we did not investigate security requirements
and therefrom resulting usability issues. However, when compared to other systems in-
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volving critical data, Data Cart does not have any special requirements. As a result, we
are confident that mechanisms such as single sign on and risk-based authentication [366]
can contribute to Data Cart’s usability. Indeed, our participants expected the same login
mechanisms as in other systems. Last but not least, Data Cart may be adapted in the
future to meet participants’ demands for more comprehensive solutions and become an
integral part of standard software used in organizations.

7.10 summary

In this chapter, we laid out the results of a UCD study with 19 data processing employ-
ees to develop a feasible and usable privacy management solution that assists data pro-
cessing employees in handling employee personal data in a privacy-compliant manner,
thereby assisting them in preserving employee privacy. Following our literature survey
in Chapter 3, this study complements previous approaches by being the first to design
privacy controls that focus on the responsibility of data processing employees to protect
employee privacy.

In this regard, our investigation of RQ5 “How can data processing employees be effectively,
efficiently, and satisfactorily supported in the data protection compliant processing of employee
personal data?” revealed a number of requirements that must be considered for such pri-
vacy controls to ensure they do not become a mere burden: (1) Facilitating overall data
management as well as requests for personal data; (2) increasing clarity and advice for
the correct handling of personal data; and (3) improving transparency towards data sub-
jects. Based on this, we developed and evaluated Data Cart, an approach that empowers
data processing employees to process employee personal data in a privacy-compliant
manner and supports employers in meeting their accountability obligation. To this end,
Data Cart (1) streamlines data management processes and brings them in line with data
protection requirements, (2) standardizes access to personal data, (3) facilitates employee
access to privacy policies, and (4) enables documentation of personal data processing.

Our evaluation of Data Cart revealed its potential to raise data protection awareness,
reduce errors, and increase work efficiency for data processing employees. Our results
also indicate that the efficiency gains from merging data management and data protec-
tion in the context of digitization could be a decisive factor for employee acceptance of
TOMs. As a result, we present a privacy pattern consisting of a process flow and interac-
tion concept that offers practical solutions to stakeholders involved in privacy research
or engineering for the human-centered design of privacy controls to safeguard the right
to informational self-determination, thus addressing the second objective of this disserta-
tion (cf. Section 1.2). This study’s outcomes are of particular value for privacy engineer-
ing activities in the architecture design and system definition processes (cf. Section 2.3.2),
but also provide insights for a knowledge repository on broader issues and opportuni-
ties for improving the usability of privacy management tools.
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C O N C L U S I O N

Learn from yesterday, live for today, hope for tomorrow.
The important thing is not to stop questioning.

— Albert Einstein

In this chapter, we conclude this dissertation. To this end, we summarize our work in
Section 8.1 and then provide an outlook for potential future work in Section 8.2.

8.1 summary

The right to informational self-determination guarantees employees in principle trans-
parency and control over the collection, use, and disclosure of their personal data. How-
ever, employees are generally obliged to disclose large amounts of personal data during
regular employment because the employer’s interests or the law outweigh the employ-
ees’ privacy interests. To still warrant employees’ rights to freedom and privacy, the
legislator obligates employers to implement TOMs and data subject rights. For these pri-
vacy controls to be effective, they must be designed employee-centric, i.e., they must take
into account human factors in employee privacy to address employees’ privacy needs
and requirements just as much as legal and organizational requirements.

To this end, this dissertation addresses prevailing knowledge and research gaps re-
lated to contemporary and Eurocentric perspectives on employee privacy, arguably one
of the most influential privacy frameworks of our time. In contrast to previous work,
this dissertation provides missing fundamental knowledge on theoretical and abstract
privacy concepts that are of great use for the employee-centric design and implemen-
tation of the right to privacy, while respecting legal obligations. This is complemented
by a practical solution that focuses on the key role of data processing employees for
employee privacy protection. The outcome of this dissertation provides a toolkit for
the stakeholders involved in various systems engineering processes to enable employee-
centric privacy engineering.

In particular, we provide insights into employees’ internal conceptualization of infor-
mation privacy. In eliciting mental models of 27 employees for the right to informational
self-determination, we provide insights into employees’ (1) perceptions of different cat-
egories of data, (2) familiarity with the legal framework regarding expectations for pri-
vacy management, and (3) awareness of data processing, data flow, safeguards, and
threat models. The three identified types of mental models Privacy Doctrinairist (PD),
Data-Flow Concerned Protectionist (DFCP), and Control-Seeking Pragmatist (CSP) make
different manifestations of these insights tangible to inform the employee-centric privacy
engineering process. Our results also revealed implications for the implementation of no-
tice and transparency, control and intervention abilities, as well as for rising employee
awareness and the implementation of TOMs.

To complement these implications drawn from qualitative work with empirical ev-
idence, we conducted a cross-sectional survey with 553 employees from Germany to
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gain a better understanding of perceived data sensitivity and willingness to disclose
personal data in employment. We provide evidence that the employment context differs
significantly from other contexts in this regard. We further identified four groups of per-
sonal data that represent different dimensions of context, sensitivity, and willingness to
disclose that are unique to the employment context. In studying common antecedents
and employees’ disposition to a right to privacy, our results highlight the importance
to make privacy controls usable to avoid burdening the employer-employee relation-
ship, and that future research is needed to understand the specifics of employee privacy.
Furthermore, we revealed the first clusters of employees with different perceptions of
personal data. We outlined our findings’ implications for classifying personal data and
implementing employee data subject rights in privacy engineering. Our research also
revealed several implications for the future studying of employee privacy and the con-
sideration of contextual factors.

Moreover, we presented the privacy pattern Data Cart for implementing employee-
centric personal data management tools that help data processing employees in com-
plying with data protection obligations. Based on a thorough UCD process with a series
of eight workshops and additional usability tests, the pattern combines legal, organiza-
tional, and employee requirements for the processing of employee personal data. Our
solution empowers data processing employees in the privacy-compliant processing of
employee personal data by (1) streamlining processes involving data collection, (2) stan-
dardizing access to personal data, and (3) facilitating access to privacy policies. Our
results suggest that efficiency gains from merging data management and data protec-
tion along with the digitalization of processes can be a decisive factor for the acceptance
of TOMs among employees. Moreover, Data Cart assists employers in their role as data
controllers to improve GDPR-compliance, since it is likely to raise awareness and thus
reduce human errors, but also facilitates documentation of work processes. Employers,
IT engineers, and researchers may take up on our findings to elaborate other aspects in
the future design of usable privacy controls.

Our overall contributions benefit a wide range of stakeholders. By providing in-depth
insights into employee requirements and needs, our results help employers and devel-
opers design improved work tools, privacy technologies, and business processes that
are better aligned with employees’ expectations. Our findings also provide policymak-
ers and researchers with profound knowledge about employees’ privacy attitudes. As
such, our results lay the groundwork for more targeted research in the future. Employ-
ers, IT engineers, and researchers come to understand how data processing employees
can become levers to protect employee privacy. Simultaneously, we demonstrate how
employers can enhance and encourage compliance. We are confident that our findings
will also be of interest to stakeholders outside of Germany and the EU, as some of the
GDPR’s key concepts are now reflected in privacy laws worldwide.

8.2 limitations and outlook

Like any study in the field of privacy research, our work has some overall limitations.
First, although our results constitute an important step towards complementing the re-
sults of prior studies that had U.S.-biased samples (cf. Chapter 3), the generalizability
of our results is limited by macro-environmental factors. This particularly applies to the
cultural background and the existing strong governmental regulation framework in Ger-
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many and the EU [247]. Results thus may vary for employees from different regions and
cultures [253], or industries and organizations [316]. Considering that the differences
between the various jurisdictions on privacy issues are being mitigated by the GDPR

and harmonization is emerging in the EU, but also globally, our findings nevertheless
provide a solid basis for various stakeholders worldwide. In particular, our work con-
stitutes an important step toward closing prevailing research gaps, especially compared
to research in the non-employment context. In this way, our work offers some starting
points for future work, listed below.

empirical investigations and updated privacy macro models To inves-
tigate human factors in both privacy research and privacy engineering, measurement
instruments must provide results of high contextual validity and reliability to ade-
quately address stakeholder privacy needs and requirements [342]. Since the focus of
existing, modern instruments is on contexts outside the employment context, it offers
much potential for validation and adaptation to the employment context. Our research
has revealed several insights that confirm, challenge, but also extend aspects of current
privacy macro models for use in employment contexts. Also, there are other individual
factors and antecedents as well as control variables that were not examined in this dis-
sertation [112, 250, 262]. This opens up new opportunities for research to examine the
effects of, e.g., perceived control, expected benefits, personality traits, and mental mod-
els, as well as to extend or build upon the 62 types of personal data, the latent groups
of data, and the clusters of employees that we identified. In this regard, since we found
that contextual differences seem to outweigh cultural differences (cf. section 6.3), study
formats similar to ours could be replicated in other cultural settings in the employment
context to gather evidence and compare cultural characteristics. If researchers have the
resources available, study designs with individual large organizations and unambigu-
ous insights into personal data disclosure (e.g., through management reports) would
provide a valuable contribution in this respect, since much of the research on actual
disclosure behavior in employment was conducted in the U.S. in the 1980s [79, 80].

employee-centric privacy pattern catalogs Privacy patterns are of great
value in privacy engineering to build knowledge repositories and convert privacy re-
quirements into concrete designs that fulfil the foundational principles of PbD (cf. Sec-
tion 2.3.4). This dissertation provides a first privacy design pattern focusing on data
processing employees. Other work has already successfully validated the privacy pat-
tern “privacy dashboard” to implement employee data subject rights [97]. Given the
power imbalance between employees and employers, and the high contextual unique-
ness of the employment context, we advocate that the design of employee specific pri-
vacy patterns should be fostered in the future. In the medium term, this would enable
the provision of employee privacy pattern catalogs, which could be converted to privacy
pattern languages in the long term, complementing approaches in non-employment con-
texts (cf. Section 2.3.4). In this regard, we consider that incorporating all perspectives
from various stakeholder groups in the implementation of PbD is the right way to go,
and we would encourage the inclusion of other stakeholder groups in future investiga-
tions. Future research should also consider heterogeneous user groups or consider the
requirements through mixed approaches that, e.g., bring together the views of both data
subjects and data processing employees to provide for comprehensive solutions.
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b.1 study i — interview outline (translated)

*Welcome the participant and brief about the study procedure and the study conditions. Then ask
for their consent to elicit data (drawings, hand writings, answers to questionnaire, voice record-
ing) and handout the deletion token.*

Before we start with the interview I would like to point out that I am only interested in
your personal opinion or view on the respective question. For all questions that I will
ask you always applies that: there are no wrong answers; and this is not a quiz and it is
not about you giving a technically correct answer.
If I phrase a question in an unclear or imprecise way, or if you are not sure how I mean
a question, or if you yourself have a question for me, please feel free to interrupt me. Do
you feel comfortable starting the interview now?

To begin with, I would like to know a little more about your daily work routine:

• Please describe to me what tasks you mainly deal with in your everyday working
life.

*Have moderation cards and pen ready*

• Which technical aids or tools do you use in your daily work? Write each tool on a
(moderation) card.

• What specific tasks do you perform with these tools?

• Which applications do you use on a daily basis?

*All cards with data categories on the table / screen.*

Try to explain the following terms in relation to your everyday work. Provide examples
of each term.

• Information

• Data

• Private data

• Personal aspects data

• Personal data

• Personal identifiable data

• What data or information about you, are known to your employer?
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• Can you think of other data or information when you think of the terms laid out
and the tools you use?

• What data are collected in your work environment?

• How does your employer obtain such data from you and about you?

• For what purposes can this data be used?

• How do you consent to the use of this data?

• What liberties do you have when it comes to data about you that are available to
your employer?

We have now already talked about some examples of data and information that you
disclose in the course of your employment. In the private context, there are situations in
which you have to provide data, for example, in order to be able to use an online service,
but you may feel uneasy about the data you are asked for. In the following questions, I
would like to know how you feel about this in the work context.

• Do you think your colleagues disclose personal data in the work context that they
would prefer to withhold?

• Do you think there are any data that your colleagues (consciously) withhold from
their employer?

• Can you provide examples of what kind of data this might be?

• Have you already been in a situation where you had to disclose data to your
employer that you would have preferred to keep secret?

So far, we have talked about interactions between employees and their employers.

• Are there any third parties besides your employer who use, or collect, such data
about you in the context of your job?

*IF YES: provide blank, white DIN A4; skip otherwise*

• Through which channel do these organizations or service providers receive your
data? Please describe this data flow as accurately as possible by making a sketch.

• Will the data be passed on to external companies via the employer, or will they
access the data directly from the employee?

We have mainly talked about how you, as an employee, handle your data. Now I would
like to talk a little bit about the party that collects and uses such data, i.e., the employers.

• Do you think it is possible that your employer uses data from you or data about
you without your knowledge?

• *IF NO:* Do you think it is possible in other companies that employers use such
data from their employees without them being aware of it?
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• What types of data are involved?

• What is the employer’s purpose in doing so?

• Assuming an employer collects or uses data without the consent of its employees,
what consequences could the misuse of data have for employees?

• How can employees respond to the misuse of their data?

• Assuming you were in such a situation, what would you do?

Let us assume that employers behave the way you want them to behave. Now suppose
that you could ask your employer everything about your personal data that you are
interested in.

• What would you like to know about the data that your employer uses about you?

• Who uses your data?

Finally, can you please explain to me the following concept:

• What do you understand by informational self-determination?

• What does informational self-determination in the workplace mean to you?

I would like you now to answer some questions by making sketches on this sheet. Also,
please explain to me what you are drawing! Please keep in mind that it is not about
drawing a technically correct picture! There is no right and wrong in this task!
On the left side of the sheet, you find some examples of personal data that are collected
by your employer (“bank details”, “salary”, “private address”, and “telephone records”).
Your employer needs some of this data to prepare your monthly payroll.

• First, I would like you to describe how the data on the left are stored at your
employer’s site. To do this, use the space in the middle of the sheet and include
the four boxes on the left in your sketch.

• Some of the data mentioned here are required to prepare your payroll. Please
sketch how the payroll is generated using the example data.

• By whom will the payroll be prepared?

• How does the responsible office get access to the data?

You have now illustrated how your data will be used for payroll. In this sketch, how do
you ensure that only the people responsible for payroll have access to this data.

• At what point in your sketch do you check to see if access is allowed?

• Suppose a non-authorized person wants to gain access to your data. Where in your
sketch could they access the data?

Questionnaire on demographics (online):
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• Age [years, no answer]

• Gender [f, m, d, no answer]

• Marital Status [Single, Married, Registered civil partnership, Divorced, Widowed,
no answer ]

• Highest Education [Secondary (elementary) school certificate, secondary school or
equivalent qualification, advanced technical college or university entrance quali-
fication, apprenticeship/vocational training, Academic degree, no educational at-
tainment, no answer ]

• Employment Total [years, no answer]

• Employment Current Employer [years, no answer]

• Industry [text, no answer]

• Professional Title [text, no answer]

*Ask the participant whether they want to add anything to the previous discussion. Answer
their questions if any. Ask the participant not disclose the contents of the study to their col-
leagues.*
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c.1 study ii — items and questions (translated)

The questions are listed below, divided into Part I and Part II of the survey.

survey part i Demographics, perceived data sensitivity, and willingness to disclose

*All questions had a “do not answer” option.*

Demographics

Are you or have you been employed within the last
few months, but not exclusively in self-employment?

[Yes; No]

Are you employed by more than one employer? [Yes; No]

In which country are you primarily employed? [List]

In what industry/sector does your employer oper-
ate?

[OECD industries [368]]

How many employees work for the company or or-
ganization?

[< 10; < 50; < 250; < 1000; ⩾ 1000]

What professional group do you consider yourself to
belong to?

[OECD professions [368]]

How long have you been employed by your current
employer?

[Number input]

Do you have permanent employment? [Yes; No]

What is your highest level of education? [List]

What was your income (net earnings), i.e. wage or
salary after deduction of taxes and social security
contributions, in the last month?

[< 500; < 1000; < 1500; < 2000; <
2500; < 3000; < 3500; < 4000; ⩾
4000]

What is your age? [number]

What is your biological sex? [Diverse; Male; Female]

What is your citizenship (country)? [List]

Are you currently primarily in education or training? [Yes; No]

Perceived data sensitivity

*All items measured on a six-point scale (“Not sensitive at all” ... “Very sensitive”)*

Assume your current employer has / would have access to the following information
and data about you / from you. How sensitive would you rate each of these pieces of
information? [62 items in Figure 6.4]
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Willingness to disclose

*All items measured on a four-point scale (“No, under no circumstances” ... “Yes, actually al-
ways”)*

Suppose you were free to decide what data you would provide to your current em-
ployer. Would you give them access to the following information and data? [62 items in
Figure 6.4]

Survey feedback

How did you like this survey? [1 - 5]

How did you process this survey?

Did you work conscientiously on the questions? [No, not at all’; Rather not;
Mostly yes; Yes, very]

Did you answer truthfully? [No, not at all; Rather not;
Mostly yes; Yes, very]

Is there anything else you would like to tell us or
provide feedback on the survey?

[free text]

survey part ii Employee privacy antecedents

Introduction

As an employee, you usually disclose a lot of information and data about yourself to
your employer. Such data is also called personal data. Below are some examples of
personal data that employers often have about their employees.

Many of your technical work devices also collect and use your personal-related data.
Examples include computers, telephones, smart devices, and wi-fi routers. The personal
data collected there is often also accessible to employers.

In the following, we ask you some questions about your personal attitude towards your
current employer regarding personal data they know or might ask for from you.

Data processing employee

Do you mainly deal with personal data yourself in the course of your job?

I process personal data of my colleagues. [“Usually not”, “Occasionally”,
“Rather regularly”, “Very often ”]

I process personal data of external parties (e.g., cus-
tomer, partner).

[“Usually not”, “Occasionally”,
“Rather regularly”, “Very often ”]

Antecedents

How do you respond to the following statements in relation to your current employer?

*All items measured on a six-point scale (“Strongly disagree” ... “Strongly agree”)*
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Benefits

(1) I have advantages when I disclose personal information to my employer instead of
withholding it.

(2) Withholding personal information from my employer only brings disadvantages.
(reversed)

(3) I benefit from disclosing information about myself to my employer.

(4) I would suffer disadvantages if I did not disclose my personal information to my
employer. (reversed)

Collection concern

(1) It usually bothers me when my employer asks me for my personal data.

(2) When my employer asks me for personal data, I sometimes think twice before
providing it.

(3) It bothers me to give personal data to my employer.

(4) I’m concerned that my employer collects too much personal data about me.

Privacy as a right

(1) Employee privacy laws should be strengthened to protect personal privacy against
employers.

(2) Employees need legal protection against employers’ misuse of personal data.

(3) If I were to write a constitution today, I would probably add employee privacy as
a fundamental right.

Risk beliefs

(1) In general, it would be risky to give my personal data to my employer.

(2) There would be high potential for loss associated with giving my personal data to
my employer.

(3) There would be too much uncertainty associated with giving my personal data to
my employer.

(4) Providing my employer with my personal data would involve many unexpected
problems.

Trust

(1) I trust that my employer would keep my best interests in mind when dealing with
my personal data.

(2) My employer is in general predictable and consistent regarding the usage of my
personal data.

(3) My employer is always honest with me when it comes to using my personal data
that I would provide.

(4) My employer handles the personal data they collect about their employees in a
proper and confidential way.
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Unauthorized secondary use

(1) My employer should not use my personal data for any purpose unless I have au-
thorized it.

(2) When I disclose my personal data to my employer for some reason, my employer
should never use the data for any other reason.

(3) My employer should never share my personal data with other companies unless it
has been authorized by the individuals who provided the information.

Complex privacy protection

(1) Employee privacy protection does not work. If my employer wants to, they can still
access my data.

(2) I do not have enough time to keep informed and apply privacy protection at work
to protect my data from my employer.

(3) Privacy protection has become so complex that I do not know how to protect my
privacy against my employer anymore.

Satisfaction with law

(1) Existing privacy laws and organizational practices provide a reasonable level of
protection for employee privacy today.

Knowledge privacy law

Please answer the following questions truthfully and without help. Your responses will
not affect the completion of the survey.

(1) What is “informational self-determination”?

(a) The central demand of data-processing agencies.

(b) A fundamental right of German citizens. (correct)

(c) The central task of the Federal Data Protection Commissioner.

(d) A philosophical term.

(e) I do not know

(2) The core principle of employee data protection is “prohibition subject to permis-
sion.” What does this mean?

(a) The employer may access employee personal data unless the employee explicitly
expresses concern.

(b) The employer is prohibited from accessing employee personal data unless the em-
ployer has specific permission. (correct)

(c) The employer is allowed to access the employees’ personal data - only in some
cases there is a reservation.

(d) I do not know
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Knowledge privacy law (continued)

Please answer the following questions truthfully and without help. Your responses will
not affect the completion of the survey.

(3) According to German law, employees have a right to access all of their personal
data that their employers keep about them.

(a) True (correct)

(b) False

(c) I don’t know

(4) Suppose you had given your employer consent to use certain personal data about
you. You may revoke this consent at any time.

(a) True (correct)

(b) False

(c) I don’t know

(5) The EU Data Protection Directives only apply to personal data of customers, busi-
ness partners and other external parties. However, the directives do not apply to
the personal data of a company’s employees.

(a) True

(b) False (correct)

(c) I don’t know

Survey feedback

How did you like this survey? [1 - 5]

How did you process this survey?

Did you work conscientiously on the questions? [No, not at all’; Rather not;
Mostly yes; Yes, very]

Did you answer truthfully? [No, not at all; Rather not;
Mostly yes; Yes, very]

Is there anything else you would like to tell us or
provide feedback on the survey?

[free text]
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c.2 study ii — analysis environment

Statistical analysis was conducted in R. A detailed list of all packages used for analysis
is provided in Table C.1.

Table C.1: R packages used for analysis.

Analysis Package Version Src

All R 4.0.3 [369]

Bootstrapping CI bootcorci 0.0.0.9000 [370]

Exploratory Factor Analysis (EFA) psych 2.1.3 [371]

Exploratory Factor Analysis (EFA) EFAtools 0.3.1 [372]

Exploratory Factor Analysis (EFA) polycor 0.8.0 [373]

Confirmatory Factor Analysis (CFA), Structural Equa-
tion Modeling (SEM)

lavaan 0.6.9 [374]

Confirmatory Factor Analysis (CFA), Structural Equa-
tion Modeling (SEM)

semTools 0.5.5 [375]

Univariate and multivariate normality MVN 5.8 [376]

Imputation missForest 1.4 [335]

Linear Mixed-effects Model (LMM) lme4 1.1.27.1 [377]

Linear Mixed-effects Model (LMM) lmerTest 3.1.3 [378]

Robust Linear Mixed-effects Model (LMM) robustlmm 2.4.4 [379]

Latent Class Analysis (LCA) poLCA 1.4.1 [380]
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c.3 study ii — participant demographics

The full participants demographics are reported in Table C.2 below.

Table C.2: Participants’ complete demographic data.

Description Part 1 Part 2 Germany

Participants N: 553 N: 393

Sex % % %

Diverse 0.2 0.0 n. a.

Female 39.6 41.7 46.5

Male 59.7 58.3 53.5

Age (years) % % %

⩽ 24 8.7 9.9 1.3

25 – 34 32.4 3.5 22.1

35 – 44 27.1 29.0 21.9

45 – 54 14.6 14.0 23.6

55 – 64 16.5 15.8 29.9

⩾ 65 .7 .8 1.2

Education % % %

University degree 58.2 58.3 16.9

Doctorate degree 5.4 4.6 n. a.

Master’s degree 20.1 23.9 n. a.

Diploma’s degree 13.9 11.7 n. a.

Bachelor’s degree 18.8 18.1 n. a.

Technical school degree 5.2 3.8 n. a.

Apprenticeship / vocational training 14.6 16.8 n. a.

Advanced technical college or university entrance
qualification

13.0 13.2 n. a.

Intermediate diploma 6.1 5.6 n. a.

Secondary school leaving certificate 5.4 4.6 n. a.

No general school degree 1.1 1.0 n. a.

No specification / other 1.8 1.3 n. a.

Job tenure (years) % % %

⩽ 4 47.3 46.6 27.6

5 – 9 24.1 24.4 19.1

⩾ 10 28.6 29.0 44.3

Table continues on the next page
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Participants’ complete demographic data (continued).

Description Part 1 Part 2 Germany

Participants N: 553 N: 393

Org. size % % %

< 10 8.0 7.1 18.0

10 – 249 34.4 32.8 38.0

250 – 999 25.7 26.7
44.0

⩾ 1k 31.6 33.1

Net income (€ / month) % % %

< 1k 9.2 12.2 13.0

1k < 2k 36.7 31.6 42.0

2k < 3k 36.9 36.4 29.0

3k < 4k 11.4 12.7 10.0

⩾ 4k 5.8 7.1 6.0

Other % % %

Permanent employment 75.8 75.6 n. a.

Multiple jobs 7.6 7.6 5.4

Nationality % % %

Germany1
88.2 86.0 87.5

United States 2.0 2.0 n. a.

United Kingdom 1.5 1.5 n. a.

Greece 1.1 1.1 n. a.

Portugal 0.6 0.6 n. a.

Australia 0.5 0.5 n. a.

Bulgaria 0.5 0.5 n. a.

Egypt 0.5 0.5 n. a.

India 0.5 0.5 n. a.

Ireland 0.5 0.5 n. a.

Ukraine 0.5 0.5 n. a.

Argentina 0.3 0.3 n. a.

Brazil 0.3 0.3 n. a.

Colombia 0.3 0.3 n. a.

Estonia 0.3 0.3 n. a.

France 0.3 0.3 n. a.

Hungary 0.3 0.3 n. a.

Indonesia 0.3 0.3 n. a.

Table continues on the next page
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Participants’ complete demographic data (continued).

Description Part 1 Part 2 Germany

Participants N: 553 N: 393

Italy 0.3 0.3 n. a.

Japan 0.3 0.3 n. a.

Lebanon 0.3 0.3 n. a.

Malaysia 0.3 0.3 n. a.

Mexico 0.3 0.3 n. a.

Pakistan 0.3 0.3 n. a.

Poland 0.3 0.3 n. a.

Romania 0.3 0.3 n. a.

Russian Federation 0.3 0.3 n. a.

Serbia 0.3 0.3 n. a.

Spain 0.3 0.3 n. a.

Switzerland 0.3 0.3 n. a.

Turkey 0.3 0.3 n. a.

Turkmenistan 0.3 0.3 n. a.

Vietnam 0.3 0.3 n. a.

Zimbabwe 0.3 0.3 n. a.

Industry (OECD, [368]) % % %

Information and communication 14.6 15.3 3.7

Professional, scientific and technical activities 12.5 14.2 5.8

Education 11.2 11.7 6.8

Human health and social work activities 9.2 10.4 13.2

Financial & insurance activities 9.0 6.9 2.9

Public administration and defense; Compulsory so-
cial security

7.8 8.4 6.9

Manufacturing 11.0 9.5 19.0

Wholesale & retail trade 6.0 6.1 13.6

Transportation and storage 3.4 3.3 5.1

Administrative and support service activities 3.3 4.1 5.1

Electricity, gas, steam, air con. and water supply;
sewerage, waste management and remediation ac-
tivities

1.8 1.3 1.4

Accommodation and food service activities 1.8 1.5 3.7

Arts, entertainment and recreation 1.8 1.8 1.4

Construction 1.4 1.3 6.7

Table continues on the next page
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Participants’ complete demographic data (continued).

Description Part 1 Part 2 Germany

Participants N: 553 N: 393

Real estate activities 1.3 1.0 0.5

Other service activities 1.1 0.5 2.8

Agriculture, hunting, forestry and fishing 0.7 1.0 1.2

Professional group (Federal Labor Office, [381]) % % %

Science, geography & information technology 21.0 19.3 4.2

Business org., accounting, law & administration 21.0 17.8 20.4

Health, social services, teaching & education 16.5 18.1 18.8

Commercial services, trade, hotel & tourism 10.5 12.2 11.4

Linguistics, literature, humanities, social sciences,
economics, media, arts, culture & design

8.1 9.4 2.7

Mining, production & manufacturing 6.0 6.1 21.0

Transport, logistics 3.1 3.1 6.4

Construction, architecture, geodetic surveying and
construction engineering

2.7 3.1 6.1

Protection, security and surveillance 1.8 2.0 1.1

Military 0.5 0.3 n. a.

Agriculture, forestry and animal husbandry 0.8 0.8 0.7

Cleaning 0.5 0.5 2.5

Note. Part 1 ⊃ Part 2; Percentages include missing responses (omitted for brevity).
Max. non-response rate is ⩽ 2%.

End of table
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c.4 study ii — personal data elements and groups of personal data

A summary of the five different studies and contexts compared in Section 6.3 is provided
in Table C.3. The table also includes the descriptive statistics about the scores for Per-
ceived Data Sensitivity (PDS) and Willingness to Disclose (WTD) from this study, as well
as the scores extracted from related work. Furthermore, the average scores for all per-
sonal data items and for all studies compared in Section 6.3 and depicted in Figure 6.4
are reported in Table C.4. In addition, Table C.4 also includes a mapping between the dif-
ferent personal data items and the eight different groups of personal data investigated
in Section 6.4.2.
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Table C.3: Study II - Comparison of different studies and personal data items.

Description This
study

[274] [274] [271] [273]

Study
and
sample

Year 2021 2017 2017 2018 2020

Context Employees Marketing Marketing Online
users

Online
users

Country DEU USA BRA DEU SAU

N 553 406 401 592 508

Items
and
scores

All personal data items by study

Num. items 62 42 42 40 35

Perceived data sensitivity

min 2.5 4.5 3.0 2.8 2.4

max 9.6 9.4 9.1 9.3 9.7

average 6.0 7.0 5.6 6.4 6.1

median 6.0 6.9 5.7 6.7 6.3

Willingness to disclose

min 1.5 1.7 1.7 n. a. n. a.

max 9.1 6 6.3 n. a. n. a.

average 5.4 3.8 4.2 n. a. n. a.

median 5.4 3.8 4.4 n. a. n. a.

Intersection of the studied personal data items between all studies

Num. items 28 28 28 28 28

Perceived data sensitivity

min 3.0 2.9 4.5 3.0 3.8

max 9.7 9.6 9.4 9.1 9.3

average 6.2 6.5 6.9 5.6 6.6

median 6.4 6.7 6.9 5.6 7.0

Willingness to disclose

min 1.5 1.7 1.7 n. a. n. a.

max 9.1 5.9 6.3 n. a. n. a.

average 4.7 3.7 4.1 n. a. n. a.

median 4.0 3.5 4.4 n. a. n. a.
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Table C.4: Study II - Personal data elements’ average scores in different studies and assignment
to different groups of personal data.

Personal data Scaled average scores (1 ⩽ x ⩽ 10) Groups of personal data

Employment Marketing Marketing Online Online

DEU [this] USA [274] BRA [274] DEU [271] SAU [273] Predefined groups Latent groups

PDS WTD PDS WTD PDS WTD PDS PDS IDENT MASTER GDPR SENS NOTSENS PII WORK

Hair color 2.5 8.1 3.2 ✓

Profession 2.9 9.1 4.6 5.9 4.0 6.0 4.3 3.1 ✓ ✓

Language skills 3.0 8.9 ✓

Business trip 3.2 8.8 ✓

Employment 3.2 8.6 ✓ ✓

Shift plans 3.2 8.6 ✓

Education 3.3 8.9 ✓

Professional appoint. 3.4 8.6 ✓

Priv. postal code 3.5 7.9 4.9 5.6 4.4 5.2 4.6 4.3 ✓

Place of birth 3.5 8.0 5.8 4.8 3.9 5.8 4.5 ✓

Working hours 3.5 8.8 ✓

Body size 3.6 7.2 4.5 5.9 3.2 6.1 3.8 3.4 ✓

No. of children 3.9 7.4 4.6 5.7 3.7 5.9 4.3 3.5 ✓

Driving license 4.0 7.5 8.4 2.2 7.1 2.8 ✓

Name of pet 4.0 5.8 2.8 2.4

Professional contacts 4.3 7.3

Family status 4.4 7.4 ✓

Work contract 4.5 8.3 ✓

Picture 4.6 7.1 6.4 4.0 5.5 4.3 7.0 6.9

Home address 4.7 7.8 6.9 4.4 6.0 4.5 7.5 6.4 ✓ ✓ ✓

Application documents 4.8 8.2 ✓

Social security No. 4.9 7.6 9.4 1.7 7.7 2.7 7.9 7.7 ✓ ✓ ✓

Health insurance No. 5.0 7.5 8.4 2.1 6.5 2.9 7.9 7.1 ✓ ✓ ✓ ✓

Priv. license plate 5.2 5.4 6.6 3.0 6.1 3.1 5.7 5.0 ✓

Income level 5.3 6.2 6.7 4.6 5.7 3.8 6.9 7.3

Union membership 5.4 5.5 ✓

Account No. 5.5 7.5 9.2 1.7 7.8 2.2 9.3 8.8 ✓ ✓ ✓

Priv. phone No. 5.6 6.3 6.8 4.1 5.0 5.0 7.5 5.1 ✓ ✓

Performance data 5.6 6.9 ✓

Mother’s maiden name 5.8 4.3 7.2 3.5 4.9 4.4 5.0 4.1

Body weight 6.0 4.7 5.6 5.1 3.8 5.6 5.0 3.7 ✓ ✓

Priv. email address 6.0 5.8 6.4 5.1 4.8 5.7 6.0 5.1 ✓ ✓

Vacation resort 6.0 4.5

Sideline activities 6.3 5.5 ✓

Fitness 6.6 3.8 4.5 3.1 ✓

Religious affiliation 6.7 3.6 5.0 5.6 3.2 6.3 4.0 3.0 ✓ ✓

Pregnancy 6.7 5.3 ✓

Formal warning 6.8 4.2

Passport No. 7.0 4.0 8.4 2.1 6.5 2.7 8.2 8.7 ✓

Social network profile 7.1 2.8 6.1 4.0 4.8 4.8 6.0 5.4

Digital signature 7.2 4.1 8.2 2.6 7.4 2.6 8.0 8.6 ✓

Voiceprint 7.3 3.4 7.3 2.7 6.0 3.5 7.0 7.2 ✓ ✓

Shopping behavior 7.5 2.6 5.5 4.9

Political opinion 7.7 3.0 4.7 5.3 3.0 5.7 5.3 5.9 ✓

Sexual Orientation 7.7 3.0 5.3 5.3 3.4 6.0 6.0 ✓

IP add. 7.7 3.0 7.6 3.0 6.8 3.0 8.0 7.8 ✓

Criminal record 7.7 4.0 ✓

Intention changing job 7.8 3.6

Alcohol consumption 7.9 2.6 5.0

Law enforcment rec. 8.2 3.5 7.6 2.9 4.3 4.7 7.0 8.2 ✓

Creditworthiness 8.5 2.8 7.9 2.9 7.2 2.4 7.7 8.6 ✓

Medical history 8.5 3.2 8.4 3.0 5.2 4.7 7.5 6.7 ✓ ✓

Browsing history 8.6 2.3 7.0 6.4

Medication 8.6 2.9 6.5 5.8 ✓ ✓

GPS location 8.7 2.4 6.8 3.4 5.9 3.4 7.5 7.1 ✓ ✓

Fingerprint 8.7 2.7 8.5 2.3 7.1 2.6 8.0 9.2 ✓ ✓

Credit card No. 8.7 2.6 9.2 1.9 8.3 2.1 8.7 ✓

Priv. appointments 8.7 2.7

Online dating activities 8.9 1.5 6.5 6.2 ✓

Personal problems 9.0 2.4 ✓

Genetic data 9.2 1.7 8.4 2.2 6.0 3.3 8.0 ✓ ✓ ✓

Passwords 9.6 1.7 9.3 1.7 9.1 1.7 9.3 9.7 ✓
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c.5 study ii — demographic differences privacy antecedents

Results of our analysis for differences in our participants’ demographics between the five
different privacy antecedents investigated as part of our causal model are presented in
Table C.6 and in Table C.5, respectively. To test for differences in age (younger vs. older),
nationality (German vs. not German), sex (male vs. not male), job tenure (⩽ 6 years vs. >
6 years), number of employers (one vs. more than one), permanent employment (yes vs.
no), education (university degree vs. no university degree), and company size (working
in SME vs. not working in SME), demographics were included as binary exogenous
variables in a SEM that included all five privacy antecedents. The SEM was run with
polychoric correlations and the robust estimator WLSMV. Differences with respect to
participants’ industry and professional group were tested using Kruskal-Wallis test.

Table C.5: Results Kruskal-Wallis test demographic differences by privacy antecedents.

Demographics COLL PRGT RSKB TRST UNAU CPLX KNWL

Industry H 23.126 16.96 24.913 31.33 32.674 19.315 18.662

df 17 17 17 17 17 17 17

p 0.145 0.457 0.097 0.0182 0.0124 0.311 0.348

η2 0.017 0.038 0.021 0.038 0.043 0.006 0.004

Professional group H 9.347 10.895 8.067 2.933 15.526 11.174 22.706

df 11 11 11 11 11 11 11

p 0.59 0.452 0.707 0.992 0.16 0.429 0.019

η2 -0.004 -0.004 -0.008 -0.004 0.012 0.000 0.031

Note. N = 393



appendix study ii 243

Table C.6: Results covariates analysis of demographic differences by privacy antecedents.

BFTS COLL RSKB

Regressions Est. CI95 β Est. CI95 β Est. CI95 β

Is male → -.08 [-.35, .19] -.04 .16 [-.10, .42] .08 .24 [-.04, .52] .12

German → .09 [-.28, .46] .03 -.02 [-.39, .35] -.01 -.12 [-.50, .26] -.04

Works for SME → .28 [ .03, .54] .14
* -.07 [-.31, .17] -.03 -.12 [-.37, .13] -.06

University deg. → .23 [-.02, .48] .11 .10 [-.14, .34] .05 -.10 [-.35, .15] -.05

Age (is older) → -.06 [-.36, .24] -.03 -.16 [-.44, .12] -.08 -.07 [-.36, .22] -.04

Permanent empl. → .18 [-.11, .47] .08 -.07 [-.36, .22] -.03 -.04 [-.35, .27] -.02

Job tenure (longer) → -.13 [-.42, .16] -.06 -.08 [-.36, .19] -.04 .03 [-.25, .31] .02

Multiple employers → -.01 [-.41, .39] .00 -.29 [-.71, .13] -.07 -.45 [-.95, .05] -.12

Pers. data processor → .17 [-.08, .41] .08 .06 [-.17, .30] .03 .01 [-.24, .26] .00

TRST UNAU CPLX

Regressions Est. CI95 β Est. CI95 β Est. CI95 β

Is male → -.04 [-.30, .21] -.02 -.13 [-.41, .16] -.06 -.10 [-.36, .17] -.05

German → .03 [-.33, .38] .01 -.12 [-.54, .29] -.04 -.20 [-.57, .17] -.07

Works for SME → .12 [-.11, .36] .06 -.12 [-.39, .15] -.06 -.12 [-.36, .13] -.06

University deg. → .00 [-.25, .25] .00 -.21 [-.49, .08] -.10 .15 [-.10, .40] .07

Age (is older) → .16 [-.11, .43] .08 .47 [ .15, .78] .22
** -.16 [-.44, .12] -.08

Permanent empl. → .04 [-.24, .32] .02 -.07 [-.38, .25] -.03 -.04 [-.33, .25] -.02

Job tenure (longer) → .09 [-.18, .35] .04 -.02 [-.32, .29] -.01 .06 [-.21, .32] .03

Multiple employers → .30 [-.16, .76] .08 -.03 [-.50, .45] -.01 .28 [-.15, .72] .07

Pers. data processor → -.08 [-.31, .16] -.04 .11 [-.16, .38] .05 .12 [-.12, .35] .06

KNWL PRGT SATL

Regressions Est. CI95 β Est. CI95 β Est. CI95 β

Is male → .11 [-.16, .38] .05 .27 [-.01, .55] .13 .05 [-.23, .32] .02

German → .49 [ .10, .88] .17
* -.38 [-.72, -.04] -.13

* .03 [-.34, .40] .01

Works for SME → .23 [-.01, .48] .11 -.06 [-.30, .19] -.03 -.24 [-.50, .02] -.1

University deg. → .18 [-.07, .43] .09 -.14 [-.39, .11] -.06 -.01 [-.27, .25] .00

Age (is older) → -.06 [-.33, .22] -.03 -.26 [-.54, .02] -.12 .26 [-.05, .58] .11

Permanent empl. → .18 [-.14, .50] .07 -.02 [-.31, .28] -.01 .13 [-.18, .44] .05

Job tenure (longer) → -.14 [-.42, .14] -.06 .04 [-.23, .32] .02 -.07 [-.39, .26] -.03

Multiple employers → .10 [-.44, .64] .03 .57 [ .12, 1.02] .14
* -.04 [-.47, .39] -.01

Pers. data processor → .36 [ .11, .60] .17
** .30 [ .06, .54] .14

* .10 [-.15, .36] .04
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c.6 study ii — covariates sem analysis

Results of our analysis for differences in our participants’ demographics between the
WTD and the PDS for different groups of personal data are presented in Table C.7. To
test for differences in age (younger vs. older), nationality (German vs. not German), sex
(male vs. not male), job tenure (⩽ 6 years vs. > 6 years), number of employers (one
vs. more than one), permanent employment (yes vs. no), education (university degree
vs. no university degree), and company size (working in SME vs. not working in SME),
demographics were included as binary exogenous variables in the SEM used for analysis
in Section 6.5. The results presented in Table C.7 thus complement the results presented
in Table 6.7 and Table 6.8.
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Table C.7: Results SEM analysis demographic variables.

Regressions demographics on WTD and PDS for different groups of personal data: DEMO → {WTD, PDS}

ALL GDPR IDENT MASTER

Regressions Est. CI95 β Est. CI95 β Est. CI95 β Est. CI95 β

Is male → WTD -.09 [-.36, .17] -.04 -.07 [-.32, .18] -.03 -.10 [-.35, .16] -.04 -.08 [-.33, .16] -.03

Is German → WTD .49 [.10, .88] .13
* .35 [-.07, .78] .09 .34 [-.01, .69] .09 .57 [.22, .93] .16

**

Works for SME → WTD -.01 [-.24, .22] .00 .04 [-.18, .26] .01 -.02 [-.26, .22] -.01 -.01 [-.24, .21] .00

University deg. → WTD .08 [-.16, .32] .03 -.15 [-.38, .08] -.06 .06 [-.18, .29] .02 .13 [-.10, .37] .05

Age (is older) → WTD .12 [-.14, .39] .05 -.02 [-.25, .21] -.01 .17 [-.10, .44] .07 .06 [-.20, .33] .03

Fulltime → WTD .19 [-.10, .48] .06 .24 [-.08, .56] .08 .18 [-.12, .48] .06 .01 [-.26, .29] .00

Job tenure → WTD -.12 [-.37, .14] -.04 .03 [-.20, .26] .01 -.02 [-.29, .26] -.01 -.15 [-.41, .10] -.06

Mult. employers → WTD -.09 [-.54, .36] -.02 .14 [-.30, .59] .03 -.16 [-.67, .34] -.03 -.32 [-.78, .14] -.07

Data processor → WTD .08 [-.14, .31] .03 .13 [-.09, .35] .05 .04 [-.18, .27] .02 .08 [-.13, .30] .03

Is male → PDS -.33 [-.58, -.07] -.14
* -.30 [-.56, -.04] -.13

* -.21 [-.47, .04] -.10 -.31 [-.56, -.07] -.15
*

Is German → PDS .06 [-.30, .41] .02 .42 [.05, .79] .13
* -.12 [-.47, .22] -.04 -.08 [-.39, .22] -.03

Works for SME → PDS -.12 [-.34, .11] -.05 -.19 [-.41, .04] -.08 .00 [-.23, .23] .00 -.05 [-.28, .17] -.02

University deg. → PDS -.06 [-.29, .18] -.03 .25 [.00, .49] .11 -.21 [-.45, .04] -.09 -.14 [-.37, .09] -.07

Age (is older) → PDS -.19 [-.48, .09] -.09 -.16 [-.44, .12] -.07 -.24 [-.52, .03] -.11 -.15 [-.42, .11] -.07

Fulltime → PDS .16 [-.12, .42] .06 .14 [-.15, .43] .05 .16 [-.11, .43] .06 .15 [-.11, .41] .06

Job tenure → PDS -.04 [-.30, .22] -.02 -.13 [-.40, .14] -.06 -.04 [-.30, .22] -.02 .01 [-.23, .25] .00

Mult. employers → PDS .11 [-.28, .49] .03 -.12 [-.48, .24] -.03 -.08 [-.52, .36] -.02 .13 [-.32, .59] .03

Data processor → PDS -.02 [-.25, .21] -.01 -.02 [-.26, .22] -.01 .00 [-.22, .23] .00 -.01 [-.22, .20] .00

NOTSENSL PIIL SENSL WORKL

Regressions Est. CI95 β Est. CI95 β Est. CI95 β Est. CI95 β

Is male → WTD -.21 [-.44, .03] -.09 -.09 [-.33, .15] -.04 .02 [-.22, .26] .01 -.06 [-.33, .21] -.03

Is German → WTD .14 [-.16, .44] .04 -.01 [-.35, .33] .00 .12 [-.20, .44] .03 .23 [-.10, .55] .07

Works for SME → WTD .02 [-.20, .24] .01 -.22 [-.43, -.01] -.1* .12 [-.12, .35] .05 -.11 [-.33, .12] -.05

University deg. → WTD .18 [-.05, .41] .08 .07 [-.16, .30] .03 -.03 [-.29, .24] -.01 .11 [-.11, .34] .05

Age (is older) → WTD -.07 [-.32, .18] -.03 -.12 [-.38, .13] -.06 -.27 [-.55, .01] -.11 -.01 [-.27, .25] .00

Fulltime → WTD -.13 [-.43, .17] -.05 -.32 [-.59, -.05] -.12
* -.31 [-.56, -.06] -.11

* -.14 [-.40, .13] -.05

Job tenure → WTD .19 [-.04, .42] .08 -.04 [-.28, .20] -.02 .33 [.05, .61] .14
* .12 [-.11, .35] .05

Mult. employers → WTD -.20 [-.59, .20] -.04 .06 [-.28, .40] .01 -.20 [-.62, .22] -.04 .07 [-.40, .53] .02

Data processor → WTD -.07 [-.27, .14] -.03 -.16 [-.38, .06] -.07 -.21 [-.44, .01] -.09 -.16 [-.40, .07] -.07

Is male → PDS .00 [-.22, .23] .00 .14 [-.09, .37] .07 .04 [-.21, .28] .02 .08 [-.16, .32] .04

Is German → PDS .09 [-.22, .40] .03 -.23 [-.56, .09] -.08 .07 [-.21, .35] .02 -.14 [-.48, .20] -.05

Works for SME → PDS .09 [-.12, .31] .04 .17 [-.05, .38] .08 -.02 [-.24, .20] -.01 .03 [-.19, .26] .02

University deg. → PDS -.02 [-.24, .21] -.01 .00 [-.23, .22] .00 -.05 [-.28, .18] -.03 .02 [-.22, .25] .01

Age (is older) → PDS -.08 [-.34, .18] -.04 .05 [-.20, .30] .03 -.07 [-.34, .19] -.04 .13 [-.13, .39] .06

Fulltime → PDS .11 [-.16, .38] .05 .00 [-.25, .25] .00 -.07 [-.35, .21] -.03 -.04 [-.29, .22] -.02

Job tenure → PDS .12 [-.13, .37] .06 -.06 [-.31, .19] -.03 .23 [-.03, .48] .11 -.02 [-.29, .24] -.01

Mult. employers → PDS -.23 [-.64, .18] -.06 -.36 [-.75, .04] -.09 -.27 [-.66, .12] -.07 -.43 [-.88, .02] -.11

Data processor → PDS .04 [-.17, .25] .02 .11 [-.10, .32] .05 -.04 [-.26, .19] -.02 .12 [-.10, .33] .06

Note. N = 393 *: p < .05 **: p < .01 ***: p < .001

β: standardized path coefficient (measure of effect size [339])
L: Latent groups
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d.1 study iii — protocol study 2 : user goals and requirements (trans-
lated)

Workshop

Privacy tools for

daily work

We would like to have a discussion in which...

...all perspectives...

...your opinions...

are important and should be addressed

It is okay to follow up on what others have 

said or to present a different opinion. 

In doing so, please allow everyone to express 

themselves and to speak up.

What is your name and what is the first thing

that comes to mind when you think of data 

protection in connection with your everyday 

work?

1

In what cases would such a tool have 

been...

• useful during the last week?

• useful at all in everyday work?

2 3

Suppose you need to process data.

You would like to:

• collect missing data

• obtain permission to use the data

• inform about the transfer of this data to third parties

Where do you encounter these tasks in your 
everyday working life?

Workshop

Privacy tools for

daily work

We would like to have a discussion in which...

...all perspectives...

...your opinions...

are important and should be addressed

It is okay to follow up on what others have 

said or to present a different opinion. 

In doing so, please allow everyone to express 

themselves and to speak up.

What is your name and what is the first thing

that comes to mind when you think of data 

protection in connection with your everyday 

work?

1

In what cases would such a tool have 

been...

• useful during the last week?

• useful at all in everyday work?

2 3

Suppose you need to process data.

You would like to:

• collect missing data

• obtain permission to use the data

• inform about the transfer of this data to third parties

Where do you encounter these tasks in your 
everyday working life?

Workshop

Privacy tools for

daily work

We would like to have a discussion in which...

...all perspectives...

...your opinions...

are important and should be addressed

It is okay to follow up on what others have 

said or to present a different opinion. 

In doing so, please allow everyone to express 

themselves and to speak up.

What is your name and what is the first thing

that comes to mind when you think of data 

protection in connection with your everyday 

work?

1

In what cases would such a tool have 

been...

• useful during the last week?

• useful at all in everyday work?

2 3

Suppose you need to process data.

You would like to:

• collect missing data

• obtain permission to use the data

• inform about the transfer of this data to third parties

Where do you encounter these tasks in your 
everyday working life?

3

Suppose you need to process data.

What aspects are particularly important or 

helpful in solving these tasks in your daily 

work?

Collect your initial ideas, write each answer on 

a single green card.

3

Suppose you need to process data.

Which aspects are particularly 

disturbing and hinder you in your work?

Collect your initial ideas, write each answer on a 

single red card

... and make a processing request to

• collect missing data

• obtain consent for data use

• inform about the transfer of this data to third 

parties

3

Suppose you need to process data.

What specific

• information / instructions

• input / answer options

would you like to have or could be helpful?

Collect your initial ideas, write each answer on a single 

white card.

3

Suppose you make a processing request.

Collect your ideas on the whiteboard! 

3

Suppose you make a processing request.

Which aspects are of

• primary

• secondary

importance?

3

Suppose you make a processing request.

247
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3

Suppose you need to process data.

What aspects are particularly important or 

helpful in solving these tasks in your daily 

work?

Collect your initial ideas, write each answer on 

a single green card.

3

Suppose you need to process data.

Which aspects are particularly 

disturbing and hinder you in your work?

Collect your initial ideas, write each answer on a 

single red card

... and make a processing request to

• collect missing data

• obtain consent for data use

• inform about the transfer of this data to third 

parties

3

Suppose you need to process data.

What specific

• information / instructions

• input / answer options

would you like to have or could be helpful?

Collect your initial ideas, write each answer on a single 

white card.

3

Suppose you make a processing request.

Collect your ideas on the whiteboard! 

3

Suppose you make a processing request.

Which aspects are of

• primary

• secondary

importance?

3

Suppose you make a processing request.

3

Suppose you need to process data.

What aspects are particularly important or 

helpful in solving these tasks in your daily 

work?

Collect your initial ideas, write each answer on 

a single green card.

3

Suppose you need to process data.

Which aspects are particularly 

disturbing and hinder you in your work?

Collect your initial ideas, write each answer on a 

single red card

... and make a processing request to

• collect missing data

• obtain consent for data use

• inform about the transfer of this data to third 

parties

3

Suppose you need to process data.

What specific

• information / instructions

• input / answer options

would you like to have or could be helpful?

Collect your initial ideas, write each answer on a single 

white card.

3

Suppose you make a processing request.

Collect your ideas on the whiteboard! 

3

Suppose you make a processing request.

Which aspects are of

• primary

• secondary

importance?

3

Suppose you make a processing request.

Break

4

Inspect data handling and use.

o Data overview
o Access rights & accesses
o Data use / disclosure

What specific

• information / instructions

• input / answer options

would you like to have or could be helpful?

Collect your initial ideas, write each answer on a single 

yellow card.

4

You would like to check possibilities of 

use and usage of data.

Collect your ideas on the whiteboard! 

4

You would like to check possibilities of 

use and usage of data.

Which aspects are of

• primary

• secondary

importance?

4

You would like to check possibilities of 

use and usage of data.

What information and content

would you like to see when you 

open the tool?

Collect your initial ideas, write each 

answer on a single blue card.

5

Suppose you had a privacy tool at your 

disposal.

Break

4

Inspect data handling and use.

o Data overview
o Access rights & accesses
o Data use / disclosure

What specific

• information / instructions

• input / answer options

would you like to have or could be helpful?

Collect your initial ideas, write each answer on a single 

yellow card.

4

You would like to check possibilities of 

use and usage of data.

Collect your ideas on the whiteboard! 

4

You would like to check possibilities of 

use and usage of data.

Which aspects are of

• primary

• secondary

importance?

4

You would like to check possibilities of 

use and usage of data.

What information and content

would you like to see when you 

open the tool?

Collect your initial ideas, write each 

answer on a single blue card.

5

Suppose you had a privacy tool at your 

disposal.

Break

4

Inspect data handling and use.

o Data overview
o Access rights & accesses
o Data use / disclosure

What specific

• information / instructions

• input / answer options

would you like to have or could be helpful?

Collect your initial ideas, write each answer on a single 

yellow card.

4

You would like to check possibilities of 

use and usage of data.

Collect your ideas on the whiteboard! 

4

You would like to check possibilities of 

use and usage of data.

Which aspects are of

• primary

• secondary

importance?

4

You would like to check possibilities of 

use and usage of data.

What information and content

would you like to see when you 

open the tool?

Collect your initial ideas, write each 

answer on a single blue card.

5

Suppose you had a privacy tool at your 

disposal.
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What do you think a helpful 

representation looks like? 

Use the whiteboard to synthesize 

your collected ideas into a helpful 

representation.

5

Suppose you had a privacy tool at your 

disposal.

5
We would like you to help us make the 

information flows of a privacy tool as useful as 

possible. And we would like to know the reasons 

why the tool becomes a burden.

Is the summary complete? 

What have we missed? 

Are there other aspects we should have talked 

about more?

d.2 study iii — protocol study 3 : usability walkthrough (translated)

Workshop

Privacy tools for

daily work

What is your name and have you already 

encountered data protection issues this 

year?

1

We would like to have a discussion in which...

...all perspectives...

...your opinions...

are important and should be addressed

It is okay to follow up on what others have said 

or to present a different opinion. 

In doing so, please allow everyone to express 

themselves and to speak up.

Corporate privacy tools

• Central tools for all employees

• Overview of how their own data are used

• Permission and revocation of processing 

requests

• Collection and preparation of data protection-

relevant information

1

You need to process personal data.

It is unclear

• what is the legal basis for the processing;

• whether permission is required;

• whether the required data are incomplete or 

outdated.

2 Scenario

Workshop

Privacy tools for

daily work

What is your name and have you already 

encountered data protection issues this 

year?

1

We would like to have a discussion in which...

...all perspectives...

...your opinions...

are important and should be addressed

It is okay to follow up on what others have said 

or to present a different opinion. 

In doing so, please allow everyone to express 

themselves and to speak up.

Corporate privacy tools

• Central tools for all employees

• Overview of how their own data are used

• Permission and revocation of processing 

requests

• Collection and preparation of data protection-

relevant information

1

You need to process personal data.

It is unclear

• what is the legal basis for the processing;

• whether permission is required;

• whether the required data are incomplete or 

outdated.

2 Scenario

Workshop

Privacy tools for

daily work

What is your name and have you already 

encountered data protection issues this 

year?

1

We would like to have a discussion in which...

...all perspectives...

...your opinions...

are important and should be addressed

It is okay to follow up on what others have said 

or to present a different opinion. 

In doing so, please allow everyone to express 

themselves and to speak up.

Corporate privacy tools

• Central tools for all employees

• Overview of how their own data are used

• Permission and revocation of processing 

requests

• Collection and preparation of data protection-

relevant information

1

You need to process personal data.

It is unclear

• what is the legal basis for the processing;

• whether permission is required;

• whether the required data are incomplete or 

outdated.

2 Scenario

2 Aspects of data protection law

Employees

Customers

Data subjects Data controller

Employer

Disclose personal data

I need the data for

• Purpose 1

• Purpose 2

• ...

2

Record of processing activities

e.g. research proposal

Categories of data subjects
Categories of personal data
Purpose
Recipients

Real processing activity

Aspects of data protection law

2

Data Cart

Data subjects

Personal data

Purpose
• Müller

• Mayer

• …

• Address

• Salary

• …
• Research proposal

• Patent application

• …

3x
5x

1x

Data Cart 2

Data Cart

Data subjects

Personal data

Purpose

• Müller

• Mayer

• …

• Address

• Salary

• …
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Usability study

Privacy tools for

daily work

Your profile 

Name: 

Verena Wagner-Müller

Job:

University

University Road 1-10 

51234 University city 

Occupation: 

Research consultant in Unit R01 Science and Technology Transfer 

Age:

41

Ms Wagner-Müller has to process personal data.

It is often unclear to her

• what the legal basis looks like;

• whether permission is required;

• whether the required data are incomplete or outdated.

Scenario Study procedure 

https://datacart.organization.de

+ New Data 

Cart

Solve tasks using Data Cart Questionnaire Short interview

Study procedure 

Think out loud! You do things right -

always! 

Open the Data Cart tool and get a quick overview first:

https://[removed].com/tool

A new working day begins 

Login data:

User name: Verena Wagner-Müller

Password: mwv0954
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Event planning

You are planning an event on patent law in the near future. Just now, Dr. Josefa 

Hauser from the department F04 confirmed that she would like to be a speaker at 

the event.

You are pleased about the acceptance and would like to advertise the event on your 

university's website. In the article, Dr. Hauser should be mentioned with her full 

name, title, and office address. Unfortunately, you do not know the official address 

by heart. You also know that personal data may only be processed with permission.

Task: Create a new Data Cart and obtain all personal data and permissions

mentioned that you can create the post for the website.

The planned event is to be held in 3 weeks and the entire Unit 01 is to attend the 

event. For the list of participants you need the full name, title and email address. 

Pictures are also to be taken at the event. 

You need all data and consents at least one week in advance. You remember that 

your supervisor once said that you can invite people to events directly via Data Cart.

Task: Create a new data basket to invite Unit 01 to the event and obtain the 

required personal data and permissions.

Invitations

Check changes and updates

You just have some spare time and want to check if something has 

changed in one of the active Data Carts.

Respond to Data Carts with notifications and new messages.

Task: Respond to new messages.

Further invitation to the event 
Your supervisor asks you to also invite the following external people to the event you 

created earlier:

• Bernd Schmurz (schmurz@patente.net)

• Anja Rot (rot@patente.net)

For external participants, you additionally reuiqre their business address, a 

telephone number, and the date of birth.

Task: Invite the two people to the event by adding them to the respective Data 

Cart.

Export personal data 

Dr. Josefa Hauser reacted immediately and added a photo.

Task: Export all personal data and then check the data for completeness.

Also, check how you need to protect the downloaded data, and when you 

have to delete the data.

Invention disclosure 

A colleague asks you if you could take over an invention disclosure. She has 

made the scanned form available to you as a PDF on the file-drop server:

https://[removed].de/fileserver/file

Task: Download the scanned form.

Then import the form using the data basket tool to record the receipt of the 

data and store it in the data basket.
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Invention disclosure 

It has been a while since you have processed an invention disclosure.

Task

Look at the information provided to determine, 

• for which purposes you may use the data;

• under which legal basis you may process the data;

• to whom you may pass on the data;

• and when you have to delete the data again.

Invention disclosure 

In order to have the invention disclosure examined, some of the data collected 

must be transmitted to PatentePrüf GmbH. The company asks you to provide 

the following data on the persons: First and last name, title, private address, 

professional address, e-mail, private and professional telephone number.

Task: Check whether you are allowed to pass on the requested personal data.

Then export the personal data for forwarding to PatentePrüf GmbH and check 

the completeness of the export. 

Invention disclosure 

The invention was extremely good and the test was successful.

Task: Request the account information for the external inventors so that you 

can initiate the compensation the next day. 

Finally, closing time. 

Thank you for your support, Mrs Wagner-Müller!

Please fill out the short questionnaire:

https:// [Link to System Usability Scale].de/

Post-study interview

• Could you put yourself in the place of Verena Wagner-

Müller?

• How did you feel about using the data basket?

• How did you feel about the privacy compliant 

handling of personal data?

Post-study interview

Assume that the data basket is available to you:

• How do you think this would change the way you 

work?

• How do you think this would change the way you 

handle personal data?
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• How do you think this would change the way you 

handle personal data?
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d.4 study iii — non-functional requirements

In the following, we report the non-functional requirements elicited in our studies. The
requirements are grouped according to the categories of ISO/IEC 25010 [356].

Compatibility:

• Mapping of existing authorization
concepts

• Support of common data exchange
formats

• Interfaces to other systems

Performance efficiency:

• Parallel use

• Fast loading times

• Low implementation costs

Reliability:

• No technical weaknesses

• High availability

• Low susceptibility to errors

Maintainability:

• Automatic updating

Usability:

• User-friendly interface

• Easy to understand content

• Intuitive and self-explanatory

• Little effort much benefit

• Low time expenditure

• Low training effort

• Clarity

• Little text

• Individualization

• Quick access to content

• Context sensitive support

• Visualizations
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d.5 study iii — screenshots data cart prototype (translated)

Figure D.1: Screenshot Data Cart landing page: The landing page provides data processing em-
ployees an overview of active, inactive, and archived personal data requests. Each
request is summarized in a widget, including status information.
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Figure D.2: Screenshot Data Cart processing activity selection: Data processing employees are to
choose a processing activity from the organizations’ records of processing activities.
The UI summarizes important key facts about the selected processing activity.
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Figure D.3: Screenshot Data Cart tuple specification: Data processing employees add combina-
tions of personal data and data subjects. Predefined lists of allowed categories of
data are derived from the selected record entry and are offered as a pre-selection.
Data processing employees may select data subjects from a list of employees in the
organization, or add them as externals by providing contact details.
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Figure D.4: Screenshot Data Cart request customization: Data processing employees customize
the request for personal data and permissions. The tool validates the processing
activity (1) by verifying for lawfulness of processing against the processing policies
extracted from the record of processing activities, and (2) by checking the availability
and timeliness of the data. The validation results are displayed in an overview.
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Figure D.5: Screenshot Data Cart request verification: Data processing employees may check the
request before sending it.
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Figure D.6: Screenshot Data Cart personal data management interface: Personal data processing
employees are provided detailed information on the status of pending requests, as
well as the ability to request additional combinations of personal data and data sub-
jects, or to export the data. The interface provides frequently needed or important
practical information on data protection tailored to stakeholders’ information needs.
This includes information on allowed processing operations, whether processing has
been approved, to whom data may be disclosed, deletion periods, the sensitivity of
the data, and how data must be safeguarded.
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