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Abstract
Target tracking is today one of the main pillars supporting applications for Maritime Traffic Situation
Assessment and Monitoring (MTSAM). It provides information on the targets (vessels) obtained from
the sensors within an observation region of interest, allowing the users (from the on board captain to the
port authorities) to get a more complete knowledge on the current traffic situation. Such knowledge could
contribute significantly to detect and avert potential collisions, and could help traffic analysis by studying
long-term trajectories of vessels. As sensor technologies have improved in terms of spatial resolution,
measurements recorded from the Radio Detection and Ranging (radar) sensors –predominantly used for
maritime navigation –occur in point clouds. This provides us with opportunities to estimate the kinematic
properties of vessels as well as their extent (shape) information, a problem known as Multiple Extended
Target Tracking (METT).

The METT problem can be divided into two parts: Extended Target Tracking (ETT) and Multiple Target
Tracking (MTT). ETT considers extent estimation using basic shapes like the ellipse or more complex ones
like the star-convex. Even for the basic shapes, the major challenge would be to find a trade-off between an
accurate representation and the processing time, factoring in the measurement quality, for instance, in terms
of noise level, spatial density of the point clouds and external influences such as weather conditions. MTT
considers the problem of concurrently estimating the states of multiple vessels and the number of vessels
itself. The approaches based on Data Association (DA) to associate a measurement to its potential source
often rely on a one-to-one constraint between them, and require to now cater for the association of a point
cloud to its potential source efficiently.

We propose two elliptical tracking approaches for the ETT problem, with particular focus on real-world
marine radar data. The first one involves the opportunity to estimate the orientation (heading) of a vessel
while keeping its dimensions fixed, targeting commonly encountered maritime-based situations where the
heading is not aligned with the vessel’s course. The second one is another elliptical tracker which estimates the
extended state of the vessel in a batch-fashion to help achieve the aforementioned trade-off. We then propose a
custom DA-based MTT algorithm to process measurements that are priorly subject to a clustering approach
so as to satisfy the one-to-one association constraint to handle the point cloud-nature of the measurements.
The results have been evaluated using simulations and real data, and presented with comparisons (against
state-of-the-art methods) and discussions.

The final contribution is an approach for METT, which combines our batch elliptical tracker and our custom
MTT tracker. The approach has been implemented on our demonstrator software that receives radar video
streaming from harbours, in a multiple sensor-setting. To make the system autonomous and more robust,
a track management scheme has also been integrated to maintain the tracks. We present random frame
captures to illustrate the performance of our framework as a whole, for MTSAM.
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Chapter 1

Introduction

Many applications nowadays are focused on having insight and awareness of the situation pre-
vailing in some region of interest by relying on information from exteroceptive sensors. These
include time-varying and desired properties such as the number of targets, each target’s type
or shape, its position and velocity –to name a few. To help achieve this objective, this thesis is
broadly concerned with target detection and state estimation in the maritime context. The first
step involved is to collect sensor data over a period of time. Appropriate methods are then applied
for detecting potential targets, whose measurements are later used to estimate targets’ states. We
thereby propose methods for state estimation in maritime environments surveyed by radar sensors.

Contents
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Challenges and Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.1 Environmental Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Nature of Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.3 Data Association . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Guidance Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.1 Motivation

Ocean shipping today accounts for above 80% of international trade, experiencing continuous and
steady growth over the past three decades. This has laid great stress on maritime security and the
safety of life, environment and goods at sea [Eur21, Eur20, WCM+16]. A constant Maritime Traffic
Situation Assessment and Monitoring (MTSAM) over a particular region of interest (also known as
the observation region) can help establish higher security and safety margins, by avoiding collisions
timely and enabling the detection of unlawful and anomalous activities such as illegal fishing
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Figure 1.1: A simple observation region covered by two radar sensors.

or piracy [BWE+19, EWF+18, Gra18, FZ20, NOK+19, DBMW18, Tai05]. Like the introduction
of autonomy in diverse fields, for instance, autonomous driving [MBMW17, KNW+15, KHB19,
GLZZ16, ACE+16, HK20], autonomous shipping has also been given much focus over the past
few years [AUT22] for supporting MTSAM. Overall, MTSAM aims to deliver insight on vessels’
activities and their surroundings by processing information that has been provided by at least
one sensor platform covering the observation region(s) over a certain time interval (as shown in
Figure 1.1). Generally, maritime observation regions can span over hundreds of nautical miles,
encompassing the air and both ocean and underwater surfaces, respectively, thus requiring the
incorporation of data from a system of heterogeneous sensor platforms [HL97]. Such sensor
platforms comprise (although not limited to) the Automatic Identification System (AIS), Radio
Detection and Ranging (radar), infrared, Light Detection and Ranging (lidar), Sound Navigation
and Ranging (sonar) and Unmanned Aerial Vehicles (UAV). The information that they all produce
is basically energy that has been either reflected or emitted, from or by, targets of interest (vessels,
in our case) as well as background noise clutter and internal sources of error [Bla86].

The AIS is a Global Positioning System (GPS) based system that broadcasts information at speed-
dependent intervals among vessels and stations ashore, such as the Vessel Traffic Services (VTS)
stations. It provides dynamic, static and voyage-related information of vessels for monitoring
and locating vessels and navigational marks in their own vicinity [AIS18]. According to the
International Maritime Organization (IMO)’s Convention for the Safety of Life at Sea (SOLAS),
all vessels of at least 300 GT on international voyages and passenger ships are required to be
equipped with the positioning system [SOL03, Mar]. Despite these benefits, AIS, as a stand-
alone system, does not ensure a flawless service, having multiple well-known GPS vulnerabilities
namely spoofing and jamming [The20, Mar, FZ20]. We also consider the case where not all
vessels are fitted with an AIS transponder (leisure crafts, for example) and that there exist further
inconsistencies within the timestamps and manifestations of unknown data due to incomplete
transmission of AIS messages [BHG20, BSH16]. In contrast, the radar is an “all-weather, all-
condition” sensor as coined by Prof. Alfonso Farina, one of the founding fathers of modern radar
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systems. This makes the radar, either on board or at ground stations, a dominant sensor in the
field and is today at the helm of a lot of applications for MTSAM and maritime surveillance
systems [SRW15, ZWH+19, FBSS83, VBG+15, JBK21, WBSWB19, HKK21, BGV+12]. Information
from multiple sensors has also been fused in order to overcome the limitations of individual
sensors and this has been found to be advantageous in terms of precision, coverage and reliability
[HBHE19, VGBW17, VGBW16, SBH16, SBHH17, Sie17, HBSH17].

When discontinuous, the basic sensor information (in the form of measurements or detections)
that is acquired at an observation step (or scan) within the observed time interval lacks what
is known as temporal continuity. Depending on the sensor system in use, measurements can
be obtained at both regular intervals as well as irregular ones. The standard on board marine
radar for instance refreshes its display at approximately every 2.5 seconds, and AIS measurements
vary based on the own vessel dynamics. This makes target tracking approaches fundamental to
the processing of sensor data for MTSAM. Target tracking can be defined as the estimation of a
target’s parameter state, that comprises properties of interest (for example, its kinematic attributes),
given at least one sensor measurement in a time-varying system. Traditionally, tracking methods
were developed based on the so-called single point assumption, where a target was represented
by a single measurement. Lately however, with newer sensor technologies being developed,
tracking methods need to account for cases whereby multiple measurements originate from a
single target (see Figure 1.2a) as the latter occupies more than one sensor resolution cell. This is
true in particular for the radar sensors, which are our main focus in this thesis. A benefit of having
multiple measurements arising from a target is that it allows not only the kinematic attributes of
the target to be estimated, but also its shape or extent which is also known as Extended Target
Tracking (ETT) in literature [MCS+14, GBR17].

In the maritime context, ETT using radar systems could largely aid MTSAM for applications
requiring target size estimation and categorisation [VB16, JBK21, HKK21, VBGW16, EAFBV15].
They could somewhat compensate for the limitations of the AIS as a backup system complementing
the emerging terrestrial positioning system Ranging Mode (R-Mode) [GRG+21, KG20]. Newly
constructed vessels, for example cargo ships, today having increased capacity as compared to
their former models and spanning over lengths of over 400m, navigate on maritime sea routes
and across ports for trade [Mar21a, Mar21b]. The larger the vessel, the greater is the possibility
of misrepresentation of its true position, if we consider only the location of the transponder on
board as illustrated in Figure 1.2a [STGS14]. It would be even worse in compromised cases due to
jamming or spoofing in addition to poor environmental conditions at sea, more critically calling for
collision avoidance. The same scenario could be enhanced when the radar is being considered. It
not only detects the presence of the large vessel but it also provides a point cloud of measurements
stemming from the vessel’s surface as shown in Figure 1.2b. This incident can be exploited to
estimate the extent properties of a vessel, which motivates our contributions.
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(a) The AIS-based position is illustrated as the red dot and the stars are the simplistic representation of
radar detections arising from the vessel. The detections could be useful in MTSAM by estimating the true
dimension of the vessel.

(b) A standard on board marine radar image captured during a measurement campaign. The potential targets
are enclosed in cyan rectangles with a target’s detections magnified. The point cloud formed by red crosses is
the result of an intensity-based filter to obtain stronger detections.

Figure 1.2: Availability of multiple measurements from the radar sensor.
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Figure 1.3: An elliptical parametrisation of a vessel with the lengths of the semi-axes l1 and l2 and
orientation α. The centre m corresponds to the vessel’s position.

A good tracking system for MTSAM would involve the ability to track the states of all potential
vessels, whether or not equipped with AIS transponders, also referred to as Multiple Extended
Target Tracking (METT). We focus on their extended states given radar detections, with each
elliptically parametrised by their length, width and orientation as shown in Figure 1.3. The
orientation corresponds to the true heading of the vessel and is measured from the North.

We now describe the challenges that have been considered in the thesis, framed by appropriate
research questions in the following section.

1.2 Challenges and Research Questions

Radar systems, despite being “all-weather, all-condition” sensors, are still complex. Our research
questions have been derived based on the challenges involved at distinct steps to achieve the
broader perspective and work towards METT.

1.2.1 Environmental Factors

In a plethora of applications, a target’s orientation is assumed to be aligned with its velocity. While
it is a common and intuitive assumption for automotive applications, the same cannot be said with
respect to maritime applications. The ocean as well as inland waterways are sensitive to the wind,
ocean currents and tidal effects [NLR+18]. Vessels therefore require specific manoeuvrability skills
to navigate through them, a result of which the vessel’s heading might not necessarily coincide
with its course over ground. How can the true heading of a vessel be independently estimated, weighing in
the existing elliptical approaches? Chapter 4.1 addresses the first research question by the adaptation
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and application of an elliptical tracker over real-world marine radar data.

1.2.2 Nature of Measurements

While measurement multiplicity is a factor we are exploiting for extent estimation, having to pro-
cess above hundreds of measurements from multiple vessels could be tedious in computational and
real-time processing capacities. Furthermore, as outlined in Chapters 2 and 4, radar measurements
tend to be noisy and distorted, and not necessarily from uniformly distributed sources over the
surface of the target. Given a weak relation between the distribution of the dense distorted measurements
and the true underlying target, how can the extended state of the target be estimated in a batch fashion?
It comes naturally based on application-specific requirements that uncertainty values to each
extended state parameter can be separately assigned. For instance, while the estimated dimension
of a vessel remains constant, orientation changes are more likely so the uncertainties should be
flexible to reflect this. Therefore, we look at the next related research question: how can a flexible and
yet efficient filter be designed in addition to the previous quest, so as to allow for explicit parameterisation?
These two questions are addressed in Chapter 4.2, in which a linear and computationally efficient
tracker has been proposed for elliptical ETT with explicit uncertainty representation of the ellipse’s
parameters.

1.2.3 Data Association

The two previous subsections considered tracking a single target whose approaches are now
extended for the process of Multiple Target Tracking (MTT) and METT. Multiple target trackers
need to employ strategies for partitioning the set of measurements received at an observation step
and thereby associating them with existing tracks (of targets), potential tracks, or clutter otherwise.
This is also known as the data association problem [Bla86, BSDH09, CMME11]. For our processing
chain, where we have to deal with multiple measurements belonging to a target, how can the above
elliptical target tracker be integrated into a framework that can partition and associate measurements to
their particular tracks efficiently? Chapter 5 provides a framework based on a centroid-based data
association scheme that integrates the elliptical method developed in Chapter 4.2 aimed for radar
video processing.

1.3 Contributions

A summary of subsequent contributions made to the aforementioned research questions are listed
as follows:

1. Proposing and curating a trio of radar-based datasets captured from measurement campaigns
to the research community for evaluating target tracking methods where

• information from AIS messages are being used as ground truth,
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• the recorded radar images are provided, and

• extracted measurements from potential targets are included.

2. Proposing a framework for processing radar data from its acquisition to a maritime tracking
application that includes vessel size categorisation.

3. Proposition and application of elliptical tracking approach tailored to estimate a vessel’s true
heading under rigid body conditions.

4. A novel principal-axes based elliptical tracker tailored for estimating the extended state of
vessels

• with explicit extent parametrisation, and

• a linear batch update for the extent.

5. A centroid-based Joint Probabilistic Data Association (JPDA) tracker for MTT that takes the
target’s extent into account and applying the tracker to all of the proposed datasets.

6. An elliptical METT approach that integrates the principal-axes model into the centroid-based
tracker.

Almost all of the proposed approaches were first developed and tested based on simulations,
before being applied to processing real radar data in the proposed datasets. The final achievement
is to have a tracker that sums up the contributions and that can be applied on a live radar video
streaming from some harbour region on the German coast.

1.4 Thesis Structure

In Chapter 2, we describe a processing chain containing the functional blocks to show how targets’
estimations are obtained, from detecting the radar measurements and filtering them using a tracker.
The real-world marine radar datasets are introduced too, with relevant plots and information on the
early stage (pre-filtering) processing. Those datasets are used in the next chapters to demonstrate
the performance of our algorithms.

Chapter 3 explains the basics of filtering methodology based on the recursive Bayesian estimation.
We look at linear and non-linear formulations of the Kalman Filter (KF), and describe the problem of
and existing approaches to ETT. The basics of Data Association (DA), the process of measurement
validation and calculation of association probabilities are covered.

The ETT-based contributions start from Chapter 4 onwards. The chapter is divided into two parts,
where we present a tracker in each part. An explicit elliptical parameterisation and the tracker-
specific modelling concepts are proposed. We have developed and implemented the algorithms
both on simulated trajectories and on our datasets. The first algorithm focuses on estimating the
orientation of a vessel with fixed semi-axes and the second one has been proposed with the aim
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of computational efficiency. The two dedicated parts are broken down into specific subsections
to have the conception, implementation, and results all compiled as a flow, as each development
leads to the other based on the specific results.

Chapter 5 deals with MTT and its extension to METT. Following the same aforementioned format,
the first part of the chapter describes an MTT algorithm tailored to centroids. Here, we are already
considering a framework that includes additional steps, such as clustering. The second part puts
together all of our findings and proposes the integration of our elliptical ETT and centroid-based
MTT algorithms, with the addition of several other features to take care of track management
and multi-sensor processing. The final method is applied on a real-world radar stream for our
demonstrator software, and the results are illustrated.

We conclude the thesis in Chapter 6, where the findings are highlighted with appropriate discus-
sions. The potential future endeavours connected to our work are also stated in the chapter to
further improve the MTSAM process as a whole.

In addition, we provide supplementary materials in Appendix A to explain the concepts that have
been used in the thesis, although they are not directly related to the final outcome of our work itself.
Appendix B contains some additional results that were obtained when analysing our algorithms.

1.5 Guidance Notes

At the end of each chapter, the own research publications contributing to the concerned algorithm
or concept are acknowledged. There are in-section citations as well as citations included in captions
of images and tables for our own publications. When the term adopted is used, it refers to the
original appearance in the said publication. The term adapted is used when the original data has
been modified to fit the current parameter definition and/or the current nomenclature.

The own publications covering the scope of the thesis’ research are cited in a numerical citation
style and are listed first in the bibliography sections. The normal references are then listed with an
alpha-numeric citation style.



Chapter 2

Processing Chain and Data Description

This chapter is bifurcated into two parts, covering a proposed processing chain and a description of
the datasets proposed for evaluating maritime target tracking approaches. For the processing chain,
we first look at the steps required to process raw data for potential target detection and extraction
to achieve the desired framework for an exemplar MTSAM application. The desired results are to
have extended state estimates of vessels with a further estimate of their size categories. Such an
application could provide a strong base for maritime situational awareness systems for instance, to
detect anomalous activities within some region of interest. We then provide a description of the
marine radar-based data that are going to be used to test and apply the methods developed within
the scope of the thesis.
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2.1 Processing Chain

Our processing chain is described to provide an overall inspection of the application objectives
and requirements at specific stages. As mentioned in Chapter 1.1, raw sensor data, for example an
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Figure 2.1: Functional blocks in our processing chain.

individual radar image, provides no representation of temporal continuity. To establish continuity,
the processing chain employs target tracking and association approaches thereby connecting
measurements from preceding to succeeding images and enabling the extended states of targets to
be estimated. Such a chain is shown in Figure 2.1. The steps within the chain are discussed in the
following text.

2.1.1 Raw Sensor Data and Preprocessing

Raw radar sensor data lies at the lowest level of the processing chain that we consider and
provides us with detections that have been reflected back based on its surroundings. On the typical
radar screen as shown in Figure 1.2b, the brightness of the detections denotes their equivalent
intensity. We consider processing these types of detections, either from continuous recorded radar
images or from live radar video streaming (for example, as defined by the All Purpose Structured
EUROCONTROL Surveillance Information Exchange (ASTERIX) protocol of Category 240 [EUR])
from multiple sensor sources/platforms. The data then undergoes preprocessing so that only
pixel-wise representations of the potential targets are obtained. A thorough explanation on this
process is found in Chapter 2.2.

With ASTERIX streams, data is transmitted among cooperating sensors, that can be both static or
dynamic. This creates an abstraction of the different sensor sources and ensures that the data is in
a standard format. ASTERIX data requires to be decoded appropriately to obtain radar detections,
following which the above-mentioned pixel-wise preprocessing is carried out.



2.1. PROCESSING CHAIN 11

2.1.2 Sensor Registration

Having data from multiple sensors brings about a number of challenges. A significant one is the
need for a common-reference coordinate system to ensure each sensor is representing the same
region, whose axes are defined by the same units [BP99, HL97]. This requires an appropriate
coordinate transformation and positioning schemes. The two dimensional coordinates of radar
detections are normally given in polar coordinates, in range and bearing (azimuth) with respect to
the sensor’s own position, either as a stationary ground station or as a dynamic on board system.
In the case of ground stations, the transformation and registration are simpler. An arbitrary
point is chosen as a common reference point for all sensors within the observation region and
the detections can be rotated and translated into the required coordinate system. Under dynamic
settings however, knowledge on the true sensor position is often limited [HL97, LNG06]. In this
case, a specific positioning can be provided by a secondary source (for instance the AIS).

The detections, originally in polar coordinates, can either be directly processed, or converted
to Cartesian coordinates through coordinate transformation schemes before further processing
[FS85, LBS93, Fra07].

2.1.3 Target Detection and Extraction

Typical radar detections arise from a collection of sources in a dense environment, necessitating to
distinguish those that are most likely to be targets (also known as potential targets) as well as to
identify static aids to navigation. In addition, the detections are in the form of point clouds with
finer sensor resolutions (we note that, the sensor resolution can be expected to be up to a metre
per pixel for the video streams), making the distinction among targets, aids to navigation and
background clutter imperative. Appropriate feature-based target detection and extraction methods
are therefore required for fulfilling that purpose [1] [HBS15, HHBS17, VB16, SHBH18]. These
methods may include a series of sub-techniques by themselves to match the form of measurements
that are needed as input for the target tracking steps. In Chapter 2.2, we shall elaborate on the
specific techniques that were employed on the respective dataset during the course of the thesis.

2.1.4 Multiple Target Tracking

At this stage, we will have received a set of measurement point clouds with unknown origins.
They could, for instance, have originated from one of the following:

• at least one vessel in a dense target background with rapidly manoeuvring targets or static
aids to navigation,

• at least one aid to navigation, and

• background clutter due to external environmental factors or internal errors.
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This problem is also known as MTT, where the states and cardinality of multiple targets are
to be estimated [VMBS+15]. DA and Random Finite Sets (RFS) are principal and well-known
approaches to solve the problem and are continuously being improved on in the community.
Variations of the established data association-based Multiple Hypothesis Tracker (MHT) and
Probabilistic Data Association (PDA) approaches have been applied vastly for tracking. While
MHT enumerates exhaustively over all association hypotheses having high measurement-to-
track assignment probabilities [Bla04, Bla16, Mah00], the PDA approach restricts the number
of hypotheses by applying a gating and combines the filtered hypotheses into a single one
[BSDH09, Kir04, ME04, RCBSW10, FBSS81, SSGW11, HTT+13]. The PDA methodology, hav-
ing been formulated for a single target, can be expanded to track multiple targets by the JPDA
filter [BSDH09]. The relatively lower computational requirements required by JPDA at a single
scan often makes it one of the favoured alternatives to MHT’s multiple-scans hypotheses enu-
meration or schemes involving searches for the best hypothesis. The Nearest Neighbour (NN)
approach is another simple association technique based on feature-based metrics that have demon-
strated practicability in several applications [Bla04, SL06, JBK21]. The RFS approach models
targets of interest and their cardinality as a set of random variables whose moments are tem-
porally propagated as a joint distribution. Implementations of the RFS include the probability
hypothesis density filter [MZ01, Mah07, GO12, GLO12], and the multi-Bernoulli based filters
[VVP14, VVH17, BRG+16, Mah19, GFS16, GFS19, XGS+21].

In this thesis, we focus on the JPDA approach for state estimation. Along with the estimation of
kinematic state, we have also incorporated elliptical state estimation into the framework. Further-
more, for our cooperative multi-radar sensor processing, we have chosen to use a central-level
sequential update scheme [Bla04] for processing the measurements from individual sensors thus
accounting for their uncertainties.

2.1.5 Size Categorisation

The size categorisation step comes as an additional feature of the framework. The estimated
sizes of vessels are subject to a classification scheme that categorises the vessels as being either
small, medium or large, based on predefined ranges [2]. This step is a start to further high-level
applications, for instance, to be able to test the idea of eventually classifying the vessels types in a
real-time scenario to verify whether the target matches the expected one (for example, as given by
the AIS information), and is not being masqueraded by another one.

Note: All the major stages are carried out independently at each individual observation step.

2.2 DLR Marine Radar Repository

One of the prerequisites to implement the overall framework was to have at least one real-world
marine radar dataset that could be used to test the algorithms that were being developed. As op-
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Figure 2.2: Datasets recorded from campaigns at the Baltic Sea. Their AIS-based trajectories
have been plotted for illustration, as vessels navigate through aids to navigation. Image from [1]
©2021MDPI.

posed to the availability of well-established datasets such as KITTI [GLSU13], nuScenes [CBL+20]
or Oxford RobotCar [BGM+20] in the automotive industry, the maritime domain has hardly any.
Some of the past research have dealt with datasets [GCCG06, CGT06], although the latter have not
been published. Therefore, the group at our department in German Aerospace Centre (Deutsches
Zentrum fuer Luft- und Raumfahrt) (DLR) organised several measurements campaigns to record
situations as close to those encountered on maritime routes in reality. The resulting datasets were
then cleaned and prepared. They are now available to the research community upon request from
the company’s maintained repository [Ger] and are subject to approval by the company’s export
control principles. In this section, we provide information about the processing of the datasets and
some details on the trajectories from each.

2.2.1 Data Recording

The measurement campaigns were carried out in the region of the Baltic sea, as illustrated in
Figure 2.2. The three datasets from our repository are labelled as Manoeuvres (MANV), Data
Association with Aids to Navigation (DAAN) and Data Association with Radar Beacon (DARC)
and are framed by a rectangular bounding box wherein the trajectories of AIS-equipped vessels
are included while they navigate in the vicinity of multiple aids to navigation.
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Table 2.1: Dataset Outline

Dataset Number of Targets On board Sensor(s)

DAAN 4 Dynamic (Own)

DARC 2 Dynamic (Own)

MANV 6 Dynamic (Own) + Static (Observer)

DAAN and DARC were recorded from the own vessel in a dynamic state, by grabbing successive
visuals from the on board radar screen. For the MANV dataset, data was recorded from both the
own vessel (dynamic) and an observer vessel that was anchored. Table 2.1 summarises the number
of targets (including the own) and the state of the sensor (based on its motion) involved in each
dataset. The AIS reports covering the campaigns were also gathered for further processing.

2.2.2 AIS Data Processing

To support evaluation, the repository also provides AIS data as a ground truth. AIS messages
have been decoded based on the date and time of the campaigns. In case multiple messages were
received at a particular time, the most recent one was kept. Furthermore, the trajectories involved
were filtered using the Maritime Mobile Service Identification (MMSI) numbers of the vessels. The
information considered are dynamic data such as position, course over ground, speed over ground
and true heading. Other information of interest were the vessel’s reported length and width. The
data, in general, is arranged chronologically in a reset time variable to wipe out the true identity of
the vessels from the campaigns.

The position vectors, initially in geographical coordinate frame, are expressed based on the World
Geodetic System 1984 (WGS84) in terms of longitude λ, latitude φ and altitude or height h. These
are converted to a three-dimensional Cartesian coordinates based on the Earth-Centred Earth-
Fixed system, in terms of the sensor’s own position. They are then converted to an East North
Up (ENU)-equivalent as shown in Figure 2.3 to maintain a common local frame with the radar
sensor and a simplified filter modelling. The ENU is a tangential plane to the Earth’s surface
fixed at an arbitrary point [SJHP13, p. 43-49] in the observation region of interest. Our targets are
recorded as they navigate on the Earth’s surface, so we assume the Up-coordinate to be negligible.

2.2.3 Radar Image Processing

The radar images are first processed to extract potential targets based on their pixel intensities
using appropriate user-defined threshold values. In this step, the weaker detections are eliminated,
already reducing some of the clutter present. At this point, we emphasise on the difference in the
sensor resolutions of the datasets. DAAN and DARC, have a relatively coarse resolution, whereby
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Figure 2.3: Geographic and ENU coordinate systems [SJHP13].

1 pixel of the image corresponds to 11m as compared to MANV, which has a finer resolution where
a pixel covers 6m.

As the datasets were being prepared for both our own use as well as for our repository, we
aimed at the provision of both images and a measurement file, respectively, for each dataset.
The measurement file contains the position of all potential targets in polar as well as Cartesian
coordinates, extracted by an appropriate detection method described next.

Blob Detection

The filtered image is input to a blob detection algorithm called the Determinant of Hessians
(DoH), which was selected due to its scale and rotation invariance capabilities [BETV08, Pyt]. The
algorithm outputs the blob’s centre and its radius. The measurements extracted are all the pixels
falling within the corresponding circumference and were stored on the basis of their range and
bearing to the own vessel’s AIS-position (the radar screen’s centre point (See Figure 1.2b)). The
equivalent Cartesian coordinates conversion is obtained from the standard formulae in Appendix
A.2. These coordinates are the input to our target tracking approach(es).

Clustering

Clustering is a common way of partitioning measurements in multiple maritime applications
[HBHE19, VB16]. The clustering step here is mainly an additional one demonstrating how to
potentially process the data from our measurement file directly. Hence, an elementary approach,
the k-means clustering method [Mac67, Boc08] was applied. A cluster evaluation method, com-
plementing the k-means, based on the Calinski-Harabasz Indicator was employed to mitigate the
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limitation that the number of clusters existing should be known beforehand [XT15, Sch18]. The
centroids obtained are taken as the measurements of interest for our tracker(s) in Chapter 5.1.
In that chapter and in Appendix B.3, we shall also see how the clustering method would be an
important factor affecting the tracking results using appropriate plots.

It is to be noted that clustering could also be immediately carried out instead of the blob detection,
as long as the chosen approach is not sensitive to outliers.

2.2.4 Overall Trajectories

The trajectory visuals over the duration of each dataset are depicted in Figure 2.4. The highlighted
situations in each dataset [1, 3] are briefly described.

In the radar plot of DAAN, one can find the presence of aids to navigation and a trail caused by
radar reflections. Target 4 is out of range of the radar sensor, hence it is not entirely visible over the
course of the trajectory. Similar to DAAN, some aids to navigation are found in the radar plots for
DARC, together with detections from the Radar Beacon (RACON). In MANV, there is persistent
clutter and the detection of a craft/boat which was not equipped with any AIS transponder.

2.3 Chapter Summary

The first half of the chapter has covered the steps encompassed in the processing chain that has
been designed to have a working demonstrator capable of performing target tracking in the
maritime perspective. At the lowest level, data from live radar video streams are processed and
fed to a tracker that allows for MTSAM in near real-time, at the highest level.

The second half is about the creation of three datasets-repository showing common situations
occurring in the day-to-day maritime environment that has been used as a basis to evaluate the
performance of our algorithms developed in the upcoming part of the thesis.

The contributions presented in this chapter were partially published in journal article [1] and
conference proceedings [3] and [2].
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Figure 2.4: The AIS- and radar-based trajectories of the datasets. The AIS measurements are
colour-coded and labelled target-wise. The radar measurements are unassociated and in the form
of point clouds. Image from [1] ©2021MDPI.
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Chapter 3

Fundamentals

This chapter covers the basics of the filtering methodology that is employed for the estimation of
the time-varying state of a target of interest from a set of measurements as well as its propagation
in time. The problem is described at first, moving towards the formulation of a linear filter and
then its non-linear version. The problem of ETT is also presented followed by the foundations of
DA for the measurement-to-track association problem.
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3.1 Bayesian State Estimation

The target state xk ∈ Rnx is a vector that contains the parameters of interest and can be modelled
as a random variable having Probability Density Function (PDF) p(xk), where subscript k ∈ N
represents the observation step and nx the dimension of the state vector. Let a currently acquired
measurement be denoted by yk and all previous measurements by y0:k−1 = {y0, ...,yk−1}. The
measurement at k is assumed to be independent of the previous ones.

19
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The purpose of Bayesian estimation is to calculate the posterior PDF of the target’s state given
the current measurement, p (xk|yk), from a prior PDF over the state, p

(
xk−1|y0:k−1

)
, and the

likelihood function p (yk|xk). Using Bayes’ formula, the posterior can be thereby expressed as
follows,

p (xk|yk) ∝ p (yk|xk) p
(
xk−1|y0:k−1

)
. (3.1.1)

Considering that targets evolve temporally, a recursive form of (3.1.1) is sought so that the state
can be recursively propagated into the future to obtain a state prediction. Based on the Chapman-
Kolmogorov equation and the prior, the state prediction PDF p(xk|y0:k−1) can be written as an
integral over observation step (k − 1),

p(xk|y0:k−1) =

∫
p(xk|xk−1)p(xk−1|y0:k−1)dxk−1, (3.1.2)

with state transition PDF described as p(xk|xk−1).

The prediction then incorporates measurement yk through the likelihood function p(yk|xk).
Equation (3.1.1) is expressed based on the following equation [CMME11] to obtain the poste-
rior p(xk|yk),

p(xk|yk) =
1

p(yk|y0:k−1)
p(yk|xk)

∫
p(xk|xk−1)p(xk−1|y0:k−1)dxk−1, (3.1.3)

where 1
p(yk|y0:k−1)

is a normalisation factor.

To obtain a filtering solution with the KF, the initial step is to express specific system and sensor
models, respectively, allowing the target’s state to be estimated in a standard state-space form
[BSKL02, Bar19].

3.1.1 System Model

The system model, also known as state model or motion model, can be described as a discrete time
Markov process 1 which represents the target state dynamics at the current step k conditioned on
all the previous measurements y0:k−1 at a previous observation step (k − 1). The state equation is
given as follows,

xk = Fkxk−1 + ωk. (3.1.4)

Fk is the state transition matrix and ωk is random process noise with covariance Cω
k , that accounts

for uncertainties in the evolution. The state equation is the basis to obtain the state prediction PDF
p(xk|y0:k−1), corresponding to (3.1.2).

1Based on the Markovian property, the current state is dependent only on the previous state. In addition, measurements
obtained at k are independent of the previous state(s).
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3.1.2 Sensor Model

At the observation step k, a measurement yk ∈ Rny is obtained. A sensor model, also known as
observation model, maps the state vector onto the measurement vector. The sensor model can be
expressed based on the measurement equation as follows,

yk = Hkxk︸ ︷︷ ︸
:=zk

+υk. (3.1.5)

Hk is the measurement matrix and υk random measurement noise with covariance Cυ
k that

describes measurement uncertainties. zk represents the measurement source. The likelihood
function p(yk|xk) can be determined from Equation (3.1.5).

3.1.3 The Kalman Filter

KF functions on the basis of a few assumptions that we highlight as follows. It is assumed that the
PDF of the state can be described as a Gaussian,

p(xk|yk) ≈ N (xk; x̂k,Cx
k ) (3.1.6)

with mean x̂k and covariance Cx
k . The additive noises for the system and sensor models defined in

(3.1.4) and (3.1.5) are assumed to be uncorrelated, zero-mean Gaussian PDFs as,

ωk ∼ N (0,Cω
k ), (3.1.7)

υk ∼ N (0,Cυ
k ). (3.1.8)

The KF applies a recursive two-stage methodology for the estimation of the posterior state of the
target as the conditional mean based on the cumulative sequence of measurements [BSKL02, Kal60,
Bar19],

x̂k := E {xk|y0:k} , (3.1.9)

with corresponding conditional error covariance matrix given by

Cx
k := E

{
(xk − x̂k) (xk − x̂k)

T |y0:k

}
. (3.1.10)

The filtering process is visualised in Figure 3.1 as well as visualisation of changes in the state PDF
to particularly reflect the uncertainties during the prediction and update. We consider the simple
estimation of a vessel’s state.

From here on, we denote the prediction and update phases of the same vector as well as matrix
using subscripts (k|k − 1) and (k|k), respectively.



22 CHAPTER 3. FUNDAMENTALS

Figure 3.1: (Left) In the prediction step, the target state is propagated from (k − 1) to the next
step k through a transition function, and grows in uncertainty. (Right) Upon the acquisition of a
measurement, the prediction is then updated to give the kth estimate and reinforces the certainty
in the update step.

Prediction

The state prediction x̂k|k−1 and its covariance Cx
k|k−1 are estimated based on the following equa-

tions:

x̂k|k−1 = Fkx̂k−1|k−1, (3.1.11)

Cx
k|k−1 = FkCx

k−1|k−1FTk + Cω
k , (3.1.12)

where (·)T denotes the transpose operation and Fk and Cω
k are defined similarly as in 3.1.1.

Update

When a measurement yk is available at observation step k, an updated estimate x̂k|k of state xk is
computed along with its covariance Cx

k|k,

x̂k|k = x̂k|k−1 + Kk(yk − Hkx̂k|k−1), (3.1.13)

Cx
k|k = Cx

k|k−1 − KkCy
kKT

k , (3.1.14)
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where the gain matrix Kk and the innovation covariance Cy
k are,

Kk = Cx
k|k−1HT

k (C
y
k )

−1
, (3.1.15)

Cy
k = HkCx

k|k−1HT
k + Cυ

k . (3.1.16)

As the KF is recursive, it starts with an estimate (prior), generates a prediction and updates the
prediction to a new estimate (posterior) given an observation. The filter predicts by explicitly
employing the system model and the sensor model for generating the update. Besides the state
propagation, the filter also accounts for modelling errors by propagating the covariance of the
prediction and estimate.

3.1.4 The Extended Kalman Filter

In Section 3.1.3, both the system and sensor models are linear, thus limiting the applicability of the
KF for more complex non-linear systems. The Extended Kalman Filter (EKF) is a version of KF that
could be employed instead. In this section, we briefly go over the EKF equations [Bar19, BSKL02].

The system model can be described by a non-linear model in state-space notation with additive
noise of the form

xk = f(xk−1) + ωk, (3.1.17)

where f(·) is a function describing the target motion. Similarly, the sensor model can be described
as follows,

yk = h(xk) + υk, (3.1.18)

where h(·) defines a non-linear function mapping of the state to the measurements.

Using a first-order Taylor series expansion, the EKF linearises the models by seeking an approxi-
mation around the current state estimate and prediction, respectively. Following the same steps as
for the KF, the EKF prediction and update equations are stated next [Bar19].

Prediction

A prediction x̂k|k−1 and its covariance Cx
k|k−1 are estimated based on the following equations:

x̂k|k−1 = f(x̂k−1|k−1), (3.1.19)

Cx
k|k−1 = F̄kCx

k−1|k−1F̄Tk + Cω
k , (3.1.20)

where F̄k = f ′x(x̂k−1|k−1) is the Jacobian matrix based on the state equation that was evaluated at
x̂k−1|k−1.
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Update

When a measurement yk is available at observation step k, an updated estimate x̂k|k can be
computed with its covariance Cx

k|k using,

x̂k|k = x̂k|k−1 + Kk

(
yk − h(x̂k|k−1)

)
, (3.1.21)

Cx
k|k = Cx

k|k−1 − KkCy
kKT

k , (3.1.22)

where the gain matrix Kk and the innovation covariance Cy
k are given by,

Kk = Cx
k|k−1H̄T

k (C
y
k )

−1
, (3.1.23)

Cy
k = H̄kCx

k|k−1H̄k + Cυ
k . (3.1.24)

Similar to the linearisation for obtaining the prediction, H̄k = h′x(x̃k|k−1) is the Jacobian matrix
based on the measurement equation evaluated at x̂k|k−1.

3.2 Extended Target Tracking

Most of the tracking algorithms were initially developed to estimate the kinematic parameters
(for instance position, velocity, or acceleration) - assuming that one target would give rise to a
single detection point. However, as reflections from targets have the tendency to consume multiple
sensor resolution cells nowadays, more information about the target’s extent could be deduced.
This means that the point-target assumption would be nullified since the detections that spring
from the target’s body, as mentioned in the first chapter, are in the form of point clouds (See Figure
3.2). The newer algorithms have been taking the extent into consideration in the recent past.

Let Yk =
{
yjk

}m
j=1

be the set of m measurements (detections) that originated from a target of

interest. An extended target can be basically modelled by likelihood p(Yk|xk) to capture how
the measurements are distributed around its surface. A spatial model was formulated to model
the measurements based on a Poisson Point Process (PPP) [GS05, GGMS05], which enables the
representation of every yj ∈ Yk as some source zj perturbed by noise, and is given as follows
(omitting k for notational convenience),

p(yj |x) =
∫
p(yj |zj)p(zj |x) dzj . (3.2.1)

p(yj |zj) defines the sensor noise and p(zj |x) represents the PDF of the measurement sources over
the target’s extent. The spatial model was fundamental to the development of several approaches
to estimate a target’s spatial extent.

In the following parts, we will go briefly over some of the different types of models adopted over
the years. A full review is found in [MCS+14, GBR17].
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Figure 3.2: Exemplar extent modelling of a target based on the measurements’ distribution. (a) A
simple point-target state estimation, as replicated for a potential far-range sensor. State parameters
are restricted to kinematic properties mostly. (b) An elliptical extent approximation in the case of a
noisy set of measurements given the ground truth. State includes extent parameters (orientation
and lengths of semi-axes). (c) An arbitrary extent approximation for shorter range sensors and
their more accurate measurements. Extent parameters are based on complex descriptors.

3.2.1 Basic Geometric Shapes

Targets can be modelled by circular, elliptical and rectangular basic shapes. Circular models have
been integrated within Bayesian estimators for representing a target’s position as the circle’s centre
and the target’s extent defined by a radius [BKH10, KBW16, PGMA12]. A more common choice
for multiple tracking applications today involve estimating the elliptical approximation of a target
with a Symmetric and Positive Definite (SPD) matrix [Koc08, FF08, FFK11, VBG+15, LL16, LL19,
ZL20, ZL21] as well as with explicit extent parameters comprising its length, width and orientation
[DWS11, BE18, YB19, Gov19, LLL20, TO21]. In a similar direction, the rectangular models have
also been explored [GRMS14, GLO11, TYB21, XWB+21].

3.2.2 Star-Convex and Arbitrary Shapes

Some of the advanced models that provide highly descriptive and precise representation of
the target’s extent are the star-convex ones based on Random Hypersurface Model (RHM)
[BH09, BNH10, BH11, BH14, SBZ+15, KBW17] and its Gaussian Processes (GP) derivatives
[WO15, HSRD16, TKOA18]. The former models rely on radial functions and the latter on GP
bases, whose extent-describing parameters are estimated. Individual elliptical sub-objects based
on the Random Matrix Method (RMM) were combined to model complex structures as a whole
[GWB15, LL12]. Extents have also been modelled using splines and convex-hemispheric shapes
[KHB18, YWB+21, YAZ19].
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Relation to Measurement Noise

The quality of sensors and measurements obtained dictate the complexity of the model as well as its
computational efficiency. For instance, having accurate measurements (for short range sensors like
the lidar) could provide a precise modelling of a target’s extent from up close. Complex constructs
as those mentioned for the arbitrary ones can therefore be used to approximate the extent. For
far-range sensors like the radar, detections are quite noisy and are better approximated by basic
shapes. Overall, determining the appropriate model to use depends heavily on the application for
which it is being considered and the resources at hand.

3.3 Data Association

DA, concerns the problem of associating measurements to an existing set of tracks under obser-
vation at every step. A track can be defined as the trajectory of a target of interest, that is, the
cumulative state estimations of the target. The DA schemes for point targets differs to those for
extended targets. In this section, we shall cover the foundations of DA considering the aforemen-
tioned distinction by discussing two cases of association:

• A 1− 1 association of a point target to a single track, and,

• An m− 1 association of a point cloud of m measurements to a single track.

The basis of DA lies in employing specific validation gates to mark measurements that most likely
belong to a concerned track. The measurements, if validated, are used to update the specific tracks
using specific association probabilities or can be even used to initiate new ones as needed.

3.3.1 Gating

The set of measurements recorded from an observation region comprises measurements originating
from the targets present and clutter, that is, the detections that have been reflected from objects
(aids to navigation, for example) in the environment, and acoustic anomalies or interferences
due to weather conditions. A gating process is therefore applied to filter out the improbable
measurement-to-track pairs using a validation gate, which is essentially governed by a threshold.
The threshold validates measurements based on the difference between an observation and a
track’s measurement prediction, also known as innovation or residual. Two such schemes, the
ellipsoidal gating and the rectangular gating shall be summarised next.

Ellipsoidal Gating

We define a set of measurements Y k that contains at most one measurement per existing track,
including clutter. Given a track’s state prediction x̂k|k−1, its measurement prediction zk can be
computed from (3.1.5). The difference between a measurement yk ∈ Y k and the track’s predicted
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Figure 3.3: The validation gate is centred around the state prediction x̂k|k−1 of a particular track. For
a fixed normalised innovation value d2 = γ, the ellipsoidal gate can be defined by the determinant
of the innovation covariance. Measurement yk falling within the gate region would be the best
association candidate to the track in question.

measurement yields the innovation vector vk,

vk = yk − zk (3.3.1)

and its associated covariance denoted by Cy
k in (3.1.16) and (3.1.24). A correlation is said to exist

between measurement yk and the concerned track if their normalised innovation satisfies the
following gate G defined such that [Bla86, BSDH09],

G := {d2k = vTk (Cy
k )

−1 vk ≤ γ} (3.3.2)

γ is known as the gate threshold, and is often derived from the χ2
M distribution with M degrees of

freedom, to ascertain that the gate covers a specific probability of producing a correct measurement-
to-track association (also known as gating probability PG). An ellipsoidal gating process is
illustrated in Figure (3.3). Note that for convenience, the state and measurement spaces are
assumed to be the same in this section’s illustrative examples.

Rectangular Gating

Although the ellipsoidal gating process is effective, it can prove to be computationally expensive
with a high number of measurements in complex extended multi-target systems. One can consider
rectangular gating as a first gating step, so that only the measurements that have been thus
validated would be subject to an ellipsoidal gating. Rectangular gating is a coarse gating scheme,
which defines rectangular regions within the observation region. A measurement is validated if



28 CHAPTER 3. FUNDAMENTALS

Figure 3.4: Exemplar visualisation of the PDA state update step using association probabilities
given multiple validated measurements. (a) Two measurements have been validated based on the
prediction. The association probabilities βj are calculated for each measurement. (b) The combined
state update can be expressed as a weighted average based on the probabilities.

the elements of vk satisfy the relationship [Bla86],

|v|k ≤ cgσv (3.3.3)

where σv =
√
σ2
y + σ2

x is the innovation standard deviation calculated as the square root of the
sum of the measurement variance σ2

y , and the prediction variance σ2
x as obtained from the diagonal

elements of Cx
k|k−1, the covariance of the predicted state. cg is a gating constant based on M

and corresponding gating probability PG. Its detailed derivation can be found in the work of
[Bla86]. When the rectangular and ellipsoidal methods are combined and used for a double-gating
procedure as discussed earlier, it suffices to set cg ≈ 4.

3.3.2 Probabilistic Data Association Filter

The PDA filter is a Bayesian-based algorithm that computes a correct-association probability
between an measurement and a single track, which is then later used to update the track’s state as
a weighted average [BSF88, BSWT11]. Figure 3.4 provides an illustration of the concept. In this
part, the basic features of the algorithm are explained.

Let the mk measurements falling in the ellipsoidal validation region from Chapter 3.3.1 be rep-
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resented as Ȳk ≡ {y}mk

j=1 ⊆ Yk with the measurement set as defined therein. We also represent

all the cumulative sets of validated measurements up to k as Ȳ =
{
Ȳk
l=0

}
. It is assumed that

measurements are produced independently with a known detection probability PD.

The target state xk is assumed to be a Gaussian PDF based on the latest state estimate and its
covariance, given by,

p(xk|Ȳk−1) = N (xk; x̂k|k−1,C
x
k|k−1). (3.3.4)

Of all the measurements that have been validated, at most one of them will have originated from
the target (assuming that the latter has been detected) and the rest is treated as clutter otherwise.
The clutter is modelled as Independent and Identically Distributed (IID) variables with uniform
spatial distribution normally assumed as a spatial Poisson process with known spatial density λ
[BSDH09].

Association Probabilities

At step k, the event that measurement yj is target-originated is represented by θj . Similarly, event
θ0 denotes that none of the measurements acquired are originated from the target or that they are
clutter. Taking both possibilities into account, the (association) event probabilities are denoted as
follows,

βj = p
(
θj |Ȳk

)
for j = 0, 1, ..,mk. (3.3.5)

With the Poisson distributed clutter of spatial density λ, the parametric PDA version employs the
following relationship to calculate the association probability that yj is the correct measurement
[BSDH09],

βj =



Lj

1− PDPG +

mk∑
j=1

Lj
for j = 1, ..,mk

1− PDPG

1− PDPG +

mk∑
j=1

Lj
for j = 0

(3.3.6)

where PD and PG are the detection and gating probabilities. The likelihood Lj is the ratio of
measurement yj being target-originated than it being clutter,

Lj :=
N
(
yj ; zk,C

y
k

)
PDPG

λ
. (3.3.7)

Furthermore, given the assumption that the association events are mutually independent and
exhaustive, their individual probabilities should sum up to 1:

mk∑
j=1

βj = 1. (3.3.8)
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The posterior state estimate x̂k|k conditioned on the event θj representing that yj has been correctly
associated to the track, can be expressed as a weighted sum of PDFs,

x̂k|k = E
[
xk|Ȳ

]
(3.3.9)

=

mk∑
j=1

E
[
xk|θj , Ȳk

]
p
(
θj |Ȳk

)
=

mk∑
j=1

x̂jk|kβj ,

where x̂jk|k is the estimate corresponding to θj . Using the KF update equations, the latest estimate
is therefore obtained from the following:

x̂k|k = x̂k|k−1 + Kkvk (3.3.10)

where overall innovation vk, defined as

vk =

mk∑
j=1

βj ṽj , (3.3.11)

is the weighted sum of the innovations ṽj corresponding to every validated measurement in Ȳk.
The individual innovations are calculated from (3.3.1). The corresponding state covariance is found
as,

Cx
k|k−1 = β0Cx

k|k−1 + (1− β0)
[
Cx
k|k−1KkCy

kKT
k

]
+ C̃k (3.3.12)

where C̃k accounts for the term of the innovations spread [BSDH09]

C̃k = Kk

mk∑
j=1

βj ṽj ṽTj − vkvTk

KT
k . (3.3.13)

The covariance C̃k increases the state covariance to intuitively address the uncertainty in the
measurement origin.

Joint Probabilistic Data Association Filter

The PDA filter relies on the major assumption that only one already-initialised target exists. The
JPDA filter has been formulated to extend the PDA approach to multiple targets, that still require
to be initialised. This means that the number of targets are to be known in advance. In addition,
the JPDA comes with a 1 − 1 measurement-to-track association constraint which states that a
measurement could have originated from only one target and a target could have only produced
at most one measurement.
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Let nk be the predefined number of targets existing at k. As an extension to its basis, the JPDA
filter makes use of a joint event association [BSDH09]

θk =

mk⋂
j=1

θjtj (3.3.14)

where θjtj denotes the event whereby measurement j has originated from target t over t =

{1, ..., nk}, and tj denotes the target to which j has been assigned. The probability of the joint
events can be represented by a summation over all joint events to obtain marginal probabilities as
follows [BSDH09],

βjt = p
(
θjt|Ȳk

)
(3.3.15)

=
∑

θ:θjt∈θk

p
(
θ|Ȳk

)
.

The filtering equations for estimating the state are then similar to those for PDA. The JPDA will be
revisited with more details in Chapter 5.

Adaptability to Extended Targets

Newly developed models for including the extent properties in the target state represent significant
improvements in the filter, overriding the initial constraints. We now consider cases where targets
produce multiple measurements so that the measurements-to-track require an m : 1 association
[Bau15, HTT+13] scheme instead. The works in [YTB18, YWB20, SRW15] propose applying the
PPP for spatially modelling extents and update extended states using appropriate DA formulations.
Of late, sampling methods based on likelihood have been applied for stochastic optimisation in
[Gra18]. On the other hand, the alternative approach of partitioning the measurement set by
clustering methods have been performed and involve carrying out subset-association probabilities
between the clusters and tracks [VB16, GO12, BRG+16]. More on the state-of-the-art will be
covered in the later chapters.
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3.4 Chapter Summary

This chapter laid out a foundation for our contributions that will be followed. In its first part,
the concept of Bayesian state estimation was introduced together with the KF and the EKF. In
the second part, the problem description pertaining to ETT is given. The different methods to
describe the extent of a target were mentioned based on two categories, basic geometric and
convex/arbitrary shapes. The main factors to consider while choosing an appropriate model were
stated.

Finally, the DA approach was described, which is employed by the PDA filter to track a target
from multiple measurements. The initial step is to validate measurements from a gating process,
and update the estimate by using association probabilities. The PDA filter is the pillar of the JPDA
–targeting multiple target’s state estimations using marginal association probabilities. The DA
framework offers possibilities to employ 1− 1 or m : 1 measurement-to-track association(s).



Chapter 4

Elliptical Extended Target Tracking

As explained in Chapter 3.2, having in-depth knowledge about the data in question is an essential
factor to deciding which measurement model to employ. We want to consider standard marine
radar data from the DLR-Repository to focus on real-world situations closely. The data vastly
results from targets or from the immediate environment under observation, and occurs as noisy
and dense point clouds. The latter makes ellipses convenient target extent approximators in
maritime environments. Furthermore, as a radar’s field of view is generally limited to the visible
sides of targets, their extents could be assumed to be symmetric and they can be represented by
ellipses.
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This chapter therefore entails the conception of two algorithms for ETT with elliptical shape
representation models. The first algorithm is a custom one used to estimate the orientation of a
vessel with known spatial extent by following a sequential update approach. Such a requirement
could already be useful in a couple of applications. It would be advantageous to have a proper
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knowledge of the true heading of the vessel which in general does not always align with the vessel’s
velocity (contrary to automotive applications, where a vehicle’s orientation-velocity alignment
is a common [Gov19, TO21] assumption for tracking) for collision avoidance at sea as well as
during tedious manoeuvres in harbours. The orientation is also beneficial for anomaly detection,
for example, an unexpected turn of higher than 30o within a considered time interval could be
classified as an anomaly based on the normal patterns considered for specific routes [4]. With the
aim to optimise the extent tracking process while retaining the core features of the first algorithm,
the second algorithm follows a batch-based approach for estimating the elliptical approximation
of a vessel.

The performances, in terms of computational efficiency and estimation accuracy, of both algorithms
are also demonstrated on simulated data and on our dataset, covered in the later subsections.
Where applicable, the algorithms were run on a system with MATLAB (R2018b for the first part
and R2021a for the second part) and processed using a 2.60 GHz Intel Quad Core processor. It is to
be noted that unless stated otherwise, the same notations utilised from the previous chapters are
carried forward to the current one.

4.1 Estimating Vessel Orientation Given Known Size Parameters

A target’s elliptical extent parameters are namely the lengths of its semi-axes and its orientation,
as depicted in Figure 1.3 in Chapter 1. The Multiplicative Error Model-Extended Kalman Filter*
(MEM-EKF*) algorithm [YB19, YB16, YB17], based on the Multiplicative Error Model (MEM)
[BFH12] considers the approximation of the spatial distribution of a target using an ellipse. In the
algorithm, a measurement is related to the kinematic state and extent parameter vector (that are
also assumed to be decoupled) on the basis of a corrupted additive and multiplicative noise. The
multiplicative noise could be thought of as a scaling factor describing the lengths of the semi-axes.
The MEM-EKF* method offers a flexible parameterisation of the extent parameters (see 4.1.2) and
of their uncertainties. We have exploited this feature in particular for the current problem to obtain
a tailored MEM-EKF* approach. It is rather intuitive that a vessel’s size would be expected to be
rigid (fixed), requiring relatively less uncertainty from one step to the other and its orientation
might require more, depending on its trajectory. Particularly, we consider cases where the vessel’s
length and width information are known, for example from the AIS reports, and its heading is
then tracked.

Later, within this first half of the chapter, we shall describe the relevant state-of-the-art, problem,
our contributions and their results.

4.1.1 Related Work

The RMM-based elliptical trackers [Koc08, FF08, FFK11, LL16] are one of the most common
approaches adopted. They provide separate models for the kinematic state, which is modelled
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as a Gaussian PDF, and the target extent is modelled as an inverse Wishart distribution that is
in turn represented by an SPD matrix. An implicit elliptical representation has been derived
based on the RHM in [BH14]. These approaches restrict a flexible, explicit parameterisation of the
extent parameters and their uncertainty values. For instance, the uncertainties of the RMM extent
parameters are based on a single scalar value.

An explicit extent parameterisation (like in 4.1.3), however, has so far been considered by only
a few works, including the MEM-EKF* and its derivative [TB21b] as well as an elliptical RHM-
based approach in [TYB20]. The method in [DWS11] models the extent parameters explicitly as a
Gaussian PDF without assuming the spatial distribution from [GS05]. Besides our contribution,
more recent methods have been published on the topic, consolidating the conduciveness of explicit
parameterisation [Gov19, LLL20, TO21]. While the target orientation is computed from the velocity
components in [Gov19], it is explicitly estimated in the newest RMM work from [TO21].

4.1.2 Problem Description

We are interested in tracking the kinematic state and the extent parameters of a single target
based on the assumptions that measurements are independent and their sources are uniformly
distributed across the target [GS05, GGMS05]. At the observation step k, the target’s extended
state xk is defined as follows,

xk =
[
rTk ,p

T
k

]T
, (4.1.1)

and its Gaussian PDF given as N (xk; x̂k,Cx
k ). The kinematic state vector rk from (4.1.1) contains

the two-dimensional ENU Cartesian position mk = [me,k,mn,k] of the target, its course over
ground (COG) ψk and its speed over ground (SOG) ϑk,

rk =
[
mT
k , ψk, ϑk

]T ∈ R4 (4.1.2)

and the extent parameter vector pk contains the orientation αk and semi-axes lengths ℓ1,k and ℓ2,k,

pk = [αk, ℓ1,k, ℓ2,k]
T ∈ R3. (4.1.3)

The orientation αk ∈ [0, 2π) ideally corresponds to the true heading of the target at sea. The
resultant elliptical approximation of the target would be centred at mk. We also register a set of
noisy and dense radar measurements Yk =

{
yjk

}nk

j=1
. Each measurement yjk is disturbed with

noise υjk from its origin on the target’s extent at a source point zjk, modelled as [YB19] [5],

yjk = mk +R(αk)

[
ℓ1,k 0

0 ℓ2,k

][
hj1,k
hj2,k

]
︸ ︷︷ ︸

:=hj
k︸ ︷︷ ︸

:=zj
k

+ υjk. (4.1.4)
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R(αk) =

[
cos(αk)− sin(αk)
sin(αk) cos(αk)

]
is the rotation matrix. The noise terms from the measurement

equation in (4.1.4) are explained as follows:

• measurement yjk relates to a source zjk on the target by an additive Gaussian (measurement)
noise υjk ∼ N (0,Cυj

k ) and,

• the source zjk in turn relates to the extent parameter vector pk by the multiplicative noise
defined as hjk ∼ N (0,Ch

k), where Ch
k = 1

4 I2, I2 is the identity matrix of dimension 2. The
variance value of 1

4 corresponds to a uniform elliptical distribution.

4.1.3 Tailored MEM-EKF* Approach

We propose a tailored version of the MEM-EKF* algorithm, termed Tailored MEM-EKF*
(T-MEM-EKF*), for estimating the state of a target while keeping the extent parameters fixed.
As the orientation is our parameter of interest, we redefine the overall state as

xk =
[
rTk , αk

]T
, (4.1.5)

thereby reducing the extent state to the orientation. The definition of rk remains unaltered from
(4.1.1). The system model of the kinematic state is modelled following a non-linear function defined
as follows,

rk = fk(rk−1,ω
r
k)

=


me,k−1 + sin(ψk) ·∆k · ϑk
mn,k−1 + cos(ψk) ·∆k · ϑk

ψk

ϑk

+ ωr
k (4.1.6)

where ωr
k ∼ N (0,Cω

r ) is zero-mean random Gaussian process noise having a covariance given by
Cω

r = diag
(
σ2
me
, σ2
mn
, σ2
ψ, σ

2
ϑ

)
. The time interval is given by ∆k. For the temporal evolution of

the orientation, a linear modelling is considered,

αk = αk−1 + ωαk (4.1.7)

where ωαk is assumed to be zero-mean Gaussian distributed with variance Cωα. In addition, the
covariance of the predicted kinematic state (as in (3.1.19)) and orientation variance are obtained as
shown below,

Cr
k|k−1 = F̄kCr

k−1F̄Tk + Cω
r

Cαk|k−1 = Cαk−1 + Cωα. (4.1.8)
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We rewrite the measurement model from (4.1.4) into a compact version and for readability, we also
omit the measurement and observation step indices as follows,

y = Hr + Sh + υ (4.1.9)

where measurement matrix H = [I2, 02], and S now represents the shape matrix so that

S =

[
cos(α)− sin(α)

sin(α) cos(α)

][
ℓ1 0

0 ℓ2

]
(4.1.10)

:=

[
S1

S2

]

As ℓ1 and ℓ2 are known apriori, S becomes independent of them and they are instead taken as
constants.

The measurement updates for the kinematic state and the orientation parameter are as given
in Table 4.1, which has been adopted from [5] and was derived from [YB19]. The orientation
measurement update requires a linearisation of the measurement equation (4.1.9) around the latest
estimate α̂, yielding

y ≈ Hr + Sh +

[
hTJ1

hTJ2

]
(α− α̂) + υ. (4.1.11)

Using the definitions in (4.1.10), the Jacobian matrices J1 and J2 are calculated from derivatives of
S evaluated at α̂ as

J1 = S′
1 (α̂) =

[
−ℓ1 sin (α̂)
−ℓ2 cos (α̂)

]
and, (4.1.12)

J2 = S′
2 (α̂) =

[
ℓ1 cos (α̂)

−ℓ2 sin (α̂)

]
. (4.1.13)

These are employed in computing a specific measurement noise (analogous to the innovation)
covariance that are subsequently all used in the KF-based updates.

In essence, the algorithm updates the kinematic state based on the real measurement y and
the extent state based on its uncorrelated, 3-dimensional pseudo-measurement derived by the
Kronecker product of the innovation [YB19, LL15],

Y = A
(
(y − ŷ)⊗ (y − ŷ)

)
, (4.1.14)

with A defined in Table 4.1 for eliminating duplicated elements. The vect-operation stacks the

column vectors of a 2× 2 covariance matrix represented by

[
c11 c12

c12 c22

]
to build a column vector
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Table 4.1: Tailored MEM-EKF* for Known Extent [5][YB19]

Kinematic Update

ŷjk = Hr̂j−1
k

Cryj

k = Crj−1

k HT

Cyj

k = HCryj

k HT+ CI+ CII + Cυj

k

r̂jk = r̂j−1
k + Cryj

k

(
Cyj

k

)−1 (
yjk − ŷjk

)
Crj
k = Crj−1

k − Cryj

k

(
Cyj

k

)−1 (
Cryj

k

)T
Orientation Update

Yjk = A
((

yjk − ŷjk

)
⊗
(
yjk − ŷjk

))
Ŷ
j

k = Avect
{

Cyj

k

}
CαYj

k = Cα
j−1

k

(
M̂
j−1

k

)
CYj

k = A
(

Cyj

k ⊗ Cyj

k

)(
A + Ã

)T
α̂jk = α̂j−1

k + CαYj

k

(
CYj

k

)−1 (
Yjk − Ŷ

j

k

)
Cα

j

k = Cα
j−1

k − CαYj

k

(
CYj

k

)−1 (
CαYj

k

)T
Additional parameter definitions

• Sk =

[
Sk,1
Sk,2

]
=

[
cos(αk) − sin(αk)
sin(αk) cos(αk)

][
ℓ1 0

0 ℓ2

]
represents the shape matrix

• Jacobian matrix J1 =

[
−ℓ1 sin(α)
−ℓ2 cos(α)

]
of Sk,1 evaluated at α̂j−1

k

• Jacobian matrix J2 =

[
ℓ1 cos(α)

−ℓ2 sin(α)

]
of Sk,2 evaluated at α̂j−1

k

• Covariance of pseudo-measurement M =

 2Sk,1ChJ1
2Sk,2ChJ2

Sk,1ChJ2 + Sk,2ChJ1



• A =

 1 0 0 0

0 0 0 1

0 1 0 0

 and Ã =

 1 0 0 0

0 0 0 1

0 0 1 0


• CI = Ŝ

j−1

k Ch
(
Ŝ
j−1

k

)T
• CII =Cα

j−1

k [J1 J2]
T Ch [J1 J2]
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resulting in
vect

{
Cyj

k

}
= [c11 c12 c12 c22] . (4.1.15)

For a detailed review, the full derivation can be found in [YB19]. The construction of the corre-
sponding pseudo-measurement noise covariance M is included in our table.

4.1.4 Results

The algorithm was applied to the simulated trajectory of a vessel and its performance was analysed,
before being applied on real data. With the real data, we compare the T-MEM-EKF* approach to
the original MEM-EKF* version. These findings are presented in this section.

Simulation

A vessel of dimensions 150m by 30m is the extended target of interest which travels in a trajectory
comprising three turns. For this simulation, it is assumed that the vessel is aligned with its course,
so that the ground truth could be obtained. The target commences its trajectory from the origin
with a constant velocity of 3.5ms−1. At each observation step, the number of measurements are
drawn from a Poisson PDF with mean 50.

The kinematic state vector rk from (4.1.1) now contains the two-dimensional Cartesian position mk

of the target and its velocity ṁk,

rk =
[
mT
k , ṁ

T
k

]T
∈ R4. (4.1.16)

The time propagation of the kinematic state is based on a Nearly Constant Velocity (NCV) model,
described in Appendix A.1. The kinematic states for both our and the original approaches are
modelled alike. The kinematic prior was initialised with r0 = [2.5, 2.5, 3, 3]T with covariance
Cr

0 = diag
(
32, 32, 0.52, 0.52

)
and process noise covariance Cω

r = diag
(
72, 72, 1, 1

)
. As opposed to

our datasets, where the state has the possibility to be initiated based on the AIS parameters COG
and SOG, our simulations use velocity components instead, offering a linear system model.

For the original MEM-EKF*, the evolution of the extent parameters are modelled differently. The
method defines the parameter vector as in (4.1.3), therefore requiring the following equations for
the time update,

pk|k−1 = Fppk−1 + ω
p
k (4.1.17)

Cp
k|k−1 = FpCp

k(Fp)
T + Cω

p (4.1.18)

where ω
p
k ∼ N (0,Cω

p ) with covariance Cω
p = diag(σ2

α, σ
2
l1
, σ2
l2
) and the state transition matrix

Fp = I3.

The prior of its extent parameters were initiated as p0 = [2, 145, 35]T with covariance Cp
0 =

diag
(
1, 102, 102

)
and its process noise covariance Cω

p = diag
(
0.12, 0.52, 0.52

)
. For our approach,
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Figure 4.1: The trajectory estimation results from one run for T-MEM-EKF*. The ground truth is
given in black (ellipses) and the estimates under both noise settings given in blue (low) and red
(high), respectively. Image from [5]©2019IEEE

the same values were used for our adjusted state and covariance. Furthermore, we have considered
two measurement noise settings for the T-MEM-EKF* version. A low noise has been chosen as
Cυ
k = diag

(
102, 102

)
and a higher one at Cυ

k = diag
(
302, 302

)
.

Both filters were executed 500 times, over which the estimated orientations were plotted compara-
tively against the ground truth and the filters’ execution times were compared to each other. A
single run results for T-MEM-EKF* is shown in Figure 4.1. The comparative orientation plot for
T-MEM-EKF* resulting from the two noise settings is found in Figure 4.2, where we see that the
algorithm is able to estimate the target orientation under both settings. Under the ideal simulation
settings, the maximum estimation Root Mean Squared Error (RMSE)s in α when evaluated against
the ground truth for low noise and for high noise over 500 runs had more or less similar perfor-
mances, as given in Table 4.2. The filters also had different execution times, whereby our approach
showed an improvement over the general version by 0.11s (See Table 4.2) on average.
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Figure 4.2: The ground truth is in black while the T-MEM-EKF* estimated orientations are plotted
in broken blue and red lines over the three turns. Image from [5]©2019IEEE

Table 4.2: Filtering Execution Times and Orientation RMSEs

Evaluation Execution Time [s] Max Orientation RMSE
Low Noise [o]

Max Orientation RMSE
High Noise [o]

MEM-EKF* 0.45 0.44 3.10

T-MEM-EKF* 0.34 0.52 2.69
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Table 4.3: Filter Initialisation Parameters

Parameter Value

Range Std σr [m] 40

Bearing Std σφ [◦] 4

Extent parameter vector p0 for Target 2 [−2.10, 65, 12]

Extent parameter vector p0 for Target 3 [−1.06, 6, 2]

Extension process noise covariance Cω
p for Target 2 diag(1e−2, 1e−4, 1e−4)

Extension process noise covariance Cω
p for Target 3 diag(1e−4, 1e−4, 1e−4)

Dataset

The T-MEM-EKF* and MEM-EKF* algorithms were both applied on the DAAN dataset captured
from a dynamic own vessel, in which we find two vessels of interest, which are of dimensions 129m
by 23m and 12m by 4m, respectively, observed over 781 steps (13 minutes otherwise). The two
vessels shall be referred to as Target 2 and Target 3 henceforth (see dataset description in Chapter 2
for target labelling). Target 2 was within the own range only as of observation step k = 200. As the
algorithms only track a single target, they were executed on each target individually.

The original extracted radar measurements, as formerly explained in Chapter 2, were transformed
into a local ENU equivalent coordinate system from polar coordinates [rk, φk]. The coordinate
transformation equations are provided in Appendix A.2. The filters were initialised on the basis of
the AIS information for the position as well as the extent parameters. The ground truth values that
are retrieved and used from AIS are the ENU-based position, length, width, and true heading of
the targets. Parameter values used for the coordinate transformation and initialisation of the extent
parameter vectors of the two targets are given in Table 4.3. The table includes the prior process
noise covariance for both filters, T-MEM-EKF* only estimating the αk parameter. The noises set
for the semi-axes for MEM-EKF* are small considering that the extent is known apriori.

The overall estimated trajectory using MEM-EKF* is plotted in Figure 4.3. The estimated elliptical
extents are plotted at regular 20s intervals on top of the radar measurements. The measurements
also show signs of occlusion, missed detections and beam spreading. Beam spreading is a term
that we use to explain the phenomenon of how a target-originated point cloud has a larger volume
the farther it is from the sensor. As the target is found closer to the sensor, the point cloud will be
more accurately spread over the underlying target’s surface.

The performances were compared against the corresponding AIS data. Each of the estimated
extent parameters were plotted over time in Figure 4.4a and the positional errors are shown in
Figure 4.4b. We note that while the kinematic estimates have almost full overlapping between the
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Figure 4.3: Illustration of the elliptical estimates over the trajectory at intervals of 20 observation
steps. Each target was processed separately. Target 2 has dimensions 129m by 23m and Target 3
12m by 4m. Image adapted from [5]©2019IEEE

two methods, the orientation estimates show different mixed behaviours for the individual targets,
presented in Figure 4.5.

4.1.5 Discussion

Based on the plots in Figure 4.4, we see that Target 2’s orientation estimates diverged between
k = 100s to k = 300 owing to occlusion from Target 3 to the own perspective. The length and
width were more or less aligned with their respective ground truths. On the other hand, the
dimension estimates for Target 3 are closer to the ground truth as compared to the orientation
estimates. At around k = 480 to k = 620, the target suffered due to sparse measurements (for
example, there were missed detections at consecutive steps). The other prime factor is due to the
rather coarse sensor resolution, where for this dataset, 1 pixel of the image represented 11m. This
means that the vessel’s width has a tendency to being over-represented and is therefore deemed to
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Figure 4.4: Estimates of MEM-EKF* against AIS-based ground truth.
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Table 4.4: Filtering Execution Time [s]

Approach MEM-EKF* T-MEM-EKF*

Target 2 15.16 13.74

Target 3 2.73 2.33

contain insufficient data for an ETT consideration. Regarding the fact of how point clouds are seen
as bigger and with more distortion from far ranges and get more accurate at closer ranges, this
phenomenon has not been captured by the MEM-EKF* or T-MEM-EKF* due to the restriction in
semi-axes imposed at the initialisation step.

The positional errors, obtained by comparing the kinematic position estimates against the AIS
position on-board that is approximately taken as the vessel’s centre. The errors are relatively high
at first as the targets were far from the own. This is slightly improved as they get closer to the own
vessel for up until k = 450. We also see higher estimation errors during the obscuration phase
at k = 480 to k = 620 (poor detections due to outdoor conditions) and an occlusion phase from
k = 745 to k = 765, where Target 3 was undetected as it was occluded by Target 2.

The estimates from the two filters for Target 2 in Figure 4.5 show a similar trend. When it comes to
Target 3, however, the estimates deviated less for our approach despite still being sensitive to the
missed detections and sensor resolution. This is taken as one of the limitations of the dataset. On
the other hand, when we consider the filter execution times, we find that T-MEM-EKF* is again
more computationally efficient (see Table 4.4).

The results, as a whole, show that within the context of tracking the orientation of a target with
known spatial extent, T-MEM-EKF* is a better candidate as it can provide similar and accurate
orientation estimates faster than its counterpart. Nonetheless, it was also observed that the number
of measurements (intuitively and strongly correlated to the target’s dimensions) affect both the
processing time and the accuracy. The accuracy is also dependent on the perspective at which the
target is visible from the own vessel which was also concluded in Appendix B.1, where targets of
interest were manoeuvring around a static observing sensor platform [3]. We consider these two
findings amongst others in order to formulate the next ETT approach.
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4.2 Principal Axes Elliptical ETT

In the previous part, we have seen how the radar point clouds measurements affect the final
estimates. We now attempt at optimising the elliptical approximation process by understanding
their nature and quality with respect to the measurement model itself. More importantly, we ask
ourselves the question of how well the model could represent the data in its entirety. To dive
into this aspect, we consider the illustrations in Figure 4.6 attempting to emulate real-world data.
The diagram contains some noisy radar point clouds measurements recorded from one sensor.
Should there be an elliptical extent approximation in this case, the approximations would limit the
accuracy in representing the true extent of the underlying target. This limitation is higher should
we consider the radar backscattering impact [BPO02, JB06, SBNC+21]. For instance, if the surface
of the vessel reflecting the radar is rough, the measurements have a tendency to be more distorted
than if the surface would have been less smooth. When backscattering is considered on top of
environmental factors, the measurements would be highly noisy, dense and all scattered much
beyond the target’s surface.

The number of measurements in each target-originated point cloud depends on the sensor resolu-
tion and the aforementioned factors, where one can expect larger vessels to yield a higher number
of measurements that are often in the order of hundreds. These form part of our motivation to have
a linear filter that can process all target-originated measurements through a batch update approach
(all measurements processed in a single step) and at the same time, have a flexible explicit uncer-
tainty representation for each of the extent parameters. In order to reach a proper trade-off between
computational efficiency and accuracy, we particularly adopt the explicit parameterisation from
(4.1.3) and utilise the concept of eigenvector decomposition (EVD) to obtain explicit measurements
to update the extent parameters. The kinematic state is then updated based on the centroid of the
target’s point cloud directly.

Similar to the structure adopted for the first half, we shall next describe the relevant state-of-the-art,
problem, our contributions and their results in the following parts within this second half of the
chapter.

4.2.1 Related Work

Continuing upon the literature review for the first part of the chapter (See Chapter 4.1), we
now consider the constructs of the elliptical models with respect to ease of parameterisation and
computational effectiveness. While the RMM could offer a batch-like update per observation
step, the standard ones [Koc08, FF08, FFK11] represent the uncertainty through a single scalar
value. In the recent derivative, the axes’ parameters have been explicitly modelled [TO21] based
on inverse-gamma PDFs, and its orientation based on a Gaussian one. Both are then estimated
using a variational Bayes method. This method, nonetheless, relies on a coupling between the
target’s velocity and orientation. In [LLL20], the orientation has been modelled by a vector and
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Figure 4.6: Sample illustration of noisy radar measurements being prominent over a specific visible
side of the target limiting an accurate and complete representation of its true underlying extent.

the axes have been modelled as fixed non-random parameters and are estimated by a maximum
likelihood method. The downside of this method is its high computational requirements. The
MEM-EKF* [YB19] provides an explicit modelling, and requires measurements to be processed in
a sequential manner, somehow making it more suitable for situations with sparse measurements.
It relies as well on pseudo-measurements to update the extent, which adds to the computation.
The orientation and velocity have a loose coupling.

In a similar direction, a method called the Independent Axes Estimation has been proposed, where
the axes are estimated individually from an EVD of the dispersion matrix and the target is assumed
to be velocity-aligned [Gov19]. The method by [DWS11] models the parameters explicitly as
Gaussians and uses a two-stage filter with data-driven measurement noise which is restricted
according to the minor-axis length. It is to be noted that due to the mentioned restrictions of these
two methods, we do not consider them for the comparisons that follow.

4.2.2 Problem Description

At observation step k, a target’s state is broken down into its kinematic state rk defined by its
ENU position mk and velocity ṁk vectors as defined in (4.1.16). The extent parameter vector pk
contains the orientation αk and semi-axes lengths ℓ1,k and ℓ2,k, as defined in (4.1.3). The set of
nk measurements gathered at k is given by Yk. The measurements’ sources are assumed to be
spatially distributed over the target’s surface.

Let Ȳk be the set that contains all the measurements up to k. The prior kinematic state and extent



4.2. PRINCIPAL AXES ELLIPTICAL ETT 49

parameter vector PDFs are Gaussian-approximated as follows,

p
(
rk|Ȳk−1

)
≈ N

(
rk; r̂k|k−1,C

r
k|k−1

)
, (4.2.1)

p
(
pk|Ȳk−1

)
≈ N

(
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p
k|k−1

)
. (4.2.2)

Similarly, the posteriors are also assumed to be Gaussian distributed so that

p
(
rk|Ȳk

)
≈ N

(
rk; r̂k|k,C

r
k|k

)
, (4.2.3)

p
(
pk|Ȳk

)
≈ N

(
pk; p̂k|k,C

p
k|k

)
. (4.2.4)

The sensor models for both rk and pk are assumed linear with additive Gaussian measurement
noise υ

(•)
k with specific measurement equations written as,

yr
k = Hrrk|k−1 + υr

k, (4.2.5)

y
p
k = Hppk|k−1 + υ

p
k (4.2.6)

with the measurement matrices Hr = [I2, 02] and Hp = I3.

4.2.3 Principal Axes-based Kalman Filter

We propose the PAKF approach, that updates a target’s extended state through a simple standard
KF by using the centroid for the kinematic state and the decomposition of the dispersion matrix
of a target-originated point cloud for the extent parameter vector update. This keeps both states
decoupled from each other. The dispersion matrix is first corrected to account for the measurement
noise prior to being subject to an EVD step.

Consider a two-dimensional ellipse that can be represented by dispersion matrix CD, which
measures the spread of measurements (in East and North directions marked as e and n, respectively,
in (4.2.8)) within the point cloud, given by

CD =
1

nk − 1

nk∑
j=1

(
yjk − ȳk

)(
yjk − ȳk

)T
, (4.2.7)

=

[
σ2
e σ2

en

σ2
en σ2

n

]
(4.2.8)

where ȳk is the mean of the measurements in Yk. In the event that the measurement equation
(4.2.5) is devoid of any noise, so that Cυ

r = diag [02], CD can be decomposed into its corresponding
eigenvalues and eigenvectors thus relating to the lengths of the elliptical representation of the
point cloud (see Figure 4.7). In the alternative case, when the system is corrupted with additive
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Figure 4.7: The relationship between the eigenvalues λ1, λ2 of a dispersion matrix and the lengths
of the ellipse’s axes. v1 and v2 are the eigenvectors. Image adapted from [6]©2021IEEE

noise, the dispersion matrix can be corrected by a subtraction operation yielding,

CD̂ = CD − Cυ
r . (4.2.9)

The relationship between the corrected dispersion matrix of the target to the extent parameters
could be established as follows,

CD̂ = R(θ)

(
a2 0

0 b2

)
R(θ)T , (4.2.10)

with rotation matrix R(θ) and semi-axes a, b. The parameters could be reproduced based on the
EVD of CD̂, whose eigenvectors V and eigenvalues matrix λ can be related to (4.2.10) by,

CD̂ = VλVT . (4.2.11)

We denote the EVD operation by eig (·) as follows,

[V, λ] = eig
(

CD̂
)
, (4.2.12)

that returns the eigenvectors and eigenvalues.

It is to be noted that (4.2.9) could affect the positive definiteness requirement for EVD under certain
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situations that could give rise to sparse measurements. We provide some workarounds for this
constraint in Appendix B.2.

Post the EVD step, the largest diagonal obtained from λ which is also defined as the eigenvalue λ1,
corresponds to the major semi-axis a and the other diagonal λ2 in turn corresponds to the minor
semi-axis b based on the following relation,

a =
√
λ1, (4.2.13)

b =
√
λ2. (4.2.14)

The orientation θ is calculated from the elements of the eigenvector v1 that corresponds to λ1

θ = atan2

(
v1,(n)

v1,(e)

)
(4.2.15)

where θ ∈ [−π, π]. The intuition is to integrate the decomposition step within a KF to accomplish
simultaneous estimation of the ellipse parameters. The measurement vector yp

k = [θk, ak, bk]
T that

is employed to update the extent in the KF is formed by the above operations (4.2.12-4.2.15). The
values for Cυp are user-defined and can be tuned to reflect their uncertainties.

The algorithm for the both the kinematic state and extent parameter vector updates, with adjusted
parameter notations from [6], can be found in Table 4.5.

We have also carried out some additional analyses on the impact of changing the number of
measurements and noise levels on the algorithm, included in the Appendix B.2. They have been
described and the results have been supported with appropriate plots.

4.2.4 Results

The PAKF was applied on a simulated trajectory and the results were evaluated and compared
with two state-of-the-art methods (the MEM-EKF* by Yang [YB19] and the RMM by Feldmann et
al [FFK11]) based on the Gaussian Wasserstein (GW) distance. Following this, our algorithm was
applied on the DAAN dataset.

Simulation

The standard trajectory that has been used multiple times for evaluating the performance of
elliptical trackers in literature has been considered [FFK11, LL16, YB19, TO21]. It entails a target of
dimensions 340m by 80m starting from the origin and moving at a constant speed of 50km/h. At
every observation step, measurements were drawn from a Poisson PDF having a mean of 250.

An NCV model (Appendix A.1) was adopted for the kinematics state system model. The kinematic
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Table 4.5: Updates based on Elliptical Principal Axes Model, adapted from [6].
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Table 4.6: Filtering Execution Time

Approach MEM-EKF* RMM PAKF

Time [s] 1.50e−2 2.50e−4 1.70e−4

settings for all three approaches were kept similar: the process noise covariance of kinematic
state was Cω

r = diag(1502, 1502, 52, 52). The measurement noise covariance was set as Cυ
r =

diag(302, 302).

The state equations for p are the same as in (4.1.17). The initialisations of PAKF and MEM-EKF*
were realised with the same parameters for a fair comparison. The covariance of the process noise
for the extent parameter vector was taken as Cυ

p = diag(0.12, 22, 12). Individual settings for τ = 50

and υ = 56 are used for RMM.

The measurements, ground truth, and estimates from all three approaches from a single run
have been plotted at regular intervals over the trajectory in Figure 4.8. The filters were executed
for 1000 Monte Carlo runs and have been evaluated using the GW distance metric. The GW
distance, a scalar value, is a recommended metric measure for evaluating elliptical approximation
performance of an estimated ellipse against its ground truth [GS84, YBG16]. Its definition is
provided in Appendix A.3. The extension errors calculated as GW Mean Squared Error (MSE)
distances at every step are shown in Figure 4.8b.

The PAKF has errors that are comparable to those of MEM-EKF*. The RMM errors are higher
around the turns in particular, despite being on par with its counterparts on the straight parts of
the trajectory. As we are looking for computational efficiency, we recorded the execution time
taken by each method. For a single observation step with a target generating 250 measurements
on average, the execution times are shown in Table 4.6, where PAKF outperforms the others.

In Appendix B.2, we provide additional error plots and insights by examining the effects of the
mean number used for measurement generation.
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Figure 4.8: Images from [6]©2021IEEE
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Figure 4.9: The left plot shows a vessel’s elliptical extent that has been reconstructed from its AIS
information. The cyan asterixes are the challenging radar measurements from frame k = 450.
The sensor is in a South-Eastern direction. On the right is an intensity plot of cumulative radar
measurements over 10 consecutive frames using 40 bins. Image from [6]©2021IEEE

Dataset

The performance of PAKF is now demonstrated on real-world data from the DAAN dataset which,
as a recall, is affected by heavy distortion, smearing, occlusion and aids to navigation. A closer
look to the noisy measurements from Target 2 (129m by 23m), our target of interest, can be found
in Figure 4.9. With the intensity plot, it can also be seen that some regions are likely to produce a
higher density of measurements when accumulated over time. Only the point cloud measurements
that correspond to Target 2 were input to the filter. The point clouds are more widely spread
from afar, with respect to the own, and improve as from k = 450. The target kinematic state was
initialised from the exact AIS values (hence the initial bias seen in Figure 4.10, where the first
elliptical estimates are more Eastwards than the point clouds).

The kinematic measurement noise covariance was taken as Cυ
r = diag(302, 352) for this experiment.

The extent parameter vector p0 = [2.36, 175, 25]T with covariance Cp
0 = diag(0.142, 2002, 252) be-

cause of the initial distortion. To compensate for the fluctuations and high noise, the measurement
noise covariance for p was set to Cp

υ = diag(0.012, 202, 102) and the extent process noise covariance
to Cω

p = diag(0.1, 350, 50).

The PAKF estimates and the extent parameters over time are depicted in Figure 4.10 and Figure 4.11.
The elliptical estimates were plotted at every 35 steps.
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Figure 4.10: Elliptical PAKF estimates (red ellipses) plotted over the radar measurements (cyan
dots) at regular 35 step-intervals. Image from [6]©2021IEEE
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Figure 4.11: The estimated extent parameters throughout the trajectory. The red solid lines are the
estimates and the magenta ones are the AIS values. Image from [6]©2021IEEE



58 CHAPTER 4. ELLIPTICAL EXTENDED TARGET TRACKING

4.2.5 Discussion

When looking at Figure 4.10, one can notice a correlation between the estimated length and width
values and the spread of the point clouds. In Figure 4.11, the dimension estimates start nearing the
reference values. The orientation estimates were affected around moments of occlusion but picked
up eventually to detect the turn.

The current estimates reflect some contrast to the T-MEM-EKF* results in Section 4.1.5, specifically
for the orientation. This is because in the latter approach, there exists a loose coupling between the
orientation and velocity which influenced the results. The PAKF extent is completely decoupled
from the kinematic state. Nonetheless, as a blind decoupled estimator (without any prior knowl-
edge of dimensions) with the possibility of explicit extent noise parameters, the PAKF is a reliable
and efficient tracker for elliptical ETT as the estimates converge closely to their references as the
target gets within a clearer perspective and nearer range.

4.3 Chapter Summary

Two methods were proposed in this chapter, the T-MEM-EKF* approach and the PAKF approach
for elliptical ETT. The T-MEM-EKF* is essentially a custom version of the MEM-EKF*, focussing on
applications that require estimating the orientation of targets having known spatial distributions.
The proposed approach was able to improve on its basis in terms of computational efficiency.
However, its sequential updating approach would still affect the performance for dense point
clouds per target, especially if we consider noisy and distorted measurements. The linear PAKF
approach was then formulated with the aim of having explicit parameter representation for the
extent and could process the measurements in a batch-like manner. The settings of the measurement
noise covariance (of the kinematic state) with respect to the target dimension and application play
an important role in ensuring positive definiteness along with workarounds when challenged.
PAKF’s performance was analysed compared to two state-of-the-art methods and also applied on
real-world marine radar data. The results showed a comparable performance to the MEM-EKF*
with dense point clouds for the accuracy, and it was fastest among the methods used.

The contributions presented in this chapter were published in conference proceedings [5] and [6].



Chapter 5

Elliptical Multiple Extended Target Tracking

This chapter broadly aims at proposing an approach for elliptical METT that builds up on our
works from the earlier chapters for single targets to now multiple targets. We first focus on marine
radar data from the on board sensors onto which we apply a multi-target tracker, before eventually
proceeding to integrate the final METT algorithm in the framework from Chapter 2.1 for processing
ASTERIX radar video streams.
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Two approaches are proposed, the EC-JPDA and the PAKF-based EC-JPDA Filter (PAKF-JPDA).
The EC-JPDA is our approach for MTT that uses the data association scheme by taking a
target-originated point cloud’s typically noisy spread into consideration. The second approach,
PAKF-JPDA, is our proposed elliptical multiple target tracker that essentially combines features
of the PAKF and the EC-JPDA. The results from both methods are presented with comparative
metrics to other standard approaches, where applicable. Finally, we also illustrate the overall
framework’s feasibility supported by results captured from the demonstrator that feeds on radar
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video streams. Continuing with our convention, the notations used from the initial chapters are
retained.

5.1 Centroid-based Multiple Target Tracking

Most observation regions, for example, harbours or vessel range-based regions in our context,
record detections from multiple targets of interest. The targets are likely to generate point clouds,
as are clutter due to error sources or environment-based artifacts. Classical DA approaches for
MTT consider tracking the kinematics of targets primarily under the 1− 1 association assumption
that a point measurement could have originated from only one target and that one target could
have produced only one measurement [BSWT11]. With multiple point cloud measurements, the
assumptions would no longer hold. However, the measurement set could be partitioned by
appropriate methods such as clustering, enabling a cluster-to-target association without the need
to resort to complex m− 1 association schemes.

In this section, we exploit this possibility and propose a custom JPDA filter that accounts for
the extension of a target while estimating its kinematic properties as a whole. The radar image-
extracted measurements described in Chapter 2.2 are clustered into potential target-originated
point clouds. The centroids obtained from the clusters are then taken for updating the kinematic
parameters. Furthermore, information about the target’s extension is retained by the corresponding
cluster’s dispersion matrix that is later included in the gating and association processes, whose
fundamentals are covered in Chapter 3.3 and shall be continued upon in this chapter. The proposed
algorithm has been applied on our marine radar datasets, and we compare the results of our
approach and a standard JPDA filter against the AIS positions.

5.1.1 Related Work

On top of the DA-based MTT algorithms mentioned in Chapter 2.1, the JPDA has commonly been
used in maritime tracking applications in the works [BGV+12, SBHH17, Sie17]. The basic standard
JPDA algorithm as well as some of its approximations [RCBSW10] are however constrained to the
point target assumption, which would not be suitable for dense point clouds of high cardinality as
the combinational computation still ends up rendering the tracker inefficient.

Group Tracking (GT) is another form of target tracking approach that has been brought forward by
Blackman in [Bla86], then as central and formation group tracking, respectively, which was further
developed and applied in the works of [GWD17, GPRD20, ZLLW20]. These methods are basically
concerned about tracking a number of closely-spaced targets that are moving in the same direction
with respect to some metric such as distance or velocity over time. For an ETT perspective, the
MEM-EKF* algorithm [YB19] derived an extent-based covariance to account for the target’s shape
as such.
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5.1.2 Problem Description

Let X k represent the set of Tk individual target states (assumed to be known in the current context)
existing at observation step k and be given by

X k =
{
xtk
}Tk

t=1
(5.1.1)

where each target state comprises its ENU-based position, COG and SOG:

xtk = [me,k,mn,k, ψk, ϑk]
T
. (5.1.2)

We obtain a set of measurements Yk = {y}rkj=1 of cardinality rk that is assumed to have come
from all targets within the observation region, including clutter which is assumed to be spatially
and uniformly distributed over the observation region. It is further assumed that the specific
track-originated measurements are likely to fall within its validation region.

As the JPDA assumes a 1− 1 association restriction between a measurement j and a target t, we
define such an association by θjt. Let the set of ck number of centroids obtained from clustering
Yk be denoted by Yk ≡ {ȳ}ckj=1 ⊆ Yk. We would like to jointly estimate X k by determining the

posterior PDF of the joint association event conditioned on the set Y
k

[VMBS+15],

p
(
θk|Y

k
)
=

1

a1
p
(
Yk|θk, uk,Y

k−1
)
p (θk|uk) (5.1.3)

where uk is the number of validated measurements (centroids), and a1 is a normalisation constant.
The centroid measurements gathered up to observation steps k and k−1 are denoted by Y

k
:= Y

0:k

and Y
k−1

:= Y
0:k−1

respectively, and the joint association events by θk.

5.1.3 Extended Centroid-based JPDA Filter

GT and ETT are analogous concepts relying on similar constructs [SG99, MCS+14, GBR17]. In a
quest to cater for ETT in an advanced step, we suggest using the idea from Blackman [Bla86] as an
intermediary step towards integrating the extent parameters in a target’s state being estimated
within an MTT framework. In [Bla86], multiple targets that are navigating close to each other at
almost similar velocities under the single point assumption (see Chapter 1) are tracked as a group
instead of individually. The group position and velocity are based on the centre of gravity and
group dynamics as a whole.

We therefore adopt the centroid-based concept for a target-originated point cloud, facilitated
by clustering, and expand its use in the JPDA algorithm through an adaptive gating step and
calculation of association probabilities.

At k, measurements in the set Yk are subject to a clustering approach from which a set of centroids
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Yk = {ȳ}ckj=1 is obtained. Each centroid measurement is assumed to be corrupted with additive
zero-mean Gaussian measurement noise υk,

ȳjk = Hxtk|k−1︸ ︷︷ ︸
ŷt
k

+ υk (5.1.4)

where measurement matrix H = [I2, 02]
T . We also denote the predicted centroid-measurement of

target t by ŷtk|k−1.

Adaptive Gating

In the first step to establish the above relationship, the centroids are validated by track t’s ellipsoidal
gate (see Chapter 3.3.1) that we redefine as follows,

Gt := {ȳk :
(
ȳk − ŷtk|k−1

)T (
Cȳ,t
k

)−1
(
ȳk − ŷtk|k−1

)
≤ γ}, (5.1.5)

with threshold γ and predicted measurement ŷtk|k−1. The innovation covariance Cȳ,t
k , originally

defined in (3.1.16) is now expressed as

Cȳ,t
k = HCx,t

k HT + Cυ
k + CD,tk−1. (5.1.6)

CD,tk−1 is the dispersion matrix of the cluster corresponding to target t at k− 1. When a centroid falls
within the gate, all measurements that belong to the specific cluster are also checked for validity.
Eventually, the most recent CD,tk is computed based on the validated cluster measurements and is
used for gating in the next step recursively.

The dispersion matrix describes the spread of validated measurements belonging to the validated
cluster in the East and North directions and it is given by,

CD,tk =

[
σ2
e σ2

en

σ2
en σ2

n

]
. (5.1.7)

The value of CD,tk is adaptive in the gating process, based on the immediate previous observation
step k − 1, and based on the assumption that measurements arising from a target’s surface fall
within the validation region. This allows the filter to adapt to gradual changes in a specific target-
originated point cloud, as a result of the sensor’s varying perspective for instance, throughout its
trajectory.

This process is illustrated in Figure 5.1. Hereupon, Yk is regarded as the general measurement set
to be processed by the tracker.
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Figure 5.1: Validation and association of cluster measurements to obtain CD,tk . Two tracks are
displayed with their simplistic past and current measurements, as well as the tracks’ predictions.
In the first step, the centroids are validated. Then, the cluster measurements belonging to the
respective cluster are further gated so that only those that lie in the gate of a track t, to which they
shall be assigned later, are used to calculate CD,tk which is in turn integrated into the innovation
covariance Cȳ,t

k−1 for the adaptive gating at k. Cȳ,t
k will be used at k + 1, and so forth.

For illustrative purposes, measurements are colour-coded with respect to the tracks. Common
measurements from overlapping gates (orange) are shared and measurements falling out of the
gates (black) are discarded.
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Joint Association Probabilities

Let θ represent joint association events and be defined (omitting k) as

θ =

ck⋂
j=1

θjt (5.1.8)

where θjt is the individual event that centroid ȳj has originated from target t.

A binary matrix Ω of size ([Tk + 1]× ck) is constructed for representing the validated cluster-to-
track (the additional row dimension accounts for cluster-to-clutter) pairings as,

Ω = [ζjt] , (5.1.9)

where the binary variable ζ indicates the individual cluster-to-track validation and can be expressed
as follows,

ζjt =

1 if centroid ȳj ∈ Gt

0 otherwise.
(5.1.10)

Let the number of validated centroids be denoted as uk. An association matrix Ω̂ of feasible joint
events is computed by applying the 1 − 1 constraint to Ω, so that each cluster could have only
arisen from a single target or clutter and that every target could have only produced one cluster:

Ω̂ =
[
ζ̂jt (θ)

]
, (5.1.11)

where ζ̂jt (θ) = 1 for every cluster-track association event θjt ⊂ θ and ζ̂jt (θ) = 0 otherwise.

In order to enforce the constraint that a measurement could originate from only one target,∑Tk

t=0 ζ̂jt (θ) = 1 should be satisfied for all j. In addition, we use a binary target detection indicator
δt which takes care that the constraint of a target producing only one single measurement based on
the joint associated events is satisfied. It is defined as δt :=

∑uk

j=1 ζ̂jt (θ) for all t ∈ Tk.

A measurement association indicator τj :=
∑Tk

t=1 ζ̂jt (θ) is defined to denote that a cluster has
originated from one of the Tk targets. By this definition, the unassociated clusters are thus expressed
as Φ :=

∑uk

j=1(1− τj).

From (5.1.3), the likelihood of a joint association event can be further expressed as a product
of the probability of each individual centroid conditioned on association events over all past
measurements individually [BSDH09][1],

p
(
Yk|θk, uk,Y

k−1
)
=

uk∏
j=1

p
(
ȳj |θjt,Y

k−1
)

(5.1.12)
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whose PDFs can be described using,

p
(
Yk|θk, uk,Y

k−1
)
=


[
N
(
ȳj ; ŷ

t,Cȳ,t
k

)]
:= ftj (ȳt) if τj = 1

V −1 if τj = 0.
(5.1.13)

Cȳ,t
k is obtained from (5.1.6), taking the target’s extension in account. V defines the volume of the

validation region and is given by [BSDH09]:

V = ny

(
γny/2

)√
|Cȳ,t
k | (5.1.14)

where ny corresponds to the measurement dimension, here 2, and γ is the threshold.

The prior, as defined in (5.1.3), reflects the probability of Ω conditioned on the validated centroids
as follows,

p (Ω|uk) =
1

a2

Φ! µ (Φ)

uk!

Tk∏
t=1

(
PGP

t
D

)δt (
1− PGP

δt
D

)1−δt
(5.1.15)

with P tD being the target-specific detection probability, PG the gating probability, and a2 a normal-
isation constant. The unassociated clusters are regarded as clutter and are assumed to follow a
uniform distribution defined by the Probability Mass Function (PMF) µ (Φ). Assuming a Poisson
PMF for the clutter spatial distribution with rate λ, such that

µ (Φ) = e−λV
(λV )

Φ

Φ!
, (5.1.16)

the posterior probability of the association event becomes [BSDH09],

p
(
θk|Y

k
)
=

1

a3

uk∏
j=1

{
1

λ
ftj
(
ȳj
)}τj Tk∏

t=1

(
PGP

t
D

)δt (
1− PGP

δt
D

)1−δt
, (5.1.17)

where a3 is a normalisation constant.

Using relationship (3.3.15), the marginal association probabilities are used with KF equations in
(3.3.10)-(3.3.13) for the target’s state estimation.

5.1.4 Results

The proposed EC-JPDA approach has been applied on all the three marine radar datasets from
the DLR repository. The regular JPDA has also been applied using the same initialisation values
for the state (according to known AIS information or some rough estimate otherwise) and system
model. The proposed method, in essence, can account for the extent of the target by considering
its point cloud spread within the dispersion matrix. Normally, the JPDA-based algorithms allow
target states to be modelled differently at the time of their initialisation, although for uniformity we
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chose to use the same model for each one. The state equation was as in 4.1.6. The results obtained
from both methods were compared based on the positional errors evaluated against AIS positions
using the Euclidean distance and presented.

Clusters were determined via the simple k-means algorithm [Mac67, Boc08], where a strategy was
adopted to estimate the number of clusters to be given as a parameter to the k-means algorithm at
each observation step (See Chapter 2.2 as review). In the appendix B.3, we provide some examples
of clustered point clouds over the trajectories of targets from the datasets.

Two gating approaches, rectangular and ellipsoidal gating were applied. The first gating broadly
filtered out most of the far ranged centroids (as in some cases, the point cloud from a single
target could yield more than one cluster). The refined ellipsoidal gating was then applied to
those centroids that were within the rectangular gate. The centroids were then tracked by both
aforementioned filters.

The overall tracking results as obtained by EC-JPDA are shown in Figure 5.2. We use the observa-
tion steps found in them as well as the ensemble error plots in Figures 5.3 and 5.4 to provide more
insight in the upcoming discussion part. The same colour-code was maintained for each vessel for
easy referencing.

5.1.5 Discussion

From the trajectory estimation plot, the tracks for both Targets 2 and 3 in DAAN show distinct
associations and estimates for the most part. Around k = 300, the estimates of Target 3 are affected
due to the presence of an aid-to-navigation, which is also supported by its error plot. The high
error at the beginning corresponded to the measurements suffering beam spreading, smearing and
poor visibility from far range with respect to the own. On the other hand, Target 2 shows high
errors between approximately k = 500 to k = 650 due to the occlusion phase before picking up as
soon as the target is detected again.

The estimates of Target 2 in DARC fluctuate for the first half of the trajectory, although they remain
persistent over its trajectory. The fluctuations are owed to the RACON-originated measurement
continuously interfering with the target-originated radar measurements that in turn affect the
clustering results. Figure 5.3 again supports the observations. Around k = 350 onwards, we find
an increase in the errors for the remaining trajectory. These could be a combined effect from two
situations: the presence of an aid-to-navigation and the perspective of the vessel as seen from the
dynamic own.

Additionally, the error can be expected to be higher due to the vessel size (Target 2 in DAAN is
129m × 23m and the one in DARC 180m × 29m) and the location at which the AIS transponder
would be mounted on the vessel, as mentioned in the thesis already. As we expect that the position
of the vessel is dominated by the vessel’s centre, the mount location-to-centre discrepancy increases
the larger a vessel is.
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Figure 5.2: Estimates (non-grey coloured points) obtained from EC-JPDA plotted on top of radar
measurements (grey point clouds) for each dataset. The tracks are numbered, and the observation
steps k are included over their respective trajectories. Image adapted from [1] ©2021MDPI.
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Figure 5.3: Positional errors for DAAN and DARC over time. Images adapted from [1] ©2021MDPI.
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Figure 5.4: Positional errors for MANV. Image adapted from [1] ©2021MDPI.

In MANV, the estimated tracks are distinct and clear, including the track of the unknown vessel
(which had also been initiated). Its overall positional errors are relatively lower than for the other
two datasets due to its better resolution. Some fluctuations can still be observed due to the target’s
fast manoeuvres over time. From Figure 5.4, the higher peaks in the beginning correspond to the
vessel’s poor visibility from afar, similar to the previous case. Between k = 450 to k = 500, around
their intersection/crossing, the associations for Target 2 were mixed up and then improved as the
vessels navigated away from each other. Towards the end, Target 3 was partially occluded due to
Target 2, hence the higher errors.

When relating the results of the proposed approach to the standard JPDA, one can observe
comparable performances for MANV and Target 3 in DAAN from a wider perspective. For DARC,
a clear improvement over most of its trajectory can be noticed, and an improvement for Target 2 in
DAAN in the first half of its trajectory (in poor visibility and some occlusion situations). DARC is
a very challenging dataset because of the constant RACON interferences. In this case, using the
dispersion matrix in EC-JPDA to account for the vessel’s measurement spread, and intuitively its
extents, proves to provide more accurate results and robust performance in persistent interferences.
The results also support our statement about a correlation between vessel size and gain of accuracy
as the results for smaller vessels are comparable but are only different with large vessels.

Besides the resolution-related effect, some limitation lies in the basic k-means clustering approach:
it tends to favour spherical clusters and ends up with at least 2 clusters for a single elongated
point cloud. In addition, the cluster evaluation method does not guarantee that we have the right
number of clusters (See Appendix B.3 for instance). In the next endeavour, our framework shall
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be adapted based on other clustering approaches (e.g. the Density-based Spatial Clustering of
Applications with Noise (DBSCAN)).
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5.2 Multi-Sensor Multi Extended Target Tracking

This section is an amalgamation of the cumulative findings and the previous methods for achieving
the final objective of having a multi-sensor (MS) tracking system for MTSAM. We integrate the
elliptical model-based PAKF with the EC-JPDA filter to track the extended states of multiple vessels
over a specific observation region from ASTERIX input. The detections and sensor resolution from
the ASTERIX streams can be expected to be much finer in comparison to those from the standard
on board radars, where a pixel could be almost 1.1m in the streams. This changes the spatial
distribution of the point clouds, that would now be less noisy and would be more elongated instead
of spherical. We can also expect the number of measurements to be even higher. Nonetheless,
we could still expect to face perspective limitations. We demonstrate two examples in Figure 5.5
where a more detailed and complete view of the underlying target’s extent within a real-world
scenario captured from random instances of the stream is shown. If we were to estimate the extent
parameters of the target using only the orange point clouds of one sensor, it would be unlikely
that the estimates would reflect the vessel’s surface itself as the reflections are more prominent on
the visible side. When combined with the blue teal point clouds of the other sensor, however, we
could expect to have a more unbiased view in this case, being our core motivation in this section.

Therefore, the prime idea is to apply the proposed PAKF-JPDA tracker in a sequential MS update
scheme centrally within our demonstrator system. We note that testing out more complex MS
architectures or topologies is out of scope of the thesis. Our basis is now the processing chain
defined in Chapter 2 to process all measurements at discrete steps observed from ground radar
stations strategically located at a harbour. A few changes have been made to boost the tracker with
an automatic track management scheme that takes care of track initiations and deletions. In contrast
to the previous section, we employ a different clustering approach, the DBSCAN [EKSX96], to
account for the non-spherical, arbitrary nature of most point clouds. These are explained next and
the final results are then included in this section with some discussion.

It is highlighted that, unlike the format from the previous sections bearing contributions, this one
follows a slightly different style with more focus on individual interacting components from our
proposed processing chain for the demonstrator.

5.2.1 Related Work

We consider the concepts and applications for elliptical METT based on DA. For an in-depth
review, a thorough explanation on METT approaches is provided in the recent compilation from
[GB22]. Several measurement-track schemes have been mentioned in literature, the 1 − 1, m −
1 (cluster set-track), or even m − n [Bau15]. Based on the association scheme in use, several
methods have been developed, each targeting some specific scheme. For instance, in an MEM-EKF*
implementation [YTB18, YWB20][3], multiple individual measurements are associated to a single
target and the work [YWB20] proposed a JPDA extension to aid track management via existence
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Figure 5.5: The left and right plots are of two different targets captured at different observation
steps by two radar sensors. On the first row, the individual sensor point cloud measurements
are provided in orange and teal blue. The orange yielding sensor is found in the North-East and
the other around North-West directions. On the second row, point clouds from both sensors are
plotted together. Overlapping measurements have a yellowish-green tone.

probabilities, also known as the Joint Integrated Probabilistic Data Association (JIPDA) [CMME11,
ME04]. The JIPDA method has been exploited by the RMM [SRW15] for tracking targets from the
marine radar. The RMM has also been integrated in the probabilistic multi-hypothesis tracker
for addressing the elliptical METT problem [WK10]. A JPDA filter took in measurements from a
maximum likelihood detector and clustering approach applied to marine radar data in the work
of Vivone et al. [VB16]. Instead of using existence probabilities for track management, the M/N

(measurements/observation steps) logic was also applied [BSWT11].

Under strategically located MS systems, one could ensure a more comprehensive traffic view as
discussed above. Several approaches exist for fusing their data under the RMM framework that
was developed for and applied in the maritime context [VGBW16, VGBW17]. Alternatively, a
specialised elliptical fusion approach has been proposed to fuse explicitly parameterised ellipses
based on the random ellipse density and a GW distance approximation [TB21a].

5.2.2 Problem Description

At observation step k, the multi(extended)-target state X k is defined as the set of Tk individual
extended target (vessel) states given by

X k =
{
xtk
}Tk

t=1
. (5.2.1)

Each individual target state xk is modelled by virtue of its kinematic properties rk and elliptical-
extent parameter vector pk that are in turn modelled separately as in the following (omitting target
superscript indices t for readability),

xk =
[
rTk ,p

T
k

]T
, (5.2.2)
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with the parameters of interest expressed as,

rk =
[
mT
k , ṁ

T
k

]T
, (5.2.3)

pk = [αk, ℓ1,k, ℓ2,k]
T
,

where mk is the position vector in ENU coordinates, and ṁk the velocity vector. The vessel is
orientated at αk with length and width related to semi-axes ℓ1,k and ℓ2,k.

The observation region is covered by S sensors, where each sensor generates a set of point cloud
measurements defined by ck centroids, matching the description in the first part of the chapter,
Ys

k = {ys,1k , ...,ys,ckk }Ss=1 that are assumed to have come from potential targets within the region.
Let the set YS

k−1 denotes the multi-sensor measurements sequentially combined and accumulated
until the previous observation step 0 : k − 1 over sensors s = 1 : S.

We would like to estimate the posterior of the multi-target state conditioned on our measurements,
which can be expressed based on Bayes formula in a similar context as in (3.1.1) as follows,

p
(
X k|Y

S

k

)
∝

S∏
s=1

Tk∏
t=1

p
(
Ys

k|xtk
)
p
(
xtk−1|Y

S

k−1

)
, (5.2.4)

where the likelihood PDF is given by p
(
Ys

k|xtk
)

and the prior state PDF by p
(
xtk−1|Y

s

k−1

)
.

The prediction of a target state can be expressed as an integral of the form,

p
(
xtk|Y

S

k−1

)
=

∫
p
(
xtk|xtk−1

)
p
(
xtk−1|Y

s

k−1

)
dxk−1, (5.2.5)

with target state transition PDF p
(
xtk|xtk−1

)
.

The individual target state p (xtk) is the approximation of the posterior by the marginal association
probabilities βsjt, that is the probability that cluster centroid j from sensor s, denoted by ȳs,jk , has
been assigned to track t,

p
(
xtk
)
≈

ck∑
j=1

βsjt p
(
xtk|ȳ

s,j
k

)
. (5.2.6)

Under a typical setting (e.g. see Figure 5.6), having knowledge of the number of vessels that
are present and those that have been detected is challenging, given that all measurements are
unassociated at first. We are also interested in an elliptical approximation of the individual targets,
for which the integration of an elliptical model within an association scheme is vital. As the traffic
in the observation region is dynamic, the number of vessels change over time and requires tracks
to be initiated and terminated accordingly. For instance, the unassociated point cloud in Figure 5.6
could belong to either clutter or a target, and would generally require successive steps for that to
be determined. Thus, an METT solution comprises solving the problems of track management,
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Figure 5.6: The METT problem simplified at a glance. (a) Unassociated set of point cloud measure-
ments (black). (b) The potential associations are assigned different colours, and everything else
that are considered as clutter stay black. (c) Elliptical extent estimates based on the association.

DA and elliptical extent estimation efficiently as a whole in a MS setting.

5.2.3 The PAKF-based EC-JPDA Approach

We refer to the processing chain described in Chapter 2.1. The raw measurements are the detections
from the sensor that are first decoded, and registered onto a common Cartesian frame with a
known reference location. The measurements are then processed sensor-wise, the initial step being
clustering, followed by cluster-to-track assignment whereby marginal association probabilities are
calculated and then state estimation is carried out by the filter. The kinematic state of a target is
assumed to bear no correlation to the extent parameter vector, and the assumptions that applied
for the PAKF and EC-JPDA are maintained. The flowchart in Figure 5.7 shows an overall flow of
the filtering logic for PAKF-JPDA. Note that the value of Tk is updated by the track management
function at every k.

Clustering

Clustering is an important step to ensure that measurement set Yk has been partitioned to improve
the overall data processing. The clusters’ centroids and their respective cluster members are taken
as the input parameters to our proposed filter. DBSCAN has proven to be an effective method in
terms of both computational efficiency and its ability at recognising arbitrarily-shaped clusters,
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Figure 5.7: Flowchart for MS-METT.
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justifying our choice. The DBSCAN relies on two parameters for its cluster search. The first one is
used to define a specific neighbourhood, based on which a point can reach the next one belonging
to the same cluster, and the second parameter defines the minimum of points that are needed to
form a cluster [EKSX96].

As we consider a sequential sensor processing approach, we refer to the measurement set from
sensor s as Ys

k. After the measurement partitioning step, the dispersion matrix CD,jk corresponding
to each centroid over j = 1 : ck in Ys

k is calculated.

The spread of a cluster having centroid ȳr,j
k is derived based all its cluster members as follows

(omitting index s),

CD,jk =
1

dk − 1

dk∑
i=1

(
yjik − ȳr,j

k

)(
yjik − ȳr,j

k

)T
(5.2.7)

so that yjik denotes index of ith measurement belonging to cluster j and dk is the number of
measurements (members) within the cluster.

To distinguish between the measurements required for updating the kinematic state and extent
parameter vector, we introduce superscripts r and p. Thus, ȳr

k is a two-dimensional Cartesian mea-
surement vector employed for the kinematic update, while y

p
k is a three-dimensional measurement

vector employed for updating the extent parameters.

Gating

The gating scheme adopted is a marginally modified version from the adaptive gating in subsection
5.1.3. In the current one, once a centroid has been validated, its corresponding dispersion matrix
calculated from (5.2.7) is taken directly to be used in the calculation of association probabilities
and the adaptive gating in the next step.

State Estimation

Algorithm 1 outlines the DA and the updating procedures at a single observation step within
the tracking framework. The specific equations that are employed have been referenced at every
procedure for reviewing convenience. Note that in the first initialisation step, we use the sensor
with the most extensive coverage for initialising targets. After that, any unassigned measurement,
regardless of the sensor, will form the basis to initialise a new track to be considered for the next
observation step. The target state is updated sequentially sensor-wise, and its prediction reflects a
step-wise transition. As mentioned before, marginal association probabilities are computed based
on the validated measurements ȳr

k and are used for updating the kinematic state of the targets. The
dispersion matrix of the cluster that has been associated to a specific target is used for obtaining
the measurement vector yp

k for updating the extent parameters. The sensor-wise measurement
noise uncertainty is denoted using Cυ,s

r and Cυ,s
p .
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Algorithm 1: Outline of PAKF-JPDA procedures at step k
Data:

• Measurement set Ys
k from all s ∈ S

• Extended state ensemble r̂tk−1|k−1, p̂tk−1|k−1 for each track t ∈ Tk (Tk ̸= ∅)
• State covariances Cr,t

k−1|k−1 and Cp,t
k−1|k−1

Result: Estimates r̂tk, p̂tk, and their covariances Cr,t
k and Cp,t

k

1 for each track t do

2 Kinematic state prediction (from A.1)

3

[
r̂tk|k−1,C

r,t
k|k−1

]
= KF_kin_update

(
r̂tk−1|k−1,C

r,t
k−1|k−1,Fr,Cω

r

)
4 Extent parameter vector state prediction (from 4.1.17)

5

[
p̂tk|k−1,C

p,t
k|k−1

]
= KF_ext_update

(
p̂tk−1|k−1,C

p,t
k−1|k−1,Fp,Cω

p

)
6 for each sensor s do

7 Cluster measurement set using DBSCAN

8

[
Ys

k, {CD,jk }ckj=1

]
= cluster_measurements(Ys

k)

9 Measurement validation (from 5.1.5)

10
[
ȳr
j

]
= validate_measurements

(
Ys

k, r̂
t
k|k−1,C

r,t
k|k−1,Hr,Cυ,s

r ,CD,jk−1

)
11 Measurement likelihood over each measurement j (from 5.1.13)

12
[
{ftj(ȳr

j)}
ck
j=1

]
= pdf

(
{ȳr

j}
ck
j=1, r̂

t
k|k−1,C

r,t
k|k−1,Hr,C

ȳ,t
k

)
13 if t is confirmed then

14 Association probabilities (from 5.1.17)
15

[
{βjt}ckj=0

]
= compute_marg_assoc_prob

(
{ftj(ȳr

j}
ck
j=1, P

s
D, λ

)
16 Kinematic State Update (3.3.10 to 3.3.13)

17

[
r̂tk|k,C

r,t
k|k

]
= state_update

(
r̂tk|k−1,C

r,t
k|k−1, {ȳ

r
j}
ck
j=1, {βjt}

ck
j=0,C

ȳ,t
k

)
18 Extract elliptical measurements through EVD (from 4.5)

19 y
p
j = get_elliptical_measurements

(
CD,jk ,Cυ,s

r

)
20 Extent parameter vector update (3.3.10 to 3.3.13 by adjusting parameters for p)

21

[
p̂tk|k,C

p,t
k|k

]
= extent_update

(
p̂tk|k−1,C

p,t
k|k−1,y

p
j , {βjt}

ck
j=0,Hp,Cυ,s

p

)
22 Output estimates:

• Estimates r̂tk and p̂tk
• Covariances Cr,t

k and Cp,t
k
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Track Management

One of the most important step to maintain a smooth filtering operation is by employing an
automated track management function, included in Figure 5.7. In principle, it is responsible
for track initiation (both when there are existing tracks and not) as well as track termination.
Appropriate counters are implemented to account for the validation and update phases (marked
by a star in the flowchart). The track management core processes are explained as follows:

1. Track Initialisation
A potential track is initialised based on the first detection at the beginning of the observation
altogether. For the demonstrator, we used the detection(s) from one sensor that is believed
to be more likely to detect vessels on the expected and common routes within the region of
interest due to its vantage location.

Other than initialisation at k = 1, the measurements that have been left without any associa-
tion are monitored at every step and used to initialise a potential track.

2. Track Confirmation
The potential track is confirmed as soon as it has had one measurement continuously vali-
dated (M ) times over some specific number of observation steps (N ), otherwise the track is
discarded. Confirmed tracks are updated according to our association and filtering schemes.

3. Track Merging
At every k, the tracks are checked for correlation with other tracks. For some acceptable (based
on the traffic and measurement quality over the region) track-to-track correlation threshold,
the tracks are merged to eliminate any duplication. Two tracks can be compared by carrying
out a track-to-track correlation test.

Given the kinematic states of two tracks r1k and r2k and their covariances Cr,1
k and Cr,2

k , a
correlation quantity Λ is computed using the following,

Λ =
(

r̂1k − r̂2k
)T (

Cr,12
k

)−1 (
r̂1k − r̂2k

)
(5.2.8)

where the cross covariance matrix Cr,12
k = Cr,1

k + Cr,2
k . Λ is then compared to a merging

threshold γt so that the hypothesis that the two tracks are likely to have come from the same
source is confirmed if Λ < γt. The threshold value has a χ2

nr
PDF where nr is the dimension

of the state vector.

The correlated tracks can then be merged based on the basic fusion approach from [SK71],

r̂k = Cr,2
k

[
Cr,1
k + Cr,2

k

]−1

r̂1k + Cr,1
k

[
Cr,1
k + Cr,2

k

]−1

r̂2k (5.2.9)

Cr
k = Cr,1

k

[
Cr,1
k + Cr,2

k

]−1

+ Cr,2
k .
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The above computations are quite extensive and could slow down the processing especially
if a high number of targets are present (for example, more than 10). In this situation, the
demonstrator can switch to another approach which is programmed to terminate the more
recent track and instead retain the older track.

4. Track Termination
A confirmed track is terminated in case there were no validated measurements for some
consecutive observation steps given by M−/N−.

The track management function also assigns an unique identification or label to the tracks at the
moment of initialisation.

5.2.4 Results

In this subsection, we present the sensor set-up, details pertaining to specific parameters of the
algorithms employed and the captured images of the final results at random observation steps to
demonstrate the working framework. For security reasons, the date and time of the recording as
well as the true coordinates of the reference system are not mentioned.

Sensor Set-Up

The observation region of interest is an area around the port of Hamburg. The sensors are
cooperating ground-based radar stations in strategic locations providing data over the region. In
all, there are three main sensors with dominant views in the North-East (Sensor 1), North-West
(Sensor 2) and South-West (Sensor 3) directions that have been considered. They have all been
registered with a common reference point in a local ENU coordinate system.

Based on our familiarity with the setting and data being streamed, it is believed that Sensor 1

and Sensor 2 have a comparatively larger coverage than Sensor 3 for the most part. Sensor 1 was
assigned the highest target detection probability, and was thus used to initialise the targets at the
beginning.

Parameters and State Initialisation

The parameters of DBSCAN were determined based on a trial and error basis to obtain the duo
that works well without any over- or under-fitting. The eps value was set to 20 and minimum
number of samples to form a cluster set to 50.

The NCV model was assumed as a standard system model for all targets, with sampling interval T
set to 2.5s. The kinematic state was initialised using the centroid position. The extent parameter
vector followed the linear time propagation model described in (4.1.17). The parameter settings
and descriptions are provided in Table 5.1.
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Table 5.1: Parameter Settings

Parameter Value Description

eps 20 DBSCAN eps value

min_samples 50 DBSCAN minimum number of samples

Cr
0 diag(22, 22, 32, 32) Initial kinematic state covariance

Cp
0 diag(0.252, 12, 12) Initial extension vector covariance

Cω
r diag(202, 202, 0.22, 0.22) Kinematic state process noise

Cω
p diag(0.52, 0.22, 0.12) Extension vector process noise

Cυ,1
r diag(22, 22) Sensor 1 measurement noise

Cυ,2
r diag(32, 32) Sensor 2 measurement noise

Cυ,3
r diag(62, 62) Sensor 3 measurement noise

Cυ
p diag(202, 202, 0.22, 0.22) Extension measurement noise

PD 0.95, 0.85, 0.85 Detection probabilities for Sensors 1-3

PG 0.99 Gating probability

λ 3.00 Clutter rate

cg 4 Rectangular gate threshold

γ 9.21 Ellipsoidal gate threshold

M/N 5/6 Confirmation condition

M−/N− 4/4 Termination condition

γt 5 Threshold for track correlation
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Figure 5.8: Magnified image of an exemplar elliptical estimate overlaid over the MS detections.
The estimated parameters are printed in the format explained in (5.2.10).

Illustrations

Random images with the tracking results are shown in the following figures. The stream occurs in
a dark background setting, with detections from Sensor 1 given in orange Sensor 2 in teal blue and
Sensor 3 in magenta. A magnified version is shown in Figure 5.8. Overlapping detections often
give a yellowish-green hue. The estimates are printed over the detections based on the format
below:

T# : αtk|α̃tk︸ ︷︷ ︸
heading

, 2ℓt1,k × 2ℓt2,k︸ ︷︷ ︸
length×width

, (5.2.10)

where

• the number in T# is the step at which the target got initialised,

• the headings given in αtk|α̃tk are printed so that if the target follows a trajectory from West to
East, its heading is given by αtk, and in the opposite case, the heading is given by α̃tk = αtk+π.

• 2ℓt1,k × 2ℓt2,k represent the length and width, respectively.

We next provide the tracking results of all three sensors and then of two sensors, Sensor 1 and
Sensor 2 as Sensor 3 would give rise to much clutter and radar backscattering effects. The discussion
is carried out in the next subsection.

5.2.5 Discussion

For the record, while we target live monitoring for MTSAM, we have used a live-recorded stream
from the three sensors with permission of the Hamburg Port Authority in this thesis. This helped
us to present results by varying the number of sensors over the same situation. Due to the lack of
any reference, we are unable to provide exact evaluations but we focus on the tracking results with
respect to the situations.

In the first case, we consider all three sensors. The plots in Figures 5.9 and 5.10 show the estimates
at some random observation steps. Specific outlines of the harbour from each sensor are visible,
together with some docked vessels (e.g. the horizontal dominant orange detections to the right).
The aids to navigation in the observation region have been masked, and are thus not estimated as
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(a) Estimates from one vessel and a ghost vessel in the East (result of radar reflections).

(b) Estimates from four vessels and another ghost vessel (inner North West from centre).

Figure 5.9: Estimates of PAKF-JPDA with three sensors. [Sensor 1: Orange, Sensor 2: Teal, Sensor
3: Magenta]
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(a) Estimates from four vessels and a ghost vessel (inner North West from centre).

(b) Estimates from three vessels. Notice the radar reflections the water trail of the upper target.

Figure 5.10: Estimates of PAKF-JPDA with three sensors. [Sensor 1: Orange, Sensor 2: Teal, Sensor
3: Magenta]
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targets. The extended states so far seem to be able to represent the full underlying vessels covered
from the different perspectives.

We can also observe clutter and radar scattering occasionally occurring within the region, where
Sensor 3 suffers comparatively more from those compared to the other sensors. Consequently, the
radar detections falsely resulted into targets, which we call ghost vessels, that are quite challenging
to eliminate. However, as they are temporary, single-sourced, and exist for much shorter periods,
it becomes clear that those occurrences are mere clutter. The track management function will
eliminate the track eventually. In addition to this, reflections due to water trails can also be seen
and they do not interfere with the estimated extent parameters as much as the reflections yielding
ghost vessels.

Completely to the left in Figure 5.9b, there was a large vessel turning around, under limited
visibility. This caused the detections and clustering results to be processed in an uncanny way,
jumping between ellipses and circles on and off. An important observation is also a synchronisation
issue with the sensors, for instance in Figure 5.10b, where the detections are not entirely aligned.
We would like to note that investigating the synchronisation is not within the scope of the thesis
and shall rather be looked at in the future works.

In the second case, Figures 5.11 and 5.12 depict results from Sensor 1 and 2. Overall, the estimates
seem to be representing the underlying vessels, where the different perspectives from both sensors
are complemented in a less cluttered representation of the same environment as before. This is
especially true for the large vessel in Figure 5.11 where the benefits of having MS can be clearly
seen. Unlike the results from the three sensors, the reflections from Sensor 1 have not been detected
as a potential target. There could be two possible reasons for this. Firstly, based on the clustering
parameters, the minimum number of points for a cluster to be detected might not have been
reached. Secondly, the reflections had a tendency to fluctuate a lot from one step to the other, so
that even if a track would be initialised, the chance of it getting confirmed was low.

In Figure 5.12, the first single vessel has been included to illustrate that the elliptical estimate
represents mostly the overlapping detections, thereby complementing each sensor quite well. The
same can be seen in Figure 5.12b for the most part. One of the targets (the left one) at the centre is
moving towards the South and the other towards the East. Still, the perspective-difference from
the sensors is vivid, making it hard to figure how accurate the estimate is, without any reference.

We have recorded the computation times for the different steps to assess the overall performance, as
we processed the streaming using PyCharm 2019 (Python 3.6 version) platform on a 2.60 GHz Intel
Quad Core processor. Considering all the three sensors, the average computation time taken over
50 steps of streaming, for a single observation step is 1.98s. We broke down the whole operation
into three different stages comprising the MS measurement registration and loading, clustering
and tracking. The first two stages dominated the total computation time by accounting for almost
70% of the execution, where measurement loading and clustering were balanced at 35% and 34%
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(a) Estimates of four vessels. Notice the reflections West from Sensor 1 (orange) due to the large vessel.

(b) Estimates of the same four vessels after approximately 15s.

Figure 5.11: Estimates of PAKF-JPDA with two sensors. [Sensor 1: Orange, Sensor 2: Teal]
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(a) Estimate of a single vessel.

(b) Estimates of three vessels, with a target turning.

Figure 5.12: Estimates of PAKF-JPDA with two sensors. [Sensor 1: Orange, Sensor 2: Teal]
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respectively. Our proposed tracker accounted for the remaining 31%. This applies to a situation
where a step had at least two medium vessels (between 70m to 100m in length). A higher number
of vessels is more prone to influence the clustering and tracking computation times, while the
measurement loading remains more or less constant.
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5.3 Chapter Summary

In the first part of the chapter, an EC-JPDA filter taking the target’s extent into consideration
was proposed for MTT, whose association was carried out between clusters and target tracks,
upholding the 1 − 1 cluster to track constraint. The clusters were obtained from the k-means
clustering method on the detections. The algorithm was applied to the datasets of the DLR-
repository and improvements in the positional estimates of larger vessels were observed when
compared to the standard JPDA filter against the AIS positions. Around closer ranges, and with
the smaller vessels, similar performances were observed from both filters.

The second part of the chapter introduced the MS-METT problem and proposed a processing chain
with the PAKF-JPDA algorithm to tackle the problem. The essential feature of this algorithm is it
being a combination of the PAKF for elliptical ETT and the EC-JPDA for multiple targets DA and
state estimation. A MS-based flowchart and an outline of the algorithm were provided, which
were experimented on an ASTERIX-based data stream. Results from multiple ground-based radar
sensors were shown and discussed. The benefits of using multiple sensors in providing a more
complete picture over the observation region were clearly visible. We also deduced that having
more sensors may not necessarily improve the results –depending on the sensor’s placement and
for instance, its quality (which was a challenge in our stream) –where perhaps using a specific
sensor combination could be more reliable.

The contributions presented in this chapter were partially published in journal article [1]. The
proposed algorithm MS-PAKF-JPDA is planned to be published as a journal article in the near
future.
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Conclusion

The advantages of a proper MTSAM are bountiful especially when it comes to increasing the
awareness over a certain observation region of interest. The support system that helps achieving
the same relies on the early stage processing, such as gathering measurements that are in the form
of point clouds, detecting potential targets and eventually estimating their (extended) states over
time. This is what we have considered in this thesis.

We have proposed frameworks to process marine radar data, from both dynamic sensors (on
board vessels) and static sensors (anchored vessels and ground radar stations) with the objective
of having an efficient and accurate elliptical METT tracker. Our research was therefore centred
on obtaining an elliptical model with explicit parameterisation, and on its integration in an MTT
DA-based tracker. The contributions are thereafter summarised.

A real-world marine radar-based repository with three different trajectories, available to the
research community, has been proposed for the evaluation of target tracking methods. Some
typical and day-to-day situations were considered, such as having a target navigating amidst aids
to navigation or trajectories affected by occlusion. The algorithms that we have developed in the
next phases shall be evaluated against these datasets.

The first elliptical model at which we look for ETT is the MEM-EKF* one. We proposed a tailored
approach, T-MEM-EKF* based on the MEM-EKF* model that allows us to estimate the orienta-
tion of a vessel while keeping the semi-axes fixed. Compared to the original formulation, the
T-MEM-EKF* has proven to be more computationally efficient as well as accurate when applied
to simulations and trajectories from our dataset. The two methods, however, use a sequential
approach to process measurements and could cause substantial reduction in efficiency should
there be higher numbers of measurements in a target’s point cloud. This led to a search for a batch
approach to the problem retaining an explicit parameterisation of the elliptical extent.

The PAKF has then been proposed, particularly suited for problems with noisy and high number
of measurements. It uses a custom EVD operation by which measurements for updating the extent

89
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parameters are obtained. This is in addition a contrast to the previous approach that constructs
pseudo-measurements for updating the extent parameters. PAKF turned out to be the trade-off
between efficiency and accuracy, as shown by our simulations and comparisons against state-
of-the-art methods. The results obtained from our dataset were overall satisfactory, given the
challenges with the data itself.

The next focus would be MTT, where EC-JPDA was proposed to estimate the multi-target kinematic
state of a known number of targets from our datasets. In essence, the algorithm processes target-
originated point clouds’ centroids and accounts for the spread of a target’s point cloud by including
the dispersion matrix in the gating step adaptively and in the calculation of innovation covariance
in general. When applied to our datasets and compared against the standard JPDA version, the
results of EC-JPDA were more accurate the larger a vessel was. This approach is used as a basis
for the next contribution.

We have proposed a framework for MS elliptical METT with a track management function with
the PAKF-JPDA approach. As the name suggests, it is a combination of our two aforementioned
contributions that is implemented for processing data from three ground radar stations in a real-
world harbour setting. The measurement quality of the latter is higher as compared to the on
board marine radar in terms of resolution and noise. We have used a sequential supdate to account
for the different sensors, and our track management function was responsible for track initiation,
confirmation, and deletion. The results from our demonstrator were illustrated, accompanied by
appropriate discussions. The robustness of the system as a whole lies in our tuning parameters for
clustering, extension process noise covariance and track management.

Future Research

Some open questions remain when it comes to advancement and improvement of our work. In the
thesis, much focus was put on target tracking. Some of the related and dependent concepts are
therefore yet to be explored.

The target detection and clustering processes could be further improved by investigating the
performance of the tracker based on more specific clustering approaches. When we presented the
framework and tracking implementations, the average time to process multiple target-originated
measurements from a single observation step included the time taken for measurement detection,
extraction and clustering summed up. Optimising the early-stage pre-filtering processes is thus
a relevant consideration. We shall study performance with respect to more complex clustering
approaches, for instance, the hierarchical-based agglomerative clustering.

Regarding MS processing, a central-level setting was considered for our tracker, where a main
module processes measurements from each sensor sequentially. Nonetheless, with distributed
sensor systems (both dynamic and static), several topologies could be used and instead of the
sequential update, an MS-based batch update could be implemented by using composite measure-
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ments. The opportunity to integrate the sophisticated ellipse fusion approach from [TB21a] could
also be taken advantage of. Additionally, we shall look into ways to make the system compensate
for synchronisation problems, that we currently have little provision for.

The DA method could be reinforced by exploiting more complex inter-dependencies, for instance,
the system could take the vessel’s velocity into account. Finally, our next task would be to collect
data and build appropriate neural networks-based models for vessel classification based on its
extent estimates. Not only would it improve MTSAM, it would even be the basis to use awareness
strategies for anomaly detection.
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Appendix A

Supplementary Methodology Definitions

A.1 Nearly Constant Velocity Model

Consider the kinematic state of a target xk that contains the target position [m1,m2, ]
T and velocity

[ṁ1, ṁ2, ]
T at observation step k − 1,

xk−1 = [m1,m2, ṁ1, ṁ2]
T
. (A.1.1)

The state equation relies on the assumption that the target moves in a straight line with a nearly
constant velocity in a two-dimensional coordinate system. By representing the sampling interval
with T , the discretised system model (also known as discrete white noise acceleration model) can
be expressed as [BSKL02],

xk = Fxk−1 + Γvk−1︸ ︷︷ ︸
ωk−1

(A.1.2)

where

• transition matrix F =


1 0 T 0

0 1 0 T

0 0 1 0

0 0 0 1



• process noise distribution matrix Γ =


1
2T

2 0

0 1
2T

2

T 0

0 T

,

• and the process noise vk−1 = [v1,v2]
T .

Overall additive noise term ωk−1 follows a Gaussian PDF defined by ωk−1 ∼ N
(
0,ΓCvΓ

T
)

.
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A.2 Coordinates Transformation

Expressing target positions in Cartesian coordinates provides the possibility to use the simple
standard KF for tracking. The point clouds measurements that are obtained in our case are normally
in polar coordinates that are each then transformed into their ENU-based Cartesian equivalents.
For readability, we omit the measurement and observation step indices j and k.

Let each measurement vector Ω from the set of measurements received be expressed in the terms
of its range r and bearing (azimuth) φ with respect to the observing sensor platform as Ω = [r, φ]T .
The measurement is modelled as some source with additive zero-mean Gaussian noise of variances
σ2
r and σ2

φ. The first step is to apply the classical standard coordinate conversion equation [LBS93],[
ỹe

ỹn

]
︸ ︷︷ ︸

:=ỹ

=

[
rsin(φ)
rcos(φ)

]
(A.2.1)

where φ defines the angle between the North-axis and the vector pointing towards the respective
target in a clockwise direction.

In order to obtain the covariance matrix of the measurement noise υ and account for the conversion
errors, assumed zero-mean, (A.2.1) is linearised by computing its second order error statistics
based on the following equations derived in [Fra07]:

Cυ = T φ

[
µ
(
cσ2

y + σ2
r

)
+ 2cr2 0

0 µs (σy)
2

]
T T
φ (A.2.2)

where the abbreviations

• µ = eσ
2
φ ,

• σ2
y = r2 + σ2

r ,

• c = cosh
(
σ2
φ

)
− 1, and,

• s = sinh
(
σ2
φ

)
.

The transformation matrix T φ is calculated as [Fra07],

T φ =

[
sin(φ) cos(φ)
cos(φ) − sin(φ)

]
. (A.2.3)

The final (unbiased) converted measurements are then obtained by the following equation [Fra07]

y =
1
√
µ
ỹ (A.2.4)
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A.3 Gaussian Wasserstein Distance Metric

The GW distance is a common and accepted metric for evaluating elliptical trackers [YBG16]. It
computes the distance between two ellipses by taking both their centres and covariances into
account.

Let the extended state of a target x at a distinct observation step be represented by x =

[m, α, ℓ1, ℓ2]
T defined by its position m and its elliptical extent parameters. x is assumed to

follow a Gaussian PDF x ∼ N (m,Cx), where its covariance is obtained based on the following
relation,

Cx = R(α)DR(α)T (A.3.1)

where R(α) =

[
cosα − sinα

sinα cosα

]
is the rotation matrix and D =

[
ℓ21 0

0 ℓ22

]
represents the

covariance of the semi-axes.

If a similarly defined extended state y is also Gaussian distributed so that y ∼ N (m̂,Cy), then the
GW distance d between x and y is given by [GS84]

d :=

√√√√||m − m̂||22 + Tr

(
Cx + Cy − 2

√(√
CyCx

√
Cy
))

. (A.3.2)

When used for evaluating the estimates against a particular ground truth, the d is calculated for
every observation step k.
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Appendix B

Additional Results

B.1 T-MEM-EKF* Results for METT

In this appendix chapter, we present the results of applying the T-MEM-EKF* written in Table 4.1
on a second dataset, MANV, from the DLR repositories (See Chapter 2) [3]. The elliptical tracker
was integrated into a linear JPDA framework [YTB18] for tracking the kinematic states and extent
parameters of multiple targets simultaneously.

B.1.1 Setting and Evaluation

The same state definition and system model as defined from (4.1.5)-(4.1.8) were used for this
dataset. The MANV dataset involves two main vessels of interest, Target 2 (29.0m ×6.7m) and
Target 3 (23.0m ×6.0m), in very dynamic random manoeuvres recorded from a static own vessel
over k = 1000 observation steps. There are three static targets, that are tracked as well. The targets
were initialised based on the AIS information where available for their positions, COG, SOG and
length and width. The estimates were plotted at every 25 steps, and are found in Figure B.1. The
orientation estimates for the two targets and the overall positional errors as evaluated against the
AIS (where available) ones using the Optimal Subpattern Assignment (OSPA) metric are shown in
Figure B.2.

OSPA is an MTT evaluation metric that accounts for the positional and cardinality errors of every
target combined. Let the set of estimated tracks be represented by X̂ of dimension n and that of
the ground truth tracks by G of dimension m. For m ≤ n, the OSPA distance between the two sets,
considering a so-called cut-off value c and an order value p, is given by [SVV08, BVV17]:

dp,c

(
X̂,G

)
=

[
1

n

(
m∑
i=1

dc

(
x̂i, gi

)p
+ cp (n−m)

)]1/p
(B.1.1)

97



98 APPENDIX B. ADDITIONAL RESULTS

-3000 -2500 -2000 -1500 -1000 -500 0 500 1000 1500

East [m]

-2000

-1500

-1000

-500

0

500

1000

1500

2000

N
o
rt

h
 [
m

]

-550 -450

-550

-450

-1500 -1400 -1300

-500

-400

-300

0 20 40 60 80 100
1400

1440

1480

T-MEM-EKF* Estimates

Target 2

Target 3

Figure B.1: Illustration of the elliptical estimates over the trajectory at intervals of 25 observation
steps. The target ellipses are colour-coded, and the radar measurements are represented by the
cyan dots. An unknown target was detected as from [−2000,−2000]T . Image adapted from
[3]©2019CMRE
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Figure B.2: The plots illustrate the orientation estimates of Target 2 (left) and Target 3 (middle)
with their standard deviations over time and overall positional errors (right) as obtained by OSPA
metric. Image from [3]©2019CMRE
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where dc
(
x̂i, gi

)
= min

(
c, d
(
x̂i, gi

))
is a function for computing the Euclidean distance d

between the estimated position and its corresponding ground truth values as long as the difference
is less than c. The second term in the right hand side accounts for the cardinality error, weighted
by c > 0. The value of p could be any number between 1 and ∞. Higher values signify harsher
penalty to estimates that are far from their ground truth.

In our case, all the tracks, except for the unknown one (detected at around [−2000,−2000]T in
FigureB.1) were used in the evaluation, where the c = 150m and p = 2. It is noted that the right
estimate-to-ground truth mapping was ensured prior to and at the time of initialisation, hence the
permutations described in [SVV08] could be skipped.

B.1.2 Discussion

A common feature of the radar measurements that can be observed in our datasets is the spread
or scattering of targets-originated measurements the further away they are from the own vessel,
anchored at the origin in Figure B.1. The arrows indicate their course at the beginning of their
specific trajectories. The magnified rectangular bounding boxes, particularly for Target 2, show a
rather strong correlation between the measurements spread and the estimated ellipses. This can
also be confirmed in Figure B.2’s orientation plot for most of its trajectory before 700s. However,
the estimates improve upon approaching the own vessel. Target 3’s orientation estimates were
comparatively better throughout its trajectory, until the vessel was partly occluded by Target 2
from the own as of k = 800. The higher error around the same time in OSPA plot also corresponds
with the occlusion of Target 3.

As a summary, besides being noisy, the point cloud measurements were more prominent on the
visible side of the target from the own vessel’s perspective. When far, the estimates would tend
to be sensitive to the point-clouds’ spreads although they improve as the targets get closer. In
addition, the situation could be improved by having multiple strategically located sensors offering
wider perspectives.

The contributions presented in this chapter were partly published in workshop proceedings [3].
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B.2 PAKF Analyses and Discussions

In this section, we first present some analyses from our EVD sub-algorithm based on equations
(4.2.9) to (4.2.15) by varying the measurement noise over a couple of simulations. We also consider
using different mean (denoted n in this section) for generating the number of measurements to
investigate any influence. Finally, we repeat our trajectory simulations with the three different
trackers used for comparisons in Chapter 4.2 with varying number of measurements and present
the findings.

Influence of Cυ
r values

Different noise levels are assigned to Cυ
r and their effects on obtaining the extent measurements,

denoted by yp := [θ, a, b], from simulated point cloud measurements are analysed at single-
step runs. Measurements from a uniform distribution on a target’s body, of size 80m by 20m and
orientation of 135o were generated. The number of measurements to be generated was intentionally
chosen high to replicate sensors that yield dense point clouds and was drawn from a Poisson
distribution of mean 250. Four noise settings are considered:

(i) Cυ
1 = 02

(ii) Cυ
2 = diag(52, 52)

(iii) Cυ
3 = diag(152, 152)

(iv) Cυ
4 = diag(302, 302). (B.2.1)

Given the point clouds, we applied our EVD to obtain the elliptical measurement vector yp that
would next be used for updating the extent parameters within the PAKF. The decomposed elliptical
values are given in Table B.1 and their reconstructed ellipses in Figure B.3a. It is clear from the
table that the values for yp are approximately within ±5o and ±5m of the orientation’s and the
semi-axes ground truth values.

One should also note the appropriate noise value varies subjectively application-wise, as well as
target dimension-wise. The high noise was simply chosen as a demonstration, although it wouldn’t
be sensible for a smaller target. Cars that are detected from close ranges would require ideally
lower noises or another modelling strategy. It is also true that when we assess the standard marine
radar measurements, they are not uniformly distributed and depend on the sensor perspective
strongly amongst other factors. Under the real-world settings, we could expect the EVD values to
be noisier and account for their uncertainties in Cυ

p .
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Figure B.3: Images adapted from [6]©2021IEEE
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Table B.1: Values obtained from EVD [6]. [Ground truth: θ = 135o, a = 80m, b = 20m]

Measurement Noise
Covariance

Orientation, θ [o] Major Semi-axis,
a [m]

Minor Semi-axis,
b [m]

Cυ
1 136.2 79.9 19.5

Cυ
2 132.4 79.1 19.2

Cυ
3 134.8 84.6 18.9

Cυ
4 138.6 76.1 22.5

Table B.2: EVD parameters under different settings [6]. [Ground truth: θ = 135o, a = 80m, b = 20m]

Mean Measurement Noise
Covariance

θ [o] a [m] b [m]

5
Cυ

2 162.5 49.3 12.6

Cυ
3 162.5 40.4 25.3

50
Cυ

2 136.2 82.5 23.8

Cυ
3 136.2 75.0 15.2

100
Cυ

2 136.0 78.4 23.5

Cυ
3 136.0 75.9 17.7

Influence of Number of Measurements

We now investigate whether the number of measurements (in a point cloud) could affect the EVD
and consequently the decomposed values. The same setting as above is used for our simulations,
and we retain the two noise settings, Cυ

2 and Cυ
3 from (B.2.1). Different mean values are used for

generating measurements from the target’s surface under the two noise settings: 5, 50, and 100.
The results from EVD are presented in Figure B.3b and Table B.2.

The first row of Figure B.3b captures a sparse-measurement situation, where corrected dispersion
matrix ΣD̂ had negative entries. This led to inaccurate representation of the underlying target. As
n increases however, the values obtained from EVD improve and get more representative of the
true dimensions. A workaround that we propose for ensuring the positive definiteness is assigning
the negative entries, if at all, to very small non-zero values before processing them further.

Overall Impact of Number of Measurements

Finally, we include the overall impact of varying measurement means on the three filters, PAKF,
RMM and MEM-EKF*, over the full simulated trajectory in Chapter 4.2. The simulations were
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Figure B.4: GW-based extension errors for different mean values n. Images from [6] ©2021IEEE

carried out over 10,000 runs and the GW distance was used to evaluate the extension errors, plotted
in Figure B.4. For n = 10, the errors are comparable except at k ≈ 95 and k ≈ 115, where the error
was due to fluctuations in orientation estimates. For n > 10, RMM produces higher errors around
the turns while PAKF and MEM-EKF* show more or less similar results.

The contributions presented in this chapter were published in conference proceedings [6].
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B.3 EC-JPDA Filter: Clustering Visualisations

In this section, we share some k-means clustering visuals from the datasets, that were obtained
after briefly description of how the number of clusters (here denoted as k) is determined. k-means
clustering partitions data iteratively by minimising the distance of measurements belonging to
some cluster to the cluster’s centre (centroid), based on a predefined k and a stopping criterion.
The cluster evaluation method used calculates the optimal number of clusters that can be obtained
within a dataset of N observed measurements based on the variance ratio criterion, also known as
Calinsky-Harabasz, which is given by [CJ74],

V RCk =
SSB
SSW

(
Nk − 1

k − 1

)
. (B.3.1)

SSB is defined as the between-cluster variance and is obtained by

SSB =

k∑
i=1

ni||mi − m||2 (B.3.2)

where ni is the number of cluster members or measurements in cluster i with mean mi, and m is
the overall mean of the dataset measurements.

SSW is defined as the within-cluster variance and is computed by

SSW =

k∑
i=1

∑
x∈ci

||x− mi||2 (B.3.3)

where x is a measurement and ci is the ith cluster.

A clear and distinct partitioning would expect the ratio to be high, this is thus maximised with
respect to k. It is this value of k which is then used to cluster the measurements at every observation
step.

In our case, clustering is an intermediary step between target detection and tracking, so all the
clusters are currently non-associated. The clusters from MANV were distinct and there were no
multi-clusters resulting from a single target-originated point cloud. They are shown in Figure B.5.

For DAAN and DARC, the clusters were sometimes faulty and caused some disruptions with
DA in the filtering step. Such examples were captured and have been added in this section for
reference. The full trajectory-based are given in Figure B.6 for DAAN and Figure B.7 for DARC,
with a magnified view in each to emphasise the possible limitations encountered with the approach.
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Figure B.5: Clear randomly coloured clusters from MANV plotted at regular intervals.
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Figure B.6: Randomly coloured clusters from DAAN plotted at regular intervals. The magnified
window contains a single target-originated point clouds that resulted in multiple clusters.
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Figure B.7: Randomly coloured clusters from DARC plotted at regular intervals. The second plot is
a magnified window with a single target-originated point clouds that resulted in multiple clusters.
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