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Abstract

Despite the ubiquity of turbulent flows in nature, a general solution to the
governing equations of motion remain elusive. These equations are nonlinear
and nonlocal, and they describe a chaotic system with multi-scale characteris-
tics, making its theoretical analysis difficult. One viable way of investigating
high Reynolds number turbulence is by experimental methods, either in lab-
oratory conditions or environmental measurements. The latter, however, are
difficult. In one hand, environmental flows have a high Taylor scale Reynolds
number (� 10000) with a high mean velocity flow. This demands a high
temporal and spatial resolution anemometer in order to adequately observe
the smaller scales. High resolution anemometers, however, require very spe-
cific conditions to operate or are very delicate, being able to break even if
a sand particle collides with them. These characteristics are in direct oppo-
sition to the uncontrolled, particle laden environmental conditions usually
found in several types of flows of interest (e.g. inside ice clouds and sand-
storms). Laboratory setups offer a viable alternative, albeit at a reduced tur-
bulence intensity. For example, the Max Planck Variable Density Turbulence
Tunnel (VDTT) allows for turbulent flows of Taylor scale Reynolds number
Rel ⇠ 6000 [1]. This Rel is generated by an active grid and kinematic viscos-
ity tuning of the working gas achieved by changing the operating pressure.
This allows great flexibility at modulating the turbulence over a wide and
continuous range of Rel values. This setup, in particular, offers the possi-
bility of not only obtaining single point Eulerian statistics, but also to obtain
high Re Lagrangian statistics via particle tracking, which cannot be easily per-
formed on atmospheric conditions. This allows not only to complement and
corroborate atmospheric Eulerian statistics with more controlled experiments
in laboratory, but also to study Lagrangian statistics (which is a field with
much less experimental data available) and to analyze certain properties of
the VDTT, such as its isotropy.
In this thesis, a novel hot-wire sensor which uses a carbon nanotube based
material as its sensing element is developed and tested. This device shows
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a frequency response larger than 20kHz, as well as superior mechanical re-
sistance when compared to conventional Pt-tungsten anemometers of similar
dimensions. This would allow the acquisition of high resolution Eulerian
statistics on a wide range of environmental flows previously inaccessible due
to technological constraints. This thesis also shows, as a separate chapter, the
improvements performed on the already existing Lagrangian particle track-
ing (LPT) setup on the VDTT. The system has been improved to have a Stokes
number 4 times smaller than the previous iteration. This thesis also demon-
strates, by two independent but complementary methods, that the particles
in the system are not electrostatically charged, but inertial. By comparing
the Eulerian statistics obtained from both LPT and a pre-existing hot-wire
statistics database [2], it was found that the turbulence intensity from LPT is
consistently lower than before, pointing to the existence of sampling biases. A
measure of the anisotropy of the system is measured from the LPT statistics,
and it is found that the flow is mostly isotropic, even at the inertial range.
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Chapter 1

Introduction

1.1 Motivation

Turbulence is an ever present phenomenon in life: smoke coming out of
a chimney, the water flow on a strong river or the vigorous shaking of an
airplane. It is also a very evocative term: the mere mention of turbulence
makes the listener imagine irregular, chaotic flows with one or more eddies.
However, despite its ease of qualitative description and being an apparent
ubiquitous phenomena, as of yet there is no general theory of turbulence that
fully describes its behavior and structure [3]. The classic way to determine
whether a flow is turbulent first appeared in 1883, and it is the Reynolds
Number.

Reynolds Number

The Reynolds number was first defined by Osborne Reynolds [4], as he
observed the shape of a water flow on a glass pipe of diameter D by means
of a small ink injection system. By controlling both the velocity of the flow
U (with a valve) and the viscosity of the water n (by changing its tempera-
ture) Reynolds defined a dimensionless number based on these experimental
parameters with an associated critical value. This value separates the re-
gion where the flow on his experiment would transition from a predictable,
smooth laminar behavior to a turbulent one. This quantity, now known as the
Reynolds number, is defined as:

Re =
UD

n
(1.1)

While this critical value depends on the geometry of the phenomena stud-
ied, it exists for every type of flow. This hints to something that will be
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shown later in this thesis: the Reynolds number is the relevant parameter in
the equation of motion that governs incompressible Newtonian fluids.

1.1.1 Relevance of Turbulence

As mentioned before, turbulence is a phenomena which can be found in a
wide range of flows. It can be a hint of heart disease [5]. Turbulence appears
in engineering as one of the main contributors of mixing different elements,
and therefore being relevant in, for example, understanding combustion pro-
cesses [6]. It is also a relevant factor in both the energy yield of wind turbines
[7] [8] and its mechanical stability [9].

The atmosphere itself is a fluid in permanent turbulent motion. Turbu-
lence is one of the largest uncertainties in climate prediction due to its not yet
fully quantified effect on cloud droplet growth [10], having a direct impact on
the yearly rainfall and the earth energy budget.

Environmental flows

In the previous section, some examples were given that emphasize the
relevance of turbulence in nature, making it an important field of study. Mea-
suring environmental turbulence such as the atmospheric one is, however,
not straightforward. The flow clouds move in is different from the flow nor-
mally found close to the surface of the earth, as the latter is dominated by
the boundary layer effects. This results in different statistics when compared
to the free-shear turbulence found in the upper atmosphere. Thus, the ex-
periments have been designed to be realized as separated as possible from
the surface. Some examples include measuring on tall antenna-like structures
[11], atop tall mountains [12], in a measuring platform on a tethered balloon
[13], drones and airplanes [14], among others. Measuring in these conditions,
however, is challenging. In order to resolve the small scales of turbulence, a
sub millimetric spatial resolution, coupled with high frequency (of more than
⇠ 10 kHz) is required.

The problem is further constricted by the need to protect the sensible elec-
tronic devices from harsh weather conditions or the many micrometric to
millimetric particles carried by the atmosphere, such as pollen, ice, and dust,
among others. Several different types of anemometers exist, with their own
advantages and disadvantages. Examples include mechanical anemometers,
supersonic anemometers, hot-wire anemometry, pressure anemometers and
light-based anemometry such as laser doppler velocimetry and particle image
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velocimetry. Devices like supersonic anemometers, mechanical anemometers
and Pitot tubes have a low time resolution, no larger than 20 Hz[15] which is
not fast enough to resolve the finer scales of turbulence. Faster and more accu-
rate devices, such as laser doppler velocimetry or particle image velocimetry
are an alternative. However,they require a complex, expensive and delicate
setup which is not well suited for field campaigns.

Another disadvantage of these techniques is that they require the intro-
duction of tracer particles in the flow, with the corresponding environmental
and material costs as well as unsuitability for long-term measurements. In
comparison hot-wires are a cheaper, simpler alternative with a frequency re-
sponse is on the order of 10 kHz, making them a suitable candidate. High
resolution hot-wires, however, depend on a thin wire, with a thickness of at
most a few micrometers to operate. This makes them susceptible to failure,
as they would be operating on a flow laden with particles that can be mil-
limetric in size. On this front, one of the best prospects is the nano scale
thermal anemometry probe (NSTAP,) a micromachined hot-wire with a free
standing sensing element of pure Pt of length 30 – 60 µm and thickness 100
nm [16]. While their small size ensures both a fast response and a very low
chance of particle impingement due to their small cross-section [17], they are
both not straightforward to manufacture and very delicate, which makes their
handling and operation difficult. It is desired, then, to have a reliable, robust
anemometry probe with an adequate temporal and space resolution for envi-
ronmental measurements in harsh conditions.

Laboratory flows

The alternative to measuring flows in nature is to do either laboratory ex-
periments or simulations. In order to properly compare turbulence in nature
and in an experiment or simulation, a scale-independent version of Equation
(1.1) is required. This is the Taylor-scale Reynolds number Rel, defined by
the R.M.S velocity, the kinematic viscosity of the fluid and the Taylor length
scale l [18]. The length scale l is defined as function of the velocity auto-
correlation function, but it is easier to understand as the smallest eddy in
the flow that it is not strongly affected by viscous forces. Of note is the fact
that this length scale only makes sense when the large-scale phenomena is
sufficiently distinct from the smallest possible eddy.

The characteristic Rel of the atmosphere is Rel ⇠ 104 [19]. Current high
resolution DNS can only reach Rel ⇡ 1300 [20] [21] [22], which means they
are not ideal to study atmospheric-like flows. This motivates the design and
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construction of experimental setups able to generate high Re, free shear lab-
oratory flows. These setups, however, are challenging: as Re ⇠ L

n the experi-
mental setup must either be very large, minimize n or a combination of both.
Small setups usually rely on using a fluid with a very low kinematic viscosity
n, which allows the existence of tiny eddies, such as liquid helium turbulence
experiments [23]. Minimizing n, however, poses a different challenge: These
experiments can reach Rel = 20000 [24] but measuring the smaller scales h

can be difficult, as h ⇠ 10µm. Also, while allowing to study high Reynolds
number turbulence, performing these measurements at the operating temper-
ature (1.6 – 5 K) is both a difficult and expensive endeavor [25] [26].

On larger experiments, the forefront in terms of costs and range of Rel

for isotropic turbulence are the wind tunnel experiments. The wind tunnel
studied on this thesis is the Max Planck Variable Density Turbulence Tunnel
(VDTT), which offers a versatile range of Taylor scale Reynolds number, going
from Rel ⇡ 700 to Rel ⇡ 6000 according to a previous study performed by
C. Kuechler et. al [2]. While their work includes a very detailed analysis on
hot-wire data, as well as the implementation of a Lagrangian particle tracking
(LPT) setup, for the latter only exploratory measurements were taken, being
more akin to a proof of concept. Furthermore, on this LPT setup, only high
Stokes number (St > 1) particles could be used, which means that accurate
turbulent flow statistics could not be obtained. A comprehensive Lagrangian
dataset of the turbulent flow is necessary not only to complement the already
existing Eulerian dataset, but also because (to the best of the author’s knowl-
edge) there is no other setup yet capable of producing Lagrangian data at the
operating Re of the VDTT.

In summary, in order to measure environmental flows, a suitable measure-
ment device is required. This device should have a high spatial (� 1mm) and
temporal (⇠ 10kHz) resolution. Furthermore, they should be able to with-
stand rough atmospheric flows. The obtained atmospheric measurements
should be complemented with precise 3D laboratory measurements at simi-
larly Rel values.

1.2 This thesis

The work in this thesis is framed under the measurement of atmospheric
or atmospheric-like flows. It is structured in four chapters.

Chapter 1 (this chapter) corresponds to the introduction. In the following
sections, a brief introduction on the necessary theory to understand this work
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is presented. This includes the equations of motions of a fluid, some statistical
quantities and properties of turbulent flows and the characteristic time-scale
of a particle flow.

Chapter 2 is centered on the design, construction and testing of an easy
to manufacture, fast hot-wire which is able to withstand harsh environmen-
tal conditions. This hot-wire is both compatible with existing, commercially
available electronic driving systems and has a frequency response comparable
to that of commercially available, more fragile sensors of similar characteris-
tics.

Chapter 3 focuses on the acquisition of high turbulence data in the VDTT
via Lagrangian particle tracking (LPT). In order to accomplish this, the al-
ready existing LPT setup was modified in order to be able to operate with
smaller particles that better capture the flow dynamics. From the resulting
position vs time data, the velocity statistics were obtained and compared with
previously acquired hot-wire measurements

Chapter 4 presents the conclusions of the results obtained in the previous
two chapters, as well as offering a summary and a brief outlook.
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1.3 Fundamentals

This section consists of general turbulent theory which is the basis of the
theory presented and discussed in subsequent chapters. This is, for the most
part, a summary of the first and sixth chapter of the book written by Pope
[27], although a similar introduction can be found in any other introductory
book for fluid mechanics.

1.3.1 On the continuity of a flow

When observing a fluid in motion, there are some basic assumptions to be
made: The most elementary one is that the fluid is a continuous substance in-
stead of a collection of many discrete particles. While by now it is well known
that this is not true, for many interesting physical phenomena this assumption
works extremely well for finding equations that neatly describe them, as there
is a clear separation of scales between the very small phenomena and the typ-
ical small scales involved in a turbulent flow. For example, the distance an air
molecule can travel before colliding with another one (the mean free path) at
a pressure of 1 atmosphere and a temperature of T = 300K is M f p ⇡ 65nm.
In comparison, the smallest swirl (or eddy) which can be found in a cloud
would have a size of h ⇡ 500µm. If there is a very large separation between
the two scales, that is, if L � M f p, it is possible to "forget" the particularities
of molecular properties at large scales, and instead consider the expectation
value of these properties. The separation of these scales is described by the
Knudsen number Kn, which is defined as:

Kn =
Mf p

L
. (1.2)

Where L is a characteristic scale of the phenomena that it is studied. It is
said that, if Kn < 1 · 10�2 the fluid, as well as and all of its associated proper-
ties, can be assumed to be continuous for the whole position field domain. In
the previous example Kn = 1.3 · 10�4, which places atmospheric phenomena
well into the continuous regime.

1.3.2 Eulerian and Lagrangian fields

There are two ways to measure changes in properties of a moving fluid:
One possibility is to define a stationary frame and measure from a fixed point
in space. One example would be when measuring the wind velocity on a
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classic cup anemometer. In this example, the velocity ~U(~x, t) evolves only as
a function of time, as ~x = ~x0 is fixed in space and corresponds to the position
of the anemometer. This reference frame, which assumes a static observer or,
equivalently, a fixed control volume in space is called an Eulerian frame of
reference.

An alternative way of measuring would be to instead follow a particular
air parcel, or a very small tracer (e.g. a smoke particle [28]). This small parcel
is, by definition, a point that moves with the local fluid velocity. It is possible
to define~rL(t, r0) the position the at time t of this small parcel that, at time t0,
was located at position r0. The position of this fluid particle is defined by the
following equations:

~rL(t0, r0) = r0 (1.3)

~UL(t, r0) =
∂~rL

∂t
(t, r0) (1.4)

This is known as the Lagrangian frame. As both Lagrangian and Eulerian
frames describe the same properties, transformation relations between the
two of them must exist. In the case of the Lagrangian velocity field ~UL:

~UL(t, r0) = ~U(~rL(t, r0), t) (1.5)

Note that ~UL is not indexed by the current position of the fluid particle
~rL but by its position r0 at the reference time t0. For a fixed r0, ~rL defines
a trajectory known as the fluid particle path. Its partial derivative would
correspond to the rate of change of velocity at fixed~r0, that is, the acceleration
of the fluid parcel labelled by~r0. From Equation 1.5

∂~U
∂t

(~rL(t, r0), t) =
∂~U
∂t

(~rL(t, r0), t)

=
∂~U
∂t

(~r, t)
����
~r=~rL(t,~r0)

+
∂~rL

∂t
(t, r0)

 
∂~U
∂~r

(~r, t)

!

~r=~rL(t,~r0)

=

 
∂~U
∂t

(~r, t) + ~U · ∂~U
∂~r

(~r, t)

!

~r=~rL(t,~r0)

=
D
Dt

~U(~rL, t) (1.6)

Where the material derivative D
Dt is defined as:
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D
Dt

=
∂

∂t
+ Ui

∂

∂ri
=

∂

∂t
+ ~U ·r (1.7)

Thus, the acceleration of the fluid parcel is given by the partial time deriva-
tive of the Lagrangian velocity field and by the material derivative of the Eu-
lerian velocity field ( D

Dt
~U). Note that no special properties of the velocity

field was used on Equation (1.6), therefore this analysis is applicable to any
quantity measured.

1.3.3 Navier-Stokes equation

By Newton’s second law, the rate of change of momentum an infinitesimal
part of the fluid is equal to the total sum of forces ~s. In mathematical terms,
one analyzes the continuity of the momentum density r~U:

∂(rUi)
∂t

+
∂(rUiUj)

∂xj
= si

Ui
∂r

∂t
+ r

∂Ui
∂t

+ Ujr
∂Ui
∂xj

+ UiUj
∂r

∂xj
+ rUi

∂Uj

∂xj
= si

Ui

 
∂r

∂t
+ Uj

∂r

∂xj
+ r

∂Uj

∂xj

!
+ r

 
∂Ui
∂t

+ Uj
∂Ui
∂xj

!
= si

Ui

 
∂r

∂t
+

∂(rUj)

∂xj

!
+ r

 
∂Ui
∂t

+ Uj
∂Ui
∂xj

!
= si (1.8)

Where Einstein’s notation is used. The first term corresponds to the conti-
nuity equation, which follows:

∂r

∂t
+

∂(rUi)
∂xj

= 0, (1.9)

as mass is a conserved quantity. Thus, Equation (1.8) reduces to:

r

 
∂Ui
∂t

+ Uj
∂Ui
∂xj

!
= si. (1.10)

The forces of interest in this thesis, and therefore contribute to si, can
be either shear stresses, which stem from molecular interactions in the fluid,
or body forces applied to the whole fluid, like gravity. In the same way
gravity can be expressed as the gradient of a potential, the shear stresses can
be represented as a vectorial derivative of an order 2 tensor, which is aptly
named stress tensor t. In a Newtonian fluid (like air or SF6), the stress tensor
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depends on both the (constant) fluid dynamic viscosity µ, having the shape:

tij = µ

 
∂Ui
∂xj

+
∂Uj

∂xi

!
(1.11)

As mentioned before, the shear stress applied on the direction i would be
the gradient of t in that direction, that is:

f stress
i =

∂tij

∂xj
(1.12)

On the other hand, external forces (such as gravity) apply to the fluid in
the form of a pressure exerted over a certain area:

F =
{

~A

Pd~A =
Z

V
�rPdV (1.13)

Where the divergence theorem has been used to re-write the surface inte-
gral as a volume integral. By combining Equation (1.13) with Equations (1.12)
and (1.10), the Navier-Stokes equation is obtained:

∂Ui
∂t

+ Uj
∂Ui
∂xj

= �1
r

∂P
∂xi

+ n

 
∂2Ui

∂xi∂xj
+

∂2Ui
∂xj∂xj

!
(1.14)

Where n = µ
r is the kinematic viscosity of the fluid. From Equation (1.9), it is

possible to obtain:

∂r

∂t
+ Uirir = �rri · Ui

1
r
(

Dr

Dt
) = r · U (1.15)

If the fluid is incompressible Dr
Dt = 0, which means r ·U = 0 and the fluid

is solenoidal as well. In this case, Equation (1.14) simplifies to:

∂Ui
∂t

+ Uj
∂Ui
∂xj

= �1
r

∂P
∂xi

+ n
∂2Uj

∂xj∂xj
(1.16)

It is possible to define u(~r) = ~U �
D
~U
E

the turbulent fluctuations term.

Since ∂h~Ui
∂xi

=
∂h~Ui

∂t = 0, the turbulent fluctuations term satisfies the Navier
Stokes equation (1.16) and will have the same statistics of ~U
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1.3.4 Energy

Equation (1.16) is, essentially, a force balance. By multiplying this equation
by ui, it is possible to obtain an equation for the infinitesimal energy rate (per
time unit):

ui
∂ui
∂t

+ uiuj
∂ui
∂xj

= �1
r

∂P
∂xi

ui +
µ

r
ui

∂2uj

∂xi∂xi

∂
u2

i
2

∂t
+ uj

∂
u2

i
2

∂xj
= �1

r

∂P
∂xi

ui +
∂

∂xi
uj

tij

r
� 2n

∂ui
∂xj

∂ui
∂xj

(1.17)

All terms on Equation (1.17) can be identified. From left to right, these
terms correspond to:

• Evolution of the kinetic energy as a function of time,

• Convection of the kinetic energy at the boundary of the control volume,

• Deformation of the boundary due to pressure forces,

• Interaction between boundaries of adjacent control volumes due to vis-
cous forces,

• dissipation of energy into heat.

It is noted that only the last term on (1.17) is a dissipative term. This
motivates the definition of the energy dissipation rate e as:

e = 2n

*
∂ui
∂xj

∂ui
∂xj

+
, (1.18)

where the brackets h·i denote a spatial average.

1.4 Pressure

On the previous section, the body forces applied on the fluid have been
collected in the variable P, which is named pressure. This means that the
pressure P is different from the pressure defined by thermodynamics. In
order to understand what P is, one takes the divergence of Equation (1.14),
obtaining:
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DG
Dt

� n
∂2G

∂xj∂xj
= �1

r

∂2P
∂xj∂xj

� ∂Ui
∂xj

∂Uj

∂xi
(1.19)

For G = ∂Ui
∂xi

. If we consider the fluid to be incompressible, G = 0. This, in
turn, means that:

∂2P
∂xj∂xj

= �r
∂Ui
∂xj

∂Uj

∂xi
(1.20)

P satisfies the Poisson equation, and can be solved using the Green’s func-
tion:

P(x) =
r

4p

y ∂Ui
∂xj

∂Uj

∂xi

1
|x � y|dy (1.21)

By replacing equation (1.21) on (1.16), it is possible to obtain a closed system.
However, the equation is also nonlocal: if the fluid is incompressible, any
force applied at one point will be felt by the entire flow.

1.4.1 Vorticity

As previously mentioned, one of the essential features of turbulents flows
is the fact that they have eddies. This fluid rotation is quantified by the vor-
ticity w(x), defined as the curl of the velocity:

w(x) = r⇥ ~U (1.22)

The equation that governs the time evolution of w is obtained by taking
the curl of equation (1.51):

Dw

Dt
= nr2w + w ·r~U (1.23)

1.5 Turbulence statistics

This section lists some fundamental properties of the statistics of turbulent
flows, as well as some statistical tools and hypotheses that will be used on this
thesis.
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1.5.1 The Energy Cascade and Kolmogorov’s hypotheses

The concept of the energy cascade was first postulated by Richardson in
1922 [29]. He claimed that turbulence had a defined structure of large ed-
dies (or whorls) of a characteristic length l0 and characteristic velocity u0, that
break down into smaller ones (of characteristic length l1 and velocity u1). This
generation of smaller and smaller eddies continues until a critical size, where
viscosity dissipates the energy into heat. This simple description implies that,
in any turbulent system, there is a "largest" eddy with characteristic size L.
This eddy will break down, transferring its kinetic energy to smaller eddies at
a rate e. In this case, the relevant velocity for an eddy would be its R.M.S ve-
locity u0, which makes possible the definition of a timescale tL = L

u0
, defined

as the turnover time of the eddy. The total kinetic energy of this eddy would
be of order u2

0. Thus, it’s possible to define the (constant) energy transfer rate
(from largest to smaller) e as:

e ⇠ u2
0

tL
=

u3
0

L
(1.24)

This description of turbulence states that there is only one energy source,
which corresponds to the energy source that is generating the largest structure
of length L, which is injecting energy into the system at a rate of transfer e.
It also postulates that the only energy sink in the system is the conversion
of eddies smaller than h into heat. It stands to reason that, once the system
reaches a dynamic equilibrium, the energy rate of transfer e has to be equal
to the energy dissipation rate defined in Equation (1.18).

Kolmogorov further refined this description by his famous K41 theory [30].
It can be stated in the form of three hypotheses:

• Local Isotropy and homogeneity The small-scale turbulent motions (l ⌧
L) are statistically isotropic and homogeneous if sufficiently far away
from any boundaries.

• First similarity hypothesis The statistics of the small-scale turbulence
(l ⌧ L) are only governed by the kinematic viscosity n and the energy
dissipation rate e.

• Second similarity hypothesis The statistics of the small-scale turbulence
in the range h ⌧ l ⌧ L (where h is the characteristic size of the scale
where viscous dissipation is dominant) are only governed by e, being
independent of n.
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From the second hypothesis, by dimensional analysis, one can build three
different quantities h, uh and th them being respectively length, velocity and
time scales. These scales, named Kolmogorov scales are respectively:

h =

✓
n3

e

◆ 1
4

(1.25)

uh = (en)
1
4 (1.26)

th =
⇣n

e

⌘ 1
2 (1.27)

The Reynolds number defined by these scales is quite small:
Reh =

uhh
n = 1. As this is a small value of Re, the flow at these scales cannot be

considered turbulent. This coincides with the statement given by Kolmogorov,
that the smallest scale of the turbulent flow is proportional to h [31]. This re-
sult, alongside Kolmogorov’s second similarty hypothesis postulates that, if
h is small enough, there is an intermediate range between the smallest dissi-
pation scales of order h and the largest scales L. This inertial range does not
depend on the fluid viscosity or the flow geometry. By combining Equations
(1.27) and (1.24), one obtains the following:

h

L
=

( n3

e )
1/4

L

⇠
 

n3

u3
0L3

!1/4

⇠ Re�3/4 (1.28)

Which relates the smallest scales with the largest scales and the Reynolds
number. This means that, if a flow has a high Re, the largest scale L will be
very distinct from the smallest scales proportional to h, and so the inertial
range can be easily identified. Conversely, it means that a large Re is achieved
if h ⌧ L, and if one could decrease the value of h while keeping L constant,
the flow would be more turbulent. This is characteristic used by all setups
that use low viscosity fluids to generate high turbulence flows.

1.5.2 Second order structure function

The time averaged second order structure function Dij(r) is defined as the
correlation function between the velocity at two points separated by a distance
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~r, that is:
Dij(~r,~x) =

⌦
[ui(~x +~r)� ui(~x)][uj(~x +~r)� uj(~x)]

↵
. (1.29)

For the next calculations, a turbulent flow with large Re is considered,
where the Kolmogorov hypotheses of similarity, local isotropy and local ho-
mogeneity apply. For these conditions, Equation (1.29) becomes an isotropic
function of r, being independent of ~x. It is possible, then, to rewrite it as:

Dij(r) = DNN(r)dij + (DLL(r)� DNN)
rirj

r2 , (1.30)

where DLL and DNN are called, respectively, the longitudinal and trans-
verse structure functions. If the coordinate system is redefined such that one
of its axis (for example, ê1) is aligned to the inter-particle distance vector, Dij

simplifies to:

D11 = DLL, (1.31)

D22 = D33 = DNN, (1.32)

Dij = 0 for i 6= j. (1.33)

In homogeneous turbulence with hUi = 0, DNN is determined by DLL accord-
ing to the following relation:

DNN(r) = DLL(r) +
r
2

∂

∂r
DLL(r). (1.34)

As mentioned in Section 1.3.3, one can define ~u = ~U �
D
~U
E

. ~u satisfies the
condition necessary to use Equation (1.34) while having the same turbulent
statistics that ~U. Under these conditions, it is sufficient to study only the longi-
tudinal component of the structure function to observe the complete structure
function. This motivates the rewriting of the longitudinal structure function
of order 2, S2, as:

S2(r) =
D
(u1(x + r)� u1(x))2

E
, (1.35)

where x can be any point in the measurement volume.
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Power law relation for S2

According to Kolmogorov’s similarity hypotheses, if h ⌧ r ⌧ L, S2 is
independent of n. By dimensional analysis, Sn has to be a law of the shape
(er)n/3. For S2, one obtains:

S2(r) = C2 (er))2/3 , (1.36)

with C2 ⇡ 2 [27]
By combining equations (1.36) and (1.34), one arrives to the following re-

lation:

DNN(r) =
4
3

S2(r). (1.37)

Note that Equations (1.36) and (1.37) are only valid for statistically homoge-
neous isotropic turbulence.

1.5.3 Two-point velocity correlation

The two-point velocity correlation is defined as:

Rij(~x,~r, t) =
⌦
ui(~x, t)uj(~x +~r, t)

↵
(1.38)

And it is one of the simplest statistic that contains some information on the
spatial structure of the random field. In the same way that the second or-
der structure function can be decomposed into DLL and DNN (being L the
direction of~r) if the turbulence is homogeneous and isotropic, the two-point
correlation can be decomposed into a longitudinal component R11 and trans-
verse components R22 = R33 as well, and Rij = R11 + R22 + R33, with Rij = 0.

1.5.4 The velocity-spectrum tensor

If the turbulence is homogeneous, the velocity-spectrum tensor is the Fourier
transform of the two-point correlation vector Rij

Fij(~k) =
1

2p3

Z •

�•
Rije�i~k·~rd~r (1.39)

From (1.39) it follows that, for~r = 0:

Rij(0) =
Z •

�•
Fij(k)d~k =

⌦
uiuj

↵
(1.40)
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If the fluid is incompressible, then kiFij(~k) = kjFji(~k) = 0

1.5.5 The energy spectrum

The energy spectrum is defined as:

E(k) =
I 1

2
Fii(~k)dS(~k) (1.41)

The integral over all ~k that have a magnitude k~kk = k. If the flow is
isotropic and homogeneous, it can be demonstrated that:

Fij(~k) =
E(k)
4pk2

✓
dij �

kikj

k2

◆
(1.42)

One dimensional spectrum

In the scope of hot-wire measurements, which only measure one velocity
component, the one dimensional spectrum Eij(k1) is defined as two times the
one dimensional Fourier transform of Rij(ê1r1)

Eij(k1) =
1
p

Z •

�•
Rij(ê1r1)e�ik1r1dr1 (1.43)

For example, for E11:

E11(k1) =
1
p

Z •

�•
R11(ê1r1)e�ik1r1dr1

R11 =
1
p

Z •

0
E11(k1) cos (k1r1)dk1 (1.44)

With these relations, and using Equation (1.39), it is possible to rewrite
E11(k1) as:

E11(k1) = 2
•x

�•
F11(~k)dk2dk3 (1.45)

And, by combining with Equation (1.42):

E11(k1) =
•x

�•

E(k)
2pk2

 
dij �

k2
1

k2

!

=
Z •

k1

E(k)
k

 
1 �

k2
1

k2

!
dk. (1.46)
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Equation (1.46) can be inverted, which establishes a relation between the
full energy spectrum of isotropic turbulence in terms of the one dimensional
spectrum E11. It is also possible, for isotropic flows, to relate the spectrum E11

with E22

If the inertial range is considered, it is possible to find a power law relation
for E(k) using the Kolmogorov hypotheses and dimension analysis, in a way
which is similar to the one used to obtain the power law for S2. The spectrum
scales with:

E = Ce
2
3 k�

5
3 (1.47)

With C being a (presumably) universal constant [32]. Provided that k is in
the range h�1 ⌧ k ⌧ L�1, this is an universal equation independent, up to a
constant, of the flow properties. From Equations (1.46) and (1.47), it is easy to
find the power law for E11:

E11 =
18
55

Ce
2
3 k�

5
3 (1.48)

The constant C1 = 18
55C is said to be ⇡ 0.49 [27], which means C ⇡ 1.5.

1.5.6 Different expressions for the energy dissipation rate

If the turbulence if both isotropic and homogeneous, it is possible to
rewrite Equation (1.18) as [33]:

e = 15

*✓
∂u1
∂x1

◆2
+

(1.49)

In spectral space, Equation (1.49) becomes [27]:

e = 15
Z •

0
k2

1E11(k1)dk1 (1.50)

Equations (1.49) and (1.50), if the turbulence is both homogeneous and
isotropic, allow the calculation of e from experiments that only provide one
dimensional velocity components, such as hot-wire measurements.

1.5.7 Reynolds Number

The Reynolds number presented in Equation (1.1) can also be deduced
from the Navier Stokes equation (1.16). By transforming the variables to its
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non-dimensional versions, defined by a characteristic length L and a velocity
scale U:

x̂ =
x
L

t̂ =
tU
L

Û =
~U
U

p̂ =
P

rU2

Equation (1.14) then simply becomes:

∂Ûi
∂t

+ Ûi
∂Ûi
∂x̂i

=
1

Re
∂2Ûi

∂x̂i∂x̂i
� ∂ p̂

∂x̂j
(1.51)

On this adimensional Navier Stokes equation, the only parameter is Re.
This means that, if Reynolds experiment is repeated with two pipes with
different diameters La and Lb but the flow velocities Ua and Ub are chosen
in such a way that Rea = Reb are the same, then the scaled velocity fields
Û would have the same governing equation. This justifies relating results
obtained from experiments to different phenomena, as long as they have a
similar Reynolds Number and border conditions for the equation system.

Taylor scale Reynolds number

As previously mentioned in Section 1.1, Taylor [18] first defined a length
scale l that permits the definition of a geometry independent Reynolds num-
ber Rel. Originally, Taylor defined this value over the correlation function,
but a more practical definition is:

l =

s
u2

rms

( ∂u
∂x )

2
=

r
15nu2

rms
e

. (1.52)

And the Taylor scale Reynolds number:

Rel =
lurms

n
, (1.53)

where l =
p

15 n
e hurmsi is the Taylor microscale.
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1.5.8 Taylor’s frozen flow hypothesis

A wide range of devices (pressure anemometers, hot-wires, laser doppler
anemometry, ultrasonic anemometers) measure velocity fluctuations in one
point only as a function of time. However, the aim of these devices is to re-
solve the turbulence in a flow in space. This conundrum was solved by an
approximation, first stated by Taylor [18]. If the mean flow

D
~U(t)

E
is much

larger than the turbulent fluctuations
p
hu(t)2i, where u = ~U(t) �

D
~U(t)

E

and it is unidirectional
D
~U
E

= Uê1, then the one-point measurements are
equivalent to that of a sensor moving at a velocity Vs = �Uê1. In essence, the
fluctuating part of the velocity is "frozen", and its being passively advected
past the sensor. This allows to convert the variable t to a position variable
x = t hUi, and it is used in single point measurements (such as hot-wire
anemometry) to convert time series to position series, which permits to anal-
yse this data with all the mathematical tools listed in this section.

1.5.9 Intermittency

The K41 theory establishes h as a constant that is closely related to the
smallest scales in turbulence. Further studies, however, found out that e is not
a constant, but instead an intermittent function of space and time [34] [33],
which means that the proposed averages are but a simplification. Equation
(1.18) relates the (averaged) e with the square of the velocity gradient. As e

fluctuates, then the velocity gradients also fluctuate in time, and high velocity
gradients must appear in the flow. As intermittency increases at larger Re,
[35] [36], these extreme gradients also become larger.

1.6 Equation of motion of particles in a flow

A particle-laden flow can be seen as a two-phase flow, where one phase is
made up of fluid while the other is made up of the movement of the immis-
cible, solid particles.
This is a coupled system where both fluid and particle phase interact with
each other: part of the momentum carried by the fluid is transferred to the
particles. The equation of motion would have the shape

∂Ui
∂t

+ Uj
∂Ui
∂xj

=
1
r f

∂P
∂xi

+ n
∂2Uj

∂xi∂xj
+

1
r f

Si, (1.54)
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where Equation (1.54) is simply the Navier-Stokes equation with the added
term Si, which is the momentum transfer from the fluid to the particles. Si,
for a particle of mass mp would be:

mpS = mp
dV
dt

FD + FG�L + Fp + Fadd (1.55)

Where the terms on the left side of the equation are all the forces that are
exerted on the particle in the flow. They are FD the viscous drag force, FG�L

the lift and gravitational forces, Fp the fluid pressure force and Fadd the "added
mass force", a term that appears due to the fluid mass being displaced by the
acceleration of the particle. While the drag force scales with the surface of the
particle, all other forces scale with its volume. That means, for a sufficiently
small (dp ⇠ 10µm) particle the drag force is the only relevant force in the
equation of motion. This force has the shape:

FD =
24
Re

1
8

pd2
pr f kU � Vk(U � V), (1.56)

with dp the diameter of the particle, r f the density of the fluid, V the

velocity of the fluid and Re =
U�Vdp

n the Reynolds number of the particle.
For a micrometric sized particle, Equation (1.55) simplifies to:

mpS =
p

6
d3

p
dV
dt

= FD

p

6
d3

p
dV
dt

=

✓
24n

dpkU � Vk

◆
1
8

pd2
pr f kU � Vk(U � V)

dV
dt

=
18nr f

d2
prp

(U � V)

=
1
tp
(U � V), (1.57)

where tp =
d2

p
18n

rp
r f

is defined as the particle relaxation time. This term
represent the time the particle’s velocity decays due to drag force, giving us
a measure of the intrinsic particle response time to changes in the flow. A
good tracer particle in a turbulent flow must have a relaxation time tp smaller
than the characteristic turnover time at the small scales. This turnover time
is th = h2

n . The ratio between these two quantities is defined as the Stokes
number St:
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St =
tp

th
=

1
18

rp

r f

✓
d
h

◆2
(1.58)

As expected, heavier and/or larger particles are worse tracers than lighter
and smaller ones. Particles with St > 1 are mostly unaffected by the small-
scale motions of the flow. [37], while it is expected that particles with St ⌧ 1
have a velocity field almost similar to the velocity field of the flow.

1.6.1 Preferential concentration and radial distribution func-
tion

As stated on the previous subsection, the Stokes number distinguishes
between particles that have a velocity field very similar to the one of the flow
(tracer particles) and particles that do not. For homogeneous and isotropic
turbulence, tracer particles are expected to be randomly distributed. However,
there is a range of Stokes number St < 1 where the particles concentrate
preferentially in regions of low vorticity and high strain. This preferential
concentration scales with the Stokes number, reaching its maximum value at
St ⇡ 1 [38] [39]. The radial distribution function (RDF), is a measure of how
the particle density varies as function of the distance of one particle, that is:

g(r) = Â
i

Ni
rVi

(1.59)

where Ni is the number of particles which can be found inside a sphere
of volume Vi (and radius r), centered on the particle i. r = N

V is the average
number density of particles in the entire volume.
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Figure 1.1: Typical RDF calculated from experimental data at St = = 0.135 (blue  ) and St
= 0.204 (green N). The data was obtained from the Variable Density Turbulence Tunnel LPT
setup by varying the turbulence intensity while using the same particles.

A value of g(r0) = 1 indicates that the inter-particle distance conforms to
a Poisson distribution, and the particles at a distance r0 are randomly spread
in the volume. A value of g(r1) > 1 shows an above uniform concentration
of particles with an inter-distance r1, while g(r2) < 1 means that particles
preferentially are not found at a distance r2 from each other. An example
RDF can be seen in Figure 1.1. Note that g(r) is larger for a higher Stokes
number, which means a stronger preferential concentration.
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Chapter 2

Hot-wire Anemometry

2.1 Principle of operation

A hot-wire is a type of anemometer that works via advective cooling. It
consists of a small sensing element, usually metallic and cylindric, which is
heated by Joule effect to some temperature well above the fluid’s temperature.
As the flow passes through the heated part, the wire cools down via forced
convection, at a cooling rate dependent of the velocity of the flow. If the
electric resistance of the wire depends on the temperature (which holds true
for many materials) it is possible to find a relation between the resistance of
the wire and the velocity of the incoming flow. A schematic drawing of a hot-
wire can be seen in Figure 2.15. Here, several parts of the wire are named.
The prongs of the hot-wire are two comparatively massive bodies holding the
wire in place. They are usually made out of a material with poor thermal
conductivity but good electric conductivity, and should be long enough so
that the sensing element is not disturbed by the ceramic body. The stubs
are the connecting element between the sensing element and the prongs (i.e.
solder). Ideally, they have a good mechanical connection between every part
and a negligible electric resistance and thermal conduction, while having a
large thermal mass. The body of the hot-wire is the supporting structure of
the whole system, and it should have both an aerodynamic shape to disturb
the flow as little as possible and be from an insulating material to protect the
prongs, which are usually embedded onto them.

2.1.1 King’s Law

As previously described, hot-wire anemometry measures temperature changes
due to convective cooling. Thus, a relevant ratio to study is the fraction of heat
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Figure 2.1: Schematic representation of the elements of a hot-wire. The sensing element
(in red) is connected to the prongs by the stubs (blue). The prongs (grey) are sheated on
a ceramic body (purple) which shields them from electric noise. Typical dimensions for a
sensing element are L = 1mm, d = 5µm t, corresponding to length and diameter, respectively.

that is advected away by the flow and the amount of heat that is dissipated
due to conduction with said flow. This ratio is represented by the Nusselt
number:

Nu =
hL
k f

, (2.1)

where h is the convective heat transfer coefficient, a proportionality con-
stant dependent on the geometry of the wire and the flow conditions, L is the
characteristic length of the body considered (in this case, the diameter of the
wire dw) and k f is the thermal conductivity of the fluid. This term compares
the convective heat transfer (represented by h) to the conductive heat trans-
fer (represented by k f /L). In general, the larger Nu is, the more prevalent
convection (natural or forced) is.

A wire of length L, diameter dw and electric resistance Rw which is sub-
jected to a voltage difference of Vw, will be heated by Joule effect at a heating
rate J = V2

w
R2

w
. Now, if this heated wire is placed on a flow of mean veloc-

ity U such that the convection term is dominant, the heat balance at thermal
equibrium is:

Q̇ =
V2

w
Rw

� hADT = 0. (2.2)

where A = Lpd2
w the surface of the wire and h the previously mentioned

convective heat transfer coefficient. By combining this with Equation (2.1),
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one arrives at:

Nu =
V2

w
Rwk f pdwDT

. (2.3)

In literature, there are several expressions that link the Nusselt number
with the wire’s Reynolds number [40] [41], assuming that the forced convec-
tion term is dominant. All of them have the shape of a power law:

Nu = A0 + B0Ren. (2.4)

Where A0 and B0 are a function of the fluid properties (and, for some mod-
els, the temperature of the fluid surrounding the hot-wire Tf ilm =

Tw+Tf
2 .), and

n is a constant. The mathematical definitions of A0 and B0, as well as the value
of n, differ depending on the model, geometry of the experiment, Reynolds
number and Knudsen number (defined in Equation (1.2)). For simplicity, in
this thesis a model similar to [41] will be used. Here, and for air at ambient
conditions, A0 = 0.39 and B0 = 0.51 are constants independent of Tf ilm, while
n was left as a fitting parameter.

Finally, by combining Equations (2.3), (2.4) one arrives at King’s Law [42]:

V2
w

Rwk f pdwDT
= A0 + B0

✓
dw
n

◆n
Un,

V2
w = A1 + B1Un, (2.5)

Where A1 = k f pLRwDTA0 and B1 = k f pLRwDT
⇣

dw
n

⌘n
B0 depend exclu-

sively on the temperature and diameter of the wire as well as the properties
of the flow. If the resistance has a linear dependence with its temperature:
Rw = R0(1 + DTa), with a the temperature coefficient of resistivity, then it is
possible to rewrite DT as,

DT =
Rw � R0

aR0
. (2.6)

By combining Equation (2.6) with the equations for A1 and B1, it is possi-
ble to rewrite these coefficients as a function of a constant and experimental
parameters only
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A1 =
k f pLRw(Rw � R0)

aR0
A0.

B1 =
k f pLRw(Rw � R0)

aR0

✓
dw
n

◆n
B0. (2.7)

and thus relating U to the (constant) wire properties and the instantaneous
values V(t) and R(t) = V(t)

I(t) . In this way, the velocity of the flow can be
deduced as long as both the voltage and current passing through the wire are
measured during operation.

2.2 Heat Transfer considerations

The basis of King’s law is that the forced convection caused by the flow is
the main factor cooling down the wire. However, this is not the only effect
involved in the system’s thermal equilibrium. While the Joule effect is the
only source of thermal energy in the system, there are several different en-
ergy sinks in this system. Besides forced convection, natural convection and
thermal conduction from the wire itself to its supporting structure (named
end-conduction effect) are the other relevant energy dissipating factors. It is
necessary, then to find in which conditions forced convection dominates over
the other energy sinks, and to constrain the wire to these conditions.

2.2.1 Natural convection

The term that distinguishes between the dominance of forced vs natural
convection is the Richardson number Ri, defined as [43]:

Ri =
gbDTdw

U2 (2.8)

Where g is gravity, DT = Twire � Tf luid the temperature difference between
fluid and wire, b = 1

V
dV
dT the coefficient of thermal expansion of the gas (b =

1/T for an ideal gas), and U the mean velocity of the flow. Forced convection
dominates if Ri ⌧ 1. Considering that the diameter of hot-wires are of order
dw ⇠ 10�5 m, and usually heated at temperatures Tw ⇠ 600 K, a good estimate
would be Ri ⇠ 10�5/U2. This means that, for the purpose of this thesis, forced
convection dominates over natural convection as all studied cases have a mean
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velocity larger than 3 m/s.

2.2.2 End-conduction effects and temperature distribution

End-conduction effects, as stated before, refer to the heat loss of the sens-
ing element via conduction to the supports connecting the wire to the rest
of the circuitry. This effect has been studied in great detail by Perry et. al.
[44], who start by doing a theoretical analysis of the temperature distribution
along the wire.

The most simple reasoning goes as follows: Consider a wire of length
L = 2l and diameter dw, whose instantaneous relative temperature q = Tw�T0

T0

as a function of the normalized position on the wire a = x/L. The meaning
of a can be seen schematically on the left image on Figure 2.2. This wire
is connected to a pair of stubs that act as a perfect heat sink. The partial
differential equation describing this system would be:

t
∂q

∂t
=

∂2q

∂a2 + (J � c)q +
J
a

. (2.9)

With t, J and c constants, having the following expressions:

t =
rwCwL2

kw
,

J =
R0 I2a

Lpkw

✓
L
d

◆2
,

c = Nu
k f

kw

✓
L
d

◆2
,

with R0 = R(T0) at T = T0 the ambient temperature, Cw and rw the specific
heat capacity and density of the wire. The thermal conductivity is denoted as
ki, where the subscript i can be either w or f referring, respectively, to wire
and flow properties.

The term J corresponds to the heat generated due to resistive heating. c

is the convection term, while ∂2q
∂a2 is the heat conduction through the wire.

Here, it has been assumed that convection is the predominant heat transfer
mechanism between wire and medium, which is usually the case as discussed
before.

The steady state solution of Equation (2.9) is:

qs(a) =
J0

W2

✓
1 � cosh (Wa)

cosh (W)

◆
(2.10)
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With W =
p

c � J = L
d

q
Nu k f

kw
� I2R0,La

pkw
. R0,L corresponds to R0/L the re-

sistance by unit length, which is constant for constant dw.

Figure 2.2 shows 1 � cosh (K L
d a)

cosh (K) for varying L, K = 0.1 and d = 1. It can be
seen that l/d � 1 is desirable in order to have a uniform temperature in most
of the wire. As K depends on the wire (and flow) properties, the ideal l/d
ratio also depends on the experimental conditions, as well as the material the
sensing element is made of. A more complete analysis can be found in litera-
ture by Samie et. al [45]. In this work, the prongs of the wire are considered
as perfect heat sinks, while the stubs are considered to have a linear relative
temperature profile. The resulting temperature profile, in this analysis, is also
expressed in terms of hyperbolic functions with a natural frequency W. This
means that Equation (2.10) has a qualitatively similar behavior, for large l/d.
For smaller values of l/d, Samie et. al. show that the signal, depending on
the exact value of l/d, can be either attenuated or amplified.

Figure 2.2: Left: Plot of cosh L
d Ka

K versus a, representing the theoretical distribution of the
temperature on a hot-wire at various L/d ratios. K and d are constant. Right: Schematic
representation of a hot-wire with the coordinate system used to parametrize Equation (2.10)

Ligrani et. al. [46] recommend the empirical value of L/d > 200. While
this is a single constraint, there is evidence that other parameters (for exam-
ple, the thermal conduction of the wire) are relevant. In fact, a study shows
that this ratio is only valid for Pt wires [47]. A more general constraint is
introduced by Hultmark et. al [48], in the shape of the quantity G:

G =
L

dw

s

4c
k̄ f

kw
Nu (2.11)
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Where c = R(Tw)
R(T0)

= 1 + aDT is the resistance ratio and k̄ f is the heat transfer

coefficient of the fluid evaluated at Tf = T0+Twire
2 . Hultmark et. al. proposes

that, in order for end conduction effects to be neglected, G > 14.

Further studies by Li et. al. [49] indicate that the end-conduction effect
manifests as a frequency-dependent signal attenuation which starts at the
cut-off frequency wp:

wp =
40
t

=
40kw

rwCwL2 (2.12)

This signal attenuation is only significant when the end-conduction effects
cannot be neglected. That is, when G < 14.
These results were calculated by assuming Equation (2.9).

2.3 Hot-wire electronics

Equation (2.5) shows a relationship between flow velocity U, voltage V
and the temperature T on the wire, which can be observed by measuring
the wire’s resistance R(T). The most commonly used circuits designed to
operate hot-wires keep either current or resistance constant, while recording
resistance and current, respectively. These setups have the descriptive name
of constant current anemometry or constant temperature anemometry.

2.3.1 Constant Current Anemometry

A constant current anemometry circuit (CCA), keeps a constant electric
current on the sensing element while measuring the voltage as function of
time on a reference resistor connected in series to the sensing element. The
resistance of the wire is calculated via Ohm’s law. It’s main advantage is the
ease of design and analysis, as it behaves like a linear system. Figure 2.3
shows a simple diagram of a CCA designed with an instrumentation ampli-
fier, with an operational amplifier to increase the signal.

Its drawbacks are a poor frequency response and low sensitivity to flow
changes. Both of these issues stem from the fact that the system frequency
response is dominated by the wire’s natural frequency t due its thermal in-
ertia. These problems can be alleviated by electronic compensation [50]. An
alternative to reduce the thermal inertia is to use a shorter (and thus, thinner)
wire, although this makes for a more fragile wire, which is a concern in flows

29



Figure 2.3: Diagram of a simple CCA. Here G0 is a high current operational amplifier that
supplies a constant current to the system, while G1 is an instrumentation amplifier which
amplifies the voltage difference on Rw by a known gain factor.

with particles. As the CCA is essentially a constant heating circuit, the wire is
prone to burning if the mean flow velocity has a sudden decrease, which can
be the case on environmental flows.

2.3.2 Constant Temperature Anemometer

A constant temperature anemometer device (CTA) keeps the resistance
of the sensing element constant during operation. This is done via a more
complex electronic driving unit. A simplified version can be seen on Figure
2.4.

The Wheatstone bridge is configured depending on a chosen overheat ra-
tio, defined as:

a =
Rw � R0

R0
(2.13)

The system, then, will balance the current and voltage in order for the
hot-wire resistance to be equal to Rw or, equivalently, keeping the overheat
ratio a constant. If the resistance has a linear relationship with the tempera-
ture, the temperature of the hot-wire is set as Tw = T0 +

a
a . As the electronic

system maintains the wire’s temperature at its nominal sensing temperature
Tw, the time response of the sensor is not strongly dependent on the thermal
mass, but instead of the driving electronics. This, in turn, usually means that
the transfer function of the system is not as straightforward as, for example,
the low-pass filter behavior a CCA shows. The frequency response has been
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Figure 2.4: Diagram of a simplified CTA. The Wheatstone bridge made out of the resistors
R1,R2,Ra and Rw, is balanced (DV = 0, where DV is measured between the terminals R1 � Rw
and R2 � Ra) by means of the instrumentational amplifier G1. Ra is a variable resistor which
is used to tune the overheat ratio of the hot-wire with resistance Rw. In general, R1 = R2 and
Ra = 1 + aR0 the target resistance of Rw. The second instrumental amplifier G2 is used to
control the offset voltage Vo f f on the output voltage Vw

shown to be non linear [51] [52], and so the data acquired would need to
be compensated in order to have correct statistics. The frequency response
is obtained by heating or cooling the wire at various, controlled frequencies.
This can be achieved, for example, by passing a square-wave electric pulse
through the CTA-controlled hot-wire. This procedure was originally postu-
lated by Freymuth [53], and it goes as follows: The response of the circuit to
either the rising or falling edge of square-wave pulse is recorded. From this
data, the time tc is estimated from the start of the edge to the point where the
response has decayed to 3% of its maximum value. In order to the system to
be adequately dampened, the undershoot after the pulse should not exceed
15% of the maximum value. A graphical depiction of this can be seen on
Figure 2.5

From tc the cut-off frequency can be estimated to be fc = 1
1.3tc

. Studies
indicate that this technique is not necessarily the best indicator of a hot-wire
actual cut-off frequency [52]. Nevertheless, it is a widely used characterization
technique due to its simplicity in both execution and analysis. More complete
(but complex) alternatives would be scanning the complete frequency range
of interest, either by purely electric means (such as using sine waves) or by
physical means. Examples of this include generating heat pulses on the wire
via a pulsed laser [54] or by creating actual "fluid square waves" [55].
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Figure 2.5: Drawing of a typical square-wave test result. The signal rises when the pulse
passes through the hot-wire, reaching a maximum amplitude h. Then, it decays as the cir-
cuit adjusts the parameters to reach the equilibrium resistance. The characteristic time tc is
measured from the start of the circuit response to the point where the measured amplitude
is 0.03h. In order to ensure the system has the right amount of dampening, the following
undershoot should be around 0.15h.

Another way to estimate the frequency response of the hot-wire is to ap-
ply a Fourier transform to the output voltage of the square wave test. if
F(w) = F (V(t)) is the Fourier transform of the output voltage, it is possible
to calculate the gain G of the system as:

G(w) = 10
log (F (w))

log 10
, (2.14)

where G is in dB. The cut-off value wc is given by F(wc) = �3.01dB

2.4 Material and size constraints

When designing a hot-wire, the properties of the flow (in this case, at-
mospheric air) must be taken into account in order to ensure an appropriate
spatial and temporal resolution. In order to avoid spatial averaging of the
smallest scales so that they are fully resolved, L has to be comparable to the
Kolmogorov length h [56]. As seen on Figure 2.2, a large aspect ratio L/dw

is desired. Taking these two conditions into account, and considering that
hair ⇠ 10�4 m, means that the hot-wire diameter necessarily has to be, at
least, micrometric in size. Commonly used hot-wires, such as DANTEC’s
commercial anemometers can have a length of 1.25 mm and a diameter of
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5 µm. For research, the Princeton-made Nano Scale Thermal Anemometry
Probe (NSTAP [16] uses a rectangular beam as a sensing element, of length
of either 30 or 60 µm, a thickness of 100 nm and a width of 2.5 µm. Recently,
the university of Twente has developed their own version of these micro-
machined hot-wires, that have a similar length but a smaller cross section of
(300 nm width and 100 nm thickness). However, a small, thin wire can be
quite fragile, so a material with a high tensile strength (e.g. tungsten) is re-
quired. This is particularly relevant for environmental measurements, where
collision with particles such as pollen, sand, water droplets or ice crystals are
likely.
Ideally, the wire properties remain constant during operation. High temper-
atures can make an otherwise inert material react with various chemicals.
Tungsten, while being chemically inert to air at room temperature, it starts to
react with N2 and O2 if heated at 300°C [57]. Other components present in
the flow (for example, salt in a coastal environment) only increase the chances
of an unwanted reaction in our sensor. These reactions can either change the
properties of the wire in an unexpected way or permanently destroy it.

A high value of the thermal coefficient of resistivity a is desired, as it
would mean a high sensitivity to velocity fluctuations without the use of elec-
tric amplifiers. For reference, the thermal coefficient of resistivity of DANTEC
probes is that of Pt, a = 3.6 · 10�3°C�1. Common CTAs work under the as-
sumption that a is both constant with respect to temperature (at least at the
operational range) and larger than zero. If a does not meet these criteria, the
CTA might be unable to properly balance the temperature on the wire, in
particular if R(T) is not monotonously increasing. While a model for a dig-
ital CTAs which could work without these assumptions exists, its frequency
response is worse than the traditional ones [58].

Another important parameter is the temporal response of the anemometer.
On a CTA, this is limited either by the driving circuit or, if G < 14, by the cut-
off frequency wp. Ideally, the system is able to resolve frequencies of at least
w ⇠ U

h . In the case of atmospheric flows, where the mean velocity can easily
range from 10 to 20 m/s, w can be as high as 200 kHz for h ⇠ 10�4 m.

A common choice of material that meets most these criteria is Pt and some
of its alloys (most notably, Pt/Rh). These wires can be either free-standing
(as is the case of NSTAPs) or being supported by a stronger element, such as
tungsten.
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2.5 Carbon Nanotube hot-wires

2.5.1 Introduction

Carbon nano tubes (CNT) are small cylindrical tubes which can either be
single walled or multi-walled. Single walled CNTs are, essentially a cylinder
made out of a rolled over two dimensional sheet of carbon atoms arranged
in a honey-comb structure (Graphene). Multi-walled CNTs are either several
single-walled CNTs sheated onto each other, or a single graphene sheet rolled
into the shape of a scroll. Depending on how the conforming graphene sheet
is shaped, a single-walled CNT can show either a metallic or semi-conducting
electric behavior [59]. Single walled CNTs can have a tensile strength of up to
0.15 TPa [60], which is about 5.5 times larger than tungsten whiskers [61].

Single walled CNTs have a diameter of only 3 � 5nm [62], which is well
below or too similar to the molecular mean free path of the fluids to be studied
in this thesis. This means that, in most cases, Kn � 1 and the wire would be
observing a molecular flow, which falls outside our initial assumption of a
continuous flow.

Their small size poses two other disadvantages: First, they require ma-
chinery with nanometric precision, which increases the difficulty of manu-
facturing these theoretical "CNT hot-wires" Second, the CNTs are too thin to
withstand strong forces, even with their (comparatively) large tensile strenght.
Multi-walled CNTs are thicker, but they are also less than ideal due to them
being semiconductors [63].

Recently, a method to synthesize a fiber made out of CNT was developed
[64]. These fibers are synthesized via wet spinning. Wet spinning is manu-
facturing process used to creat polymeric fibers. It consists on dissolving the
base ingredient of the fiber (CNTs) in a solvent (chlorosulfonic acid). This
mixture is then extruded through a spinneret. A spinneret is simply a solid
block with several small holes. This spinneret is submerged in a coagulant
solution (water), This coagulant bath causes the mixture to reform in fiber
form, which then is grabbed and stretched by some spinning drums to give
it the right fiber shape. The resulting CNF is rinsed with water after passing
by the spinning drums. The objective is to remove the remaining solvent off
the fiber, although traces of the acid stay inside the fiber, acting as a dopant.
A more complete description of the process can be found in [65].

The resulting fibers are micrometric in diameter (10 � 100µm) while being
several centimeters long. They not only possess the electric and heat con-
ductivity of CNTs, but also have the strength of carbon fibers. Due to these
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Figure 2.6: Photograph of a DANTEC 55P11 prong on a plastic holder for ease of transport.

properties, this material has been selected to be used as the sensing element
of a hot-wire.

In the following sections, the design of the in-house built hot-wire is
shown, as well as a short study of the suitability of this sensor in terms of ten-
sile strength and the quantities G and wp previously introduced. Afterwards
two experiments, showcasing both its imperviousness to collisions with heavy
particles as well as the effects of water on the wire’s signal are shown. Finally,
the hot-wire is connected to a CTA and both the resulting square wave and
voltage vs wind speed calibration curves are presented.

2.5.2 Hot-wire design

The hot-wire designed in this thesis consists on a CNF soldered onto the
prongs of a 55P11 DANTEC hot-wire sensor, with its original sensing element
removed. The 55P11 consist of two 20 mm long stainless steel prongs spaced
L = 1.25 mm apart. These prongs are held by a 1.9 mm diameter ceramic tube
body, with gold connectors on the other end. These gold connectors allow
for the hot-wire to be connected onto a ⇠ 200 mm probe support, which is
connected to the CTA system via a coaxial cable of variable length (1 to 20 m).
A sample picture of a 55P11 can be seen on Figure 2.6.

Physical properties and suitability of the CNF

The CNF used was commercially acquired from Dexmat Incorporated,
with a nominal diameter of 10 µm. While the CNF itself has metallic be-
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havior, some residual elements from the wet-spinning process are left on the
wire that act as a semiconductor phase. They also state that these dopants
are usually not removed during normal production as they increase the con-
ductivity of the wire. In order to eliminate these residues, the manufacturer
recommends to anneal the fiber a 500°C for at least 4 hours in an oxygen-free
environment to avoid oxidation of the fiber.

A list of the nominal parameters of the CNF that are relevant for the cal-
culation of G , wp are shown in Table 2.1, alongside the same values for W, Pt,
Graphite and CNTs for comparison.

Material
Property

[unit] W Pt CNF Graphite CNT

Tensile
Strength

[GPa]
0.58 – 1.47 0.125 � 0.15 1.0 0.048 � 0.076 150

Density
[g/cm3 19.25 21.5 1.3 2.26 0.9 � 9.9

Electric
Resistivity

[µW·m]
0.053 0.011 0.173 0.08 � 0.11 0.005 � 800

Thermal
Conductivity

[W/ mK]
175 71.6 450 8.7 � 2195 10 � 375

Specific heat
Capacity

[J/gK]
0.134 0.133 – 0.7 � 0.77 0.5,0.65

Thermal coef.
of resistivity

[10�3/°C]
4.5 3.93 – �0.45 3 � 8

(metallic)

Table 2.1: Physical properties of CNF and other materials (at room temperature) that are rele-
vant for the calculation of both end-conduction and ultimate strength. Properties of tungsten
come from [61] [66] [67], [68],[69]. Properties of Pt come from [70] [71], Properties of CNF
come from [72], [65],[73]. Values for graphite from [74] [75] [76]. Values for CNTs from [77]
[78] [79] [80] [81] [82] [83]. Values that could not be found in literature are marked as a dash.

Of note is the fact that the tensile strength T is similar for both tungsten
and CNF materials. This means a 10µm CNF can withstand a tensile force 3
to 7 times larger than a 5µm tungsten wire before breaking. While the stress
a wire is subjected to when a force is applied to its mantle is not solely tensile
[84], it is nevertheless a good first indicator that motivated further study of
the CNF as a candidate for more robust hot-wires.

By using the values in Table 2.1, an estimate for G and wp can be calculated.
To be noted is that both the specific heat capacity and the thermal coefficient
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of resistivity of the CNF were neither provided by the supplier nor found
in the current literature at the moment of both writing and realizing this
experiment. As such, the parameters for multi-walled CNTs and Graphite
were taken as a reference point. Since both quantities are dependent on the
material-specific properties such as the electronic configuration, there is no
clear indication that these values are comparable to the ones of the CNF, so
the resulting quantities G and wp are not accurate, but it is expected for them
to give a qualitative idea of the behavior of the wire.

The end-conduction constraint G is in the range (5.84 – 7.73) and wp,CNF

lies within 12500 and 17700 Hz. While GCNF < 14, and therefore the wire
is likely to suffer from end-conduction effects, they would only affect the
signal at frequencies larger than at least ⇠ 12500 Hz. This is larger than the
advertised bandwidth of 10 kHz for a DANTEC 5µm Pt plated tungsten wire,
although still lower than the desired 20 kHz from atmospheric turbulence.

Manufacturing

The manufacturing process starts with annealing the CNF to remove the
dopants and ensure a proper metallic conductivity. As stated before, the
annealing must be done on an oxygen free environment to avoid oxidation of
the wire. Afterwards, the fiber is soldered onto the stainless steel prongs.

The annealing process was done on an Rapid Thermal Processing Furnace
AnnealSys AS100 tower located at the clean-room facilities of the Goettingen
University. This furnace allows for rapid temperature cycling (with a ramp
of 200° C/min) by using quartz halogen lamps for heating and a water sys-
tem for cooling. The fiber was sandwiched between two 4 inches Si-wafers,
and the temperature of the system was monitored by a K-type thermocouple
in contact with one of the wafers. The wafer-CNF system is situated inside
a small (130 mm diameter, 25 mm height) airtight cylindrical chamber. The
chamber is connected both to a rotary vane and turbomolecular pump setup
and to a nitrogen evaporator, which in turn is connected connected to a 10000
L liquid nitrogen tank. This setup produces gaseous nitrogen with a purity
rating of 5.0 (99.999% purity). The turbomolecular pump allows the gener-
ation of high vacuum, with a lower limit of ⇠ 10�4 Pa for the pressure in
the chamber. The connected nitrogen evaporator permits the constant injec-
tion of N2. These two devices together are used to purge the chamber of any
unwanted reactive gases.

In this thesis, the AS100 furnace was used to anneal the fiber at a tem-
perature of 500°C for 150000 seconds (4 hours and 10 minutes). Before the
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annealing, the chamber was purged from oxygen via vacuum pumping and
subsequent N2 filling. After this, the chamber was flooded with N2 at a rate
of 50 sccm (standard cubic centimeter per minute or, equivalently for N2,
6.25 · 10�2 g/min), while being simultaneously pumped by the previously
described pumps.

Once annealed, the CNF had to be electrically connected to the 55P11
prongs. The method of choice was to solder the wire. A lead free, tin-based
solder provided by GoodFellow GmbH (C-solder) was used to solder the CNF
onto the stainless steel prongs. The solder has solidus temperature of 232 °C,
and a density of ⇠ 7.4g/cm3. The solidus temperature is the temperature
where the solder starts to melt, and both solid and liquid phases can coexist.
The soldering was done using a temperature controlled soldering iron station,
at a temperature of 300 °C. After the soldering process, the wire was cut using
standard hairdresser scissors. A typical end result can be seen on Figure 2.7.

Figure 2.7: Images of CNF soldered onto Dantec prong. Image a) shows a properly soldered
wire, while Image b) is an example of poor soldering quality. Note how in b) part of the
solder covers the sensing part of the wire. The apparent size difference is due to the pictures
having different scales.

The soldering process might contaminate the sensing element with metal.
It can be seen in the right side of 2.7 b) that part of the solder has wetted the
CNF. Also, a small piece of solder is connecting part of the sensing element
to the prongs on the left side, creating a shorter effective sensing element. All
hot-wires were inspected in the same way with a microscope after soldering.
If the sensing element was found to have traces of solder, the prongs had the
solder and CNF removed, and the entire manufacturing process was restarted.

The contact resistance induced by the soldering was estimated by mea-
suring the total resistivity of a non-annealed CNF soldered onto the 55P11
prongs. The soldered hot-wire was mounted onto a 55H20 probe support,
and its total resistance was then measured by a Brymen BM805s multimeter.
A mean value of (7.3 ± 0.4)W was obtained over 6 soldered CNFs. Consid-

38



ering that the length of the wire is 1.25 mm long, and using the supplied
value for the nominal resistance found on Table 2.1, the non-annealed wire
has an estimated resistance of 2.75W. Since the prongs have, according to the
manufacturer, a resistance of 0.5W, the contact resistance is of 4.0W, which
indicates non-ideal bonding between carbon wire, solder and stainless steel.
On the other hand, a hot-wire made from annealed CNF has a total average
resistance of (13.6 ± 0.8)W, which means the resistance of the annealed CNF
is R = 9.1W, approximately 3.3 times higher than the unannealed one.

Other methods to bond the CNF and a larger metal structure have been
attempted, but the results were unsatisfactory. One attempt entailed passing
the CNF through the inside of a 26G (0.45 mm outer diameter, 0.26 mm inner
diameter) hypodermic needle, followed by deforming the needle by using
a pair of pliers until both ends touch. The end result was either a broken
wire, a not properly fixed wire or, in the best case scenario, a measured total
resistance of order 1kW. Another mechanical bonding attempt entailed using
a Kulicke and Soffa 4523 Wire Wedge Bonder to crimp the wire between a pair
of flattened, Au coated stainless steel and a 50µm wide Au or Al wire. In this
case, a good mechanical contact could not be achieved. Another attempt has
been done using a MG Chemicals 8331-A Silver Conductive Epoxy Adhesive.
After placing glue on top of the prongs, the wire was set inside and the system
was cured on an electric furnace at 80°C for 30 minutes. The resulting bonding
between wire and glue was mechanically weak, as the CNF easily slid off the
dry glue when attempting to cut the wire with the scissors.

Robustness

As previously stated, there is a strong interest on high frequency mea-
surements in environments which are hostile for thin wires, such as inside
an ice cloud or during a wind storm. The CNF, with a high tensile strength
and larger diameter, is nominally stronger than the typical 5 µm Pt-coated
tungsten wire. Its robustness has been regularly observed during the man-
ufacturing process, where the CNF was routinely tugged by tweezers. Fur-
thermore, the wire had to be tensed by hanging a small piece of tape in one
edge in order to be cut, as otherwise the scissors would only deform it. As an
informal experiment, a thin syringe needle was passed in between the prongs
of a 55P11 with soldered CNF in order to let the weight of the probe hang
on the CNF. The wire did not break, and the electric resistance of the probe
remained unchanged after the process. Attempting the same with a DANTEC
miniature wire probe resulted in a broken wire.
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In another test, silica particles of various sizes (gravel) were dropped from
a height of approximately 50 cm onto a CNF hot-wire. The process was
recorded by a single Phantom v12.1 high-speed camera, recording at a speed
of 2.5 kHz with a resolution of 1280 x 800 px. The setup was illuminated by a
Thorlabs M455L3 high power LED, 455nm, > 900 mW focused at the measure-
ment area by a 2 inches, f = 35 mm Thorlabs ACL50832U-A condenser lens.
A long distance microscope objective (Questar Q100 Maksutov-Cassegrain)
was used to reach the right magnification to observe the wire. The result-
ing images of one impact of a millimetric sized particle on the CNF hot-wire
are shown on Figure 2.8. The resistance of the hot-wire before and after the
experiment remained the same, at 13.6W. This experiment was not repeated
with a DANTEC miniature wire probe.

2.6 CNF as a hot-wire

The results presented in this section were obtained from the hot-wires
manufactured by the process described on Section 2.5 (DCHW). These hot-
wires were connected to a 55H20 probe support, and then to a DANTEC
StreamLine Pro Constant Temperature Anemometer via a 4 m long RG223
BNC cable. This anemometer allows for the configuration of custom-made
hot-wires, as well as a square-wave test in order to correctly set the amplifi-
cation and gain of the anemometer. A standalone calibrator unit was used to
calibrate the wire. This unit permits the calibration of probes over a velocity
range of over 10 m/s. It produces a jet of compressed air, whose velocity is
controlled by a nozzle inside the system and is monitored digitally.

The overheat ratio Rw�R0
R0

of the hot-wire was set to 0.4, with a voltage gain
of 32 and a voltage offset of approximately 3.1V. Larger values of overheat
ratio produced a constant increase of the wire’s resistance. As the resistance
of the hot-wire recovers its original value after some time, this points towards
the solder reaching the solidus temperature.

2.6.1 Square wave test

After the Wheatstone bridge is properly balanced (see Section 2.3.2), a
square-wave test is performed with the software provided by DANTEC. The
sofware produces the cut-off frequencies and a graph for each test. The result-
ing graphs were converted to data by using WebPlotDigitizer [85], and plotted
together, as shown on the left side of Figure 2.9. The data labeled CHW02 cor-
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Figure 2.8: Snapshots of the moment when the gravel hits the wire, as recorded by the
Phantom v12.1 camera at a framerate of 2.5 kHz.
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responds to the square-wave test of the poorly soldered wire (seen in Figure
2.7 b)), while the other two dataset correspond to two different hot-wires.
The cut-off frequencies, according to the square wave test, are f01 = 18.5kHz,
f02 = 21, 1kHz and f03 = 27.5kHz for the hot-wires CHW01, CHW02 and
CHW03, respectively. On the right side of Figure 2.9, the frequency response
G of the hot-wires, calculated by using Equation (2.14) on the square-wave
response data, is plotted. For the other two wires, it was estimated to be
the point where frequency response stopped being flat. Note that, for wires
CHW01 and CHW02, the region where the signal has an artificial increase
corresponds to the oscillations observed on the square wave test. The cut-off
values obtained are wc,01 = 7700 Hz, wc,02 = 3800 Hz, and wc,03 = 26000 Hz
for CHW01, CHW02 and CHW03 respectively. There is a good agreement
between fc and wc, provided that the system is not underdamped.

Figure 2.9: Left: Square wave tests for different hot-wires and bridge configurations. Right:
Frequency response of the hot-wires. CHW02 corresponds to the square wave test of a poorly
soldered wire (see Figure 2.7) b.

It is observed in the left plot of Figure 2.9 that there are some oscillations
after the first zero crossing, which indicate an underdamped system. These
oscillations could not be further reduced by modifying the configuration of
the anemometer’s bridge. As CHW02 corresponds to the wire shown on Fig-
ure 2.7 b, the underdamping is attributed to the presence of solder on the
sensing part of the wire. As the solder has different properties (i.e. density,
but also is likely to have different thermal conductivity and specific heat ca-
pacity). Figure 2.9 c does not show these oscillations, and it also has a higher
cut-off frequency.
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2.6.2 Calibration curve

The calibration data of two CNF hot-wires can be seen in 2.10 with their
respective Kings Law Fit V2 = A1 + B1Un represented as a full line. All of
them were taken in the velocity range 1� 10 m/s, although one of them (blue
circle) reached the maximum value of +10V due to having a too high offset
voltage. The average value of the coefficients (as shown on Equation (2.5))
taken over 5 calibrations are:

A1 = 5.0 ± 0.1

B1 = 2.8 ± 0.1

n = 0.36 ± 0.03 (2.15)

By using the relation presented in Equation (2.7) it is possible to estimate the
value of the thermal coefficient of resistivity a. For this, A0 = 0.39, B0 =

0.51, R0 = 7.6W and Rw = 1.45R0 = 11W and k f = 26.24 · 10�3 W/mK
the thermal conductivity of air at room temperature. The value obtained are
similar depending on whether A1 or B1 is used: aA1 = (1.5 ± 0.1) · 10�4°C�1

while aB1 = (3.0 · ±0.2) · 10�4°C�1.

Figure 2.10: Five calibration curves for different hot-wires. The full lines correspond to the
plotted King’s Law fit.

The hot-wire shows a small drift when operated for too long. Figure 2.11
shows two calibration procedures done on the same wire, but with a 30 min-
utes difference. A small shift is observed, which can be attributed to the
previously discussed change in the contact resistance of the wire. Another

43



possibility, which has been already reported in literature alongside a correc-
tion [86], is that the effect is caused by changes in the properties of the fluid
(usually temperature and/or humidity).

Figure 2.11: Calibration curves for one hot-wire taken at t = t0 mins (blue  ) and at t =
t0 + 30 mins (orange N).

2.6.3 Bluff body test

A preliminary experiment was made on bluff body turbulence in order to
test the behavior of the hot-wire. A frequency spectra was obtained, and from
here the energy dissipation rate was estimated.

Experimental setup

For this experiment, the Prandlt wind tunnel was used. This tunnel was
originally built by Fritz Schulz-Grunow from 1936 to 1938, and then reshaped
in the 1970s [87]. The tunnel is an approximately 10m long, open return wind
tunnel. The flow is driven by a direct current electric motor connected to
an eight-bladed propeller. The motor has a maximum rotation rate of 1500
rpm, which translates to a maximum mean flow velocity of 12 m/s. Inside
the tunnel, three grids of decreasing mesh sizes of 20, 0.35 and 0.15mm are
placed downstream of the propeller in order to laminarize the turbulent flow.
This tunnel has an irregular octagonal cross-section (see Figure 2.12), which
is 1.15 m wide at the bottom, while having a base-to-roof distance of 1.25 m
and a 1.5 m wall to wall distance. Further details can be found on [88].
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Figure 2.12: Picture of the open end of the Prandtl wind tunnel

A CNF hot-wire was placed inside the Prandlt wind tunnel, aligned to
the major axis of the tunnel approximately 5 m upstream from the end of the
tunnel. In between the hot-wire and the laminarizing grid system a plastic
box of dimensions 80 by 50 by 43 cm placed to act as a source of bluff body
turbulence. The box was placed 2.8 meters upstream from the hot-wire, with
its longest side placed perpendicular to the tunnel’s major axis. The fan speed
was set at 640 RPM, which nominally corresponds to 5 m/s. The hot-wire was
placed aligned to the center axis to the tunnel, displaced laterally by 15 cm.
The hot-wire was calibrated using DANTEC Streamline Pro CTA, using the
setup described in Section 2.6. A National Instruments PCI-6123 16 bit data
acquisition card was used to record the voltage time series, which then was
converted to a velocity time series by using Kings law Equation (2.5) and the
coefficients obtained from the calibratino curves, shown in (2.15). Two sam-
pling rates of 20 and 40 kHz were used, recording data for 10 seconds for both
frequencies. Afterwards, the data was filtered using an 8th order butterworth
low pass filter. As filtering introduces edge effets, the first and last 60 values
of the dataset are discarded. The energy spectrum E(k) is calculated by the
following equation:

E(k) =
2p

< U >
E(w) =

2p

< U >
kF (U)k2

N fs
. (2.16)

where F (u) is the Fourier transform of the times series u(t), N is the
number of samples, fs = 40000 is the sampling frequency in Herz.
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Figure 2.13: Energy spectrum of the velocity data measured by the CNF hot-wire.

Results

A mean velocity of 4.8 m/s, and a R.M.S velocity of urms = 0.31 m/s was
measured. The corresponding energy spectrum can be found on Figure 2.13.
The data is quite noisy, which can be attributed to low statistics.

The compensated spectrum (according to Kolmogorov’s 5/3 law) can be
seen on Figure 2.14. In this plot, the inertial range can be distinguished as
a flat region. From the inertial range, it is possible to estimate e by solving
Equation (1.27). As the data itself is quite noisy, an average over the entire
inertial range is performed. From here, the value espectra = 0.085m2/s3 is
obtained. Alternatively, one can calculate the energy dissipation rate from the
gradient:

egradient = 15n

⌧✓
∂u
∂x2

◆�
, (2.17)

which is equivalent to:

egradient = 15n
Z •

0
k2

1E11(k1)dk1. (2.18)

By solving Equation (2.18), the value egradient = 0.073m2/s3 is obtained.
On the compensated spectrum, both values of e are plotted as a dashed line,
alongside the smoothed spectrum for better visibility. Both values are plau-
sible for the inertial range of the spectrum, but only espectra fits the smoothed
curve.

The longitudinal second order structure function S2 (see Equation (1.30))
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Figure 2.14: Compensated energy spectrum of the data measured by the CNF hot-wire (light
blue solid line alongside the energy dissipation rate calculated from K41 espectra (orange
dashed line), e calculated from the velocity gradient egradient (green dash and dot line) and
the smoothed compensated spectrum for visual aid (navy blue)

.

has been calculated by applying Taylor’s frozen flow hypothesis (see Section
1.5.8) to convert the time series U(t)into a distance series U(x). The resulting
second order structure function S2, alongside the r2/3 and r2 power laws can
be seen on Figure 2.15.

While r2 adequately fits the small scales region, it is easy to see that the in-
ertial range does not follow the K41 power law of r3/2. This is not unexpected,
as the region at a height h = 62.5cm might have large velocity gradients gen-
erated by the bluff body [89] . Keeping in mind that these results are just an
approximation, the second order structure function has been compensated by
r2/3 and the energy dissipation rate eS2 has been calculated by using the K41
relation:

hS2iinertial = 2(eS2 · r)2/3 (2.19)

with hS2iinertial corresponding to the average of the region which would
correspond to the inertial range. A value of eS2 = 0.053m2/s3 is obtained.
The values espectra,egradient and eS2 are all within the same order of magnitude,
the largest difference being a 62.35% between eS2 and espectra. These results
are reasonable considering the experimental conditions and the accuracy of
the estimation of e by using the hot-wire spectrum.
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Figure 2.15: Second order structure function (blue) alongside the r2 power law (green) repre-
senting the small range scaling and the r3/2 representing the K41 inertial range scaling.

2.7 Discussion

The results observed in this section demonstrate the potential of the CNF
as a material for sturdy, fast hot-wire anemometers. In particular, this wire
has a similar tensile strength than commercially available Pt plated tungsten
hot-wires, while having two times its diameter. The wire robustness has been
extensively tested during this thesis work, and it has been found to be su-
perior to conventional W plated wires. The results observed point toward
less chances of the wire breaking when exposed to collision to water, ice or
dust particles and other small solid particles commonly found in atmospheric
conditions, such as hail.

Other adverse effect for a sensor caused by environmental conditions would
be corrosion, which could be caused by sea salt in the air. This is typically
the case on environmental measurements done in a coastal or maritime envi-
ronment [13]. The CNF, however, is likely to remain unaffected, as the only
known solvent of its base material (carbon nanotubes) is chlorosulfonic acid
[65], which is unlikely to be present in the atmosphere, as it quickly reacts
with moisture to form sulfuric and hydrochloric acid [90]. Further testing is
required, however, as its capabilities have not been studied in full due to time
constraints. Doubts remain as to whether the CNF has a linear coefficient of
resistivity, and what are the implications of this for the sensing capabilities,
as it nevertheless shows sensible results (See Sections 2.6.2 and 2.6.3)

The highest cut off frequency response obtained was wc = 26 kHz. This
value is higher than DANTECs hot-wire frequency range of 10 kHz and
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slightly above the minimum desired frequency of 20 kHz.For wc = 26kHz
and h = 0.5mm, the maximum velocity the hot-wire can resolve before filter-
ing occurs is 13 m/s. On the other hand, if the mean velocity is 40m/s, the
minimum scale that can be resolved by this hot-wire would be x ⇡ 1.5mm. A
higher frequency resolution is desired to properly resolve the smallest scales
of a turbulent flow of U > 13 m/s. The cut-off frequency wc is also above the
estimated cut-off frequency wp from the end conduction effects. This means
that our estimate of wp is incorrect, which is not surprising as it was calcu-
lated using the heat capacity of graphite. However, it is not clear whether the
measured cut-off frequency of the hot-wire is due to end conduction effects
or something else. The heat capacity of the CNFs should be measured in or-
der to clear these doubts.The combination of a strong resistance to a variety
of effects that would break other hot-wires, with the fast temporal response
shown by a CNF hot-wire opens the possibility to high resolution measure-
ments in otherwise impossible conditions. To put things in perspective, recent
environmental measurements in adverse environmental conditions found lit-
erature have been done either with quartz coated hot film sensors [91] or with
nano scaled probes (such as Princeton’s NSTAP [16]) that have a minimum
chance of particle collision [92].

Quartz sensors, while quite robust, are also quite thicker than high reso-
lution sensors (70 µm) and thus are normally used to keep track of the mean
speed of the flow instead of measuring fine scale turbulence. NSTAPs, on
the other hand, are extremely delicate probes which require an appropriately
careful handling during installation. This could prove inconvenient in a long
field campaign. Furthermore, they are made by a complex Si etching pro-
cess which makes in-field repairs impossible. Furthermore, while being able
to survive dust storms, they can be difficult to operate with CTA anemome-
ters, as these nano-scaled wires have a tendency to break when operated with
this kind of controller [93]. CCA operated NSTAPs, on the other hand, are
much more robust but have a frequency range of 1 � 5 kHz [94] Most of
these problems are overcome with the presented CNF hot-wire, which have
a faster frequency response than the reported setups. These hot-wires could
be repaired in field, provided a soldering station and magnifying glass are in
place. While not ideal due to differences in the frequency response induced
by soldering quality, the CNF hot-wires show a similar response to velocity
(see Section 2.6.2). Furthermore, they can reliably be operated with commer-
cially available CTAs (such as DANTECs CTA), which ensures a fast temporal
response and ease of integration with several pre-existing setups.
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A power law is found between the velocity of the flow and the square of
the voltage measured by the CTA. The measured exponent n = 0.36 differs
from most theoretical values that range between 0.45 and 0.5. This is not
totally unexpected, as this exponent also depends on the geometry of the
wire [95]. In particular, and unlike most hot-wires of similar size, the sensing
elements is not located at the very front of the prongs, but instead at several
micrometers below the end of the prongs, and attached to one side.

From the coefficients A1 and B1 of this power law, the temperature coef-
ficient of resistivity a is estimated. Its value ranges between (1.5 · 10�4)°C�1

and (3.0 · 10�4)°C�1. As the overheat ratio a = 0.45 is an input parameter, it
is possible to calculate the temperature of the wire by combining Equations
(2.13) with (2.6). The resulting equation is:

DT = Tw � T0 =
0.45

a
, (2.20)

with T0 the ambient temperature. The lower estimate for DT is around
1500 °C. This value is unrealistically high, as the CNF oxidizes at tempera-
tures lower than 500°C. One possible reason for this high value would be the
solder reaching its solidus temperature, and thus changing its properties as it
slowly starts melting. This, coupled with the varied square wave response, is
evidence that the technique used to bond wire and prongs is not ideal, and
either an alternative method of creating an electric and mechanical connection
between wire and prongs must be found, or a different solder should be used.

The CNF hot-wire, after calibration, has been tested on a bluff body turbu-
lent flow with a commercially available CTA. The resulting energy spectrum
shows a good fit for the K41 theory at the inertial range. By using Taylor
frozen flow hypothesis, the longitudinal second order structure function S2

has been calculated. The predicted power law C(er)2/3 does not properly fit
the inertial range of S2, which indicates the turbulent flow is not isotropic
and homogeneous at these scales. This would also explain the disparity of 30
to 40% between the energy dissipation rates calculated by different methods
(velocity gradients, energy spectrum, and second order structure function).
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Chapter 3

Lagrangian Particle Tracking on
Variable Density Wind Tunnel

This chapter consists of three sections. Section 3.1 presents a review of
the current state of the Variable Density Turbulent Tunnel (VDTT) [1], and a
description of the experimental setup used for the Lagrangian Particle Track-
ing (LPT), previously implemented by C. Kuechler [2]. This includes the flow
generating setup (active grid, main fan), the camera and illumination system
and the particle disperser. A characterization of the particles used is also pro-
vided. The LPT setup has been modified to be able to work with particles of
12µm, which is half the diameter used in its previous iteration.

In section 3.2, a description on how the videos are acquired and processed
can be found, as well as a first comparison between the velocity measurements
previously done by a high resolution hot-wire and the LPT.

Finally, section 3.3 shows the work done when analyzing the particle-pair
relative velocity and inter-particle-pair distance in isotropic turbulence. First,
a brief introduction of the relevant quantities used is presented, which in-
cludes the formulas used to calculate them. Then, a characterization of the
relative distance of the particles is presented, followed by the characteriza-
tion of the relative velocities of the particles in the shape of the second order
structure function. The structure function is compared with the longitudinal
structure function calculated from previous hot-wire measurements in similar
conditions, and a measure of the local anisotropy of the flow is given.
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3.1 Experimental setup

3.1.1 Wind Tunnel

The VDTT is a closed-loop wind tunnel, with a mean flow velocity varying
from 0.5 to 5.5 m/s. The working gas is SF6. This gas can be pressurized to
pressures of up to 15 bar at the temperature range 15 – 30 °C. By pressurizing
the gas, the density of the gas r increases, which in turn decreases the value
of the kinematic viscosity n, as n is inversely proportional to the density of
the fluid. Since Re ⇠ 1

n , tuning the kinematic viscosity allows for larger
Reynolds numbers to be achieved without the need of increasing the mean
flow velocity. The tunnel consists of two parallel 11.68 m long tubes with an
inner diameter of 1.84m. These tubes are parallel, but separated by 3.5 m from
center to center, one being above the other. Both tubes are connected on each
side by one elbow of inner diameter 1.52 m. The whole setup thus has a total
volume of 88 m3. All tubes are made out of steel, the straight tubes having
20 mm thick walls while the elbows have 18 mm thick walls. The tunnel is
also equipped with a bypass circuit that filters out particles from the fluid.
The bypass circuit, - when open- draws the fluid from one of the elbows,
passing it through a class F9 filter (with an efficiency of 98% for particles of a
diameter of 1 µm) before returning it to the other elbow. This bypass filter was
always active when performing these experiments. The flow within the VDTT
is driven by a fan with 20 blades, which is coupled to a 210 kW motor. The
motor allows to set the fan rotational frequency up to 24 Hz, which produces
an adjustable flow velocity on the range of 0.5 m/s and 5 m/s with SF6 at
15 bar. The motor is housed to prevent particles damaging its bearings. This
motor is water cooled via a dedicated water line connected to the building.
The fan is located at one end of the lower tube, directly upstream of one of its
elbows. A heat exchanger is located at the upstream end of the upper tube,
removing the motor energy that is dissipated into heat. It is placed right after
the flow-driving fan. This heat exchanger consists of two registers of water-
cooled plates. The water circuit inside these plates is set up in such a way that
the temperature gradient along the cross-section of the tunnel is minimized.
The heat exchanger is fitted to the tunnel via a contraction, which is then
re-expanded. Three meshes of increasing spacing (0.850 mm, 1.267 mm and
2.833mm) are located alongside the expansion area in order to re-laminarize
the flow. More details can be found in [1].
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Active Grid

The flow turbulence is modulated by an active grid, which is located close
to the 2.833 mm laminarizing grid, downstream from it. This grid consists on
111 winglets of size 11 x 11cm that can be rotated via individual servomotors.
The motors allow each one of them to be moved over 180 degrees (with respect
to the mean flow velocity) at a speed of up to 400 degrees per second, allowing
a generation of a turbulent shear-free region of Rel up to 6000.

Its operating principle goes as follows: Each winglet opens and closes in-
dependently, creating a wake by blocking or unblocking the flow. Each wake
interacts with the ones generated by the other winglets, creating a turbu-
lent flow which is then carried downstream. The opening and closing of the
winglets is controlled via an algorithm that updates their position every 0.1
seconds. At each timestep, the position is updated based on a set of random
angles and their convolution with the grid history and a predefined kernel,
correlating these random positions in both space (a measure of the number
of neighbors involved) and time (how many of the previous time steps are
considered). The kernel is defined by a certain function, a correlation length
for space and time and a RMS absolute angle FRMS with respect to the mean
flow. For example, a "Long Tail" kernel consists of the superposition of two
rectangle functions, one with width 2s and height h and the other with width
s and height 1 � h. The (normalized) long tail kernel LT(x) of correlation
length s around an arbitrary value x0 would follow the equation:

LTx0(x)

8
>>><

>>>:

1 x 2 [x0 � s, x0 + s]

h x 2 [x0 � 2s, x0 � s) [ (x0 + s, x0 + 2s]

0 otherwise

The grid correlation lengths are related to the large-scale flow properties
by mean of a typical correlation volume Vc = (ss)(ss)(Ust), which defines a
correlation length Lc = 3

p
Vc. The Reynolds number of the grid is defined as:

Regrid ⇠ ULc sin (FRMS)
n

(3.1)

And the Taylor-scale Reynolds number of the tunnel at the measurement
volume relates to Regrid by: Rel ⇡ 0.95

p
Regrid. Further details can be found

in [96] [93].
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The notation used to mark the experiments is:

K
⇣ ss

0.11m

⌘
K
⇣ st

0.1s

⌘

Where K denotes the kernel type and the correlation lengths are denoted
by ss and st, where the subscript signal denote that they are spatial and tem-
poral correlation lengths, respectively. The spatial correlation length ss is
normalized by the spacing between winglets, while the correlation time st is
normalized by the update time-step of 0.1s. For example, LT4LT3 denotes
an experiment with a Long Tail correlation kernel for both space and time,
with correlation length ss = 0.44m and correlation time st = 0.3s. As all ex-
periments presented in this thesis were realized with a Long Tail kernel with
h = 0.4 and FRMS = 50, these values are not used to distinguish each dataset.

Illumination

The measurement volume is illuminated by a frequency doubled, green
(515 nm wavelength) TruMicro 7240 Yb:YAG laser (Trumpf Laser GmbH,
Schramberg, Germany). It has a maximum energy of 7.5 mJ per pulse, releas-
ing 300 ns long pulses at a frequency of 20 to 100 kHz with a maximum power
of 300 W. The laser light is guided by a 30 m long optical fiber (LLK-D06,
100mm mrad, Trumpf Laser GmbH) into a light-sealed optical box, before
entering the wind tunnel through a pressure-sealed window. The numerical
aperture NA of the laser at the fiber end is 0.103 [97].

Optical Box

The laser light has to travel roughly 12 meters before reaching the mea-
surement volume. As both the refractive index of the gas [98] and shape of
the tunnel are dependent on the pressure inside, placing lenses at the inte-
rior of the tunnel is both difficult and impractical. Therefore, an optical box
has been placed right outside the laser inlet to bring the beam in the desired
shape at the measurement volume. The box holds 3 lenses which, together,
act as a collimator and beam expander system, as seen schematically on Fig-
ure 3.1. After passing through this optical setup, the laser beam enters the
VDTT through a borosilicate glass window specially manufactured for high
pressure usage (METAGLAS® Type 76 SIGHT GLASS). The glass window is
protected by an automatic ball valve which, if a leak is detected through its
flange,closes to avoid further leaking of gas to the outside and deactivates the
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Figure 3.1: Schematic of the lens configuration at the optical box. It consists of three lenses.
Lens A is a planoconvex lense of focal length f = 50 mm, which is separated by a distance of
d0 = 50 mm from the ending of the glass fiber which carries the laser. This lens is slightly
tilted at an angle with respect to the beam path in order to avoid the back reflection to hit
the glass fiber and potentially damage it. Lens B is an f = �25 mm biconcave lens, which is
placed roughly d1 = 50 mm after Lens A. Finally, and separated by d2 = 90 mm from Lens
B, an f = 125 mm planoconvex lens (labeled as C) is placed. Lenses B and C together act as a
beam expander. Two mirrors (represented as red rectangles) are used to redirect the beam to
the opening of the wind tunnel and to make the optical path long enough to be able to place
the lenses.

laser. Finally, at the measurement volume, a round and almost parallel beam
with a diameter of approximately 4 c can be observed. This size is compara-
ble to the in-plane field of view of 3.58 cm obtained with the current camera
setup.

Mirror path

Five mirrors are located inside the tunnel and used to guide the beam to
the measurement volume, as shown on Figure 3.2. The first mirror is installed
on a remote-controlled servomotor mounting (AC-8823, Newport Optics) lo-
cated at the side of the VDTT, in front of the laser inlet. This mounting is
used to externally realign the laser with the cameras whenever the working
pressure is changed, as the optical path changes due to deformations of the
tunnel. The second mirror is a two inch diameter mirror mounted on a stan-
dard ThorLabs fixed mount. This mirror has an aerodynamically shaped 3D
printed hood to both protect the mirror from the strong flow, prevent mis-
alignment caused by said flow, and to minimize its impact to the resulting
turbulence at the measurement volume. From here, the beam path goes to
one of three mirrors which are around the measurement volume and installed
each on a static aluminium profile: two of them fixed on the ground and one
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Figure 3.2: Schematic diagram of the mirror path inside the VDTT. From the Laser inlet,
the laser beam enters and hits a 2-inch mirror installed on a remote-controlled servomotor
mounting A. Here, it’s redirected to the static mirror on the floor at position B. Mirror B has
an aerodynamically shaped hood (drawn in red) protecting it from the incoming mean flow
(shown by a black arrow). Afterwards, the beam hits the three mirrors C, D and E. Both
D and E are at the roof of the tunnel. The three mirrors are positioned in such a way that
the beam crosses itself at the measurement point E. Finally, the laser impacts the floor of the
wind tunnel, at point G.

on the ceiling of the measurement section. These are angled from each other
in such a way that they make the incoming beam cross itself at the measure-
ment volume, effectively enhancing the signal of the tracers used, as the total
light intensity is higher. A schematic picture of the full mirror setup can be
seen on Figure 3.2

3.1.2 Camera setup

The camera setup used consists of three externally-triggered Phantom
v2511 high-speed cameras, recording at a frequency of 25 kHz with a res-
olution of 1280x800 pixels. The protective glass on top of the sensor was
vented by the manufacturer to avoid breaking due to pressure differences,
thus allowing their operation at non-atmospheric pressures. All other elec-
tronic devices used here require no other special preparations in order to be
operated at the pressure range 1-15 bar of SF6.

The camera optics are a AF Micro-Nikkor 200 mm 1:4D IF-ED camera
lens, with an aperture of f /11, and two 2⇥ teleconverters. This results in a
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Phantom v2511

camera optics

motorised
focuskinematic

mirror mount

spring
suspension

Figure 3.3: 3D rendering of the camera platform. The two camera support structures (green)
are connected rigidly with each other, but are otherwise suspended by vibration/damping
springs (red). Both the kinematic mirror mounts and the focusing part of the camera optics
can be remotely controlled, allowing for adjustments without the need of opening the tunnel.
The measurement volume is located approximately 60cm above the center of the platform
(dark grey square). Image provided by C. Kuechler.

magnification M ⇠ 1 when focused at the measurement volume. The pixel
size of these cameras is 28µm, which corresponds to the size of the light
sensing element.

The cameras are located on a spring-suspended movable platform, in or-
der to decouple the imaging from the vibrations on the tunnel induced by the
fan driving the flow. As this sled is located below the measurement volume,
a mirror is placed in front of each camera, pointing towards the measurement
volume. For each camera lens, a servomotor (Trinamic QSH2818-51) are con-
nected to a timing belt coiled around the manual focus ring, allowing external
refocusing. Refocusing is necessary when changing the operating pressure,
because the refractive index of SF6 is density dependent. A more detailed
description can be found on [2].

3.1.3 Particles

Suitable particles for tracers, as stated before, must have a low Stokes

number. As St ⇠ rp
r f

⇣
dp
h

⌘2
, this means that either small or less dense particles

are preferred over larger or heavier ones. Additionally, the tracer particles
should have a diameter dp smaller than the flow length h in order to avoid
spatial averaging of the small scales. Reducing the size of the particle, then, is
the best way to ensure both conditions are fulfilled. The previous iteration of

57



this setup used 30µm particles, with an estimated density of r = 1400kg/m3

[93].
The particles used for the experiments as tracers are commercially avail-

able KOBO cellulose particles CELLULOBEADS D-10. These particles have
a nominal diameter of dn = 15µm and a nominal bulk density of rb =

708kg/m3. These particles are nominally smaller than the minimum flow
length scale h ⇡ 30µm that was used for these experiments. Furthermore,
since they are made of cellulose, they do not significantly absorb light at the
wavelength of the laser, are biodegradable and pose little risk to the environ-
ment and are not a major health hazard. These properties make them suitable
for this experiment. However, as seen from 3.4 C, the particles are not per-
fectly full spheres, having instead small cavities on the surface. It is plausible
to believe that these cavities manifest as a porosity not only at the surface, but
also within the bulk of the particle as well. This porosity is not known, which
impedes a straight calculation of the particle density from the bulk density rb.
Thus, rp has been measured independently.

Diameter

A Keyence laser confocal VK-x210 microscope was used to acquire a 3D
profile of a slide of glass that was left inside the wind tunnel during a typical
experiment run. The microscopic image of such a slide can be observed on 3.4
A and B. The average particle area Am was obtained from the images using
standard algorithms found in ImageJ, and then the mean diameter dm was
estimated by using the equation Am = p( dm

2 )2. The resulting histogram can
be seen on Figure 3.5 A. This histogram of diameters shows a sharp peak
centered at dm ⇡ 12µm, which is similar to the nominal value of dm = 15µm
and would correspond to a single particle. A second, smaller peak appears to
be at around d2m ⇡ 17µm, which would correspond to a two particle cluster.
The probability of finding a two particle cluster is 3.5 tiems lower than finding
a single particle, which indicates that the particles are predominantly non-
clustered.

Density and Stokes Number

The density of the particles was estimated via its aerodynamic particle
size. This quantity is related to the particle density by:
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Figure 3.4: Imaging of the settled particles of a typical wind tunnel experiment. A shows an
overview of the settled particles. B shows an image taken on the same sample with a larger
magnification, while C shows a microscope image of a single particle. In A and B, the scale
is represented as a blue line.

dae = dp

s
F

rp

rRe f
, (3.2)

Where rRe f = 1.0kg/m3 is a device-specific reference density and F is a
shape factor taking into account differences in fluid response for different par-
ticle shapes (F = 1 in this case, as the particles are approximately spherical).
dp = 12µm is the geometric diameter, which was measured as previously de-
scribed. The aerodynamic diameter was measured with a TSI Aerodynamic
Particle Sizer Model 3321 (APS) in a room of a volume of approximately 200
m3. This room had several fans running, as well as an InoxAir GmbH air
filter with a clean air delivery rate of 1650 m3

h . These devices were used to
ensure a homogeneous particle distribution in the local atmosphere as well
as to filter out unwanted particles from the air. The full experiment went as
follows: First, both fans and air filter were turned on for approximately 10
minutes in order to clean the air of particulate material. Afterwards, the APS
started measuring the aerodynamic particle size distribution of this air, in or-
der to characterize the background air of the experiment. After 5 minutes,
particles were spread in the by using a commercial airbrush with a nozzle of
1 mm width. The airbrush was connected to a N2 gas bottle, and discharged
towards a fan pointing upwards, which then spread the particles in the air.
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Figure 3.5: D-10 particle properties. A: probability of finding a particle of size dp on the
system after an experiment. Vertical lines indicate the expected size of clusters of one (solid
line), two (dashed line) and three (dash and dot line) particles. The mean particle diameter
for a single particle is 11.7 ± 0.1µm. B: Histogram of the particle density estimated from the
aerodynamic particle size. The peak at low values (faded blue color) corresponds to a residue
from a previous experiment, and can be ignored. An effective density of rp = (730 ± 250)
kg/m3 is obtained by averaging the three highest points at the second peak (as well as the
FWHM of the curve). By averaging the density bins weighted by their respective counts, a
mean value of rp = 730 ± 250 kg/m3 is obtained.

The aerodynamic particle size distribution measured by the APS was con-
verted to density values, according to Equation (3.2), and the results are
shown on Figure 3.5. There is a greyed region on the plot, corresponding
to residues of a previous experiment done with a different set of (smaller)
particles that were not filtered out completely. In the relevant region, the
estimated density is r = 730 ± 250kg/m3.

Acceleration

Electrostatic forces could arise in our system due to friction between the
particles or between particle and nozzle when ejected from the particle dis-
penser. If this is the case, these forces would be made apparent in the particle
acceleration statistics. The acceleration of each particle has been calculated
from their position as a function of time, following the process described in
Sections 3.2.1 and 3.2.2. The average magnitude of the longitudinal acceler-
ation between two particles (~a2 �~a1) · ~r2�~r1

k~r2�~r1k
as function of the inter particle

pair distance can be seen in Figure 3.6. The average is consistently zero at all
measured scales, which means that the particles, down to r ⇡ 50µm, are not
being directly repelled or attracted to each other. In particular, this quantity
does not follow a r�2, as it would be expected from an electrostatic interaction.
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Figure 3.6: Mean particle-particle acceleration ~appprojected to the normalized inter-particle
distance vector ~er = ~r

krk as function of the particle pair distance r

The histogram of the angle f between the relative acceleration between
two particles and their distance vector is plotted in Figure 3.7. The relative ac-
celeration between two particles is predominantly perpendicular with respect
to their relative separation, with almost no occurrences of them being parallel
or antiparallel. This is expected from incompressible flows, since the field is
divergent free in this case.

Figure 3.7: Histogram of the relative angle between the inter particle distance vector and their
relative acceleration.

3.1.4 Particle disperser

In order to produce a reliable stream of tracers, an in-house particle dis-
perser was designed, which can be seen on Figure 3.8. It consists of a large

61



cylindrical container of volume ⇠ 10L which acts as a reservoir, and a small
cavity connected to a SF6 cylinder through a high pressure stainless steel
braided hose. Two metal cones, connected to a motor on the upper side of
the reservoir, can be moved up and down in order to promote particles to fall
from the upper reservoir onto the cavity.

Figure 3.8: 2D rendering of the particle disperser vessel. Most of the particles are contained
within the large reservoir (in blue) at the top part of the image, but some fall into the bottom
receptacle (in green) by action of both gravity and two motor-controlled structures that stir
the powder to avoid clumps (in yellow). An external SF6 supply (2-5 bar above the VDTT
pressure) is connected to the particle receptacle via a high pressure stainless steel braided
hose, where the gas flow collects particles housed in the green receptacle. Two valves (not
shown) control that the vessel is pressurized, and that the particles are released into the
VDTT. Image courtesy of C. Kuechler

Two magnetic valves control the flow of an open SF6 gas cylinder (set to
pressures 2-5 bar above the current working pressure in the VDTT). When
both valves are open, an airflow is created inside the bottom receptacle. This
flow of air pushes the particles inside the container through another braided
hose, carrying them to a small commercial airbrush nozzle, which then re-
leases a cloud of mostly monodisperse particles, as seen from Figure 3.5.

In order to ensure that the particles at the measurement volume are un-
affected by the jet flow of the ejection, the nozzle of the disperser is located
downstream of the active grid, but upstream of the measurement volume.
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Grid
Protocol

hUHWi
[m/s]

hurms,HWi
(streamwise)

[m/s]
Rel

e
[m2/s3]

h
[µm]

th

[ms]
Stokes

number

LT1LT1 3.447 0.216 1305 0.062 34.1 2.66 0.14
LT2LT1.5 3.510 0.240 1481 0.068 32.7 2.51 0.15
LT4LT3 3.644 0.345 2233 0.107 27.6 1.92 0.20
LT7LT5 3.609 0.396 2680 0.129 26.4 1.75 0.22

Table 3.1: Turbulent flow parameters for each grid protocol obtained from previous hot-wire
data. The Stokes number was calculated with the geometric diameter calculated from the
microscope pictures and the density estimated from the aerodynamic particle size.

The nozzle points upwards at an angle a ⇡ 40°, but is otherwise aligned to
the main axis of the tunnel, about 15 cm to the left of its center.

3.2 Data acquisition and analysis

3.2.1 Data acquisition

Hot-wire data

The hot-wire data presented here was acquired several months prior to the
realization of the LPT experiments [2]. Four different datasets with different
grid protocols were taken, all of them with a constant pressure of 5.98 bar and
a fan speed of 16.8 Hz for all of them. At this pressure, the kinematic viscos-
ity and fluid density take the values n = 4 · 10�7m2/s and r = 38.8kg/m3,
respectively. The grid protocols chosen were LT1LT1, LT2LT1.5, LT4LT3 and
LT7LT5. The meaning of this nomenclature can be found on Section 3.1.1.
The measured values of Rel, as well as other relevant turbulence parameters
can be seen on Table ??. The Stokes number was calculated by using the flow
parameters measured by the hot-wire, the fluid parameters corresponding for
SF6 at 6 bar and the mean particle density and diameter calculated on the
previous section (dp = 12µm and rp = 730kg/m3).

The hot-wire used were the nano scaled thermal anemometry probes (NSTAP)
fabricated by Princeton [16]. The hot-wires were located approximately 2 m
downstream from the measurement volume, but otherwise aligned with the
measurement volume of the cameras and the major axis of the tunnel.

LPT data

For these experiments, the parameters used were the same as for the hot-
wire measurements to allow a direct comparison. That is, same grid protocols
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at a working pressure of 5.98 bar and with a fan speed of 16.8 Hz. All four
cameras in the setup described previously were used to record videos. A
typical frame can be seen on Figure 3.9. A heavy distortion on the shape
of the otherwise spherical particles can be observed for one of the cameras
(marked as 3 on Figure 3.9). Thus, the videos recorded by camera 3 were
not considered for the subsequent tracking and image analysis. It was found
that this distortion is related to small stresses in the mirror the camera uses
to observe the measurement volume. These stresses slightly bend the mirror,
and are caused by the clamping mechanism that affixes the mirrors to the
kinematic mount and from small imperfections in the surface of the mirror
holder.

The particle tracking has been done with Dr. Jan Molacek’s in-house par-
ticle tracking code, which provides indexed 3D positions per frame, where
the index corresponds to an identification number for each particle. The code
provides as well a measure of the tracking errors associated to the particle
position. This code is inspired by the Shake The Box algorithm [99]. This in-
volves first extrapolating a position "candidate" from an already existing track.
The distance of this candidate positions and the one from a particle position
detected on the video is minimized. This is achieved by slightly varying (or
"shaking") the coordinates of the candidate position. Once this is performed
on each camera, the final particle position is extracted via line of sight trian-
gulation. In this code, this is performed with several candidate positions at
once. As this reduces the requirements on the temporal resolution for particle
positions, it allows the tracking tracking of particles with higher accelerations
or larger position uncertainties.

3.2.2 Data treatment

The raw data contains noise from several sources. These sources includes
random noise from the trajectories as well as systematic errors, such as vi-
brations from the setup that are not fully damped by the suspension system.
Another possible source of error are thermal plumes that come out of the
camera. This noise must be filtered in order to be able to obtain meaningful
statistics. One commonly used technique to filter and de-noise the signal is by
Gaussian kernel filtering, due to both its simplicity in implementation [100]
and the ease of calculation of the derivatives of the filtered quantities, which
is simply using a differentiated Gaussian as a kernel [101]. Unfortunately, this
method introduces a selection bias by cutting off the data at the edges of the

64



Figure 3.9: Left side: A characteristic frame for each camera in one experiment, with one
particle marked by a red square. Right side: Magnification of the marked particle.
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tracks, where there is too little data to properly support the filtering. There-
fore, only the tracks inside a box shaped region of dimensions (24, 22, 22)
mm were considered. This box was centered at x = 0mm, y = 2mm and
z = �2mm with respect to the center of the camera coordinate system. On
this thesis work, the data has been smoothed by penalized cubic B-splines
(or P-splines). As the splines are third order polynomials, we ensure that
the smoothed tracks are twice-differentiable. The usage of P-Splines has been
exhaustively documented since it’s introduction [102] [103] [104].

P-Splines

This section is a brief outline of P-Splines. A full, detailed analysis of them
can be found on [105].

In order to understand cubic P-splines, it is necessary to first discuss cubic
B-splines. A cubic B-spline is a piecewise function, where each piece is a
polynomial of order 3. Now, if a B-spline consisting on a basis matrix B with
coefficients â (so that f (x) = Â Bi(x)âi) is used to fit a curve y, one needs to
solve a least squares problem for â with solution:

â =
⇣

BTB
⌘�1

BTy (3.3)

A P-spline solves a similar equation, but adding a "Penalizing term" lP,
where P has the form P = D3

TD3 with D3 that follows the relation

(D3a)j = aj � 3aj�1 + 3aj�2 � aj�3

which add a constraint to the coefficients â to minimize the roughness (de-
fined as

R
| f 00(x)|2)of the P-spline. The constant l simply weights the smooth-

ing term. The equation for the P-spline is:

⇣
BTB + lP

⌘
â = BTy (3.4)

To account for the error inherent in experimental data y, a diagonal weight
matrix W, is also added, which takes into account the tracking error produced
by the code. Finally, equation (3.4) becomes:

⇣
BTWB + lP

⌘
â = BTWy (3.5)

The smoothing code was implemented by Christian Kuechler, using the
MATLAB algorithm found in [102]
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3.2.3 Characterization

The smoothing algorithm also calculates the root squared error per com-
ponent (RSEi) of the new positions. All data with RSEi larger than 10�6 were
discarded, as they were deemed too noisy. The discarded data corresponds
to roughly 30% of the total. The reasoning behind this, as well as the impli-
cations will be discussed in Section 3.4. Table 3.2 has a general overview of
the track number before any sort of data discrimination (both by RSE and by
considering the box shaped region mentioned in Section 3.2.2).

Grid protocol Ntracks
(before cut-off)

Ntracks
(after cut-off)

<Part. Density>
[Tracks/Video]

<T. Len>
[s/th]

LT1LT1 681686 413887 20694 1.95
LT2LT1.5 437122 271846 13592 2.16
LT4LT3 703215 439930 20949 2.73
LT7LT5 421464 256928 14273 3.08

Table 3.2: Overview of number of tracks per dataset before and after the error and position
cut-offs are applied. The particle density per video, as well as the average track length (in
units of th) after the cut-off is applied is also provided

The particle density is not uniform in each video: In several of them, sev-
eral thousand frames were devoid of particles. While the total particle density
per video is rather low, several frames have several thousand of particles. This
would mean that there is a systematic bias in these measurements as some
parts of the turbulence are underrepresented with respect to others. Due
to large scale intermittency, the flow statistics have a fat tailed distribution,
which means this sampling bias would greatly affect the overall statistics.

In every case, the maximum track length was close 300 frames, which cor-
responds to a total travelled distance of ⇡ 4.2cm. This value is very close to
the size of the larger diagonal of the enclosing box d ⇡ 3.9cm, which means
that some tracks span the full (valid) field of view. The track length, depend-
ing on the grid protocol, corresponds to 4 to 6 Kolmogorov times th. The
histograms of track length can be found on Figure 3.10. As both pressure and
measurement volume are kept constant, larger values of e leads to smaller th,
which in turn means longer normalized track lengths.
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Figure 3.10: Histograms of the track length (in units of the Kolmogorov time th found in each
dataset: LT1LT1 (blue  ), LT2LT1.5(orange ⌅), LT4LT3 (green H) and LT7LT5 (purple ×).

As the mean track length is of order 2th, it would only be possible to
measure a part of the Lagrangian second order structure function SL

2 (r):

SL
2 (t) =

D
(ui(t + t)� ui(t))2

E
. (3.6)

From a dimensional analysis under the assumptions done by Kolmogorov
[30], SL

2 (t) has a power law scaling similar to the scaling shown by the inertial
range of the Eulerian structure function S2 (see Section 1.5.2). The scaling has
the shape:

SL
2 (t) = C2(et) (3.7)

The Lagrangian inertial range begins at t ⇡ th [106], thus it can only be
partially observed on the current setup. For t ⌧ th:
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Grid
Protocol

hULPTi
[m/s]

hurms,LPTistr
[m/s]

hurms,LPTitransv
[m/s]

hurms,LPTistr,transv
[%]

LT1LT1 3.881 0.171 0.164 4.58
LT2LT1.5 3.966 0.172 0.163 5.58
LT4LT3 4.086 0.241 0.230 4.65
LT7LT5 4.082 0.248 0.257 3.57

Table 3.3: Mean velocity and both streamwise ( hurms,LPTistr ) and transverse ( hurms,LPTitransv)
velocity values obtained from the particle tracks, as well as the relative difference
hurms,LPTistr,transv between both R.M.S values.

S2(t)
L = a0

r
e3

n
t2, (3.8)

where a0 is the normalized acceleration variance, which is a Rel dependent
parameter [107].

Velocity Statistics

The total mean velocity, as well as the streamwise and transverse RMS
velocities obtained from the LPT data can be seen on Table 3.3.

The normalized histogram of the streamwise velocities can be seen in Fig-
ure 3.11 accompanied with its respective hot-wire values. At low turbulence
intensities (LT1LT1, LT2LT1.5), the velocity histograms of both LPT and hot-
wire data have a similar shape. As the turbulence increases, an inhomogene-
ity effect starts to appear. This effect is also present in the hot-wire data,
and has been previously reported [93]. One possible explanation is the de-
caying nature of the grid-generated turbulence [108]. It is observed that, for
the hot-wire data, the effect is much more prominent, and that the measured
mean velocity from the LPT data is systematically higher than the hot-wire
measurements (as seen on Table ??). Furthermore, a secondary velocity peak
appears to manifest at a value higher than the mean for the LPT data. This is
likely to be due to the previously described non-uniform particle density in
each frame, which induces preferential sampling in highly seeded portions of
the video.

The transverse and streamwise R.M.S velocity values, as well as the mean
velocity obtained from the LPT data are listed in Table 3.3. The relative dif-
ference hurms,LPTistr,transv between transverse and streamwise R.M.S values is
defined as:

hurms,LPTistr =
k hurms,LPTitransv � hurms,LPTistr k

hurms,LPTistr+hurms,LPTitransv
2

(3.9)
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Grid
Protocol

hurms,LPTi
(streamwise)

[m/s]

hurms,HWi
[m/s]

uRMS,LPT
uRMS,HW

LT1LT1 0.171 0.216 0.792
LT2LT1.5 0.172 0.240 0.717
LT4LT3 0.241 0.345 0.699
LT7LT5 0.248 0.396 0.626

Table 3.4: Comparison between the R.M.S values of the stream-wise component measured
by different techniques.

A relative difference no larger than 5.5% can be observed between stream-
wise and transverse R.M.S velocities. This can be taken as a measure of the
anisotropy of the flow.

The (streamwise) turbulence intensity of both LPT and hot-wire data, as
well as the relative turbulence intensity with respect to hot-wire are listed
in Table 3.4. It can be seen that urms obtained from hot-wire measurements
urms,HW is 21 to 37% larger than the urms obtained from LPT data, and the
difference increases for increasing turbulence values. One possible reason is
both preferential sampling due to both the Stokes number and the limited
field of view of the camera setup.
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Figure 3.11: Compensated probability distribution function PDF ·si of the normalized stream-

wise velocity as function of their compensated velocity component (
~U�h~Ui

si
) obtained from

hot-wire measurements (navy blue) and from LPT for all 4 datasets: LT1LT1 (blue  ),
LT2LT1.5(orange ⌅), LT4LT3 (green H) and LT7LT5 (purple ×). In all cases, s corresponds
to the standard deviation of the velocity measured for each experiment. Values for the mean
velocity hUi for hot-wire and LPT data can be found Tables ?? and 3.3 respectively.
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3.3 Particle Tracking Eulerian Statistics

3.3.1 Radial Distribution Function

The radial distribution function (RDF) (first introduced in Equation (1.59))
is an tool not only useful to observe the preferential concentration due to high
Stokes number, but also to ascertain whether there are forces acting between
the particles, such as electrostatic forces [109]. As the ideal tracer particles do
not interact with each other, it is important to ascertain whether these forces
are present in the system.

The equation for the RDF g(r), as presented in Section ??, is:

g(r) = Â
i

Ni
rVi

where Ni is the number of particles which can be found inside a sphere of
volume Vi (and radius r), centered on the particle i. r = N

V is the average
number density of particles in the entire volume.

This equation can also be defined as a comparison between the probability
of a particle-pair having a separation r and a the probability of two particles
of a uniform random distribution (Poisson’s distribution) having a separation
r. That is:

g(r) =
P(r)

P(Poisson, r)
(3.10)

P(r) is the probability of two particles being separated by a distance r.
P(Poisson, r) is the probability of two particles that are randomly and uni-
formly distributed (that is, they follow a Poissons distribution) being sepa-
rated by a distance r.

The probability P(r) can be calculated by following the procedure outlined
by Saw [110], where P(r) is approximated by the normalized histograms of
the particle distances:

P(r) =

*
Âs f r f( f r, r)

Nf r

+

f r,vid

(3.11)

With f( f r, r) being the number of particles in frame f r that are at a dis-
tance (r � dr

2 , r + dr
2 ) from each other, and Nf r being the total number of par-

ticles found in frame f r. The brackets symbolize an average over all frames
in one video, and of all videos in one dataset.
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However, calculating the probability P(r) in this way has the disadvan-
tage of entangling the result with edge effects. The edge effects refers to the
fact that the particles near the edges of the measurement volume have less
neighbors compared to the particles at the center, which under-represents the
larger particle-pair distances. This can be seen schematically on Figure 3.12

Figure 3.12: Schematic representation of the edge effect. The measurement volume is rep-
resented by the green ellipse, while the particles are the small circles. We can see that the
colored particle has less neighbors around it at a certain distance R (represented by the blue
dashed circle) compared to particle A, which is closer to the center of the measurement vol-
ume.

This effect will distort the resulting RDF introducing an artificial decay
which grows with r. As this distortion is inherent to the system, it will be
present on the Poisson distribution P(Poisson, r) if it is calculated from the
experimental data. As the position of the particles in turbulence is a random
variable, this is possible. A Poisson distribution can be recovered from our
data as long as many different uncorrelated positions are considered. As
this Poisson distribution will be modified by exactly the same edge effects
that our probability P(r) has, these effects will cancel out when dividing the
two quantities. P(Poisson, r) has been calculated from the experimental data
by first creating a "super-frame" that includes the positions of all particles
every 500 frames. As the particles do not stay in the measurement volume
for more than 300 frames, this criteria ensures that no particle is considered
twice for the generation of this random distribution. From this super-frame,
the quantity P(Poisson, r) is calculated using an expression similar to P(r):

P(Poisson, r) =

*
Â f r f(s f r, r)

Ns f r

+

f r,vid

(3.12)

The resulting RDF as function of the normalized distance r
h for the differ-

ent experiments can be seen on Figure 3.14. The maxima of the RDF is not

73



constant, instead increasing for larger turbulent intensities. Since the particles
used for all experiments have similar characteristics, this means that the max-
ima is proportional to the Stokes number. This has been observed before for
monodisperse particles, and is evidence of preferential clustering [111].

The results have been compared by plotting them next to previously pub-
lished RDFs for "quasi monodisperse" particles in a turbulent flow [110]. The
term "quasi monodisperse" refers to particles with a Stokes number with a
0.01 dispersion from their mean value. The resulting RDFs from the LPT
data, alongside values from previously published simulation values [110] are
plotted in Figure 3.13 for r = 2h to r = 10h. The data was recovered from
the publication by using [85]. At low r values, the measured RDF is higher
than the simulated values at similar Stokes number, which also points toward
preferential concentration effects. At higher r values, both the experimental
error and the intrinsic error from the simulation data recovery procedure, it
is not clear to which curve adjusts better to the data.

In Figure 3.14, it is observed that RDF decays to 1 at larger r values with-
out a region where g(r) < 1. This differs from the expected behavior from
charged particles [109] [112], where the RDF is expected to be smaller than
1 at the point where electrostatic forces win over turbulent forces: either by
repulsion or by attraction (in which case they would also clump together).
This is evidence that the particles are not charged, or that the resulting force
is much weaker than the turbulent force.

Figure 3.14: RDF as function of the normalized particle pair distance r/h for different grid
protocols: LT1LT1 (blue  ), LT2LT1.5(orange ⌅), LT4LT3 (green H) and LT7LT5 (purple ×).
The red dashed line equals to y = 1.
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Figure 3.13: RDF obtained from LPT setup at different grid protocols compared to RDFs ob-
tained from simulations at different Stokes number published by Saw (2008). Grid protocols
used were LT1LT1 (blue  ), LT2LT1.5(orange ⌅), LT4LT3 (green H) and LT7LT5 (purple ×).
Simulation data correspond to quasi mono disperse data at Stokes numbers 0.2 (red F), 0.36
(magenta ) and 0.52 (dark blue ⌥)

3.3.2 Second order structure function

The second order longitudinal structure functions were calculated from
the LPT data and compared with the previously acquired hot-wire data. The
goal is to further characterize the LPT statistics when compared to the more
standard hot-wire statistics. Note that all quantities shown here are based on
the relative particle position r, and as such are Eulerian statistics.
The equation used for calculating the second order, time averaged, longitudi-
nal Eulerian structure function is:

S2(r) =
⌧D

F f r

⇣�
D~vij · r̂ij

�2 , r
⌘E

f r

�

vid
(3.13)
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Where D~vij is the velocity difference between particles i, j, r̂ij =
D~x
k~xk is the

normalized distance vector between the pair i, j and F f r(Ki,j, r) is the average
of the quantity Ki,j for all particle pairs in frame f r that are separated by a

distance
⇣

r � dr
2 , r + dr

2

⌘
. The brackets h·i f r and h·i f r denote an average per

frame and per video, respectively.
Similarly, the second order, time averaged, transverse Eulerian structure

function is defined as:

S2,?(r) =
⌧D

F f r

⇣�
D~vij ⇥ r̂ij

�2 , r
⌘E

f r

�

vid
, (3.14)

where ⇥ is the cross product. Note that the second order structure func-
tion D2, defined as:

Dij(r) =
⌦
(ui(r + x)� ui(r))(uj(r + x)� uj(x))

↵
, (3.15)

is a rank two tensor. For an isotropic flow, this tensor becomes uniquely
defined by its diagonal components Dii when evaluated in an orthogonal ref-
erence frame aligned to the relative position vector between two particles (as
shown in Section 1.5.2.). It is possible to rewrite D~vij in this reference frame,
obtaining:

D~vi j = v0r̂ij + v1n̂1 + v2n̂2. (3.16)

By rewriting D~vij in this reference frame, S2,? becomes:

S2,? =

⌧D
F f r

⇣
(D~vij ⇥ r̂ij)

2, r
⌘E

f r

�

vid

=

⌧D
F f r

⇣
(v2n̂1 � v1n̂2)

2, r
⌘E

f r

�

vid

=

⌧D
F f r

⇣
(v2

1 + v2
2), r

⌘E

f r

�

vid

=

⌧D
F f r

⇣
v2

1, r
⌘E

f r

�

vid
+

⌧D
F f r

⇣
v2

2, r
⌘E

f r

�

vid

= DN1 + DN2, (3.17)

where the associativity of the sum has been used to separate the averages
h·i and F f r(K, r). Note that, if the flow is isotropic and homogeneous, DN1 +

DN2 = 2DNN.

76



Longitudinal second order structure function

The longitudinal second order structure function calculated from the LPT
data S2,LPT was calculated following Equation (3.13), and is plotted alongside
the longitudinal second order structure function calculated from previous hot-
wire measurements (S2,hw) on Figure 3.15.

Figure 3.15: Second order longitudinal structure function obtained from the LPT setup S2,LPT
for different grid protocols, compared to the second order structure function obtained from
hot-wire data S2,HW . LT1LT1 (blue  ), LT2LT1.5(red⌅), LT4LT3 (green H) and LT7LT5 (purple
×). The hot-wire data is represented as a solid navy blue line in all cases. Red dashed line
marks the point where S2,LPT starts to differ from S2,HW at lower values of r

S2,LPT only extends up to r ⇠ 0.02 m as this corresponds to the diameter
of the largest sphere that can fit inside the measurement volume. It can be ob-
served that, down to a certain inter particle distance rc, the structure function
S2,LPT has a similar shape than S2,HW , albeit consistently smaller. For r < rc,
S2,LPT starts to diverge from the hot-wire data and the expected behavior. In
order to estimate rc, the relative difference was used. For two datasets S2,LPT
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and S2,HW , the (percentual) relative difference Rdi f f is defined as:

Rdi f f (r) = 100
kS2,LPT(r)� S2,HW(r)k

S2,LPT(r)+S2,HW(r)
2

, (3.18)

The cut-off value rc has been defined as the smallest r value such that:

⌦
Rdi f f

↵
r�rc

 5.7, (3.19)

where
⌦

Rdi f f
↵

r�rc
denotes an average of Rdi f f (r) over all r � rc. The rc ob-

tained for each dataset have been listed on Table 3.5

Grid protocol rc
[µm]

rc
h

LT1LT1 330 9.66
LT2LT1.5 496 15.16
LT4LT3 259 9.30
LT7LT5 251 9.44

Table 3.5: Inter-particle distance where the shape of S2,LPT noticeably differs from S2,HW ,
both in µ m and in units of its respective h

The inertial range, where S2 ⇠ r2/3 can be clearly distinguished, which
permits the caculation of the energy dissipation rate eLPT from Kolmogorovs
K41 theory. These values, as well as a comparison with the energy dissipation
rate obtained from hot-wire measurements eHW can be seen on Table 3.6.

On Figure 3.16, the structure functions have been compensated by 2(er)3/2,
where e corresponds to their respective energy dissipation rate values. The
compensated structure functions overlaps down to r ⇠ rc (marked as a red
vertical line), where the deviation is apparent.
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Figure 3.16: S2,LPT compensated by K41 theory for each grid protocol plotted alongside the
compensated S2,LPT , with the cut-off distance rc

h marked as a red dashed line. LT1LT1 (blue
 ), LT2LT1.5(red⌅), LT4LT3 (green H) and LT7LT5 (purple ×). Hot-wire data as a solid navy
blue line. Each structure function was compensated using their respective e values.

As stated before, eHW is consistently 20 to 30% larger than eLPT, the dif-
ference being larger for larger turbulence intensities. This is consistent with
the differences observed in the urms seen on Table 3.4, as e ⇠ u3

rms
L , and the

underlying causes are the same.

Grid protocol eHW eLPT
eLPT
eHW

LT1LT1 0.047 0.036 0.78
LT2LT1.5 0.056 0.043 0.77
LT4LT3 0.107 0.080 0.75
LT7LT5 0.129 0.094 0.73

Table 3.6: e as function of the grid protocol, as calculated form hot-wire data (eHW)and
particle tracking eLPT , as well as the fraction between both F = eLPT

eHW
.
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Isotropy relationship

By using Equation (3.14), the transverse second order structure function
S2,? was calculated. If the flow is isotropic and homogeneous, the relationship
S2,? = 3

8 S2,LPT must hold. In Figure 3.17, S2,LPT can be seen plotted alongside
3
8 S2,? for all 4 grid parameters, alongside S2,HW for comparison

Figure 3.17: S2,LPT plotted alongside its respective 3
8 S2,? and S2,H.W for all grid parameters,

with the cut-off value rc
h shown as a vertical red dashed line. For S2,LPT the symbols are:

LT1LT1 (blue  ), LT2LT1.5(red⌅), LT4LT3 (green H) and LT7LT5 (purple ×). The hot-wire
data is represented as a navy blue line in all cases, while the respective 3

8 S2,? is represented
as dark purple F in all cases. The error bars of the LPT data has been represented as a
shaded area in all cases.

A very good agreement between both S2,? and S2,LPT is found for r > rc,
within experimental error. At r < rc (to the left of the vertical dashed line),
differences between these two functions arise. It is observed that, if r < rc, the
values of S2,? appear to be closer to the expected shape of S2,HW than S2,LPT,
even within experimental error.
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The overlap between S2,LPT and S2,? has been quantified by the relative
difference Rdi f f between both functions. The relative difference can be seen
in Figure 3.18. The data for r < rc has not been considered for this scenario as
both results diverge qualitatively from the known behavior observed in S2,HW .

Figure 3.18: Relative difference between S2,LPT and 3
8 S2,? for different grid parameters:

LT1LT1 (blue  ), LT2LT1.5(red⌅), LT4LT3 (green H) and LT7LT5 (purple ×). The red dashed
line corresponds to rc

h , while the black horizontal dashed line corresponds to the average of

the relative difference for all values of r larger than rc

D
Rdi f f

E

r�rc

Note that the data is noisy for r < 1 mm, which means that definite state-
ments regarding the isotropy of the flow require further investigations. How-
ever, it is expected [113] that the anisotropy goes down as the scales go down,
which is in direct contradiction to what is observed for r < 1mm. Thus, this is
likely to be caused by the same effect that produces the unexpected behavior
at r = rc exists, which extends up to r ⇠ 10�3. The average

⌦
Rdi f f

↵
r�rc

for
S2,LPT and S2,? for all four datasets are shown in Table 3.7.
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Grid protocol
⌦

Rdi f f
↵

[%]
Standard
dev [%]

LT1LT1 4 6
LT2LT1.5 5 6
LT4LT3 3 4
LT7LT5 6 7

Table 3.7: Average and standard deviation of the average relative difference at r � rcD
Rdi f f (r)

E

r�rc
between the transverse and longitudinal second order structure function for

all grid parameters studied.

3.4 Discussion

Over the course of this thesis, the already existing LPT setup such that
particles of dp  h can be used. This particles are half the minimum size
the previous iteration of the setup was able to resolve, which translates to
a particle response time t around four times smaller, which translates to an
improvement in temporal resolution of the same order. Knowing the particle
response time is vital, as this value should be negligible when compared to the
dissipation time scale th. This requires a precise measurement of the particle
size and density (see Section 1.6. This thesis offers a direct measurement of the
diameter and size dispersion of the particles used, as well as an improvement
over the approximation used in [93]. A density of r = 730 ± 250kg/m3 was
obtained, which is significantly lower than the bulk density of cellulose [114].
This indicates that the particles are not solid, but instead have several voids in
them, which makes them lighter. The large uncertainty on their mean density
could be caused by a large porosity distribution in the particles.

With both density and particle diameter, is possible to obtain the Stokes
number of the particle laden flow at different parameters (pressure and tur-
bulence energy rate of dissipation). For the experiment, the maximum value
calculated was St = 0.22. This number, as observed in the RDF, is enough to
manifest preferential concentration effects. This is expected to be more pro-
nounced at larger pressures, as St scales with n�2. At the extreme case of 15
bar, St  0.56, which means the particles will not behave like ideal tracers.

The data acquired from the process described in Sections 3.2.1 and 3.2.2 is
not free from noise. From the second order structure function, one can set a
threshold value for the root squared error that minimizes the amount of noise
without losing too much data. Selecting a threshold of RSE = 10�6 means
that ⇠ 38.6% of the data is deemed too noisy for analysis. This is a relevant
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factor to consider when deciding the minimum number of experiments re-
quired to achieve statistical convergence. The analysis behind the choice of
threshold has been done based on the comparison of the second order struc-
ture function obtained both via hot-wire and the LPT setup, and it can be
found later in this section.

For these experiments, the average track length (in units of th) are no
larger than 3.08, although larger tracks can be observed, up to a maximum
> 6, depending on the turbulence parameters. While insufficient to obtain
the complete second order structure functions, (which would require lengths
of the order 10 to 100th [115]), it is still possible to record part of it (as it starts
from t ⇠ 2th [106]) as well as meaningful statistics of Lagrangian accelera-
tions [107] [116]. When observing the LPT streamwise velocity statistics, a
consistently lower turbulent intensity was observed when compared to hot-
wire data. This phenomenon can be explained by a combination of large scale
intermittency, preferential concentration and sampling bias. As discussed in
Section 1.5.9, intermittency generates more extreme velocity gradients as tur-
bulence increases, which in turn means that more extreme events are ob-
served. This can be an explanation for the gradual widening of the curves. At
the same time, however, the large velocity events are being underrepresented
due to a sampling bias inherent to LPT. The tracks of a particle p1 with mean
velocity hu1i are comparatively shorter than the tracks of a particle p2 with
mean velocity hu2i if hu2i > hu1i. This, due to the way the code obtains the
particle position, means that the error associated to p1 is likely to be larger
than the error associated to p2, which could result in a discarded track. As
the extreme velocities are filtered out, urms =

⌦
(u � hUi)2↵ is also expected to

be lower than the hot-wire data. From this, as e is related to u3
rms, the energy

dissipation rate is also lower. Another important factor is the fact that the LPT
setup can not measure the entire inertial range. Due to the camera maximum
field of view, it is only possible to observe quantities spaced ⇡ 3cm apart.
From the hot-wire data, however, it is easy to see that the inertial range end
well beyond 5cm for all four grid protocols (as seen in Figures 3.15). The fact
that there are scales larger than 5cm and preferential concentration could ex-
plain the large amount of empty frames observed in each video (as reported
in Section 3.2.3): If an eddy of length of the order of the measurement vol-
ume (or larger) passes through the camera, it will be undersampled as most
particles are dispersed away from it due to preferential concentration effects.

The longitudinal second order structure function S2,LPT has been calcu-
lated from the Lagrangian tracks. The resulting shape reasonably follow
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the expected r2/3 scaling up to a certain cutoff value rc, where the function
presents a large jump. This behavior is absent from the RDF, which would
indicate that is related to velocity problems. A recent publication [117] pro-
poses a scaling for isotropic and inhomogeneous flows which could help to
remove some effects that are known to distort the statistics (i.e. particle finite
size effects and insufficient statistics for the small scales). From the inertial
range observed in S2,LPT (and for r > rc) the energy dissipation rate eLPT

was calculated and compared with the energy dissipation rate eHW calculated
from hot-wire data using the same technique. It was found that eLPT

eHW
< 1

for all grid protocol values studied. In order to investigate the possible rela-
tionship between rc and the threshold parameter RSE, S2,LPT

S2,HW
has been plotted

for different values of RSEmax, as can be seen on Figure 3.19 for experiment
LT7LT5.

Figure 3.19: Rdi f f (r) between S2,LPT

e2/3
LPT

and S2,HW

e2/3
HW

calculated for different threshold values of

RSE.The red dashed line marks the threshold value for LT7LT5 rc = 9.44h.

For the three values of RSE plotted, the lower threshold of RSE = 10�6

produces slightly better statistics. To visualize this, H(RSE) =
⌦

Rdi f f
↵

was
calculated after obtaining S2,LPT and S2,HW using different RSE threshold val-
ues. RSE ranged from 7 · 10�7 to 10 · 10�6. The result can be seen graphically
on Figure 3.20. It can be observed that H scales with RSE down to H(10�6),
which is very similar to H(0.910�6). For values lower than RSE = 10�9, H
increases again, as there is not enough data to ensure statistical convergence
of S2,LPT at the smaller scales, and the used averaging algorithm replaces the
missing values with zeroes. The described effect of RSE on rc, H and S2,LPT

S2,HW

are similar for different grid protocols.
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Figure 3.20: Relative difference between S2,LPT and S2,HW as function of the relative standard
error threshold.

As rc, as well as the magnitude of the divergence seem to be dependent on
both RSE and the grid protocol studied, its cause is likely to be a sampling
bias that needs to be investigated in further detail. Two times the Eulerian
second order transverse function was calculated as well, and from this a mea-
sure of the isotropy was performed, as it is expected for the transverse and
longitudinal structure function to be related by a factor 4/3. The results show
a very low anisotropy (no larger than 6%) at ranges r > 1mm, but an increase
for smaller values. This is believed to be due to the same effect that causes
the existence of rc, as it is expected for the anisotropy of the system to de-
crease at smaller relative distances, and further investigation is required to
discern the reasons for this. These low anisotropy values are also observed
when considering the longitudinal and transverse RMS velocity (as seen on
Table 3.4. The author notes that this is the first direct measurement of the de-
gree of anisotropy in the VDTT with an active grid installed. This addresses
concerns regarding the presence of strong anisotropies at small scales in the
experiment. It is seen that these strong anisotropies are not present neither
for moderately correlated grid protocols (such as LT1LT1) nor for strongly
correlated grid protocols such as LT7LT5. This is evident as, in all cases, only
a little divergence from the expected isotropy relation is present at the inertial
scales. The latter is somewhat surprising [118][113], and motivates further
research regarding the return to isotropy in flows at large Reynolds number.
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Chapter 4

Summary and outlook

Fluid motion is ever present in nature. Despite that, the governing partial
differential equations have yet to be solved succesfully, which motivates the
acquisition of data via numerical of experimental methods to further refine
our existing models. In this context, it seems that high turbulence data cannot
be efficiently obtained from numerical experiments [21], which leaves either
laboratory experiments or direct environmental measurements as the only vi-
able way to obtain high Re statistics. Environmental measurements offer the
advantage of having a readily available source of high Re flows in a variety
of boundary conditions that are of scientific interest. At the same time, these
experiments are difficult to realize due to both harsh conditions that forbid
using most of the sensitive equipment available, and the inherent impossi-
bility of controlling the experimental conditions of the field campaign. This
makes the study of a more isolated phenomenon with high resolution data
difficult. This motivates the search for both devices capable of working under
hostile conditions that similar apparatus would break, as well as contrasting
environmental results with well controlled lab experiments. This thesis pro-
vides a solution for obtaining velocity statistics in particle laden flows with
a high mean velocity (10 � 30m/s)[14] [119] [120]), as well as insights on a
novel high Re Lagrangian Particle Tracking setup which permits precise con-
trol of both the turbulence intesity of the flow as well as the Stokes number
used on the system. This setup is proven to be isotropic even at the inertial
range, and thus allowing the direct comparison of Eulerian and Lagrangian
statistics obtained in laboratory conditions with Eulerian data obtained from
environmental measurements.
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4.1 Hot-wire for hostile environmental flows

In Chapter 2, the fabrication process of hot-wire using a CNF as its sensing
element, alongside preliminary studies of its frequency response and mea-
surement capabilities is presented. This CNF hot-wire is significantly more
resistant than conventional hot-wires of similar dimensions, being able to
withstand a direct collision with massive (mean diameter larger than 1mm)
heavy particles without breaking. Even with non-ideal contact between CNF
and prongs, the frequency response of this hot-wire appears to be similar to
conventional Pt hot-wires, higher than 10kHz. Its fast response as well as
natural sturdiness opens the possibility of measuring environmental flow ve-
locity statistics in hostile weather conditions at a high Re, where conventional
hot-wires would fail. In addition, the CNF hot-wire can be both calibrated
and operated using already existing CTAs without any further modifications.
Bluff body turbulence has been measured as a test case. While the results of
this preliminary measurements are promising, further tests must be realized
in conjunction with a conventional hot-wire to have a proper comparison of
its measurement capabilities and limitations.

The hot-wire manufacturing process has room to improve on the bonding
of the sensing element and prongs. The C-solder has a low melting point,
which poses a problem as the hot-wire temperature changes and possibly
starts melting the solder. On the other hand, the soldering process is not
easily reproducible, resulting in hot-wires of different frequency response and
maximum frequency range. Furthermore, the positioning of the hot-wire is
not ideal, as affixing the sensing element to be perfectly perpendicular to
the prongs is not easily reproducible. This is undesirable, as hot-wires are
sensitive to their relative angle towards the incoming flow [121]. In order
to overcome these problems, the author suggests to use prongs with a small
channel-like indentation at their tips in order to properly hold and align the
wire. Then, a small amount of a solder compatible with both carbon and
stainless steel could be placed on top, and then the system soldered together
via spot welding.

A possibility to circumvent the need to use C-Solder would be to plate the
CNF with a metal that is easier to solder. One suitable candidate would be
Cu, as electrodeposition of this metal on graphite is well known [122]. An-
other candidate would be Ni, as it is possible to create Ni-plated CNTs via
electrodeposition as well [123]. As both Cu wires and Ni plated wires [124]
are commonplace in electronics, a wider range of compatible solders exist for
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them. Note that, if a different solder is to be used, it should have a higher
melting point while being resistant to water corrosion and creating a strong
mechanical bond between stainless steel and wire. Examples of suitable high
temperature solders are Au based solders [125] and Sn based solders [126].
Nickel plated CNFs could even be subjected to high temperature soldering
(brazing) as the metal coating would protect the underlying CNF from oxida-
tion [127]. Suitable metal fillers are Au, Ag or alloys based on these metals
[128]. Once properly affixed to the stainless steel prongs, the CNF could be
exposed by etching the metallic plating away with acid, in the same way free-
standing Pt wires are prepared from Wollaston wires [129]. In summary, this
thesis shows the design and construction of a fast response, robust hot-wire
that uses a carbon nanofiber as its sensing element. This makes it ideal for
measurements in particle laden flows, such as free shear environmental mea-
surements on clouds (ice clouds or otherwise) or boundary layer studies at
very large Re. These studies are usually performed in towers [130], and are
more susceptible to be laden with dust and other particles. Its sturdiness
makes it specially suitable for remote experiments or experiments in isolated
locations, where replacing a malfunctioning sensor would be very expensive
or inconvenient. One example could be space itself: Lately, there has been
a rising interest in anemometry in Mars [131] [132], where conventional hot-
wires have been discarded as a possibility due to size or frequency limitations
(as conventional sturdy wires are rather slow). While the CNF here presented
is likely to be too thin to properly operate in the rarefied atmosphere of Mars
(as the mean free path is ⇠ 10l [133]) a slightly thicker wire (for example,
20µm) is likely to suffice, and in turn offer an even stronger wire. Statistics of
extraterrestrial turbulence would not only allow us to possibly study larger Re
than in our own atmosphere, but also to better understand some atmospheric
phenomena on Earth [134].

4.2 Lagrangian Particle Tracking on Variable Den-
sity Wind Tunnel

In Chapter 3, the work done on the LPT setup located at the VDTT, as
well as the velocity statistics obtained from Lagrangrian tracks measured at
6 bar and varying turbulence is shown. The setup was improved from its
previous iteration, and its current capabilities have been characterized. The
illumination system was modified in order for the system to be able to use
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dp = 12µm tracer particles. This allows to reduce the particle diameter by a
factor of two, bringing it close to the smallest Kolmogorov length of ⇠ 10µm
found in the experiment [93].

With this value, the particle material density was estimated from mea-
surements performed with an aerodynamic particle sizer. A density of r =

730 ± 250kgm3 was calculated, which is lower than the density of cellulose.
This points to the existance of several voids on each particle. Despite the large
uncertainty in the density measurement, the Stokes number estimate was im-
proved from the previous iteration. A further improvement to the density
estimation could be achieved by carefully measuring the settling velocity of a
single particle. A setup capable of achieving this currently exists within the
institute [135], although it would require some modifications to its illumina-
tion system in order to be able to properly observe the small sized particles.

The particle size could be further reduced if, for example, KOBO USF par-
ticles are used. These particles have a nominal diameter of d = 4µm. This
would imply that the Stokes number with this experiment would be a factor
of 9 smaller than the d = 12µm particles used for this thesis. The image size
would not change, as the current size is limited by diffraction. A concern,
however, would be the required light intensity. The current setup provides
just enough illumination to be able to distinguish between the current parti-
cles and the various spurious noise sources. By reducing the particle size by
a factor of 3, the light intensity should be at least 9 times higher to compen-
sate, as the scattered light scales with the surface of the particle. The current
setup would require either a different laser to be installed or a beam focusing
system inside the VDTT that is shielded from the turbulent flow and allows
external focusing, as both the shape of the tunnel and the refractive index of
SF6 change with the working pressure. Without exchanging the cameras for
a different set with a wider field of view that preserves both its sensor size
and frequency, Lagrangian velocity statistics remain limited. To the best of
the author’s knowledge, such cameras are not available.

An alternative to overcome this technological challenge is to install the
current camera setup on a sled able to move at the mean speed of the flow.
This would allow to follow a particle for a longer duration than the field of
view of a stationary camera setup normally permits. This setup poses its own
set of challenges, as the acceleration and vibrations of the sled will manifest
as strong positional noise in the tracks, which will need to be removed. Also,
this method would not increase the lateral field of view, which would remain
at ⇠ 20mm.
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A particle disperser was added to automate the particle injection process,
which allows for a more consistent number of particles per frame as well as
a larger supply of particles per experiment. As seen from the microscope
observations, the radial distribution function, the particle pair longitudinal
relative acceleration and the relative angle between the acceleration of two
particles, the particle disperser successfully produces a cloud of particles with
no apparent electrostatic charge. Only a minimal amount of particle pairs
could be detected.

If the track of one particle can be determined by two sets of two cameras
each, it would not only allow to better find the real position of the particles,
but also to characterize the noise of the system in order to remove it [136].
This would greatly improve the accuracy of the tracking code, thus allowing
to obtain low noise velocity and acceleration statistics.

The Eulerian second order longitudinal structure function was calculated
for four different grid protocols, which produce flows with Rel ranging from
Rel ⇡ 1300 to Rel ⇡ 2700. The resulting function showed good agreement
with K41 theory down to rc ⇡ 9h in most cases. From the valid inertial range
r > rc, the energy dissipation rate e was calculated. The values obtained were
systematically lower when compared to hot-wire data measurements in the
same conditions, and the fraction eLPT

eHW
between them ranged from 0.78 to 0.73,

decreasing for increasing turbulence. The cause for these phenomena is not
yet clear. Twice the transverse structure function S2,? was calculated from
the data and compared to the predicted relation to the longitudinal structure
function given by S2,LPT = 3

8 S2,? (for an isotropic flow). An average difference
of less than 6% was found for r > 10�3. The larger difference at lower values
is likely to be related to the same phenomenon that distorts the statistics for
r < rc, as the turbulence is expected to be more isotropic at smaller distances.
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Appendix A: Plasmonic and
Semiconductor Nanoparticles
Interfere with Stereolithographic
3D Printing

This chapter is a reprint of the paper "Plasmonic and Semiconductor Nanopar-
ticles Interfere with Stereolithographic 3D Printing". which has been pub-
lished in ACS Applied Matter and Interfaces. Reprinted with permission
from 1. Copyright 2021 American. Further permissions related to the material
excerpted should be directed to the ACS.

The author of this thesis designed all 3D models used for this study, as
well as performing the printing process of the test parts, and assessed the
quality of the 3D printed parts by using a confocal laser microscope for visual
inspection. The author also wrote one section of the manuscript (Printing
with a Nanoscribe 3D Printer). The coauthors synthethized the nanoparticles
used in this work, developed and realized the technique that permits the inte-
gration of the nanoparticles onto the printer’s resin. They also performed all
the characterization techniques described in the article, organized the research
and wrote most of the manuscript.

1Rebecca Momper, Antonio Ibanez Landeta, Long Yang, Henry Halim, Heloise Therien-
Aubin, Eberhard Bodenschatz, Katharina Landfester, and Andreas Riedinger ACS Ap-
plied Materials & Interfaces 2020 12 (45), 50834-50843 DOI: 10.1021/acsami.0c14546, URL:
https://pubs.acs.org/doi/10.1021/acsami.0c14546
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ABSTRACT: Two-photon polymerization stereolithographic
three-dimensional (3D) printing is used for manufacturing a
variety of structures ranging from microdevices to refractive optics.
Incorporation of nanoparticles in 3D printing offers huge potential
to create even more functional nanocomposite structures.
However, this is difficult to achieve since the agglomeration of
the nanoparticles can occur. Agglomeration not only leads to an
uneven distribution of nanoparticles in the photoresin but also
induces scattering of the excitation beam and altered absorption
profiles due to interparticle coupling. Thus, it is crucial to ensure
that the nanoparticles do not agglomerate during any stage of the
process. To achieve noninteracting and well-dispersed nano-
particles on the 3D printing process, first, the stabilization of
nanoparticles in the 3D printing resin is indispensable. We achieve this by functionalizing the nanoparticles with surface-bound
ligands that are chemically similar to the photoresin that allows increased nanoparticle loadings without inducing agglomeration. By
systematically studying the effect of different nanomaterials (Au nanoparticles, Ag nanoparticles, and CdSe/CdZnS nanoplatelets) in
the resin on the 3D printing process, we observe that both, material-specific (absorption profiles) and unspecific (radical quenching
at nanoparticle surfaces) pathways co-exist by which the photopolymerization procedure is altered. This can be exploited to increase
the printing resolution leading to a reduction of the minimum feature size.
KEYWORDS: 3-D printing, stereolithography, plasmonic nanoparticles, semiconductor nanoparticles, radical quenching

■ INTRODUCTION
Three-dimensional (3D) printing enables the quick production
of complex geometries.1 Among existing 3D printing
techniques, two-photon polymerization (TPP, see Scheme
S1) stereolithography stands out for producing a large variety
of micro- and nanosized structures,2 e.g., for photonics,3 micro-
optics,4 micromachines,5 biomedicine,6 or microfluidics7

applications. Here a spatially controlled fs-pulsed long-
wavelength (e.g., 780 nm) laser is used to cross-link a
photoresin via two-photon absorption to build complex
polymeric structures. Due to the nonlinearity of the two-
photon absorption process for curing, the resolution is
improved compared to ultraviolet (UV) curing.8

Commonly used purely organic photoresins for TPP mainly
ensure the good structural integrity of the printed object but
lack a more specific functionality, such as optical, electrical, or
magnetic activity. To further expand the library of printable,
functional materials and to access even more fields of
applications, like micro- and nanomachines, and (opto)-
electronics, the integration of different materials is a widely
used method.1,9 Depending on the properties of the filler
material, properties like conductivity,10 magnetism,11 or

piezoelectricity,12 can be integrated. Especially, the combina-
tion of 3D printing and nanotechnology opens new ways
toward materials with tunable properties and functionality. For
example, Ceylan et al. constructed a polymeric microrobot
loaded with iron oxide nanoparticles (NPs), which allow the
magnetically driven motion of the swimmers due to the
superparamagnetic behavior of the NPs.11

The integration of nanomaterials in a printable resin not
only introduces functionality to the printed device but may
also affect the printability and processability of the resin.13

Especially the stereolithographic technique, which is based on
optical excitations, can be strongly affected by nanomaterials
since the integrated materials can interact with the light source
by absorption or scattering. Jonusauskas et al. showed this in
plasmon-assisted 3D microstructuring of gold-doped poly-
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mers.14,15 The printed linewidth strongly depended on the
concentration of Au NPs. Increasing the Au NP concentration
increased the printed feature size, whereas for small
concentrations the linewidth decreased. This observation led
to the suggestion that Au NPs could replace the photoinitiator
to some extent. The effect was explained by the plasmon effect
of Au NPs.16,17 Also, for CdSe quantum dots, an improvement
of the resolution and simultaneously a reduction of monomer
conversion was observed by Peng et al. upon the integration of
quantum dots to a photocurable resin.18 Liu et al. developed a
method to produce 3D printed structures loaded with silver
nanowires to realize electrical conductivity.19 Again, a decrease
of the linewidth was observed but not further analyzed.
In TPP 3D printing, plasmonic and semiconductor NPs can

interact with the light excitation either via 1 photon absorption
(1PA) or 2 photon absorption (2PA, see Scheme S1)20−22

hindering the efficient formation of photogenerated radicals.18

Furthermore, NPs can also quench the polymerization directly
when radical species come in contact with their surface.23−25

Both processes influence the TPP 3D printing process
significantly. This is further complicated if NPs agglomerate
in the photoresin. Especially, plasmonic NPs exhibit altered
optical responses depending on their colloidal state, i.e.,
agglomeration-induced plasmonic coupling can shift the
plasmon resonance substantially. The dispersion of NPs in
the photoresin at high loadings without agglomeration is often
a nontrivial and challenging task due to attractive forces
between NPs that drive the agglomeration process. Notably,
agglomeration can occur even before the printing process is
started, e.g., when the NPs are introduced in the uncured
photoresin.26,27 As agglomeration can influence the properties
of the NPs26 (e.g., through plasmonic coupling), not only the
final properties of the printed structures are affected but also
interference with the printing process itself is expected.
Therefore, especially agglomeration-induced scattering or
absorption of the curing laser light by the agglomerates have
to be considered. So far, the agglomeration of nanoparticles
upon dispersion in the photoresin or upon printing has not
been studied systematically. Hence, to date, it is still
challenging to assess whether the previously reported effects
of NPs on the 3D printing process stem from interactions of

individual noninteracting NPs or from NP agglomerates with
the curing laser.
For the successful printing of a resin with individual

nanoparticles in a TPP 3D printing process, we first ensured
the dispersibility of NPs in the uncured resin. By modifying the
surface with tailor-made acrylate surfactants, we enhanced the
dispersibility in the photoresin, allowing for significantly
increased NP loadings compared to pristine NPs. Three
different types of NPs (see Figure 1) with complementary
optical properties−Au NPs (diameter ∼1.7 nm), Ag NPs
(diameter ∼1.8 nm) and CdSe/CdZnS core/shell NPLs (17
nm × 32 nm)−could be successfully used in the photoresin in
volume concentrations between 0.0013 and 0.06 v/v%.

■ RESULTS AND DISCUSSION
Dispersion of Nanoparticles in the Uncured Resin.

First, we assessed the dispersibility and colloidal stability in the
uncured photoresin to allow for the homogeneous distribution
of the NPs and to exclude effects caused by particle
agglomerates. A commercial acrylate-based resin (IP-Dip,
Nanoscribe) was used for the study. The resin consists of a
mixture of multifunctional acrylates. Either the dispersion of
NPs can be problematic, due to incompatible solubility of the
nanoparticles’ surfactants in the resin or agglomeration can
occur through depletion forces induced by the oligomeric
components in the photoresin.28

Pristine NPs are coated with dodecanethiol (Ag and Au
NPs) or oleic acid (CdSe/CdZnS NPLs). To mix NPs with the
photoresin different procedures are tested: (i) the NPs and the
resin were both dissolved in dichloromethane (DCM) and
mixed, the DCM is removed afterward, (ii) the NPs dispersed
in DCM were mixed with the pure photoresin, the DCM is
removed afterward, and (iii) dried NPs are mixed with
undiluted photoresin. When pristine NPs are mixed with the
photoresin, agglomeration occurs immediately independent of
the mixing procedure. This is obvious for high loadings of NPs
where agglomeration is macroscopically visible. At seemingly
low loadings, particle−particle interactions could occur
without being macroscopically visible. To test this in detail,
we used the optical signal of Au NPs. Au NPs have distinctly

Figure 1. NPs used in this study in conjunction with a commercial acrylate-based resin for 3D printing NP/polymer composites. Upper row:
transmission electron microscopy (TEM) micrographs of NPs, for higher magnification micrographs see Figure S17; lower row: corresponding
absorption spectra and in case of CdSe/CdZnS NPLs the emission spectra. The dashed vertical line represents the pulsed laser wavelength at 780
nm for TPP; (a) Au NPs; (b) Ag NPs; and (c) CdSe/CdZnS NPLs.
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different absorption spectra when in close contact with
neighboring NPs due to plasmonic coupling and a consequent
red shift and broadening of the plasmon band.29 Indeed, we
observed a red shift and broadening of the absorption spectra
agglomerates even for the NP-loading contents around 0.1 v/v
% when Au NPs stabilized with dodecanethiol were used (see
Figure 2a). This means that even though the sample seems

optically clear to the eye, there is a significant particle−particle
interaction and formation of agglomerates, which leads to
altered optical properties of the final composite material. We
note that depending on the degree of agglomeration, there
should be significantly more interaction with the near infrared
(NIR) laser with the Au NP-loaded photoresin. Hence, the
TPP printing process will depend on the agglomeration degree
of the NP in the photoresin. Since the dispersibility of the NPs
depends on the solubility of the surfactant covering the NPs in
the photoresin and pure dodecanethiol and oleic acid are not
soluble in the photoresin, we conclude that the observed
agglomeration of NPs is likely induced by the chemical
incompatibility of the NP’s surfactant shell with the photo-
resin. Having the surfactant of the same material as the
photoresin should reduce the agglomeration tendency since
both components, the surfactant and the photoresin, are
chemically nearly identical. Thus, attractive forces between the
NPs could be reduced. Indeed, the grafting of polymer chains
of the same composition as the matrix is known to form a
“brush” around the NPs and to decrease the attractive forces
between the NPs.30,31 Therefore, to obtain a better
dispersibility of the NPs in the resin by minimizing the
attractive forces between particles and enhance the compat-
ibility of the NP’s surfactant shell, the particles were modified
with thiol-terminated poly(methyl methacrylate) (PMMA-SH)
(Mn ∼ 5000 g/mol) (see Methods for experimental details, see
Figure S1 for the NMR spectrum). The synthesis of the
polymer ligand is a two-step process, first reversible addition
fragmentation chain transfer (RAFT) polymerization is used to
polymerize the methyl methacrylate monomer (Figure 2c,
left), and then the RAFT end group is cleaved by
hydrazinolysis to obtain the thiol end group (Figure 2c,

middle). Thiols are known to have a strong affinity to metals
and are widely used as surfactants for metal NPs.32−34 With a
ligand exchange step, the pristine surfactants (oleic acid and
dodecanethiol) are replaced by the PMMA-SH surfactant (see
Figure 2c right, and Figure S18 for thermogravimetric analysis
after ligand exchange). The plasmon resonance peak of the
modified Au NPs does not shift upon dispersion in the resin,
indicating a lack of agglomeration (see Figure 2b). Indeed,
high volume percentages up to 0.8 v/v% are possible with no
detectable agglomeration, and the loading content is only
limited by an increase in viscosity, hampering the photoresin’s
processability. Thus, our strategy allows for significantly
increased loading content and should generally be applicable
to all other NP materials. Therefore, we used this method to
modify Ag NPs and CdSe/CdZnS NPLs with the same
polymeric surfactant and test the colloidal stability by
absorption spectroscopy. Since the absorption band of Ag
NPs overlaps with the absorption band of the resin (see Figure
S2a) shifts of plasmon resonances are masked by the resin’s
absorption and CdSe/CdZnS NPL absorption features do not
shift when agglomerated, we assess the dispersibility of Ag NPs
and CdSe/CdZnS NPLs by checking for scattering contribu-
tions (1/λ4) in the absorption spectra (see Figure S2). In both
cases, we do not observe agglomeration, highlighting the
general applicability of our strategy for eliminating depletion
attraction forces leading to colloidally stable NPs in the
photoresin even at high loading contents. After having solved
this fundamental challenge, we study the influence of well-
separated NPs embedded in the photoresin in the TPP 3D
printing process.

Dispersion of Nanoparticles in 3D Printed Objects.
Even if NPs are well dispersed in the uncured photoresin, the
printing process could induce agglomeration or phase
separation of the NPs, due to temperature gradients, viscosity
changes, or shrinkage of the material. To assess this, we first
estimate the diffusion rates of the NPs in the resin (see Table
S2). For the following calculations, we assume continuous
mode printing (10 mm/s) and the voxel diameter to be in the
order of 350 μm in the x−y plane (see Figure S9). With these
assumptions, the dwell time of the laser per voxel is 0.03 ms;
Au and Ag NP diffusion on average ∼1.9 nm and CdSe/
CdZnS NPLs ∼0.62 nm within this time frame. For the chosen
volume fractions of the PMMA-SH modified NPs (between
0.02 and 0.002 v/v% for Au NPs; between 0.013 and 0.0013 v/
v% for Ag NPs; and between 0.06 and 0.013 v/v% for CdSe/
CdZnS NPLs) the average center-to-center interparticle
distance is between 45 and 125 nm for Au and Ag NPs and
250−435 nm for CdSe/CdZnS NPLs (see Figure S8). We
further analyzed the composition of the pure photoresin by
NMR spectroscopy (see Figure S11) and gel permeation
chromatography (GPC, see Figure S10). 1H NMR spectros-
copy revealed that the resin is composed mainly of
multifunctional acrylates for cross-linking (signals between 4
and 6.5 ppm) and that the photoinitiator (signals between 8
and 6.75 ppm) is present in high concentrations. This was
further confirmed by GPC analysis, which shows only
oligomeric macromolecules with a maximum molecular weight
of ∼1200 g/mol. This lets us conclude that TPP printing
should lead to a high cross-linking density and little chain-
growth toward higher molecular weight polymers. Due to the
short dwell time, the resulting short diffusion distance and the
high concentration of initiator molecules (see Figure S11), we
thus expect that the NPs should be trapped in the resin by the

Figure 2. Absorption spectra of Au NPs stabilized with dodecanethiol
(a) or PMMA-SH (b) dispersed in the IP-Dip photoresin. (a) Spectra
broaden and red shift with increasing concentration, indicating the
NP-concentration-dependent agglomeration tendency of Au NPs in
the photoresin; (b) spectra are not shifted or broadened and no
agglomeration is observed; and (c) reaction scheme of PMMA-SH
synthesis and ligand exchange for particle modification.

ACS Applied Materials & Interfaces www.acsami.org Research Article

https://dx.doi.org/10.1021/acsami.0c14546
ACS Appl. Mater. Interfaces 2020, 12, 50834−50843

50836



cross-linking before they can agglomerate to exerted attractive
forces induced by the printing process.
To prove these assumptions, we assess the distribution of

the PMMA-SH modified NPs in 3D printed pyramids (10 μm
× 10 μm × 5 μm). After printing using a commercial TPP 3D
printer (Photonic Professional GT2 photonic, Nanoscribe), we
used a focused ion beam (FIB) to prepare a thin lamella (∼100
nm) of the 3D printed pyramids (see Figure S12) embedded in
a Pd matrix. We consecutively analyzed these lamellae using
transmission electron microscopy (TEM). In all cases, the NPs
(Au, Ag, and CdSe/CdZnS) are well separated and
stochastically distributed inside the cured resin (see Figures
S13−S16 for EDX). Since we know the thickness of our
lamella and the visible area in our TEM micrographs, we could
estimate the observable volume. Thus, by determining the
number of NPs per TEM image we can estimate the volume
concentration of the NPs integrated into the TPP 3D-printed
resin (see the Supporting Information, Table S3). For all NP/
polymer composites, the NP concentration estimated by TEM
is in good agreement with the initial concentration in the
photoresin. Thus, we can conclude that the printing process
with PMMA-SH modified NPs does not lead to agglomeration
or phase separation, e.g., at the surface of the printed
structures. After having confirmed the colloidal stability of
NPs in the photoresin and their stochastic distribution in the
3D-printed structure, we now discuss how the presence of the
different types of NPs influences the printing process via
absorption and radical quenching processes.
Effects of Nanoparticles on Stereolithographic TPP

3D Printing. In stereolithographic TPP 3D-printing, solid-
ification of the photoresin is based on radical polymerization
and the cross-linking of, e.g., acrylate-based monomers and
oligomers.35 Using a pulsed laser, the photoinitiator is
activated via 2PA and radicals are formed allowing for radical
polymerization and cross-linking. For sufficient laser power
(LP), the generated radical concentration is sufficiently high
and the resin is polymerized. On the one hand, if the absorbed
energy in the volume where the polymerization is to occur, the
so-called voxel (volume pixel), is too high, thermal degradation

can occur. On the other hand, if the energy input in the voxel is
too low, the polymerization does not start or is terminated
prematurely, e.g., due to termination by dissolved oxygen.
By the integration of the NPs, the energy density can be

affected in various ways. NPs can absorb the laser excitation
either directly via 1PA (Au NPs) or via 2PA (Au and Ag NPs,
and CdSe/CdZnS NPLs). Upon excitation, plasmonic NPs
dissipate the absorbed energy in the form of heat, CdSe/
CdZnS NPLs predominantly by the emission of photons.
While both processes decrease the available photon flux in the
voxel for activation of the initiator, the influence on the TPP
3D printing process is expected to be distinctly different. Heat
dissipation can cause additional thermal degradation of the
organic materials in the proximity of plasmonic NPs, while
energy dissipation via fluorescence from semiconductor NPs
such as CdSe/CdZnS should not hamper the integrity of the
polymeric matrix material. Additionally, the large surface-to-
volume ratio of NPs can lead to direct radical quenching when
the radical-bearing (macro)molecules are in close proximity to
the NPs’ surfaces. To investigate these effects on the
stereolithographic TPP 3D printing process, we printed and
compared woodpile structures (10 μm × 10 μm; 1 μm spacing,
10 layers) with and without NPs at various laser powers and z-
offsets (see Figure 3 and Figure S3). The z-offset determines
the shift of the focal point along the surface normal. Within the
tested parameter space, three regions can be identified: (i) the
material is not or not well polymerized, (ii) the material shows
a good printing quality, and (iii) thermal degradation of the
material (see Figure S3). As expected, for the pure photoresin,
a large variety of parameters allow for printing with good
quality. Only at the highest laser power a tendency to thermal
degradation of the material is observable. In the presence of Au
NPs, a pronounced thermal decomposition is observed even
for a relatively low laser power (see Figures 3a,d and S3). Only
a small laser power and a small z-offset lead to a good printing
result. In comparison to Au NP/photoresin composites, in the
presence of Ag NPs, much higher laser powers are required to
obtain a good printing result. Lower laser powers lead to
incomplete polymerization and cross-linking (see Figure 3b,e).

Figure 3. Scanning electron microscopy (SEM) micrographs of 3D printed woodpile structures with and without integrated NPs. (a) For the
woodpile structure loaded with Au NPs, a strong tendency for thermal degradation in comparison to pure resin at the same printing parameters (d)
is observable; (b) for the woodpile structure loaded with Ag NPs, polymerization and cross-linking are insufficient in comparison to pure resin (e);
(c) woodpile structure loaded with CdSe/CdZnS nanoplatelets print nearly indistinguishably compared to the pure resin (f).
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In clear contrast to the plasmonic NPs, the integration of
semiconductor CdSe/CdZnS NPLs does not change the useful
printing parameter space significantly (see Figures 3c,f and S3).
Hence, in summary of the above, plasmonic NPs require high
laser powers to obtain fully polymerized structures, however,
high laser powers could lead to thermal degradation. Thus, for
a given laser power, only a small amount of plasmonic NPs in
the photoresin will allow sufficient polymerization without
thermal degradation. For semiconductor NPs the thermal
degradation is less problematic since they dissipate absorbed
light via fluorescence. This shows that the type of material
embedded in the photoresin is important not only in terms of
direct interaction with the excitation beam, which alters the
voxel volume, but the secondary effects after excitation
similarly play a crucial role and must be considered.
To characterize the effect of PMMA-SH stabilized NPs on

the printing process more in detail, we analyzed the linewidth
of the woodpile structures (see Figure 4). In all cases, the

presence of NPs decreases the linewidth significantly (28−
62%). Furthermore, for all NPs increasing the NP concen-
tration decreases the linewidth in a concentration-dependent
manner (up to a 62% decrease). Notably, Ag NPs lead to the
strongest effect. Here, even for relatively low volume fractions
(0.007 v/v%), the decrease in linewidth of up to 62% is
observed, whereas for the highest Au NPs (0.02 v/v%) and
CdSe/CdZnS NPL concentrations (0.026 v/v%), the max-
imum decrease is 41 and 28%, respectively.
Interference of NPs with the Stereolithographic TPP

3D Printing Process. Depending on the NP material, we
observed different onsets of effects on the printing. The main
observations are (i) earlier thermal degradation of the resin in
the presence of Au NPs, (ii) higher laser power required for
the polymerization of the resin in the presence of Ag NPs in
comparison to all other NP-loaded photoresins, and (iii) a
general concentration-dependent tendency of decreasing the
linewidth of the woodpile structures in the presence of all
studied NPs. The NPs can mainly cause three different
processes, which all affect the 3D printing process (see Scheme
1).
The NPs can absorb light, either by 2PA (mainly in or near

the focal volume where the photon flux is sufficiently high.
This happens for plasmonic NPs20,22 and CdSe/CdZnS
NPLs21) or 1PA if there is a direct spectral overlap of the
NP absorption profile with the laser line (in the whole pathway
of the laser beam). In our case, only Au NPs can undergo 1PA
(see Figure 1 for absorption spectra, the red dashed line
indicates the laser wavelength). For both types of absorption

pathways, the absorption of light reduces the photon flux in the
focal volume and therefore fewer radicals are generated. Thus,
the voxel volume shrinks with increasing NP concentrations
because the photon flux is not high enough to generate
sufficient concentrations of radicals over a larger volume for
radical polymerization. This directly leads to a reduction of the
minimum printable linewidth while at the same time higher
laser powers are required to generate enough radicals.
Moreover, the absorption of light can induce heating of the
Au and Ag NPs.36 This explains the strong thermal
decomposition of the resin in the presence of Au NPs since
they absorb the laser light predominantly via direct 1PA. For
Ag NPs the thermal decomposition effect is less prominent
because fewer photons are absorbed since 2PA is a nonlinear
effect that requires a high density of coherent photons (as
found in the focal point, but not further away from the focus).
Similarly, the semiconductor CdSe/CdZnS NPL-loaded
photoresin leads to a reduction in the voxel volume due to
2PA in the focal spot. However, the energy is dissipated as
fluorescence and thermal decomposition is mitigated. While
these findings can explain our observation regarding the
concentration-dependent reduction of the minimal printable
feature size and the tendency for thermal decomposition of
some NPs, other material specific effects play a similarly
important role.
Besides the absorption of light, also direct interaction of the

NPs with the radicals in their proximity is possible.23−25

Indeed, radicals can be quenched simply by the presence of
NPs. Thus, this effect can also reduce the voxel volume. This
could be material specific in our case since for the three
different NPs we observe different extents of printing linewidth
reduction. We observe the strongest effect for Ag NPs and the
weakest effect for CdSe/CdZnS NPLs. To analyze the
quenching effect decoupled from the 1PA or 2PA absorption
effect described above, we assessed the degree of conversion of
methacrylate monomers by the conversion of the double bond
in the NP-loaded photoresins relative to the pure resin under
direct UV-light curing by Fourier transform infrared spectros-
copy (FTIR, see the Supporting Information, Figures S4−S7).
Here, the absorption of NPs does not hamper the photo-
polymerization significantly because the photoinitiators (and

Figure 4. Decrease of the linewidth in the presence of NPs. (a) SEM
micrograph of woodpile structures in the absence and the presence of
CdSe/CdZnS NPLs (0.026 v/v%); (b) measured linewidths with all
types of NPs at various concentrations.

Scheme 1. Interference Pathways of NPs with the TPP 3D
Printing Processa

aNPs can absorb the laser light either via 1PA or 2PA, quench radicals
created by the photoinitiator, and dissipation of the absorbed energy
in the form of heat. Both absorption of laser light and quenching of
radicals lead to a reduction of the voxel volume, while heating leads to
thermal degradation of the material.
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the NPs present) are excited homogeneously throughout the
sample directly via 1PA at high intensities. Thus, even in the
presence of NPs there is always sufficient UV-light to excite the
photoinitiator. Vibrational bands associated with CH2CH,
CO, and C−O groups,37 could be assigned in all spectra. All
spectra were normalized to the CO peak (stemming from
the carbonyl groups in the acrylate resin), since this signal
remains constant during the polymerization reaction. The
intensity of the bands assigned to the double bond decreases
upon reaction (see Figure 5a). The degree of relative

conversion was calculated by comparing the −CHCH2
bending mode band to the CO band before and after UV
curing for the NP-loaded photoresins compared to the pure
resin37 (see Figure 5b and Table S1). The relative degree of
conversion under UV-light is the highest for the resin loaded
with CdSe/CdZnS NPLs (57%), followed by Au NP (11%)
and Ag NP-loaded resins (6%). This finding is well in line with
our observed trends of linewidth reduction as a function of the
NP material. Our experiment shows that Ag NPs have the
strongest direct radical quenching effect, followed by Au NPs
and CdSe/CdZnS NPLs.
In addition to the different absorption behaviors and the

quenching properties, the difference in the interparticle
distance at a given volume fraction of NPs in the resin must
also be taken into account. Since the size of the used NPs are
different, the interparticle distance varied for the same volume
concentration (see Figure S9). For the same volume
concentration (0.013 v/v%), the interparticle distance of
CdSe/CdZnS NPLs (436 nm) is much larger compared to Au
NPs or Ag NPs (53 and 56 nm) (see Figure S8). Hence, the
number of NPs in the voxel volume of CdSe/CdZnS NPLs is
around 10 times smaller than for Au NPs and Ag NPs (see
Figure S9) and the observed direct radical quenching effects
are expected to be less prominent.

■ CONCLUSIONS
For the integration of plasmonic and semiconductor NPs in
the stereolithographic 3D printing, we could successfully show
how NPs can be stabilized in the uncured photoresin and how
this stability can be maintained throughout the printing
process. For stabilizing the NPs in the resin, a PMMA-SH
polymer was used as the surfactant. Following this approach,
all NPs studied could be dispersed without agglomeration in
the uncured resin. Importantly, the colloidal stability was
preserved throughout the printing process: the NPs do not
agglomerate or phase separate since the cross-linking is much
faster than the diffusion rate of the NPs, and therefore the NPs

are trapped as isolated particles within the cured resin. Being
certain that individual NPs and not agglomerates are printed in
the NP/photoresin composites allowed us to study the
influence of the NP material’s properties on the TPP printing
process in a concentration-dependent manner. For this, printed
test structures were analyzed for their minimum feature size
and three main conclusions can be drawn: (i) in the presence
of Au NPs, strong thermal decomposition was observed due to
their 1PA; (ii) in the presence of Ag NPs, the heating effect
was less pronounced since Ag NPs can only absorb laser light
via 2PA, but at the same time Ag NPs exhibit the highest
tendency for direct radical quenching; (iii) the decrease of the
linewidth for CdSe/CdZnS NPLs is to a large extent due to
2PA, mitigating at the same time thermal degradation due to
dissipation of energy in the form of photoluminescence. This
fundamental understanding of how to integrate NPs in the
resin and how NPs interfere the printing must be considered
when creating NP-enriched, functional polymeric structures via
TPP 3D printing. Furthermore, our findings allow for
increasing the printing resolution by adding NPs, leading to
a reduction of the minimum feature size. Our results will allow
for finer 3D-printed refractive optics utilizing the properties of
the embedded noninteracting nanoparticles.

■ METHODS
Characterization. For optical spectroscopy, NP/NPL dispersions

were transferred to a quartz glass cuvette (10 mm). The NP-loaded
uncured resins were deposited on a glass slide and covered with a
glass coverslip. Absorption spectra were recorded on a Cary 60
spectrophotometer. Photoluminescence spectra (for NPL disper-
sions) were recorded using a Prizmatix Silver high-power light-
emitting diode (LED) (emission peak 369 nm) for excitation and an
Avantes SensLine AvaSpec-HSC-TEC for data collection.

To analyze the printed structures using TEM, the samples were
coated with a Pd layer and a thin lamella was prepared using a focused
ion beam (FIB) system (FEI Nova 600 NanoLab FIB). Transmission
electron microscopy was performed using a JEOL1400 or Tecnai FEI
20 microscope (acceleration voltage 120 and 200 kV, respectively).
EDX spectra were recorded using an EDAX detector unit. The
samples were deposited on carbon-coated copper grids (400 mesh) by
drop-casting or using the focused ion beam. Scanning electron
microscopy was performed on a Hitachi SU8000 with an acceleration
voltage between 0.100 and 0.187 kV.

1H NMR spectra were recorded with a Bruker Avance spectrometer
operating at 300 MHz. The molecular mass of the IP-DIP resin was
determined by GPC using a PSS SECcurity device (Agilent
Technologies 1260 Infinity). The resin was dissolved in tetrahy-
drofuran (THF) and a calibration curve for PMMA in THF was
applied.

ICP-OES measurements were performed with an ACTIVA M
spectrometer (Horiba Jobin Yvon, Bernsheim, Germany) equipped
with a Meinhardt-type nebulizer, a cyclone chamber, and controlled
by ACTIVAnalyst 5.4 software. The forward plasma power was set at
1200 W, the Ar flow to 12 L/min, and the pump flow to 15 rpm.
Measurements were performed three times per emission line, using
three different elemental emission lines.

For the FTIR study, a drop of the uncured resin with and without
nanoparticles was placed on a glass substrate and cured under a
commercial UV-lamp (Model E0101, UV-A lamp type 3, 9 W) for 6
min. Afterward, the non-polymerized resin was washed away and a
thin polymerized film remained. The film was analyzed using a Perkin
Elmer Spectrum Bx IR spectrometer (16 scans).

Chemicals. 1-Octadecene (technical grade 90%, O806-1L), oleic
acid (technical grade 90%, 364525-1L), cadmium nitrate tetrahydrate
(CdNO3(H2O)4, 98%, 642045-100G), zinc nitrate hydrate
(ZnNO3(H2O), 99.999%, 230006-25G), hydrochloric acid (puriss
p.a. ≥37%), nitric acid (puriss p.a., 30709-1L-GL), 1,4-dioxane

Figure 5. Fourier transform infrared (FTIR) spectra of the cured and
uncured resin with and without NPs. By comparing the integrated
peak intensities of the CO stretching and the CC bending mode,
the relative degree of conversion is determined.

ACS Applied Materials & Interfaces www.acsami.org Research Article

https://dx.doi.org/10.1021/acsami.0c14546
ACS Appl. Mater. Interfaces 2020, 12, 50834−50843

50839



(anhydrous, 99.8%), 2,2′-azobis(isobutyronitrile) (AIBN, 98%),
propylene glycol methyl ether acetate (PGMEA) (99.5%), and
methyl methacrylate (contains <30 ppm MEHQ as the inhibitor,
99%) were purchased from Sigma Aldrich. Cadmium acetate
dihydrate (Cd(OAc)2(H2O)2, 98%, 317131000) and sodium
borohydride (99%) were purchased from Acros Organics. Selenium
powder −200 mesh (Se, 99.999%, 36208), hydrazine monohydrate
(98+%), and 1-octylamine (99%, B24193) were purchased from Alfa
Aesar. Hexane (95% n-hexane, analytical reagent grade, H/0355/21),
toluene (≥99.8%), tetrahydrofurane (THF) (analytical reagent grade,
T/070/17), and dichloromethane (DCM) (HPLC grade) were
purchased from Fisher Chemical. Chloroform, stabilized with amylene
(100%, 83627.290) and absolute ethanol (20821.330) were
purchased from VWR Chemicals. Thioacetamide (TAA, >98%,
T0187) was purchased from TCI. Silver nitrate (≥99%) and NaOH
0.01 M were purchased from Roth. Gold acid (HAuCl4 (99.9%-Au))
was purchased from STREM chemicals. Tetra-n-octyl ammonium
bromide (TBOA) (for synthesis), 2-propanol (99.5%), and 1-
dodecanethiol (for synthesis) were purchased from Merck. 2-
Phenyl-2-propyl benzodithioate (95%) was purchased from Acros
Pharmatech Limited. The printing resins (IP-D and IP-S) were
purchased from Nanoscribe. Methyl methacrylate was passed through
a column of inhibitor remover prior to use. All other chemicals were
used without further purification.
Thiol-Terminated Poly(methyl methacrylate) (PMMA-SH).

Raft Polymerization of PMMA (PMMA-Raft). The PMMA polymer
was synthesized according to a described procedure by Roth et al.38

25 g (250 mmol) of methyl methacrylate, 1.36 g (5 mmol) of 2-
phenyl-2-propyl benzodithioate, 102.5 mg (0.625 mmol) of AIBN,
and 25 mL of freshly distilled dioxane were combined in a dry Schlenk
flask, the mixture was degassed by three freeze−pump−thaw cycles
and then heated at 70 °C for 9 h. The polymer (monomer conversion
= 80%; Mn = 4727 g/mol, Mw/Mn = 1.49) was precipitated three
times in cold methanol.
Hydrazinolysis (PMMA-SH). The RAFT group of the synthesized

polymer was cleaved according to a slightly modified procedure by
Fan et al.39 The PMMA-Raft polymer (4.339 g, 0.92 mmol) was
dissolved in dimethylformamide (DMF) (30 mL). The solution was
degassed by three freeze−pump−thaw cycles. At RT, hydrazine
monohydrate (0.4 mL, 8.23 mmol) was added. After stirring for 2 h at
RT, the polymer was precipitated in excess of cold 1.2 M HCl
aqueous solution. The product was filtered, washed several times with
cold methanol and dried in vacuo at 45 °C overnight. The successful
cleavage of the RAFT group was proven by NMR (see the SI 1).
Synthesis of Au NPs. Au NPs were synthesized by a liquid−liquid

synthesis route according to a described procedure by Riedinger et
al.40 Briefly, HAuCl4 (300 mg, 0.88 mmol) was dissolved in MilliQ
water (25 mL). Tetraoctylammoniumbromide (TOAB) (2.17 g, 3.97
mmol) was dissolved in toluene (80 mL). Both solutions were
combined in a 500 mL separation funnel and shaken for 5 min. The
gold precursor was transferred from the aqueous phase to the organic
phase indicated by a color change from colorless to dark red. After
complete separation, the aqueous solution was discarded. The organic
phase was transferred to a 250 mL flask. Under stirring, NaBH4 (334
mg, 8.83 mmol) dissolved in 20 mL of MilliQ water was added
dropwise to the organic phase. A color change from red to violet
could be observed due to the reduction of Au3+ to Au0. The
suspension was stirred for 60 min and then transferred to a separation
funnel. The suspension was washed once with 25 mL of 10 mM HCl,
once with 25 mL of 10 mM NaOH, and four times with 25 mL of
MilliQ water. The aqueous phase was discarded and the organic phase
was stirred overnight.
To stabilize the nanoparticles further, either 1-dodecanethiol or a

PMMA-SH polymer was used. To stabilize the nanoparticles with 1-
dodecanethiol, 1-dodecanethiol (10 mL, 41.8 mmol) was added and
the suspension was heated to 65 °C under stirring for 2 h. The
suspension was centrifuged at 2000 rpm (416 rcf) for 5 min to
remove bigger aggregates. The suspension was divided into four 50
mL centrifugation tubes and filled up with methanol to precipitate the
NPs. The suspension was centrifuged at 2000 rpm (416 rcf) for 5

min. The precipitate was redispersed in 8 mL of chloroform. To
functionalize the Au NPs with the PMMA-SH polymer, 10 mL of the
Au NP containing suspension was mixed with the polymer (825 mg)
and stirred for 30 min at RT. The suspension was heated up to 65 °C
under stirring for 2 h. Then, it was stirred overnight at RT. The Au
NPs were precipitated with methanol. The solution was kept in the
fridge for several days and was then centrifuged at 2000 rpm (416 rcf)
for 5 min. The precipitate was redispersed in DCM.

Synthesis of Ag NPs. Ag NPs were synthesized according to a
slightly modified protocol of Niskanen et al.41 The Ag NPs were
stabilized with the synthesized thiol-terminated PMMA polymer. The
polymer (0.189 g, 0.04 mmol) was dissolved in 200 mL of ethanol/
THF (1:1 v/v). AgNO3 (0.0679 g, 0.4 mmol) dissolved in 0.4 mL of
MilliQ water and NaBH4 (0.152 g, 4 mmol) dissolved in 1.6 mL of
MilliQ water were added under stirring. Immediately after the
addition, hexane was added to precipitate the formed Ag NPs. The
suspension was centrifuged at 4000 rpm (1664 rcf) for 5 min and
redispersed in DCM.

Synthesis of Core/Shell CdSe Nanoplatelets. Synthesis of
CdSe NPLs. 4 monolayer (ML) thick CdSe NPLs were synthesized by
a modified procedure published by Mahler et al.42 Briefly, 60 mL of 1-
octadecene, 320 mg (1.20 mmol) of Cd(OAc)2(H2O)2, and 879 μL
(787 mg, 2.79 mmol) of oleic acid were combined inside a 100 mL
three-necked flask attached to a water-cooled condenser. The mixture
was stirred and degassed under vacuum at 110 °C for 90 min. After
stopping the vacuum line, the flask was filled with argon and 48 mg
(0.607 mmol) of Se powder was swiftly added into the flask. Then,
the temperature was set to 240 °C. When the temperature in the flask
reached 205 °C, 160 mg (0.600 mmol) of Cd(OAc)2(H2O)2 was
added into the mixture and the reaction proceeded for 15 min at 240
°C. Afterward, the flask was cooled to room temperature using a water
bath and 6.7 mL of oleic acid was injected. The mixture was
centrifuged for 10 min at 5000 rpm (2599 rcf), the supernatant was
discarded. Finally, the precipitated NPLs were redispersed in 12 mL
of hexane.

Synthesis of CdSe/Cd0.33Zn0.67S Core/Shell NPLs. The
Cd0.33Zn0.67S shell was synthesized using a one-pot method, modified
from an existing procedure.42 Briefly, 6 mL of the as-synthesized 4ML
NPLs (with an optical density at 510 nm = 30) was added into a 50
mL round bottom flask containing a stir bar. In a separate flask, 300
mg (3.99 mmol) of TAA, 3 mL (18.2 mmol) of octylamine, and 9 mL
of chloroform were gently mixed and then sonicated in an ultrasound
bath until all of the TAA dissolved. The TAA solution was added to
the NPL solution while stirring. After a couple of minutes, 500 μL of
CdNO3 solution (0.2 M in ethanol) and 1000 μL of ZnNO3 solution
(0.2 M in ethanol) were added into the mixture. The flask was sealed
with a glass stopper and left to stir for 24 h under ambient conditions.

To be able to precipitate the NPLs, the mixture was first
concentrated by evaporating a portion of the solvent using a rotary
evaporator at approximately 280 mbar, 40 °C for a couple of minutes.
Then, the concentrated mixture (volume approx. 15 mL) was
centrifuged for 10 min at 8000 rpm (6654g), the supernatant was
discarded, and the precipitated NPLs were resuspended in 15 mL of
chloroform. To better stabilize the NPLs, 300 μL of ZnNO3 solution
(0.2 M in ethanol) and 600 μL of oleic acid were added into the NPL
dispersion while stirring and the mixture was kept under ambient
conditions for a couple of days for photoluminescence recovery.

To remove the excess oleic acid introduced in this step, methyl
acetate was added to the chloroform dispersion of core/shell NPLs
(in the ratio of chloroform:methyl acetate = 1:1 v/v). The NPLs were
precipitated by centrifugation and redispersed in chloroform.

Surface Functionalization of CdSe/CdZnS NPLs with PMMA-SH.
To modify the surface of the NPLs, PMMA-SH (7 mg) was mixed
with the NPL dispersion (100 μL, 4.5 mg/mL, theoretical 23000
chains/nm2) and stirred for 20 min at RT. Afterward, the mixture was
heated up to 60 °C under stirring for 1 h. The mixture was allowed to
cool down to room temperature and stirred for an additional 20 min.
Afterward, methanol was added (methanol:reaction mixture 1:2 v/v)
to precipitate the NPLs. The precipitate was centrifuged at 6500 rpm
(4393 rcf) for 5 min and redispersed in 100 μL of DCM.
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Adjustment of the Concentration of the Nanoparticle Dis-
persion. To determine the concentration of Au NPs and Ag NPs,
ICP-OES was performed to determine the concentration of metals.
Therefore, the dried NPs (Au and Ag) were dissolved in aqua regia
and later diluted with MilliQ water, to reach a metal concentration
range between 2 and 20 mg/L. The concentration of the Au and Ag
NP dispersions were set to 10 mg/mL. The concentration of the NPL
dispersion was determined by measuring the absorbance and applying
a calibration curve (absorbance vs determined weight concentration
by ICP). Therefore, the concentration of core/shell NPLs were
measured using ICP-OES.43 The weight concentration of the NPLs in
dispersion can be calculated by adding the metal ion concentration
measured by ICP to Se and S concentration based on the
stoichiometry
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Dispersion of NPs in the Resin. The resin was diluted in DCM (1
mL of resin in 1 mL of DCM) to lower the viscosity. A certain volume
of the NPs/NPL dispersion was added to reach a set final
concentration (see Table 1). To facilitate the dispersion of the flat

CdSe/CdZnS NPLs, the dispersion was diluted and the resin was
slightly heated. After mixing using a vortex mixer, the solvents were
removed using a rotary evaporator. The prepared resins were stored in
the dark at 5 °C in the fridge.
Printing with a Nanoscribe 3D Printer. The structures printed

were pyramids and woodpile structures. All were fabricated using a
NanoScribe Photonic Professional (GT) 3D-printer. To start printing
a desired structure, it is needed to either convert a 3D-model (in. stl
format) into a printer-readable format or directly program a printer-
readable file. Both can be done using software DeScribe, which is
supplied by NanoScribe GmbH. The pyramids were processed from
an already existing. stl file, whereas the woodpile structures were
directly programmed. The woodpile structure is composed of 10
stacked layers. Each layer has 15 consecutive parallel lines, each 1 μm
apart from each other, and each consecutive layer is rotated by 90°,
creating a grid. The pyramid array consists of nine square pyramids,
each having a dimension of 10 μm × 10 μm × 5 μm. The structures
were printed inside a droplet of negative photoresin (IP-Dip) using
dip-in laser lithography (DiLL), where the objective is immersed
directly onto the photoresin. The 63× N.A 1.4 immersion objective
and 700 μm thick fused silica slide as the substrate was used.
Afterward, the excess photoresin was rinsed off of the structure via
immersion in propylene glycol methyl ether acetate (PGMEA) for 30
min, followed by immersion in isopropanol for 5 min and gentle
drying with nitrogen flow. Depending on the structure, shape, and
size, different parameters must be used for printing: the laser power
(LP) determines the size of the individual voxels that compose the
structure, which in turn determines the minimum in-plane distance
each printed line must have. If the distance between the lines is too
short, bubbles appear on the printed area due to local overheating,44

destroying the sample. If the distance is too large, the lines are
unconnected. This is desirable in the in-plane direction for the

woodpile structure, but not for the “continuous” pyramid. On the
vertical axis, on both cases connected voxels are desired. If they are
not properly connected, the voxels will float on the uncured resin and
be washed away alongside the excess resin during the development
process. On the continuous structures, the in-plane line distance is
governed by the hatching distance (HD) parameter, which gives the
distance in micrometers that the center of two consecutive lines will
be spaced apart. The vertical distance between two voxels is
controlled by the slicing distance (SD) parameter, whereas for the
woodpile and grating structures this is controlled by the z-offset
parameter. Since the voxel size not only depends on the LP, but also
on the photoresin and NP loading, a parameter sweep of not only
voxel distances, but also LP is needed for each NP-doped photoresin.
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Table 1. NPs/NPLs Dispersed in the Resin for 3D Printing
in Various Concentrations

Ag NPs in IP-Dip
(v/v%)

Au NPs in IP-Dip
(v/v%)

CdSe/CdZnS NPLs in IP-Dip
(v/v%)

0.013 0.02 0.06
0.007 0.01 0.026
0.0013 0.002 0.013
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