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Chapter 1 

Introduction 

Abstract 

Non-human primates rely on acoustic signals to navigate their physical and 

social environment, the processes of detecting, locating, identifying, and 

interpreting auditory information are therefore crucial to making sense of the 

sound world. To do so, peripheral structures and specialized brain regions 

engage in complex coordination to perform low-level perceptual processes 

(sensory information processing) and higher-level cognitive processes 

(symbolic information processing). Primate audition research has thus 

devoted much effort to addressing how individuals acquire, process, and use 

acoustic information to interact with their environment. 

Historically, studying non-human primate cognition has been based on 

observing animals' adaptive actions toward given situations, with fieldwork 

evaluating animals' behavioral responses in their native environment, and 

laboratory research assessing animals' behavior in artificially created setups. 

Research has primarily been concentrated in laboratory experiments due to 

better control of the experimental conditions. Laboratory setups are also 

beneficial as they facilitate the implementation of neurophysiological 

recordings to investigate the physiological mechanisms underlying cognitive 

processes. Despite the benefits of laboratory research, it relies heavily on 

animal training to habituate animals to the experimental setups and to instruct 

them to reliably interpret the principles of the experimental task. Training 

non-human primates thus demand a high amount of human involvement, and 

is susceptible to biases introduced by trainers. Additionally, in cognitive 

neuroscience, animals are often physically restrained to facilitate the 

recording of neural activity, drastically reducing the variety of behaviors 
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depicted by the animals, limiting research to basic processes of perception 

and memory, and raising animal welfare concerns. 

Technological development in the last decade has made it increasingly 

possible to automate the behavioral assay and thereby reduce human manual 

labor, improve reproducibility, broaden the variety of behaviors assessed, and 

scale up data collection. However, auditory cognition research, specifically 

in non-human primates, lags in comparison to the sophisticated protocols 

available for visual cognition or even other species like rodents where 

automation has already proven a substantial contribution toward 

optimization. 

This dissertation discloses in the following chapter a series of experiments 

aming to overcome the aforementioned methodological limitations in 

auditory cognition in non-human primates through automating training and 

testing protocols of a wide variety of perceptual and cognitive processes 

relying on a touchscreen-base experimental device directly attached to the 

home enclosure of socially housed common marmosets (Callithrix jacchus) 

and long-tailed macaques (Macaca fascicularis). 

The chapter outline' favors topic coherence over the chronological order of 

experimentation. Chapter 1 aims to serve as a general introduction to provide 

a background overview as well as a description of the current status in non-

human primate auditory cognition research. 
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1.1 Animal behavior 

One of the most remarkable phenomena within animal life that distinguishes 

it from other living organisms is the wide variety of responses they depict as 

a consequence of internal and/or external stimuli (own state, conspecifics, 

members of different species, and environment). Animal behavior can be 

defined as everything animals do, or more accurately, what is observed by 

another organism to be doing (Skinner, 1938). This includes movements or 

the absence of them and underlying mental processes. Human (Homo 

sapiens) interest in animal behavior can probably be extended hundreds of 

thousands of years back when our ancestors needed to understand the 

behavior of animals for survival. Hunting, domestication, or escaping from 

predators required a great insight into animal behavior. Even today, the 

subject of animal behavior still has great practical significance. Crop 

production, for example, relies heavily on understanding pollination foraging 

behavior, where understanding transition rates between flowers is key to 

maximizing food production (Gagic et al., 2021). Likewise, understanding 

the foraging and nesting behavior of some mammals (Red fox – Vulpes 

vulpes), which are disease vectors, is essential to develop proper strategies 

for wildlife management to prevent human infections (Hodžić et al., 2015). 

Ultimately, studying the similarities and differences across human and non-

human animal behaviors can give us insights into human cognition's 

developmental and evolutionary processes (Beran et al., 2014; Chittka et al., 

2012; Roitblat, 1987; Wasserman et al., 2006; Zentall and Wasserman, 2012). 

History and basic concepts 

Like many research fields in biology, animal behavior has its foundations in 

the evolution theory by natural selection of Charles Darwin, presented in 

"The Origin of Species" in 1859 (Darwin, 2004). In his theory, Darwin 

proposed that the process of natural selection is an inevitable result of the 

variations among individuals of the same species, the inheritance of these 

variations, and the differences in reproduction success among individuals. As 

such, the specific set of characteristics that constitute an organism result from 

its ancestors' attributes that helped them to better survive and reproduce in 

their current environment more effectively. Since then, behavioral biologists 
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have recognized that the behavior of animals and their anatomical traits are 

adaptations shaped by their natural history that have helped the animal 

acquire energy to survive and ultimately produce offspring (Pontzer, 2015). 

After Darwin's natural selection theory, the study of animal behavior evolved 

into a new science, ethology, which sought to understand behavior from a 

physiological and psychological perspective rather than behavior's biological 

and evolutive relevance. In the 19th century, Ivan Pavlov, John B. Watson, 

Edward Tolman, Karl Lashley, Burrhus .F. Skinner, Wolfgang Köhler, and 

Robert Yerkes, among others, studied the behavior of laboratory dogs, rats, 

birds, and NHP intending to understand processes such as learning (Kohler, 

2018; Lashley, 1951; Pavlov, 1928; Skinner, 1965, 1938; Tolman, 1973; 

Watson, 1913; Watson and Rayner, 1920; Yerkes and Dodson, 1908). 

In the 1930s, field biologist Konrad Lorenz, together with Nikolaas 

Tinbergen, Karl von Frisch, and William Morton Wheeler stressed the 

importance of direct observation of animals in their natural habitat to 

understand behavior from a biological perspective (Lorenz, 1937, 1950; 

Tinbergen, 1963; Von Frisch, 2013; Wheeler, 2015). Nikolaas Tinbergen 

argued that to have a comprehensive understanding of any behavior, four 

"levels of analysis" must be applied: Causation – what causes the behavior?; 

Ontogeny – how does the behavior develop?; Function – how does the 

behavior affects fitness?; and Phylogeny – how does the behavior evolve? 

Since each of these levels of analysis focuses on different characteristics of 

behavior, several scientific fields emerged which contribute to understanding 

the behavior of animals (including humans). 

What causes behavior? 

Causation is a central concept of the behavioral assessment paradigm. For 

Tinbergen, causation referred to the immediate effects that, both external or 

internal, factors have on the occurrence of behavior (Lorenz, 1937; 

Tinbergen, 1963). To approach this question, it is ubiquitous to identify the 

physiological and cognitive processes that underlie a given behavior. Since 

the nervous system is taken as the foundation of animal behavior, at this level, 

behavior is understood as an output of neuronal processing given internal or 

external causes. 
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Motor-sensory-motor mechanisms 

Living creatures need to solve the problem of staying alive and eventually 

reproduce. For this, they need to obtain energy, seek shelter, and avoid being 

the prey. In order to approach these challenges, animals must gather 

information, process it, and act upon it. 

Acquiring information 

Animals gather information from the world relying on a specific set of organs 

that allow them to transduce a particular type of energy into electrical signals 

that the nervous system can process. Generally speaking, there are three 

modalities of sensors that can be classified depending on the type of stimulus 

they transduce: mechanoreceptors (mechanical stress), chemoreceptors 

(chemical compounds), and photoreceptors (light) (Purves and Williams, 

2001). Even though animals of different species might possess sensors from 

the same modality, the capabilities of these sensors to obtain information 

from the environment are specialized to the animals' expected ecological 

requirements. Consequently, animals that share the same environment do not 

necessarily sense the world in the same way. In 1957 the German biologist 

Jakob von Uexküll coined the word Umwelt (Environment, in the German 

language) to describe an organism's unique sensory world (meaningful 

environment) and differentiated it from the Umgebung (physical 

surroundings) (Canguilhem, 2022; von Uexküll and O'Neil, 2013). For 

example, humans (Homo sapiens) and mosquitoes from tropical regions 

(Aedes aegypti) share a similar Umgebung but different Umwelts (or 

Umwelten in proper German). While humans' hearing range goes from 20 to 

20 000 Hz (Fay, 2012), the male mosquito's hearing organ detects sounds 

from 150 to 400 Hz. This apparent narrower sensitivity to sound serves the 

mosquito sufficiently in order to detect the presence of a female up to 10 

meters away (Menda et al., 2019). 

Processing information 

As with the sensory system, the neural mechanisms that process information 

are a product of evolution and therefore limited to processing a narrow part 

of the information received from the sensory organs, usually associated with 

the ecological challenges that animals face in their environments. The 



  
 
 Introduction     15 

 

 

processing of information may happen at the peripheral level of the nervous 

system, like in reflexes, where a nearly immediate movement is coordinated 

by a reflex arc pathway (Purves and Williams, 2001) or involve a more 

complex communication between different areas of the central nervous 

system (not necessarily relying on sensory input to take place but instead on 

the animal's internal physiological state) to coordinate behavioral states such 

as mating or foraging (Ji et al., 2021; Jung et al., 2020). 

Responding 

Once the information is processed, a specific response to solve a particular 

problem is deployed, called behavior. Ultimately, controlling an animal's 

movements involves a complex coordination of neural control to either 

respond with a simple sensory reflex such as the startle reflex, a rhythmic 

pattern like walking, or a whole state like foraging. Reacting appropriately, 

accurately, and flexibly to the different challenges along the lifespan of an 

animal warrants its survival and reproduction (Hunt, 2018). 

Cognitive mechanisms 

The study of mental organization for information processing can also explain 

behavior. For example, how animals, which are seen as goal-seeking agents, 

acquire, store, retrieve, and internally process information at different levels 

of cognitive complexity (Hebb and Donderi, 2013; Menzel and Fischer, 

2011). In this framework, the animals' internal representation of the world is 

a crucial part of cognition because behavior is understood as the output of the 

information processing that takes place based on these representations. 

Consider, for example, the western scrub jays (Aphelocoma californica) that 

store different types of food (seeds, insects, or fruits) in dispersed caches to 

then retrieve it in the future in order to consume it (Clayton, 2006; Clayton et 

al., 2007, 2003; Dally et al., 2006; Raby et al., 2007). How do they decide 

what and where a piece of food should be cached? How do they judge the 

right time for retrieving a particular food? How do they face conflicting 

conditions, such as being watched by a conspecific during the caching 

episode? How do they remember what was cached and where it was cached? 

Thus, numerous processes of perception, attention, learning, memory, and 

decision-making activity underlie the scrub jay food caching and recovery 
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behavior. The study of these perceptual and central mechanisms in animals 

begins by asking what kinds of cognitive structures each species or individual 

possesses, how they are activated, what their function is, and how they have 

evolved (Hogan, 2005). 

Several of these questions have been addressed with respect to NHPs (in the 

wild and in the laboratory) due to the common interest in comparing the 

cognitive capabilities of humans with those species considered the most 

closely related to us to understand the evolution of the human mind (Cheney 

and Seyfarth, 1990; Povinelli et al., 2000; Tomasello, 2000). 

1.2 Cognitive mechanisms in NHPs 

Humans are primates, and together with bonobos (Pan paniscus), 

chimpanzees (Pan troglodytes), gorillas (Gorilla beringei and Gorilla 

gorilla), and orangutans (Pongo pygmaeus, Pongo abelii, and Pongo 

tapanuliensis) belong to the great ape or Hominidae family. Great apes are 

closely related to the Old-world monkeys (Family Cercopithecidae – 

common ancestor ~25 Ma), followed by New World monkeys (Families  

Callitrichidae, Cebidae, Aotidae, Pitheciidae, and Atelidae –  common 

ancestor ~40 Ma), and finally, the Prosimians (Family Tarsiidae and 

Suborder Strepsiirhini – common ancestor ~80 Ma) (Brandon-Jones et al., 

2004; Glazko, 2003; Perez et al., 2013; Rose, 2006; Shumaker and Beck, 

2003; Wakeley, 2008; Wilson and Reeder, 2005). Although the study of the 

cognitive mechanisms that underlie behaviors for each of these species has 

its value on its own, those phylogenetically closer to humans are often studied 

under the assumption that the knowledge regarding their cognitive 

mechanisms would serve as a better comparison to understanding human 

cognition and behavior evolution. 

The study of primate cognition is usually divided into physical and social 

cognition. On the one hand, studies on physical cognition focus on the 

mechanisms related to the interaction with the physical world, including 

foraging and defense skills, learning, and problem-solving. On one hand, 

object manipulation, tool use, limits of perception, categorization, 

numerosity, gratification delay, planning, memory, and metacognition are 

some of the mechanisms studied by physical cognition. On the other hand, 
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social cognition investigates the mechanisms that allow primates to recognize 

themselves in relationship to others, as well as others' relationships, make 

judgments based on that knowledge, and use past experiences to anticipate 

the future (Byrne, 1995; Parrish and Brosnan, 2012; Seed and Tomasello, 

2010; Shettleworth, 2009). Cooperation, decision-making, social learning, 

communication, deception, and theory of mind, are some of the mechanisms 

studied by social cognition. 

Methodological approaches 

Studies in primate cognition tend to be either conducted in the laboratory with 

captive colonies or with wild animals in the field. Fieldwork usually relies on 

systematic observations of colonies for long periods of time, where animals 

are studied facing challenges they naturally encounter in nature or by 

challenges designed and presented by the experimenter (Goodall, 1964; 

Menzel, 1991; Visalberghi et al., 2009). Studying animal cognition in their 

natural habitats is likely more productive when the questions addressed 

correspond to the species' ecology. However, challenges such as the 

experiments' replicability due to the impossibility of controlling relevant 

factors, the significant time needed to make those observations (exceptional 

expertise and experience are required), or the limited variety of methods that 

have been used have been highly questioned over the past decades (Pritchard 

et al., 2016; Ryan, 2011; Tomasello and Call, 2011). 

Laboratory experiments rely on controlling the environment (e.g., food and 

water availability, day cycle, social contact) and internal factors (e.g., 

thirstiness, hunger, or social drive) of the animal to influence the motivation 

and performance at a given time. Therefore, experimenters in the laboratory 

usually bring the animals into carefully designed setups where sensory (e.g., 

luminescence, sound loudness) and social (e.g., number of conspecifics in the 

room) disturbances are controlled. Here the animals are presented with 

problems that have to be solved by relying on specific tools provided by the 

experimenter in order for the experimenter to easily observe the desired 

behavior then replicate it even with naive experimenters. Additionally, due 

to the well-designed setups, cognitive research in the laboratory also offers 

the possibility to investigate the physiological mechanisms that underly 

specific cognitive processes by registering the neural activity of the animal 
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while performing a given task. However, a big concern that researchers 

usually raise in experiments in the laboratory is the low or sometimes null 

similarity that these setups have with the animal's natural environment and, 

therefore, whether the measured cognitive capabilities have any ecological 

validity. Additionally, variability across colonies, constraints in the low 

number of available individuals per colony, and the time required to train an 

animal to perform the desired task make the collection challenging and the 

findings difficult to generalize, even across captive colonies (Tomasello and 

Call, 2011). 

Due to the influx of technology, the trade-off problem between tight control 

of individual conditions and the more natural settings has been slowly 

mitigated in the last decade. Current efforts are being made to improve the 

accuracy of measurements in the field (e.g., remote sensing devices, satellite 

tracking, machine learning algorithms for animal identification) and to 

develop tasks and settings in the laboratory that are ecologically valid for the 

species (e.g., group testing, and more naturalistic setups) (Bala et al., 2020; 

Hayden et al., 2021; Jacob et al., 2021; Nourizonoz et al., 2020; Schofield et 

al., 2019). Cognitive research in NHPs is a collaborative endeavor that 

requires collaboration between the two approaches. 

Consequently, part of the challenge to better understand the processes of 

primate cognition lies in the good practice of designing and performing more 

standardized experiments that facilitate replicability while stressing the 

importance of sharing data among the community, given that research groups 

will always be constrained to a few species with a limited number of animals 

available for testing over time (Cauchoix et al., 2017; Hurlbert, 1984; Palmer, 

2000; Primates et al., 2019; Ryan, 2011; Tomasello and Call, 2011). 

Challenges in the laboratory 

Keeping NHPs in captivity comes with a significant number of challenges 

requiring a synergic collaborative effort between several experts to overcome 

(e.g., veterinarians, caretakers, and scientists). The first line of challenges 

relates to housing and husbandry. Because of the close phylogenetic 

relationship to humans, NHPs hold a special status compared to other non-

primate animals and, therefore, need to be provided with additional physical 
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and psychological care to warranty their well-being (Jennings et al., 2009; 

Kirkwood and Hubrecht, 2010; Rennie and Buchanan-Smith, 2006a, 2006b; 

Röder and Timmermans, 2002; Wolfensohn and Honess, 2008). Since the 

welfare of animals kept in captivity is of high importance for humanitarian, 

scientific, and economic reasons, strict regulation of the housing conditions 

and experiments with NHPs come under legal regulation for every country 

(e.g., in Europe – European Directive 2010/63/EU, in the United States of 

America – Animal welfare Act 1996 S.1378). 

The second line of challenges refers to the experimental procedures. Despite 

the wide variety of experiments that can be performed in NHPs in the 

laboratory, most of them require the animals to tolerate specific 

circumstances arising from the experimental needs (e.g., human interaction, 

handling, transportation, social separation, use of experimental tools, remain 

still in a chair, etc.). To reduce stress during experimental procedures, 

researchers rely on training techniques to habituate the animals to cooperate 

during experimentation. The training of NHPs is essential not just for 

scientific purposes but also for husbandry and veterinary procedures. For 

these reasons, training in NHPs is considered good practice and 

recommended in several legislations and professional guidelines (Animal 

Welfare Institute (Reinhardt, 1997), National Centre for the Replacement 

Refinement & Reduction of Animals in Research (NC3Rs) (Prescott and 

Buchanan-Smith, 2003) Directive of the European Union – 

2008/0211/COD).  

Training NHPs 

Positive reinforcement training (PRT) has been one of the most frequent 

techniques to train NHPs to cooperate voluntarily in scientific, veterinarian, 

and husbandry procedures. PRT is a type of operant conditioning where the 

animals are rewarded for performing the desired behavior (Skinner, 2005, 

1938). In this type of training, the trainer ignores unwanted behaviors while 

focusing on the correct ones. The behaviors of interest are rewarded every 

time they appear and thereby reinforced. As a result, the animal is prone to 

show the desired behaviors in exchange for a reward over time. However, 

while relatively simple behaviors such as those needed for husbandry and 

veterinary procedures (e.g., blood sampling, routine physical check-ups, 



  
 
 Introduction     20 

 

 

transportation) can be relatively easy to accomplish by expert staff, more 

complex behaviors like those needed for assessing cognitive capabilities, 

drastically increase human time investment (Laule et al., 2003; Schapiro et 

al., 2005). Additionally, manual training is susceptible to biases introduced 

by the trainers. This source of variability in training histories is of particular 

importance in experimental procedures where comparisons across animals' 

cognitive performance might lead to limited or misleading interpretations of 

the behavior and neurophysiological data due to mismatching in the task-

solving strategies of individual animals (Farrar et al., 2021; Tomasello and 

Call, 2011). 

Finally, the training and experimental success heavily rely on matching the 

animal's internal state (motivation) with the time chosen by the trainer. The 

confined number of working hours per trainer and the number of animals that 

need to be trained per day make the ideal conditions challenging, which 

consequently reduces the efficacy of training (Balleine, 1992; Colgan, 2013; 

Dickinson and Balleine, 1994; Ward et al., 2015). 

Testing batteries - A small history of optimization 

For many decades the Wisconsin General Test Apparatus (WGTA), a 

manually operated device that presented experimental subjects with 

discriminative stimuli while the researcher observed the responses through a 

one-way screen, allowed the study NHP learning (Harlow and Bromer, 

1938). With the advances in technological complexity and affordability, 

numerous modifications to the WGTA, such as the implementation of 

electrical sensors to register responses (Sidowski and Spears, 1970), motors 

to control the movement of panels and trays (Davenport et al., 1970; Schrier, 

1961) and later computers for automatic data collection (Polidora and Main, 

1963), were some of the first attempts to optimize the system. The time 

savings and the gains in precision and reliability soon made computer 

technology an essential part of NHP cognition assessment in the laboratory.  

The improvement of display technology enabled scientists to implement 

video-tasks and benefited from the relatively unlimited variety of 

sophisticated stimuli improving the flexibility and complexity of the task 

design. Although several species of NHP learned to interact with computer-
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generated targets presented in the screen through the manipulation of 

joysticks, buttons, or levers, to obtain a food reward (Perdue et al., 2018; 

Richardson et al., 1990; Roberts et al., 1988; Rumbaugh et al., 1989a, 1989b; 

Savage-Rumbaugh, 1986; Vauclair and Fagot, 1993; Washburn et al., 1989; 

Washburn and Rumbaugh, 1992) the spatial separation between the controls, 

monitors and location of reward delivery represented a mayor challenge for 

other species such as squirrel monkeys (Saimiri) (Andrews, 1993). 

Subsequently, the development of touchscreen technology permitted design 

tasks where the target and the response could be placed in the same physical 

area for the first time, solving the problem of stimulus-response spatial 

discontinuity (Washburn et al., 1989). Video tasks, together with the new 

touchscreen technology, gained popularity among NHP research in the 

subsequent years (Roberts et al., 1988; Crofts et al., 1999; Dias et al., 1996; 

Pearce et al., 1998; Spinelli et al., 2004; Weed et al., 2008) and nowadays, 

test batteries are a common tool among research groups studying primate 

cognition and behavior, allowing the standardization of training and 

assessment of cognitive mechanisms in NHP, in the laboratory and the field 

(Berger et al., 2018; Calapai et al., 2022, 2017; Fichtel et al., 2020; Inoue and 

Matsuzawa, 2007; Joly et al., 2017; Leinwand et al., 2020; Schmitt et al., 

2012). 

1.3 Automation 

Automation refers to technology applications where human intervention is 

reduced. This is achieved by employing programmed commands that ensure 

the proper execution of a process (Groover, 2020; Lyshevski, 2008). Control 

loops can be either open or closed. In an open-loop, the control of an action 

is independent of the process output. For example, the heating system of an 

indoor monkey colony can be automatically controlled by a timer that turns 

on/off  the heater (the process output) for a fixed amount of time to heat the 

room, this being independent of the room temperature. In a closed-loop, the 

action's control is dependent on the process output (Mayr, 1970). Following 

the previous example, in a closed-loop setting, the turning on/off of the 

heating system depends on the room's temperature, which can be monitored 

by a temperature sensor that sends feedback to a controller.  
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In the past three decades, behavioral research has benefited from an 

exceptional technological influx facilitating the optimization of experimental 

procedures. Microcontrollers have played a key role in this regard by 

facilitating the modularization of complex tasks through the individual 

control of smaller processes. Microcontrollers appeared in 1960, with the 

invention of the MOSFET (metal-oxide-semiconductor field-effect 

transistor) (Atalla et al., 1959), and are essentially a simple miniature 

computer designed to perform a single task. Microcontrollers typically 

contain single or multiple processors, memory, and programmable 

input/output peripherals. These peripherals enable them to interpret external 

signals when programmed as input (such as acceleration, temperature, 

movement, or button presses) or to control external devices when 

programmed as output (such as pumps, lights, speakers, or motors) (Heath, 

2003). Additionally, the capability to transfer and receive data from other 

devices via various serial communication protocols (e.g., I2C, SPI, USB, 

UART) facilitates synchronization across different modules and the 

implementation of more complex systems (Harris and Harris, 2013), allows 

for synchronization across different modules and implementation of more 

complex systems. Nowadays, microcontrollers are no longer programmed in 

assembly language but in high-level programming languages such as C, 

Python, and JavaScript, which consequently improves their accessibility to 

non-experts (Mazzei et al., 2015). For these reasons, microcontrollers are a 

common low-cost means of data collection, sensing, and actuating in the 

physical world. They provide access to novel spatial and temporal scales of 

measurement, with the great possibility to flexibly tailor experimental setups 

based on the research requirements. 

An example that illustrates the advantages of modularity in the case of 

automated training and testing in NHPs is the use of two different approaches 

to identify individual animals of different species housed under different 

conditions, as described in Chapters 2, 3, and 4 of this dissertation. In 

Chapters 2 and 3, individual marmosets were identified employing radio 

frequency identification (RFID) technology which detects and identifies tags 

attached to the targets (implanted subcutaneously in the marmosets) using 

electromagnetic fields. However, in Chapter 4, the use of RFID technology 

was not feasible due to physical constraints (housing and animal husbandry 
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regulations). Instead, a machine learning algorithm was implemented to 

identify individual long-tailed macaques (Macaca fascicularis) based on 

pictures taken on a trial-by-trial basis. The two independent modules 

provided feedback to the main computer to reliably identify individual 

animals, keeping the system's architecture, functionality, and performance 

across several experimental conditions. 

The next phase 

Automation allows for the reduction of human intervention, saving human 

labor while also improving the accuracy and reproducibility of the process. 

Autor and colleagues (Autor and Duggan, 2003) divided automation into a 

two-by-two matrix: in one axis the routine versus non-routine tasks and in the 

other axis the manual versus cognitive tasks. In summary, routine tasks can 

be understood as tasks that follow explicit rules (e.g., a calculator), while non-

routine tasks are not necessarily explicitly specified in computer code (e.g., a 

chatbot based on a machine learning algorithm). Each of these categories can, 

in turn, be of either manual (e.g., 3D printing) or cognitive (e.g., face and 

speech recognition) nature. They both relate either to the physical or 

knowledge work. Laboratory labor is comprised of tasks that fall into these 

four categories. Yet most of the current automated tasks belong to the 

physical labor category (routine and non-routine manual tasks) since they are 

the easiest to automate. However, as computing power increases, the type of 

tasks that machines can perform also increases and will inevitably continue 

to do so. Advances in electronics, mobile robotics, and artificial intelligence 

technology allow automation to expand to non-routine cognitive tasks, which 

until now have largely remained under human control (Brynjolfsson and 

McAfee, 2011). 

Computer vision is an excellent example of the gradual automation of 

cognitive tasks in research. It aims to understand and automate processes that 

the human visual system can perform (Ballard and Brown, 1982; Huang, 

1996). It has contributed significantly to the sophistication and detailed 

analysis of the behavior (mainly in rodents, with a few examples in NHPs). 

It has been crucial for the automation of human observation, which has been 

the standard approach for identifying, counting, and annotating individual or 

group animal movements and interactions for centuries (Datta et al., 2019; 
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De Chaumont et al., 2019; Geuther et al., 2021; Krynitsky et al., 2020; Lauer 

et al., 2022; Marshall et al., 2021; Mathis et al., 2018; Nath et al., 2019; 

Noldus et al., 2001; Norouzzadeh et al., 2018; Schofield et al., 2019; Sun et 

al., 2021; Wiltschko et al., 2015). Additionally, combining video analysis 

with state-of-the-art sensors (that can be fixed to the animal and continuously 

transmit data wirelessly) opens up new possibilities for measuring behavior 

(Berman, 2018; Iriki and Tramacere, 2022; Nishinaka et al., 2021; 

Nourizonoz et al., 2020; Schwarz et al., 2014; Venkatraman et al., 2010). 

Historically, the amount and replicability of behavioral data have been among 

the major constraints for NHPs research. Technological advances have made 

feasible the automation of behavioral assessment, gaining reproducibility and 

replicability with a considerable reduction of human intervention. It is clear 

that researchers will soon have the capacity to acquire unprecedented 

amounts of data. However, several challenges of similar magnitude lie ahead 

and call for the development of adequate conceptual frameworks on how to 

properly collect, analyze, and handle behavioral data (Gomez-Marin et al., 

2014; Krakauer et al., 2017). One big methodological challenge that is likely 

to remain in experimental research in NHP cognition is the design of 

innovative experiments that can exploit the curiosity of the individuals 

encouraging them to use their cognitive capabilities flexibly and creatively to 

solve the problems presented and yet still possess ecological validity for the 

species (Tomasello and Call, 2011). 

1.4 Auditory cognition 

Synopsis of the auditory pathway 

Ascending auditory pathway 

Auditory information processing involves the complex coordination of 

several systems along the auditory pathway, including peripheral sensory 

structures and several nervous system regions, to transform sound waves into 

distinct patterns of neural activity and guide behavior (Purves et al., 2000). 

The first stage of sound processing occurs in the outer and middle ear, 

funneling the sound waves into the ear canal and amplifying their pressure so 

the energy can be transferred to the fluid-filled cochlea. In the cochlea, a 
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series of biomechanical mechanisms segregate the signal into simpler 

components, which are transduced by the inner hair cells and encoded as 

action potentials by the spiral ganglion neurons. Sound decomposition in the 

spectral domain occurs due to the cochlea frequency sensitivity arranged in 

space (Tonotopy). This spectral decomposition is the central organizational 

principle in the auditory system and is kept along the auditory pathway up to 

the primary auditory cortex. After the sound has been transduced to electric 

signals, the information reaches the cochlear nucleus, where parallel 

projections travel upstream to several targets. The main targets are the 

superior olivary complex and the lateral lemniscus, where binaural cues for 

sound localization are integrated. The inferior colliculus of the midbrain is 

the target of most lower brainstem stages and processes information 

regarding frequency and integrative cues for sound localization in space. 

Additionally, the inferior colliculus is the first stage, where auditory 

information can interact with motor information. From the inferior colliculus 

projections target the medial geniculate nucleus in the thalamus and finally 

to the primary auditory cortex, the first region in the cortex to receive auditory 

input, where integrative features of sound such as harmonic and temporal 

combinations are processed. Sound is thought to become the first consciously 

experienced at this level (Demanez and Demanez, 2003; Moore, 2000; 

Oliver, 2000; Purves et al., 2000; Ramirez-Moreno and Sejnowski, 2012; 

Shamma, 2001; Winer and Schreiner, 2005). 

Descending auditory pathway 

Anatomical studies showed that thalamo-cortical and cortico-thalamic 

connections are largely reciprocal in the auditory cortex (A1 and median belt) 

of NHPs, with additional projections bypassing the thalamus and directly 

targeting the inferior colliculus (Aitkin et al., 1988; De La Mothe et al., 2006; 

Luethke et al., 1989). However, the function of these pathways is unclear but 

usually associated with inhibitory function through negative feedback, 

facilitating and impeding the ascending of information to upstream regions 

in the brain. For example, descending input to the inferior colliculus has been 

shown to affect sensory tunning to match cortical activation (Suga and Ma, 

2003). 

Methods in NHP auditory research 
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The study of NHP sound perception and cognition has been covered across a 

substantial number of species (nearly 10% of the order), relying on methods 

that vary among species and the research question. 

Behavioral methods 

Psychophysics is an experimental approach employed by cognitive 

neuroscience to study the biological processes that underlie perception 

(Albright et al., 2000). Psychophysics studies the relationship between 

physical stimuli and the perception they produce (Gescheider, 2013). 

Psychoacoustics specifically focuses on sound perception or hearing, which 

might include physiological aspects (Fechner, 1948; Moore, 2014, 2013; 

Zwicker and Fastl, 2013). 

Psychoacoustic methods require the cooperation of the animals to engage in 

experimental tasks, such as multiple alternative forced-choice tasks, where 

individuals are presented with multiple acoustic stimuli, from which only one 

contains the target sound. These methods are usually accompanied by visual 

stimuli and feedback, improving accuracy and reliability (Fechner, 1860; 

Levitt, 1971; Lopez-Poveda, 2014). A similar method is the Go-NoGo tests, 

where individuals are required to perform an action (e.g., pressing a button) 

when the "Go" stimulus is presented and withhold this action when the 

"NoGo" signal is presented (Georgiou and Essau, 2011; Osmanski et al., 

2016). Another method that requires less cooperation from the subject is the 

"observer-based method," which consists of observing the subject's reaction 

to stimuli presentation (Olsho et al., 1987). The aforementioned tasks' 

difficulty can be adjusted using a staircase or adaptative procedures. 

In behavioral methods, the animal response is usually stored in single units 

called trials, collected along a series of experimental sessions. The 

relationship between the signal and the observed behavior defines the sensory 

detection, discrimination, or perceptual judgment. For example, if the 

response to a stimulus appears only 50% of the time, it is usually interpreted 

as an estimated threshold of the animal. In the same way, the minimum 

detectable difference between two stimuli can be estimated by the times the 

animal chooses both stimuli 50% of the time (McNicol, 2005). 

Physiological methods 



  
 
 Introduction     27 

 

 

Physiological approachers allow for hearing assessment without the attention 

or cooperation of the subjects. Some of these methods are especially relevant 

when behavioral techniques are challenging to use (e.g., assessing hearing in 

infants). Auditory brainstem responses (ABRs) are auditory evoked 

potentials that evaluate the functionality of the cochlear and lower auditory 

pathway structures by registering electrical activity via electrodes placed in 

the scalp. ABRs use clicks or tone stimuli to measure a series of electric 

potentials known as waves that correspond to the activation of several 

structures along the lower auditory pathway, including the cochlea (Burkard 

et al., 2007; Hall, 2007; Kraus et al., 1985; Moore, 1983). Distortion product 

otoacoustic emissions (DPOAEs) is generated by simultaneously presenting 

a pair of primary tones (f1 and f2) and recording the resulting sound produced 

by the cochlear through a microphone placed inside the ear canal (Brown and 

Gaskill, 1990; Lonsbury-Martin et al., 1988; Martin et al., 1988). Single-

neuron and multielectrode array recordings enable a more detail 

measurement of neuronal activation during sound processing. However, 

these techniques are more invasive, and in most cases, animals are required 

to remain head-fixed in a primate chair during the recording sessions, which 

limits the variety of cognitive processes that can be evaluated. Recently, 

improvements in wireless radiotelemetry systems have enabled scientists to 

perform brain recordings in freely moving animals while transmitting the data 

wirelessly (Berger et al., 2020; Mohseni et al., 2005; Roy and Wang, 2012). 

Fundamental aspects of auditory perception 

Limits of perception 

NHPs make use of different frequencies highly linked to body size and 

ecological needs (Brown and Waser, 2017; Ramsier and Rauschecker, 2017). 

The ability to detect the presence of a sound in the environment is a 

fundamental function of the auditory system. This ability is measured by a 

psychoacoustic threshold, which is the minimum sound intensity required to 

elicit perception in at least half of the trials. Because hearing thresholds vary 

across frequencies, audiograms additionally provide information about the 

hearing range of the subjects. A wide variety of audiograms (a plot of 

intensity expressed in decibels (dB) sound pressure level (SPL) as a function 

of frequency) in NHPs have been collected over the last 80 years using 
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different techniques (speakers or headphones) (Coleman, 2009). This data 

shows that strepsirrhines and tarsiers possess the best sensitivity in high 

frequencies (around 16 kHz). In contrast, haplorhines have better sensitivity 

at lower frequencies (1 kHz to 10 kHz). Generally, the frequency sensitivity 

area overlaps with the spectra of the species' vocalizations (Coleman, 2009; 

Heffner, 2004). Additionally, whereas monkeys and apes (except humans) 

show a sensitivity curve in a W shape with two sensitive peaks, loris lemurs 

and human sensitivity curves have a V shape with a single sensitive peak 

(Coleman, 2009; Heffner, 2004; Ramsier and Rauschecker, 2017). Frequency 

hearing ranges in octaves for most NHPs vary from 8 to 10, with the 

narrowest in Saimiri sciureus at 8.75 and the broadest in Macaca fuscata at 

10.29 (Heffner, 2004). 

Frequency discrimination 

Frequency discrimination refers to the ability of the subject to detect a 

difference in frequency between two pure tones. It is usually expressed as a 

percentage of change with respect to the reference frequency.  

In old-world monkeys (Prosen et al., 1990; Sinnott et al., 1987), the minimum 

reported frequency change that animals can detect was found at 0.27%, 

around 4kHz. While in new-world monkeys, the minimum detectable 

frequency change has been reported to be around 2.2%-3.4% from 

frequencies between ∼3.5–14 kHz (Osmanski et al., 2016; Recanzone et al., 

1991; Wienicke et al., 2001). Finally, a study with chimpanzees reported a 

higher sensitivity, around 8 kHz (Kojima, 1990). The maximal discrimination 

sensitivity for the reported NHPs tends to overlap with the frequency content 

of their vocalizations, potentially representing an advantage for vocal 

processing. 

Sound Localization 

The ability of the subject to identify the location of a sound source in space 

is known as sound localization. Absolute sound localization refers to the 

localization of a sound source in three-dimensional space. In contrast, relative 

sound localization refers to the ability to detect a shift in orientation from the 

sound source and can be quantified by measuring the minimum shift audible 

angle (Mills, 1958). Sound localization relies on monoaural and binaural 
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cues. For example, localization in the horizontal axis relies on the detection 

of interaural time (ITD) and level differences (ILD) (Middlebrooks and 

Green, 1991). In contrast, the sound localization in the vertical axis depends 

on the pinna structures that act as a direction-selective filter (Batteau, 1967). 

In old-world monkeys (Macaca), the minimum audible angles for 

localization in the vertical and the horizontal axis ranged from 3° to 20° and 

from 4° to 20°, respectively, using conspecific vocalizations and bands of 

noise for the vertical axis and pure tones for the horizontal axis (Brown et al., 

1982). For new world monkeys (Callithrix), the minimum audible angles for 

localization in the vertical and horizontal axis ranged from 17° to 22° and at 

15°, respectively, using bandpass Gaussian noise (Remington et al., 2022). 

Masking 

Auditory masking occurs when the perception of a sound is affected by the 

presence of another sound (Greenwood, 1961). Masking can occur in the 

temporal or spectral domain and can be simultaneous or non-simultaneous. It 

can be measured as an increase in the detection threshold caused by the 

masker, where the amount of masking is presented in decibels. Simultaneous 

masking occurs when two sounds of equal duration are presented 

simultaneously, and just one can be perceived. The ability to perceive 

frequencies separately played simultaneously is known as frequency 

resolution. This phenomenon is thought to occur at the level of the basilar 

membrane in the cochlea due to its physical properties and tonotopical 

arrangement (Florentine et al., 1980; Moore, 1985). 

Temporal masking can be forward or backward masking. In these two 

arrangements, the masker precedes or follows the target sound. Forward 

masking is believed to be caused by the adaptation of the neural responses to 

the masker when the target occurs and/or because the neural responses of the 

masker persist when the target occurs (Meddis and O'Mard, 2005; Oxenham, 

2001). Less information is available explaining the physiological 

mechanisms underlying backward masking. 

In macaque monkeys (Macaca), it has been reported that pure tone thresholds 

can be higher when the masker (Noise) is continuous or gated on and off 

simultaneously during target presentation and lower when the masker is 
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switched off during target presentation. In addition, maskers were reported to 

have higher effects on hearing thresholds when they temporally overlap with 

the target. Furthermore, noise durations longer than 100 ms were necessary 

to observe masking effects. Finally, hearing thresholds decreased when the 

target and noise were separated in space compared to when both were co-

located (Rocchi et al., 2017). 

Temporal resolution 

Temporal resolution refers to the minimum change in time that can be 

perceived. It is usually measured in humans using a gap-detection or 

amplitude modulation detection task (Moore, 2013). In the gap-detection 

task, individuals are asked to detect the presence of silence in a continuous 

sound (usually a bandwidth noise). While in the amplitude modulation task, 

subjects are asked to detect amplitude modulation changes (pure tones and 

bandwidth noise). 

In macaque monkeys (Macaca), a threshold of 6.6 ms was found using a 2 

kHz single-frequency tone (Izumi, 1999; Petkov et al., 2003). 

Auditory scene analysis 

Auditory scene analysis refers to the process of parsing complex auditory 

input into meaningful perceptual objects (Bregman, 1990). Grouping 

principles that underlie auditory scene analysis are related to those discovered 

by the school of Gestalt psychology (Mather, 2006). This categorization can 

be temporal (sequential grouping mechanisms) or spectral (simultaneous 

grouping mechanisms) (Bregman, 1990; Noorden, 1975). For example, a 

sequence of sounds might be perceived as coming from the same source or 

from two or more sources. These phenomena are known as coherence 

(perceived as one source) and stream segregation (perceived as two or more 

sources). Each sound source perceived is called a stream. Stream segregation 

always occurs when large spectro-temporal differences (e.g., in the temporal 

envelope, fundamental frequency, lateralization, phase spectrum, and rate of 

presentation) occur in successive sounds. When the differences are of 

intermediate size, the percept often switches from one stream to two or more. 

Coherence and stream segregation are suggested to be highly linked to 

attention and time exposure to acoustic stimuli (Moore and Gockel, 2012). 
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Macaques monkeys (Macaca) can abstract the relative relationship between 

tone sequences when the contours are judged in the direction of the frequency 

change (ascending or descending), yet when a brief silence gap (200 ms) is 

inserted between the tones the grouping effect is affected (Brosch et al., 2004; 

Izumi, 2001, 1999). Common marmosets were found to be able to 

discriminate trains of either 0.5- or 2-kHz tones repeated in either 50- or 200-

ms intervals but failed to discriminate ABAB from AABB patterns consisting 

of A (0.5-kHz/50-ms pulse) and B (2-kHz/200-ms pulse) (Wakita, 2020, 

2019). 

Vocal perception 

In contrast to simple acoustic stimuli that can be determined by their 

amplitude, frequency, and phase, complex acoustic stimuli, such as 

vocalizations, are more challenging to define because their spectral 

components may vary independently over time across amplitude and phase 

dimensions. Field and laboratory studies have sought to understand NHP 

communicative vocal repertoire relying on different approaches. Playback 

studies in the field found that when playing back various acoustic signals, 

different behavioral responses were reliably elicited, suggesting the existence 

of meaning signal classes (Cheney and Seyfarth, 1999, 1980; Fischer, 1998; 

Fischer et al., 1998; Gouzoules et al., 1984; Green, 1975; Seyfarth et al., 

1980). In laboratory experiments, animals can be individually tested for 

particular variations in the stimulus, assessing for the minimum change 

necessary for discriminable differences (Beecher et al., 1979; Brown et al., 

1979; Hopp et al., 1992; May et al., 1989, 1988; Owren, 1990; Zoloth et al., 

1979). For example, rhesus monkeys (Macaca mulatta), the manipulation of 

spectral features of screams (vocalization used for specific aggressive 

interactions), such as the fundamental frequency, frequency bandwidth, and 

harmonic structure changes, were highly effective in altering stimulus 

classification responses (Le Prell et al., 2002). 

However, a caveat when comparing these findings is the limited and non-

homologous acoustic manipulation of the stimuli used for testing. It has been 

suggested that in order to demonstrate a detailed influence of specific 

acoustic features in vocal perception, precise access and flexible 
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manipulation of individual acoustic elements of the tested stimuli are 

essential (DiMattina and Wang, 2006). 

Cochlear implants 

Cochlear implants are neuroprosthetics designed for patients with profound 

hearing loss. Cochlear implants restore hearing by directly stimulating the 

spiral ganglion neurons bypassing the commonly damaged inner hair cells in 

the cochlea (Lenarz, 2017; Zeng et al., 2008). Despite the hearing restoration 

success of cochlear implants, patients face several perceptual limitations, 

such as difficulties in understanding speech in noisy environments or music 

appreciation (Friesen et al., 2001; Zeng and Galvin III, 1999). Although it has 

been suggested that such perceptual limitations likely have peripheral causes, 

the understanding of how the auditory system makes sense of the limited 

input provided by cochlear implants is limited.  

The common marmoset, a highly vocal primate species, has recently been 

seen as a model for cochlear implant research. Several studies have already 

established the feasibility of cochlear implant research by characterizing the 

temporal bone anatomy for implantation and the neural response in the 

auditory cortex in awake animals (Eliades and Tsunada, 2019; Johnson et al., 

2017, 2016, 2012). However, these studies have only relied on relatively 

simple stimulation patterns in restrained marmosets with intermittent use of 

cochlear implants. Therefore, it remains unclear how the chronic use of 

cochlear implants could impact the plasticity along the auditory pathway and 

how marmosets would use the cochlear implant in ecologically meaningful 

behaviors such as vocal communication. 

1.5 Aims of this dissertation 

In the last pages, I have briefly described some of the methodological 

challenges that auditory cognition research in NHPs has faced over the last 

decades, along with the implementation of novel tools that have helped to 

mitigate these constraints. 

In a loose sense, the exceptional development of technology in the past three 

decades has allowed researchers to drastically improve the quality and 
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quantity of behavioral data. However, the methodological advances achieved 

by this new wave of technological influx are still under development thus, 

limited in application to a few fields. Experimental procedures in auditory 

cognition for NHPs lag behind the sophisticated methods used for visual 

cognition. These differences might result from historical preferences to study 

different models in auditory research (e.g., bats, ferrets, and birds) and the 

difficulties in reliably training NHPs in auditory tasks, which generally 

display a bias towards vision (Schmitt and Fischer, 2009). 

As such, this dissertation intends to fill the gap by contributing to the 

optimization of experimental procedures for auditory cognition research in 

NHPs. Focusing in common marmosets and long-tailed macaques. 

In the following chapters, I describe the development of a novel approach to 

automatically train and test common marmosets and long-tailed macaques for 

various aspects of auditory perception using audio-visual tasks directly in 

their homecages, without the need for social separation, neither water nor 

food control. 

Chapter 2 – Describes the development of a novel experimental device named 

MXBI (marmoset experimental behavioral instrument) together with a series 

of automated unsupervised protocols that assess the auditory perception skills 

in socially housed common marmosets. This chapter has been published in 

Nature communications 13, 1648 (2022). 

Chapter 3 – Describes a series of experiments that ultimately demonstrate the 

flexibility of use of the MXBI by automating commonly used psychoacoustic 

tasks, proving the feasibility of wireless control of cochlear implants, and 

testing for more complex cognitive mechanisms, such as vocal perception. 

Chapter 4 – Describes the performance of four long-tailed macaques to a 

visuo-acoustic discrimination task in a social context. It also describes the 

performance of a novel animal identification protocol based on computer 

vision. This chapter has been published in Frontiers in Psychology, 13, 

10472242 (2022) 

Chapter 5 – Summarizes and discusses the findings of previous chapters and 

provides an outlook for further directions.
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Chapter 2 describes a series of experiments that demonstrate that common 

marmosets (Callithrix jacchus) can be trained to solve audio-visual 

discrimination tasks using a 2 or 3-alternative choice paradigm to collect 

psychoacoustic data. All this in an autonomous and unsupervised manner 

directly in their home-cage without the requirement of social separation nor 

the control for food or water intake.
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Abstract 

Devising new and more efficient protocols to analyze the phenotypes of non-

human primates, as well as their complex nervous systems, is rapidly 

becoming of paramount importance. This is because with genome-editing 

techniques recently adopted for non-human primates, new animal models for 

fundamental and translational research were established. One aspect in 

particular, namely cognitive hearing, has been difficult to assess compared to 

visual cognition. To address this, we devised autonomous, standardized, and 

unsupervised training and testing of auditory capabilities of common 

marmosets with a cage-based standalone, wireless system. All marmosets 

tested voluntarily operated the device on a daily basis and went from naïve 

to experienced at their own pace and with ease. Through a series of 

experiments, here we show, that animals autonomously learn to associate 

sounds with images; to flexibly discriminate sounds, and to detect sounds of 

varying loudness. The developed platform and training principles combine 

in-cage training of common marmosets for cognitive and psychoacoustic 

assessment with an enriched environment that does not rely on dietary 

restriction or social separation, in compliance with the 3Rs principle. 

  



 
 
 Flexible auditory training and psychoacoustics for marmosets    53 

 

 

2.1 Introduction 

In recent years non-human primates (NHP) have seen increased interest as 

animal models for human diseases due to the advent of transgenic primates 

and genome-editing technologies (Feng et al., 2020; Sasaki et al., 2009). As 

NHP are closer to humans with respect to e.g. physiology, cognition, genetics 

and immunology (Hawash et al., 2021; Rogers and Gibbs, 2014; Tay et al., 

2009), results from NHP studies investigating cognition are likely more 

representative for the situation in humans. 

In visual neuroscience, attention, object formation, categorization and other 

aspects of cognition are extensively studied  . In auditory neuroscience, 

several studies have also used different tasks (e.g. 2-alternative forced choice, 

go-no go) and cognitive functions (such as memory, categorization, reward 

processing(Archakov et al., 2020; Brosch et al., 2004; Margiotoudi et al., 

2019; Wikman et al., 2019)). In general, though, studies in auditory cognition 

are lagging behind those of visual cognition with respect to overall 

sophistication of methods, experiments and task complexities. One factor for 

this is the common observation that monkeys have been notoriously difficult 

to train in the auditory domain, and generally display a bias towards vision. 

For example, it has been shown that baboons can easily learn to locate food 

items based on visual but not auditory cues (Schmitt and Fischer, 2009). 

Among other results this surprising failure at such a seemingly simple 

auditory task has led to the suggestion that inferential reasoning is modality 

specific. 

However, investigations into auditory capabilities and cognition increase in 

scope as non-human primates have become genetically tractable organisms 

(Drummer et al., 2021; Feng et al., 2020; Kumita et al., 2019; Park et al., 

2016; Sasaki et al., 2009). Notably, the common marmoset (Callithrix 

jacchus) has become a valuable model for biomedical research in general and 

the neurosciences in particular (Marini et al., 2018; Okano, 2021; Tokuno et 

al., 2012). Factors such as the relative ease of breeding, early sexual 

maturation and short life span (Abbott et al., 2003; Schultz-Darken et al., 

2016) have contributed to the rapid generation of genetic models of human 

mental and neurological diseases in marmosets (Okano and Kishi, 2018; 

Sasaki et al., 2009; Shen, 2013; Tomioka et al., 2020). While generally 
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marmoset training is lacking behind the sophistication of cognitive NHP 

experiments traditionally performed with macaques, auditory capabilities of 

marmosets have been investigated extensively (Choi et al., 2015; Osmanski 

et al., 2016; Osmanski and Wang, 2011; Risueno-Segovia and Hage, 2020; 

Song et al., 2016; Takahashi et al., 2013). Furthermore, marmosets have now 

also become the go-to NHP model for hearing loss and cochlear implant 

research (Hosoya et al., 2016; Johnson et al., 2016, 2012; Keppeler et al., 

2021). In the near future many more transgenic primate models will be 

developed which requires extensive phenotyping such as is standard for 

rodent models (Brown and Moore, 2012). Phenotyping will need to 

investigate large number of subjects in a standardized and 

experimenter/observer independent manner (Aoki et al., 2017; Bohlen et al., 

2014; Cibulski et al., 2014; Rivalan et al., 2017; Schmitt et al., 2014; 

Schubiger et al., 2015; Sorge et al., 2014). In addition, increased awareness 

for species specific ethical demands asks for refinement of experimentation 

techniques as much as possible (Prescott, 2020; Prescott et al., 2017). This 

has led to efforts developing home-cage, computer-based cognitive training 

of NHPs focusing on the visual domain (Andrews and Rosenblum, 1994; 

Berger et al., 2018; Bethell et al., 2019; Calapai et al., 2017a; Crofts et al., 

2016; Fagot and Paleressompoulle, 2009; Gazes et al., 2013; Kangas and 

Bergman, 2012; Mandell and Sackett, 2008; Nakamura et al., 2018; O’Leary 

et al., 2018; Richardson et al., 1990; Sadoun et al., 2018; Spinelli et al., 2004; 

Takemoto et al., 2011, 2011; Washburn et al., 1989; Washburn and 

Rumbaugh, 1992). 

To achieve comparable efforts in the auditory domain, there is a need for 

automatic, unsupervised cage-based training and testing of auditory tasks. 

Towards this goal, we built a standalone wireless device for auditory training 

and testing of common marmosets, directly in their own cage. The system, 

termed marmoset experimental behavioral instrument (MXBI), is mostly 

comprised of off-the-shelf or 3d printed components, is entirely programmed 

in Python, and based on the Raspberry Pi platform, for maximum flexibility 

of use, openness, and to allow for easy adaptation by others. The MXBI is set 

up with a server / client configuration in mind; and capable of animal tagging 

by means of radio-frequency identification (as in rodent systems (Schaefer 

and Claridge-Chang, 2012)), which ultimately allows scalable, standardized, 
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automated, and unsupervised training and testing protocols (AUT in short, 

from (Berger et al., 2018)) in socially housed animals. Moreover, the MXBI 

and the procedures we describe contribute to the efforts of refining cognitive 

and environmental enrichments of NHP in human care. Further, we report 

results from a set of four experiments: 1) an algorithm-based procedure for 

gradually and autonomously training naïve animals to the basics of a 2-

Alternative-Choice (2AC visual task); 2) an audio-visual association 

experiment where a conspecific call is contrasted to an artificial acoustic 

stimulus; 3) a generalization experiment assessing the flexibility of the 

acquired discrimination behavior to other stimuli; 4) and a psychoacoustic 

detection experiment for quantifying hearing thresholds in a cage-based 

setting. We show that marmosets can be trained to flexibly perform 

psychoacoustic experiments on a cage-based touchscreen device, via an 

automated and unsupervised training procedure that require no human 

supervision and do not rely on fluid or food control, nor social separation. 

2.2 Results 

In this study 14 adult common marmosets of either sex and housed in pairs 

participated across one initial training phase and four autonomous cage-

based experiments. Animals were generally trained in pairs on auditory tasks 

with a single MXBI attached to the animals’ home cage and without fluid or 

social restrictions (Figure 2.1A). Aside from the initial training (see below) 

all sessions ran autonomously, while an RFID module identified the animals 

and an algorithm controlled the individualized, performance-based 

progression in difficulty (see methods: Automated unsupervised training 

(AUT)). 

Initial training  

The goal of the initial training was to instruct naïve animals to interact with 

the touchscreen to receive liquid reward (Arabic gum or marshmallow 

solution) from the device’s mouthpiece. The training was divided into three 

sequential steps: first, habituation to the device (supplementary video 1); 

second, forming a mouthpiece-reward association (supplementary video 2), 

and finally, a touch-to-drink phase (supplementary video 3.1 and 3.2). All 

animals started exploring the device from the very first session. During the 
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touch-to-drink phase, a mesh tunnel was introduced inside the device (Figure 

2.1A), to allow only one animal at a time inside the MXBI. Animals were 

encouraged to enter the tunnel and reach the touchscreen by placing small 

pieces of marshmallows or arabic gum along the tunnel, on the mouthpiece, 

and on the screen. After the initial training was concluded (mean = 6 ± 1.4 

sessions, median = 6, Table 2.1), animals were introduced to the automated 

procedure gradually bringing them from naïve to experienced in 

discrimination as well as detection-based psychoacoustic tasks. 

General engagement on the MXBI across all autonomous 

experiments 

Individual animals engaged with the MXBI in different amounts with the 

median number of trials varying between 31 and 223. On average 116 trials 

per session (IQR = Q3-Q1 = 192) were performed (Figure 2.1B, Table 2.1). 

While half of the animals had less than 10 % of sessions without a single trial 

(median = 10.7 %, IQR = 16.8 %) two animals displayed more than 30 % of 

sessions without performing a trial. Controlling for session duration (Figure 

2.1C). We found no significant correlation between the total number of trials 

performed by each animal and session number (Partial Pearson correlation 

controlling for session duration; adjusted r2 = 0.05, p-value: 0.1, N = 802; CI 

= -0.01, 0.13), suggesting that the level of engagement remained consistent 

across sessions. Qualitatively, animals tended to engage consistently 

throughout a session as indicated by the distribution of trial onset times 

(Figure 2.1E). Consequently, the median time point at which half of the trials 

were performed was 0.52 of the session’s duration (Figure 2.1D). 
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Figure 2.1. General Engagement on the MXBI across all autonomous experiments. 

a) MXBI device attached to a cage in the animal facility. Left—opened for experimenter 

access to the inside of the device, Right—closed. b) Letter-value plots of the number of 

trials performed in each session, dark gray: for each animal individually, orange: average 

distribution with all animals considered. The central box defines the median and 25th up 

to 75th percentile. Successively narrower boxes are drawn between the 1/8*100th and 

7/8*100th, the 1/16th and 15/16*100th, and so on percentile. The total number of trials 

per animal can be found in Table 1. The number of sessions per animal and the average 

across animals are plotted below. Sessions without a single trial performed are given in 

orange. c) Distribution of the duration of all sessions. d) Distribution of all median 

timestamps as a function of session proportion. The dashed orange line indicates that 

across sessions half of the trials were performed within 52% of the session 

duration. e) For each of the animals with more than 3000 trials, each trial of each session 

with more than 10 interactions (shared ordinated) is plotted with respect to its timestamp 

normalized by the session duration. 

 

https://www.nature.com/articles/s41467-022-29185-9#Tab1
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Ca
ge 

mat
e 
ID 

Characteristics Initial training (Sessions) 

Trials 
(acros
s all 

tasks) 

Sessio
ns 

(acros
s all 

tasks) 

Sessio
ns 

with 0 
trials 

  
Se
x 

Age 
[mont

hs] 

Weig
ht 
[g] 

Habituat
ion 

Mouthpi
ece 

associat
ion 

Touch 
to 

drink 
   

a b f 41 - - - 3 31081 220 5 

b a m 36 - - - 4 28222 220 9 

c f m 24 415 1 2 3 16181 87 5 

d i f 84 375 1 2 2 25941 192 33 

e l f 26 423 2 1 3 9822 58 0 

f c m 84 386 1 2 2 9901 87 19 

g h m 29 476 2 3 2 17296 104 8 

h g m 32 354 2 2 3 23157 104 8 

i d m 26 390 0.5 0.5 1 10265 186 42 

j k m 33 446 3 2 2 32585 135 27 

k J f 31 388 2 2 2 33424 130 18 

l e f 32 471 2 2 3 1212 8 0 

m n m 45 - - - - 975 22 7 

n m f 31 366 2 2 3 168 22 17 
 

Table 2.1. Characteristics and statistics of all animals involved in the 

experiments. “Characteristics” columns report the sex (S), age in months (A), 

and weight in grams (W) of each animal at the start of experiment. Initial 

training columns report the number of sessions required for the shaping 

stages habituation (H), mouthpiece-reward association (M) and “touch-to-

drink” (T). Columns: Trials, Sessions and Session with 0 trials report the 

statistics for the corresponding panel in Figure 2.1 regarding the total 

number of trials (“Trials”) and the total number of Sessions collected for each 

animal (“Sessions”). The column “0 Trials” summarizes the amount of 

sessions without interactions. The Initial Training was not systematically 

quantified for animals a, b. Weight information at the start of the sessions was 

also not available for those animals. 

 

 

Automated unsupervised training (AUT) 

An automated and unsupervised training protocol (AUT (Berger et al., 2018)) 

was implemented to train naive marmosets at their own pace on the basics of 

a 2AC visually-guided task. In order to identify the appropriate parameters 

upon which to build such autonomous procedure we first designed and tested 

multiple AUT versions with a subset of 9 animals (described in 

supplementary tables S2.1 and S2.2). The resulting final versions of the 

protocols (AUTs 8, 9, and 10), were then tested with 4 naïve animals (animals 

f, k, c, and d). The AUT procedure was comprised of 4 milestones – 1) 

decrease of the size of a visual stimulus (trigger) to be touched for reward, 2) 

change of position of visual stimulus, 3) introduction of sound and delayed 
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presentation of a visual target, 4) introduction of a second visual target as a 

distractor – that unfolded through a total of 48 dynamic steps (Figure 2.2; 

Figure S2.4C). During each session the transitions between steps and 

milestones was based on the animal’s performance in a sliding window of 

trials (hit rate of 80% to advance, 20% to retreat; Figure S2.4D). Figure 2.2C 

shows the hit rate across individual steps and milestones for the 4 naïve 

animals that only performed the final versions of the AUT. While the 

procedure was designed to encourage a smooth transition from step to step, 

certain steps (and thus milestones) required more trials to be accomplished. 

As a consequence, the hit rate calculated across animals varies substantially 

as function of AUT step (Figure 2.2C). Due to animals learning at different 

paces and performing different number of trials, we quantified the 

progression through the AUT as a function of the percentage of total trials 

completed by each animal (Figure 2.2D). This allowed us to visualize and 

compare learning progress across animals with inherently different working 

pace on a common frame of reference. Both the total amount of trials 

(expressed by line thickness in Fig. 2.2D) needed to complete the AUT and 

the learning curves throughout the AUT vary substantially across animals 

(Figure 2.2E) in the middle portion of the AUT, during which the stimulus 

changed position on the screen and an acoustic stimulus was introduced. 

Starting from the introduction of sound (milestone 3) we introduced timeouts 

(grey screen) to provide further feedback on wrong trials. Analysis of inter-

trial-intervals (ITIs) trials revealed shorter average ITIs after correct vs. 

wrong trials suggesting an effect of timeouts on animal behavior (Figure S2.3 

and Table S2.4). 
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Figure 2.2. Automated unsupervised training (AUT) performance across representative 

animals. a) Schematics of the four main milestones of the final AUT protocol. b) Picture 

taken with an external high-resolution wide-angle camera, where an animal can be seen 

completing a trial. c) Average hit rate as a function of steps (gray area represents the 95% 

confidence interval of the mean across animals) across the four animals considered in this 

analysis. d) Percentage of trials spent on each AUT step and milestones (shaded 

background) with line thickness indicating the total amount of trials performed by the 

corresponding animal. e) Distributions of number of trials, number of sessions, and 

percentage of total trials for each milestone across the four naïve animals (crosses 

represent average values). 
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Audio-visual association 

Next, we tested whether animals would generalize from the visually-guided 

2AC task introduced via the AUT procedure to an acoustically-guided 2AC 

discrimination. In this experiment animals were required to discriminate 

between a conspecific juvenile call (in the following referred to as voc), and 

a pure tone (simple train – sTr – chosen for individual animals from a range 

between 1.5 and 3.5 kHz), by selecting one of two visual stimuli permanently 

associated with each sound (supplementary Video 4). 5 out of 9 animals 

successfully learned to discriminate between the sTr and the voc by selecting 

a geometric pattern or a conspecifics face, respectively (Figure 2.3A and C). 

The remaining 4 animals performed at chance level. To disentangle if these 

animals were unable to solve the task or maybe were unwilling to perform 

above chance, we devised a 3 alternative-choice (3AC; see methods) version 

of the same task (Figure 2.3B and C) and tested 2 of these animals and 2 

additional animals who had failed a different control condition (see 

supplementary material: Artificial Discrimination, Figure S2.1, S2.2). In the 

3AC task, all 4  animals performed the task significantly above chance 

(Binomial test, pot-hoc corrected for multiple comparisons; Table 2.2). Taken 

together these results demonstrate that 9 out of 11 animals learned the audio-

visual association. The remaining two animals that did not learn the 2AC 

discrimination were assigned to a different project and were not tested on the 

3AC version. Additionally, 7 out of 9 animals who accomplished the 

discrimination task exhibited significantly longer reaction times in 

responding to the target in voc vs sTr trials (Figure 2.3D; Table 2.2), 

indicating that the animals behaved differently for different acoustic stimuli. 
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Figure 2.3.Stimuli and results from the audio-visual association experiment. 

a), b) Visual and acoustic stimuli combinations used and hit rate as a function of 

percentage of trials performed, for different animals (colored lines) and across tasks. Hit 

rate, as a function of the percentage of trials performed by each animal, is grouped into 

bins of 5%. Line thickness represents the number of trials of each animal in each panel. 

Dashed lines at 0.5 and 0.33 represent the chance level for the two tasks. c) Hit rate across 

the last 5 sessions as a function of stimulus type (“sTr” for the pure tone stimulus, “voc.” 

for the juvenile vocalization; green bars indicate ignored trials), with corresponding 

number of trials and sensitivity index (d’). Stars represent significance reached for the 

given stimulus at a Bonferroni post-hoc corrected Binomial test (one-sided test). d) Letter-

value plots of the reaction times plotted for each stimulus type separately. The central box 

defines the median and 25th up to 75th percentile. Successively narrower boxes are drawn 

between the 1/8*100th and 7/8*100th, the 1/16*100th and 15/16*100th, and so on, 

percentile. Stars represent significant statistical difference in reaction times between the 

two stimuli at a Bonferroni post-hoc corrected Kruskal–Wallis Test (one-sided test). 

Statistics and N number for panels (c) and (d) are given in Table 2. 
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Animal Task Stimulus Hitrate Trials d' 

Binomial test on performance (Figure 2.3C) Kruskal-Wallis test on Reaction Times (Figure 2.3D) 

N  
(w/o ignored) 

Degrees  
of 

freedom 

Binomial Test 
(adjusted p-

value) 
Median IQR N 

Degrees 
of 

freedom 

Test 
Statistics 

Kruskal-
Wallis 

(adjusted 
p-value) 

a 2AC 
sTr 0.91 70 

1.76 
70 1 3.18E-12 1.3065 0.72725 64 1 

28.22 2.81E-06 
voc 0.86 84 83 1 5.09E-11 2.2635 1.3195 72 1 

b 2AC 
sTr 0.69 191 

1.06 
184 1 1.08E-07 1.904 0.6625 131 1 

54.65 3.74E-12 
voc 0.83 166 163 1 2.71E-18 2.95 1.944 137 1 

c 2AC 
sTr 0.49 241 

-0.14 
238 1 1 0.999 0.95925 118 1 

1.52 1 
voc 0.42 279 278 1 1 0.928 1.14275 118 1 

d 2AC 
sTr 0.91 316 

2.26 
316 1 2.01E-53 1.797 1.3515 287 1 

2.73 1 
voc 0.96 328 326 1 6.38E-79 1.864 1.60225 316 1 

e 2AC 
sTr 0.74 444 

0.85 
444 1 2.15E-23 1.634 1.132 328 1 

21.99 7.14E-05 
voc 0.71 458 453 1 2.59E-19 1.9605 1.76475 324 1 

f 2AC 
sTr 0.42 117 

-0.15 
114 1 1 1.308 1.737 49 1 

3.84 1 
voc 0.46 97 94 1 1 2.308 3.01 45 1 

g 3AC 
sTr 0.64 437 

0.62 
432 1 3.32E-08 1.4295 1.493 278 1 

2.20 1 
voc 0.69 435 432 1 5.18E-15 1.626 1.805 300 1 

h 3AC 
sTr 0.65 388 

0.55 
384 1 6.21E-09 1.216 1.318 253 1 

0.27 1 
voc 0.63 380 375 1 4.66E-07 1.319 1.436 241 1 

i 2AC 
sTr 0.9 459 

1.57 
457 1 3.11E-73 2.289 1.2525 411 1 

83.00 2.14E-18 
voc 0.82 449 444 1 3.19E-45 2.946 1.4155 367 1 

j 2AC 
sTr 0.54 299 

0.02 
255 1 0.0004 3.191 2.469 161 1 

0.03 1 
voc 0.33 475 411 1 1 3.554 3.128 157 1 

j 3AC 
sTr 0.65 222 

0.61 
211 1 7.25E-07 1.433 1.204 145 1 

26.39 7.26E-06 
voc 0.63 200 194 1 0.0009 1.972 1.841 125 1 

k 2AC 
sTr 0.67 320 

0.44 
305 1 7.70E-12 2.282 1.567 215 1 

2.64 1 
voc 0.51 386 372 1 1 2.467 1.53675 198 1 

k 3AC 
sTr 0.91 503 

1.87 
498 1 4.86E-92 0.919 0.67875 460 1 

120.62 1.20E-26 
voc 0.88 498 493 1 4.01E-73 1.337 0.869 437 1 

 

Table 2.2, Summary statistics for the audio-visual association across animal and stimuli (Figure 2.3C, D). Columns “Binomial 

test on performance (Figure 2.3C)” report information regarding the statistical deviations of performance (across stimuli and 

task type) from a theoretically expected distribution of observations (one-sided), with p-values adjusted with a post-hoc Bonferroni 

correction for multiple comparisons. D-prime value is provided as indication of the sensitivity of each animal on given task. 

Columns under "Kruskal-Wallis test on Reaction Times (Figure 2.3D)" report information regarding the statistical difference of 

the reaction time to the sTr and the voc stimuli, with p-values adjusted with a post-hoc Bonferroni correction for multiple 

comparisons. Significant values are indicated in bold font. 
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Generalization to novel stimuli 

With the 5 best performing animals in the audio-visual association, we 

assessed whether animals would be able to generalize the acquired 

discrimination to three novel stimuli (Figure 2.4A): two different types of 

vocalizations – an adult marmosets’ Phee and a Twitter – and a white noise 

sound. On one hand, all 5 animals quickly learned to discriminate the Twitter 

and the Phee when contrasted to the sTr (Figure 2.4B and C). On the other 

hand, when two new stimuli were contrasted with each other animals 

displayed lower hit rates. In the white noise vs Twitter condition, 3 animals 

acquired the discrimination; 1 animal displayed a bias towards the twitter it 

had previously learned; and for 1 animal the performance fluctuated between 

0.6 and 0.75 in the sessions prior to the last 2 in which it was not significantly 

different from chance. When the juvenile vocalization (voc) was juxtaposed 

to the Twitter only 1 animal significantly performed above chance and 

another performed significantly above chance only for the Twitter. Animals 

seemed to find it more difficult discriminating between vocalizations, despite 

having already learned and successfully discriminated both from other 

stimuli extensively (see Table 2.3). We interpret this result as an indication 

that vocalization stimuli (voc, Twitter, and Phee) carry a distinctive meaning 

to the animals compared to more artificial stimuli (tones or white noise). This 

could in fact explain why animals readily discriminate them when contrasted 

to artificial stimuli but do not display significant discrimination between 

multiple vocalizations. Note that Animal i was not quantified in the voc vs 

Twitter and in the Phee vs sTr condition due to a limited number of trials (less 

than 50 trials in each task). 
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Figure 2.4. Generalization of audio-visual association to novel stimuli. 

a) Representative visual stimuli and spectrograms for all five stimuli used in the 

experiment, paired column wise. The juvenile vocalization (voc) and the pure tone (simple 

train—sTr) are the same stimuli used in the previous experiments (Fig. 2). b) Hit rate as 

a function of percentage of trials (10% bin) across of the five animals and the four tasks, 

with line thickness representing the total amount of trials of each animal at each 

task. c) Hit rate as a function of stimulus in the last three sessions (eight sessions for 

animal d in the condition Juvenile vs Twitter and nine for animal k in White Noise vs 

Twitter), with corresponding number of trials and sensitivity index (d’). Star represents 

significance reached at a Bonferroni post-hoc corrected Binomial test for the 

corresponding stimulus (one-sided test). Dashed lines across all plots represent the 50% 

chance threshold. Green indicates ignored trials. The performance of animal d in the task 

Juvenile vs Twitter and of animal i in the task Twitter was Tone were based on eight 

sessions and nine sessions, respectively, instead of 3 (like the rest of the animals and 

tasks). This was necessary to consider a number of total trials higher than 40 and thus 

increase the statistical reliability of testing the performance of each animal against 

chance. 
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Animal Task Sound Trials Hit Rate 

Binomial test on performance  
(Figure 2.4C) 

N 
Degrees of  

freedom 
Adjusted  
p-value 

a 

Twitter vs Tone Tone 530 0.93 529 1 3.75E-100 

Phee vs Tone Tone 186 0.83 183 1 1.78E-20 

Juvenile vs Twitter Juvenile 333 0.6 333 1 8.72E-03 

Phee vs Tone Phee 185 0.84 184 1 1.94E-21 

Twitter vs Tone Twitter 535 0.84 528 1 5.05E-61 

Juvenile vs Twitter Twitter 335 0.61 334 1 4.65E-04 

Noise vs Twitter Twitter 54 0.57 54 1 1 

Noise vs Twitter Noise 54 0.67 54 1 3.97E-01 

b 

Twitter vs Tone Tone 200 0.81 198 1 5.52E-19 

Phee vs Tone Tone 320 0.66 315 1 1.59E-08 

Juvenile vs Twitter Juvenile 218 0.44 217 1 1 

Phee vs Tone Phee 316 0.67 314 1 1 

Twitter vs Tone Twitter 191 0.88 190 1 9.98E-28 

Juvenile vs Twitter Twitter 214 0.7 214 1 7.76E-08 

Noise vs Twitter Twitter 150 0.85 149 1 7.60E-18 

Noise vs Twitter Noise 154 0.36 146 1 1 

d 

Twitter vs Tone Tone 389 0.93 389 1 7.86E-76 

Phee vs Tone Tone 328 0.87 324 1 3.57E-45 

Juvenile vs Twitter Juvenile 40 0.63 33 1 9.10E-02 

Phee vs Tone Phee 336 0.9 335 1 2.74E-53 

Twitter vs Tone Twitter 386 0.91 386 1 1.87E-66 

Juvenile vs Twitter Twitter 33 0.55 33 1 1 

Noise vs Twitter Twitter 129 0.87 129 1 4.89E-17 

Noise vs Twitter Noise 130 0.9 129 1 1.71E-21 

i 

Twitter vs Tone Tone 129 0.79 128 1 1.56E-10 

Phee vs Tone* Tone 9 0.89 9 1 7.81E-01 

Juvenile vs Twitter* Juvenile 1 1 1 1 1 

Phee vs Tone* Phee 10 0.7 10 1 1 

Twitter vs Tone Twitter 120 0.8 119 1 1.71E-10 

Juvenile vs Twitter* Twitter 4 0.5 4 1 1 

Noise vs Twitter Twitter 142 0.76 141 1 3.37E-09 

Noise vs Twitter Noise 144 0.88 143 1 2.50E-21 

k 

Twitter vs Tone Tone 590 0.79 588 1 7.60E-46 

Phee vs Tone Tone 597 0.88 596 1 5.35E-87 

Juvenile vs Twitter Juvenile 751 0.71 749 1 2.69E-29 

Phee vs Tone Phee 632 0.82 629 1 4.03E-63 

Twitter vs Tone Twitter 601 0.79 598 1 5.14E-49 

Juvenile vs Twitter Twitter 787 0.7 785 1 1.25E-28 

Noise vs Twitter Twitter 541 0.64 532 1 7.54E-11 

Noise vs Twitter Noise 624 0.47 615 1 1 
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Psychoacoustic assessment of stimulus thresholds 

Last, we addressed whether the MXBI can be employed for psychoacoustics. 

We chose to investigate hearing thresholds in a vocalization-detection task 

and towards this goal trained 3 animals (animal a, b, and d). In this experiment 

animals that already knew the association between the acoustic and 

corresponding visual stimuli (see above: section audio-visual association), 

were now trained to associate the absence of the vocalization with the visual 

stimulus for the sTr (Figure 2.5). The method of constant stimuli was 

employed by randomly selecting the sound level from a set of values between 

0 and 80dB SPL. The animals were required to report the presence or absence 

of the vocalization by touching the marmoset face (visual stimulus coupled 

with the voc) or the triangles (visual stimulus coupled with silence), 

respectively. Note that due to nature of the task, reward to the animals for 

stimuli in the range between 15- and 45-dB SPL was provided regardless of 

the animal’s choice. This was instrumental to prevent frustration and thus 

disengagement from the task when the acoustic stimulus was presented at 

amplitudes presumably close to the animal’s hearing thresholds. In contrast, 

reward was dependent on the animals’ choice for stimuli above 60 dB SPL 

and at 0 dB SPL. The aim of this reward scheme, illustrated in Figure 2.5A, 

was to encourage the animals into using the triangles and the marmoset face 

as yes/no options for the presence/absence of the acoustic stimulation. After 

two to three sessions with only high amplitude stimuli (70 dB SPL) to 

stabilize the animals’ discrimination performance at 75% or above, test 

sessions commenced (3 for animal d and 4 sessions for animals a and b - 

Figure 2.5B). The estimated hearing threshold for the vocalization stimulus 

(mean 37.3 dB SPL; 36 for animal a, 49 for animal b, 27 for animal d) was 

below the background noise of the facility of 60 dB SPL (Figure 2.5C). 

  

Table 2.3, Summary statistics for the Generalization to novel stimuli across animals and the four conditions (Figure 

2.4). Columns under “ Binomial test on performance (Figure 2.4C)” report information regarding the statistical 

deviations of performance (across stimuli and task type) from a theoretically expected distribution of observations 

(one-sided), with p-values adjusted with a post-hoc Bonferroni correction for multiple comparisons. Significant 

values are indicated in bold font. 
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Figure 2.5. Pyschophysical assessment of hearing thresholds for animals a, b, and d 

after training on the audio-visual association experiment. a) Schematic representation 

of the sound levels used and the reward scheme associated with each level. Upon 

presentation of the vocalization stimulus: at 0 dB SPL, only the selection of the triangles 

was rewarded. For intensities 15, 30, and 45 dB SPL the animal was rewarded regardless 

of choice. For intensities at and above 60 dB SPL the reward was delivered depending on 

the animal’s choice. b) Psychometric estimation of hearing thresholds (black vertical 

lines) based on the proportion of times the animals selected the correct response across 

the intensities used. 95% confidence intervals (CI) are indicated with black horizontal 

lines (Animal a: threshold 36 dB SPL; CI between 29 and 43; b: 49 dB SPL, CI between 

36 and 58; d: 27 dB SPL, CI between 27 and 40). c) waveforms and spectrograms of 3 

one-minute-long snippets recorded inside an MXBI while another MXBI in the same 

colony room was used to gather data for the audio-visual association experiment. Bottom 

panel shows the power spectral density of a 5 h long recording with dominant peaks at 6, 

12, and 18 kHz caused by vocalizations. 
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2.3 Discussion 

In this study we report results from four sequential experiments conducted 

with a stand-alone, touchscreen-based system – termed MXBI - tailored to 

perform training as well as psychophysical testing of common marmosets in 

auditory tasks. Animals involved in this experiment operated the device with 

a consistent level of engagement and for a prolonged time, directly in their 

own housing environment, without dietary restriction or social separation. All 

animals navigated an automated, unsupervised training procedure with ease 

and at their own pace, going from naïve to experienced in a visually-guided 

discrimination task. In a following audio-visual association experiment, nine 

out of eleven animals further acquired proficiency in an acoustically-guided 

2AC or 3AC discrimination task. Animals also quickly learned to flexibly 

discriminate three novel sounds they had never encountered before in a 

Generalization Experiment. Finally, we assessed the hearing thresholds of 3 

animals with a spectro-temporally complex sound under potentially 

distracting auditory conditions. Our results indicate that: 1) marmoset 

monkeys consistently engage in various psychoacoustic experiments; 2) 

while performing enough trials and at high performance to allow 

psychometric evaluations; 3) in a self-paced manner; 4) without the need of 

dietary restriction or separation from their peers; and 5) with high degree of 

training flexibility. 

Home-cage training of naïve animals 

For our experiments we designed a cage-based device and employed an 

unsupervised algorithm to gradually and autonomously make naïve 

marmosets accustomed to a 2 or 3 alternative-choice task and a simple 

detection task in the auditory modality. Each of the 14 animals who 

participated and successfully completed the first experiment learned 1) to 

seek and consume reward delivered from the mouthpiece; 2) to operate a 

touchscreen proficiently; 3) to respond with appropriate timing to abstract 

sensory stimulation; 4) to understand the concept of a trial structure 5) to 

tolerate frustration when failing a trial; 6) and ultimately to continuously 

devise, update, and deploy problem-solving strategies. For practical, 

experimental, as well as ethical reasons, we aimed at developing an 
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experimental protocol to train many of these aspects directly in the animals’ 

own housing environment, at the animals’ own pace (Andrews and 

Rosenblum, 1994; Evans et al., 2008; Gazes et al., 2013; Crofts et al., 2016; 

Nakamura et al., 2018; Walker et al., 2020), and without dietary restrictions. 

Most of these aspects were instructed by a computerized training strategy in 

which the difficulty was automatically adjusted according to the trial-to-trial 

performance of the individual animal. The Automated Unsupervised Training 

(AUT) consisted of a pre-programmed series of steps in which several 

elements of the task were slowly introduced or adjusted, from trial to trial. 

The aim of this strategy is to keep animals at a comfortable level of 

performance to presumably limit frustration, while making the task gradually 

more difficult and thus making the animals more and more proficient (Berger 

et al., 2018). Additionally, such subtle, gradual, and constant change in the 

challenge offered to the animals has been suggested to prevent loss of interest 

(Bennett et al., 2016; Clark, 2017; Murphy et al., 2003; Tarou and Bashaw, 

2007). We indeed observed a long-term rate of engagement, across several 

hundred sessions across all animals, that would suggest an interest in the 

experimental sessions that could not be attributed solely to novelty (Murphy 

et al., 2003). Additionally, animals were always kept together with their cage 

mate in their home-enclosure and were fed normal colony diet, prior to, after 

or even during the sessions. Fluid was also available ad libitum. Such 

generalized and continued interest towards the MXBI , free of any additional 

coercion, was presumably the result of the combination of a highly preferred 

primary reinforcer (liquid arabic gum or marshmallow solution), a cognitive, 

sensory, and interactively rich environment (Bennett et al., 2016; Calapai et 

al., 2017b; Clarke et al., 2007), and the dynamical adjustments in task level 

(Tarou and Bashaw, 2007; Berger et al., 2018). Moreover, we did not observe 

any behavioral alteration that would suggest excessive attachment to our 

system at the level of the single individual or cage-pair of animals. Rather, 

50% of the trials occurred within the first half of the session, in line with a 

recent report of a steady rate of interactions in voluntary training of motor 

tasks throughout the waking hours (Walker et al., 2020).  

Finally, because we instructed tasks that are typical in cognitive neuroscience 

and animal cognition (namely a 2 or 3 alternative-choice and a detection 
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task), we believe that similar results would be achieved in training as well as 

testing other sensory or cognitive domains. 

Training flexibility of marmosets 

With the exception of two animals who were assigned to a different project 

and could not be trained further, all animals were successfully trained and 

tested in audio-visual association experiments reported here. It is important 

to note that while 2 animals – a and b – readily transferred the knowledge 

acquired in the visually-guided discrimination (Automated Unsupervised 

Training) to quickly learn the acoustically-guided discrimination (audio-

visual association), the remaining 7 animals required a substantial amount of 

trials to reach the same level of proficiency. Three animals out the remaining 

7 were also tested in Generalization experiment and rapidly generalized the 

acquired discrimination to novel acoustic stimuli at a comparable rate to 

animals a and b. Therefore, while the initial transition from the visual to the 

acoustic domain occurred at variable speed, all tested animals showed a 

comparable level of flexibility in generalizing to novel stimuli. Finally, all 3 

animals tested in the psychoacoustic assessment, quickly learned to 

reinterpret the discrimination as a detection task as soon as the reward scheme 

was adjusted accordingly. This allowed for a systematic psychoacoustic 

assessment of the sound intensity required to detect a vocalization under 

conditions with background noise. 

Together, our results suggest a high degree of training flexibility of common 

marmosets in general and the auditory modality in particular. Specifically, 

marmosets can: 1) transfer acquired rules from the visual to the acoustic 

domain; 2) rapidly learn to discriminate novel acoustic stimuli and 3) flexibly 

reinterpret a discrimination task as a detection task.  

 

Cognitive hearing in marmosets 

The success of the acoustic experiments presented in this study could partly 

be due to intrinsic properties of the stimuli employed based on the naturalistic 

connotation in both the visual and the acoustic domain of the juvenile 

vocalization and juvenile marmoset face association. This ‘natural 

association’ might then also support the association of the respective other 
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stimuli. Our failed attempts, detailed in the supplementary material, indeed 

demonstrate the difficulty in having marmosets associate stimuli across the 

auditory and visual modality. The guiding strategy was that additional 

properties of the stimuli should match across modalities to support 

crossmodal association and considered successful concepts from training of 

rodents and ferrets (Hirokawa et al., 2011; Keating et al., 2013). For example, 

we presented auditory and visual stimuli together with a reward, or a timeout 

screen, in a temporally overlapping fashion which leads to strong associations 

of stimulus components in rodents. Also, the sound was presented from the 

speaker on which side the correct visual response indicator was located. This 

has been shown to be a strong cue for ferrets to guide choice towards the 

respective sound direction. In stark contrast, none of these approaches were 

successful in marmosets.  

Results from the generalization experiment indicate that animals could 

quickly and flexibly learn to discriminate novel auditory stimuli. However, 

when two different types of vocalizations were contrasted, only one animal 

out of 4 performed above chance. Taken together these results indicate that 

1) vocalizations might carry a distinctive meaning to the animals that can be 

exploited to train common marmosets on various psychoacoustic tasks; and 

2) the use of a combination of naturalistic and artificial sounds is more likely 

to instruct marmosets in performing psychoacoustic tasks above chance level. 

Psychoacoustic assessment of marmosets in the home 

enclosure 

Performing auditory psychophysics directly in the animals’ colony poses an 

acoustically challenging environment due to the uncontrolled background 

noise. The sound pressure needed in order to detect a vocalization of a 

juvenile marmoset in a cage-based setting - 37.3 dB SPL - was below the 

sound level of the facility’s background noise - ~60 dB SPL. This might be 

explained by the adaptation of the auditory system to background sounds 

which has been documented along the auditory pathway (Dean et al., 2005; 

Herrmann et al., 2020; Lohse et al., 2020; Rabinowitz et al., 2011; Wen et al., 

2009) and has been suggested to optimize perception to the environment 

(Herrmann et al., 2020; Lohse et al., 2020). Additionally, the juvenile 

vocalization might have been less affected by background noise (mostly 
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driven by ventilation and marmoset vocalizations) as it minimally overlaps 

the sound spectrum typically encountered in our colony of adult animals. 

Nonetheless, our data shows that NHP’s psychoacoustic training and 

assessment is feasible within the animals’ home enclosure similar to chair 

based psychophysics (Osmanski and Wang, 2011). While measurements of 

hearing thresholds in more classical controlled settings are essential to 

understand auditory processing and sensitivity, the investigation of audition 

in more naturalistic environments could provide a closer estimate of real-

world hearing capabilities. This might be particularly relevant for auditory 

processes and mechanisms that involve higher-level, top-down, cortical 

influences (Fishman et al., 2017; Knyazeva et al., 2018; Schneider et al., 

2018) and thus more susceptible to the influence of environmental contextual 

factors. Environmental sounds produced by conspecifics, for example, could 

affect how task-relevant sounds are encoded, processed, and interpreted by 

marmosets that heavily rely on acoustic communication to cooperate, live 

together, and survive (Morrill et al., 2013).  

Towards a high-throughput pipeline for auditory 

neuroscience 

The development of transgenic primate models – and especially marmoset 

models – for various human diseases (Harris, 2021; Okano and Kishi, 2018; 

Sasaki et al., 2009; Tomioka et al., 2017) will require phenotyping a large 

number of animals similar to mouse phenotyping pipelines (Aoki et al., 2017; 

Brown and Moore, 2012; Poddar et al., 2013). Consequently, cognitive 

training  and testing paradigms, designed around the marmoset model, need 

to be developed, tested, and implemented (Bennett et al., 2018; Tarou and 

Bashaw, 2007). Furthermore, in order to allow high-throughput training and 

testing of common marmosets directly in their own housing environment, our 

device was designed and built with a series of hardware and software features 

in mind. First, the use of an inexpensive single board computer as central 

control unit of the whole device allows for straightforward scaling to more 

devices and simple adaptation to new experimental requirements. To the best 

of our knowledge, besides the MXBI introduced here, a fully wireless cage-

based system tailored towards visuo-acoustic stimulation and training, 

capable of ID tagging and set up to be server/client ready has not been 
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presented yet. The wireless connectivity of the MXBI, allowed us to build a 

network of devices that autonomously interact with a single server node. 

Upon booting of an MXBI a series of scripts ensures that each device is 

connected to the central hub where 1) information about animals’ ID are 

stored (used for matching ID codes coming from the implanted chips), 2) data 

are routinely backed up from the device, and 3) the videos of the sessions are 

stored. Besides having a unique network address, all devices are essentially 

identical and can therefore be used on any suitable home cage in our colony. 

Upon crossing the RFID coil, information coming from the implanted chip 

will be matched with the database on the server and the local device will load 

the desired task and AUT step for the given animal. Furthermore, employing 

a battery-based power solution for the MXBI made the device safer for the 

animals, due to the exclusively low voltage provided, and easy to handle. 

While in our case this feature was mostly an add-on, in outdoor cages or on 

field research sites without direct access to power outlets, this could be a 

necessary requirement. Combined with image based animal identification 

(Butler and Kennerley, 2018; Witham, 2018), this would allow for 

comparative testing of captive and natural populations (Tomasello and Call, 

2011). Finally, several structural elements of the MXBI were designed for 

manufacturability and commissioned to local workshops or locally 3D 

printed. The combination of structural and electronic hardware elements is 

particularly well suited, in our opinion, to replicate our device on a large 

scale. As a result of these built-in features, in the animal’s facility of our 

institute, 6 devices are simultaneously active, training 12 animals in parallel 

over the course of several hours, and generating on average 1500 trials a day 

requiring only approximately 35 minutes of human labor.  

In conclusion, all of these aspects are to be considered when establishing a 

successful high-throughput pipelines (across various fields of cognitive 

neuroscience) because together they ultimately add up to create automated 

high-throughput protocols for integrating advanced cognitive and behavioral 

assessments with physiological data recordings (Aoki et al., 2017). 

Autonomous devices as cognitive enrichment 

Throughout our experiments we found that animals consistently interacted 

with the device regardless of their performance. In certain occasions animals 
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performed thousands of trials at chance level, across several weeks, despite 

no social or fluid restriction were applied. While this might seem 

counterintuitive, we argue that from the animals’ perspective our approach, 

coupled with the appeal of the liquid arabic gum that the device delivered, 

represents a form of enrichment (Clark, 2017; Tarou and Bashaw, 2007; 

Murphy et al., 2003). From a psychological standpoint, cognitive enrichment 

strategies exercise what is known as competence, namely the range of 

species-specific skills animals employ when faced with various challenges. 

This, in turn, promotes the sense of agency, described as the capacity of an 

individual to autonomously and freely act in its environment (Spinka et al., 

2001). Promoting both competence and agency has been proposed to be 

crucial for the psychological wellbeing of captive animals because: 1) 

animals can better cope and thus better tolerate captivity; and 2) animals can 

exercise species-specific cognitive abilities that have little opportunity to be 

expressed in captivity (Brydges and Braithwaite, 2008; Clark, 2017).  

Study limitations and caveats 

Several animals in the audio-visual association tasks performed at chance 

level for several thousands of trials. Receiving a reward in half of the trials 

might be a successful strategy for animals that are not constrained, isolated, 

or fluid/food restricted. Under these conditions it is unclear whether animals 

will attempt to maximize their reward - as has been reported in studies where 

food or fluid regimes are manipulated (Grabenhorst et al., 2019; Wittmann et 

al., 2020) but see (Jensen et al., 2019) - or are satisfied with chance 

performance. An animal that is satisfied performing at chance for a certain 

task will naturally not ‘learn’ even though it might cognitively be able to. In 

line with this interpretation, animals that performed at chance level in a 2AC 

version of an auditory discrimination task, successfully performed the 

auditory discrimination when the overall chance level was reduced from 50 

to 33 % by employing a 3AC version. 

Our data demonstrate flexibility of auditory training using natural stimuli and 

lay the groundwork for further investigations e.g. testing categorical 

perception of vocalizations by modulating the spectral content of the stimuli 

used. However, a caveat of our work is that our approaches were not 

successful in training marmosets on discriminating artificial sounds 
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consistently (see supplementary materials). Among other potential 

explanations, we attribute this difficulty due to the introduction of auditory 

cues relatively late in training. This might have biased animals to focus on 

the visual domain - which is considered the dominant sense in primates (Hirst 

et al., 2018; Van Essen et al., 2019)- while ignoring other cues. Future studies 

should therefore explore alternative approaches to train arbitrary acoustic 

discriminations potentially by introducing reliable auditory cues very early in 

training. 

2.4 Methods 

Animal welfare statement 

All animal procedures of this study were approved by the responsible 

regional government office [Niedersächsisches Landesamt für 

Verbraucherschutz und Lebensmittelsicherheit (LAVES), Permit No. 

18/2976], as well as an ethics committee of the German Primate Center 

(Permit No. E1-20_4_18) and were in accordance with all applicable German 

and European regulations on husbandry procedures and conditions. It has to 

be noted however, that - according to European regulations and implemented 

in German animal protection law - the procedures described in this study can 

be considered to be environmental enrichment. 

Animals 

A total of 14 adult common marmosets of either sex (see Table 2.1) were 

involved in the experiments carried out in the animal facility of the German 

Primate Center in Göttingen, Germany. Some of the animals were prepared 

for neurophysiological and cochlear implant experiments. Animals were pair 

housed in wire mesh cages of sizes 160cm (H) x 65 cm (W) x 80cm (D) under 

a light-dark cycle of 12 h (06:00 to 18:00). Neighboring pairs were visually 

separated by opaque plastic dividers while cloths hung from the ceiling 

prevented visual contact across the room. Experimental sessions occurred 

mostly in the afternoon and without controlled food/fluid regimes or social 

separation from the assigned partner. Liquid arabic gum (Gummi Arabic 

Powder E414,1:5 dissolved in water Willy Becker GmbH) or dissolved 

marshmallows (marshmallow juice, 1:4 water dilution) was provided as a 
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reward by the touchscreen device for every correct response in the various 

experiments. Marshmallow or arabic gum pieces, stuck to the touchscreen, 

were used during the initial training phase.  

Apparatus  

The marmoset experimental behavioral instrument (MXBI) is directly 

attached onto the animals’ cage and measures 44 cm (H) x 26 cm (W) x 28 

cm (D). The device is internally divided into three sections (Figure S4A). The 

electronics compartment on top contains: a Raspberry Pi 3B+ 

(raspberrypi.org); a RFID module with a serial interface (Euro I.D. LID 665 

Board); two peristaltic pumps (Verderflex M025 OEM Pump), one on each 

side; a camera module (Raspberry Pi wide angle camera module RB-Camera-

WW Joy-IT); and a power bank (Powerbank XT-20000QC3) through which 

5 and 12 V (max 2.1A) was provided to the whole system. In our setup and 

with our tests, the power banks last up to 8 hours before the battery is depleted 

allowing for continuous training or testing during most of the waking hours 

of the colony. We chose the Raspberry Pi single board computer instead of 

more commonly used tablet PCs (Butler and Kennerley, 2018; Issa et al., 

2016) for ease of interfacing various external devices. Towards this 

requirement the Raspberry Pi has various general-purpose input output 

capabilities allowing to integrate a wide variety of external hardware 

components such as microcontrollers, touchscreens, etc. with standard 

communication interfaces (SPI, I2C, I2S). Additionally, new MXBIs can 

simply be set up by copying the content of the SD card of an existing device 

into the SD card of the new device. The behavioral chamber in the middle 

(internal dimensions: 30 cm (H) x 22 cm (W) x 24 cm (D)) hosts: a 10 inch 

touchscreen (Waveshare 10.1”HDMI LCD [H], later sessions contained a 10“ 

infrared touchscreen attached to the LCD screen, ObeyTec); a set of two 

speakers (Visaton FR58, 8 ohm, 120–20000 Hz) for binaural acoustic 

stimulation; a horizontal reward tube with custom-made mouthpiece (placed 

at 3 cm from the screen but variable between 2 cm and 5 cm); the coil (or 

antenna) of the RFID and a cylindrical mesh to prevent more than one animal 

to be inside the device at the same time (Figure 2.1A). Finally, at the bottom 

of the device, space is left to accommodate a removable tray to collect and 

clean waste. Hinges on one side allow the device to be opened from the back 

if cleaning or troubleshooting is needed (Figure 2.1A Left). The MXBI can 
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be anchored to the front panel of the animal’s cage via custom designed rails 

welded to the cage. A removable sliding door at the front panel allows 

animals to get access to the MXBI when attached. A Python3 based software 

(Python 3.5.3 with the following modules: tkinter 8.6, numpy 1.12.1, 

RPi.GPIO 0.6.5, pyaudio 0.2.11) running on the Raspberry Pi records all 

interaction events (screen touches, RFID tag readings and video recording), 

manages stimulus presentation (acoustic and visual), controls the reward 

system and finally backs up the data automatically to a server via wireless 

local network connection (Figure S4B). 

Procedure 

Behavioral training and testing sessions were started by connecting the 

Raspberry Pi and LCD display to power which initiates booting. After 

booting, a custom script with a series of preconfigured commands was 

automatically initiated to: 1) connect the device to a central server for 

automatic, recursive, data logging, as well as main database access; 2) start 

the local camera server for remote monitoring and video recordings (Figure 

2.2B); 3) automatically launch the experimental task when needed. The fluid 

reward was manually loaded in each device and the pump was primed. The 

device was then attached to the cage and the sliding door in the front panel 

removed for the duration of the session. At the end of the session, the sliding 

door was placed back between the device and the cage so that the device 

could be detached, cleaned, and stored. The touchscreen surface and the 

behavioral compartment were thoroughly cleaned to remove odors and other 

traces. Hot water was used daily to clean the reward system to prevent dried 

reward from clogging the silicon tubes and mouthpiece. The entire process 

requires a single person around 35 minutes (15 for setting up and 20 for taking 

down) with 6 devices. 

Sessions 

In order to operate the touchscreen at the opposite end from the MXBI’s 

entrance, the animals are required to go through the opening on the front 

panel and the mesh cylinder (Figure 2.1A). Crossing the antenna inside the 

mesh cylinder identifies animals via their RFID transponder (Trovan ID-

100A) implanted between the animal’s shoulders for husbandry and 
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identification reasons. Standing up inside the mesh places the animals’ head 

3 cm above of the mouthpiece and 4 to 5 cm away from the screen, directly 

in front of a cut out in the mesh of 3.5 x 8.5 cm (HxW) through which the 

touchscreen can be operated (Figure 2.1A). Throughout each session, animals 

were regularly monitored by the experimenter from a remote location 

(approximately every 15 minutes). Additionally, videos from most sessions 

were recorded and stored. Fluid (either water or tea) was available ad libitum 

to the animals within their home cage but outside the MXBI. Solid food was 

provided to the majority of the animals before, after, and during the session, 

depending on husbandry and / or veterinary requirements. 

Experimental paradigm 

Throughout the experiments, animals never left their home cage. With the 

exception of animals a and b, that where pilot subjects and underwent a 

different initial procedure, all animals were first trained manually to operate 

the device at a basic level by means of positive reinforcement training and 

shaping techniques (see methods section: initial training). Afterwards, all 

animals where guided by an unsupervised algorithm through a series of 

preconfigured training steps (see section Automated unsupervised training 

(AUT)) to acquire basic proficiency in a standard 2AC discrimination task. 

The animals’ discrimination proficiency was then tested and refined in a next 

experiment in an acoustically-guided discrimination task (see section audio-

visual association). In a third experiment, the acoustic stimuli were replaced 

with novel stimuli and the animal’s ability to generalize was assessed (see 

section Generalization to novel stimuli). Last, we developed a psychoacoustic 

detection task to quantify the animal’s hearing thresholds (see section 

Psychoacoustic assessment). It is important to note that not all animals took 

part in all experiments either because some animals were assigned to different 

projects or were not always available due to requirements of different 

experiments. 

Initial training  

The goal of the initial training procedure was to instruct naïve animals to use 

the touchscreen. To this end, this training was divided into three sequential 

steps: first, habituation to the device; second, forming a mouthpiece-reward 
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association and finally, a touch-to-drink phase. During the first two steps no 

wire mesh cylinder was placed inside the MXBI. Unlike the remainder of the 

training, all initial training required the constant surveillance of the 

experimenter, to remotely access and control the screen of the device from 

another computer to shape the animal’s behavior while monitoring the video 

feed. The measured round-trip delay between observing the behavior and 

effectively delivering the reward was approximately 400 ms plus an 

additional response latency of the observer. Together, we believe that this 

delay should be sufficient for stimulus – response integration and association 

(Kobayashi and Schultz, 2008). The initial training lasted on average 6 (±2) 

sessions and was routinely completed within 2 weeks. With the exception of 

animals a and b, all animals underwent the initial training. 

Device Habituation: During this first step the device was attached to the cage 

without the mesh cylinder, to allow the animals to freely explore the 

behavioral chamber (see supplementary video 1) in sessions lasting on 

average 40(±20) minutes. Before switching to the next step, the experimenter 

ensured that both animals would show interest and no aversion (e.g. walking 

towards and not away from) the device. The number of sessions needed to 

observe this behavior varied between 1 and 2. 

Mouthpiece-reward association: Following the habituation, drops of reward 

of variable magnitude (between 0.3 and 0.5 ml) were remotely triggered by 

an experimenter in order to direct the interest of the animals towards the 

mouthpiece (see supplementary video 2). Presumably due to the sudden 

occurrence of the pump sound while rewarding, the interest towards the 

MXBI for some animals slightly decreased. To overcome this issue and to 

increase the likelihood of animals interacting with the device a number of 

small marshmallow pieces were placed randomly over the mouthpiece. After 

all pieces were consumed and the animals left the MXBI the experimenter 

closed the sliding door to place new pieces. Once the animals showed interest 

in the mouthpiece in the absence of the reward, the association was 

considered established and the next phase started. This step required between 

1 to 5 sessions, with each session lasting 30 to 60 minutes. 

Touch-to-drink phase: The aim of this step was to teach the animals to 

actively seek the reward, by triggering the touchscreen. In order to achieve 
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such behavior efficiently and to make sure the animal used the hand and not 

e.g. their mouth (which was observed in pilot experiments) to touch the 

screen, a mesh cylinder was placed inside the device. In turn, this restricted 

access to one animal at a time, and improved the efficiency of the RFID 

identification. Additionally, small pieces of marshmallows were placed on 

the screen within the triggering area, to encourage the animals to retrieve the 

marshmallow pieces and thereby touch the screen. When all pieces were 

consumed and the animal had left the MXBI the experimenter closed the 

sliding door to place new pieces on the screen and resumed the session. While 

the marshmallow pieces where collected, fluid reward was provided, 

triggered either remotely by the experimenter or by the animals themselves 

touching the stimulus on the screen. This procedure successfully allowed all 

animals to switch from reaching to retrieve the marshmallows to simply 

touching the screen to trigger fluid reward (see supplementary video 3.1 and 

3.2). After 5 to 10 consecutive reaching movements towards the screen in the 

absence of marshmallows, the behavior was considered acquired and the 

initial training concluded. Between 1 and 4 sessions (each lasting 60 minutes 

on average ± 10min) were necessary to finish the touch-to-drink phase. 

Automated unsupervised training (AUT) 

Upon completion of the initial training phase, all animals underwent an 

automated stepwise protocol designed to gradually bring the animals from a 

quasi-naïve state to proficiency in a 2 alternative-choice (2AC) audio-visual 

association task. Throughout the protocol the performance of the animal was 

constantly monitored by an algorithm to adjust the task 

difficulty, by changing parameters as well as introducing or removing 

elements in the training (Figure S2.4C). Animals ascended in steps by 

performing at least 8 trials out of 10 correctly and descended in steps when 

less than 3 trials out of 10 were correct (Figure S2.4D). Finally, the progress 

of each animal was automatically stored and retrieved on each trial, so that 

the animals could navigate the series of steps and resume from the last step 

they were in when they left, across breaks and sessions. The automated 

training protocol (AUT – see (Berger et al., 2018)) was comprised of 48 AUT 

steps, grouped into four milestones: – decrease of the size of a visual stimulus 

(trigger) to be touched for reward, change of position of said stimulus, 
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introduction of sound and delayed presentation of a visual target, introduction 

of a second visual target as a distractor –. Through these steps and milestones, 

the animals were trained on the basics of how to operate a touchscreen within 

the context of a standard 2AC visually-guided task. The aim of the AUT was 

to prepare the animals for an audio-visual association experiment, in which 

they were required to distinguish between different sounds by selecting a 

corresponding visual stimulus. During the first 15 steps (size milestone) a 

white circle embedded in a blue rectangle (trigger) placed on the vertical 

meridian had to be touched to obtain a reward (0.1 – 0.2 ml). From step 2 to 

15 the trigger gradually shrunk in size from 6x6 cm to the final size of 3x3 

cm. Touching the screen outside the trigger resulted in a 2.5 (earlier sessions) 

to 5 seconds (later sessions) long timeout indicated by a grey screen during 

which no new trial could be initiated and touches were ignored. A touch 

within the boundaries of the trigger resulted in reward administration (as 

above), followed by a new trial which could be started after 0.8 to 2.5 

seconds. In steps 16 to 30 (position milestone) the trigger’s position gradually 

changed by 5 mm at each step, either to the left or to the right of the original 

central position, until the edge of the screen was reached. From step 31 

onwards (delay milestone) the trigger first appeared at the center and upon 

touch reappeared at the left or the right edge of the screen and had to be 

touched again. The reward was delivered if both touches were executed 

correctly. Only touching outside of the second trigger resulted in a timeout. 

This was done to ease the transition from one stimulus to two different stimuli 

presented, which was occurring on all steps starting with step 36. Throughout 

these steps the second trigger was replaced randomly with one of two visual 

stimuli (targets): either the picture of an infant marmoset face (3x3 cm), or 

an abstract geometric pattern (3x3 cm) (Figure 2.3A). Starting from step 36 

an acoustic stimulus (either a repeated infant marmoset vocalization 

(Gultekin and Hage, 2017); or a train of pure tones - sTr - chosen for 

individual animals from a range between 1.5 and 3.5 kHz) was presented 1 

to 1.5 seconds before the visual target, with a gradually increasing sound 

intensity (in steps of 10 dB) from 32 +/- 2 dB SPL on step 36 to a final 

loudness of 72 +/- 2 dB SPL on step 40. The vocalization was followed by 

the marmoset face (for 5 seconds) while the sTr was paired with the geometric 

pattern (Figure 2.3A). From step 41 to step 45 the parameters were kept the 

same as step 40, to provide prolonged and unchanged exposure to the visuo-
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acoustic stimulus. At step 46 (visual 2AC milestone) a visual distractor was 

displayed together with the target but on the opposite edge of the screen. In 

case of a ‘vocalization’ trial the visual distractor was the geometric pattern 

and vice versa. The distractor was gradually increased in size from 0.3x0.3 

cm on step 46 to 2.8x2.8 on step 49. Thus, from step 46 to 49, animals could 

exploit the size difference between the visual target and distractor to respond 

correctly by choosing the larger visual stimulus. Throughout the protocol, if 

no response was observed within 7s from stimulus presentation the trial was 

aborted and the trial outcome was labelled as ‘ignored’. The AUT described 

here (version #10) is the result of several attempts that are described in the 

supplementary material (Table S2.2). 

Audio-visual association 

The audio-visual association experiment starts when an animal reaches step 

50 in the Autonomous Training (Figure 2.3). Contrary to the AUT, no visual 

cue could be used to correctly identify the target of a given trial. Here animals 

had to solely rely on auditory cues to obtain a reward above chance level. In 

this experiment no AUT algorithm was employed and therefore the trial 

structure and sequence remained unchanged throughout. This experiment 

consisted of a two-alternative choice task (2AC), where only one of the two 

available options was the correct one and the animal’s ability to distinguish 

the options was assessed from the animal’s relative frequency of choice. We 

implemented two variants of this task, a 2AC and a 3AC, plus a control 

condition (see supplementary material). Both variants employed the same 

stimuli of the Autonomous Training with added visual distractors in the 3AC 

variant which had no sound associated and were not presented as target, but 

always as a distractor. While touching the target of a given trial was rewarded, 

touching a distractor resulted in 5 seconds (later sessions) long timeout 

indicated by a grey screen during which no new trial could be initiated and 

further touches were ignored. On the contrary, after a correct response, a new 

trial could be started 0.8 to 2.5 seconds after reward delivery. A detailed 

timeline of an example trial from this task is shown in Figure S2.4E and a 

video of an animal performing a trial in the 2AC variant is available in the 

supplementary materials (Video 4). Animals who did not perform above 

chance on the 2AC variant were assigned to the 3AC variant. The 3AC 

variant was used to lower the chance of obtaining a reward randomly at any 
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given trial from 50% to 33%. Two animals who performed at chance level in 

the 2AC were assigned to a different experiment and could not be tested on 

the 3AC. 

Generalization to novel stimuli 

To evaluate the flexibility of our protocols and determine whether the animals 

could generalize the already learned 2AC task using different sounds, we 

performed 4 different variations of the already described 2AC task. Here we 

tested a twitter vs a pure tone, a phee vs a pure tone, a twitter vs white noise 

and an infant vocalization vs a twitter. To avoid a high number of changes 

within every task switch, once the animals learned the first task variation 

(twitter vs pure tone) they were always brought back to this task to stabilize 

their performance before moving to the next task variation. Vocalizations 

were recorded from a different colony (Agamaite et al., 2015). Representative 

visual indicators that matched every single acoustic stimulus are shown in 

Figure 2.4. 

Psychoacoustic assessment 

In order to assess the animals’ hearing thresholds, we devised a simple 

detection task based on the discrimination task used before. In this task 

animals were trained to choose the grey triangles (previous visual stimulus of 

sTr) to report the absence of the vocalization (i.e. silence). Once the behavior 

was stable (after two sessions) and based on the measured background noise 

of the facility (60 ± 5 dB SPL, see Figure 2.5C) we set the sound intensities 

to 0, 15, 30, 45, 60, 70, 80db SPL for the vocalization. Given that some of 

these intensities were below the background noise of the facility, all trials 

with intensities between 15 and 45 dB SPL were rewarded regardless of the 

choice of the animal (Figure 2.5A). Moreover, vocalization trials at 0 dB SPL 

were rewarded if the triangles were selected (visual stimulus for the silence). 

This was instrumental to first account for both type of trials (silence and 

vocalization) presented at 0 dB SPL, and second to effectively establish the 

task as a detection rather than a discrimination task. Finally, all sessions were 

performed in the afternoon, from 1pm to 4.30pm, when the colony’s 

background noise was the lowest with feeding and personnel’s activity 

occurring mostly in the morning. 



 
 
 Flexible auditory training and psychoacoustics for marmosets    87 

 

 

In order to measure the sound pressure level in the MXBI, the two devices 

used to gather hearing thresholds (1 for animals a & b, 1 for animal d) were 

calibrated inside an insulated sound proof chamber. An amplifier (Hifiberry 

amp2) coupled to the Raspberry Pi produced the audio signal, while a 

measuring amplifier (Bruel And Kjaer Measuring Amplifier Types 2610) and 

a microphone (Bruel And Kjaer  Type 4966 1/2-inch) placed at the marmoset 

ear level pointing towards one speaker, acquired the sound output. 

Additionally, an oscilloscope (Rigol DS1000Z), attached to the output lines 

of the amplifier, measured the voltage. We were able to corroborate the step 

size (0.5 dB SPL) of the amplifier by sampling 5 different frequencies 

(0.875kHz, 1.75kHz, 3.5kHz, 7kHz, 14kHz) at 10 different sound pressure 

levels (100dB, 95dB, 90dB, 85dB, 80dB, 75.5dB, 70dB, 65.5dB, 60dB, 

50dB). We found a stable and accurate correspondence between the values 

provided to the amplifier, the sound pressure levels measured by the 

measuring amplifier, and the voltage values measured by the oscilloscope. 

2.5 Data treatment and Statistics 

Data acquisition, processing, analysis, and statistical testing was performed 

in Python 3.5.3 and 3.9. Statistics and significance tests for Figure 2.1 to 2.4 

were calculated via the packages scipy (Millman and Aivazis, 2011; Oliphant, 

2007) and numpy (Oliphant, 2006), co-installed upon installation of the 

package seaborn. An alpha level of less than 0.05 was considered significant. 

Data formatting and visualization for the same figures as well as for Table 

2.1 was achieved with the packages pandas (McKinney, 2010) and seaborn 

(seaborn.pydata.org). Hit rate's significant difference from chance (Figure 

2.3C) was assessed with a Binomial test, post-hoc adjusted for multiple-

comparisons with the Bonferroni correction; while reaction time differences 

between the two presented auditory stimuli (Figure 2.3D) were tested for 

significance with a Kruskal-Wallis test by ranks. Both tests were adjusted 

post-hoc for multiple-comparisons with Bonferroni correction (corrected 

alpha = 0.0019, from the python module 

statsmodel.stats.multitest.multipletests). In Figure 2.2D and Figure 2.3A, B, 

the variable “percentage of trials” on the abscissa was used to achieve a 

shared and standardized axis on which multiple animals could be compared 

and visualized against each other, irrespective of the total amount of trials 
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each individual performed. The assumption behind this choice was that 

learning occurs through similar mechanism across individuals, but unfolds 

through a different amount of trials that depend on each animal’s engagement 

level. The resulting process of standardization attenuated the inter-individual 

variability between animals for parameters such as steps of the AUT (Figure 

2.2C) and Hit Rate in (Figure 2.3A, B and 4B). 

Psychometric function estimation was achieved with the python module 

psignifit (Schütt et al., 2016) set to fit a cumulative normal sigmoid function, 

with all parameters free and with 95% confidence intervals. The resulting 

function can be expressed as follows: 

  

𝜓(𝑥; 𝑚, 𝑤, 𝜆, 𝛾)  =  𝛾 + (1 −  𝜆 −  𝛾)𝑆(𝑥; 𝑚, 𝑤)    (1) 

 

where m represents the threshold (level at 0.5), w represents the width 

(difference between levels 0.5 and 0.95), 𝜆 and 𝛾 represent the upper and 

lower asymptote respectively (equation 1 in (Schütt et al., 2016)). 

2.6 Data availability 

The datasets (Calapai, Antonino et al., 2022) generated during and/or 

analyzed for the current study are available at GitHub 

(https://github.com/CHiP-Lab/mXBI) and Zenodo 

(https://doi.org/10.5281/zenodo.6139297). 

2.7 Code availability 

The code (Calapai, Antonino et al., 2022) to recreate the data figures are 

available at a dedicated Github repository (https://github.com/CHiP-

Lab/mXBI) and Zenodo (https://doi.org/10.5281/zenodo.6139297). 
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2.9 Supplementary material and extended 

information 

1. AUT versions performed by each animal 

 Table S2.1 

2. Overview of all automated unsupervised training protocols (AUT);  

 TableS2.2 

3. Acoustic Artificial Discrimination 

 Figure S2.1 

 Figure S2.2 

 Table S2.3 

4. Inter-Trial-Intervals analysis 

 Figure S2.3 

 Table S2.4 

5. Additional device, training and trial timing information 

 Figure S2.4 

6. Example Videos: 
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Supplementary Movie 1: Habituation Phase. An animal can be seen exploring 

the behavioral chamber for the first time, file Supplementary Movie 1.mp4  

Supplementary Movie 2: Mouthpiece-reward association. An animal can be 

seen approaching the mouthpiece and consuming the fluid reward. After the 

habituation phase, an experimenter remotely delivered fluid reward through 

the mouthpiece, file Supplementary Movie 2.mp4  

Supplementary Movie 3.1: Touch-to-drink phase. An animal inside the mesh 

can be seen collecting pieces of marshmallows attached to the screen. 

Accidental touches of the screen during this process resulted in fluid reward 

delivered through the mouthpiece, file Supplementary Movie 3_1.mp4 

Supplementary Movie 3.2: Touch-to-drink phase. The same animal of Video 

3.1 touches the screen and consumes fluid reward from the mouthpiece, after 

all marshmallows have been collected, file Supplementary Movie 3_2.mp4 

Supplementary Movie 4: An animal solves several trials on the final step of 

the Natural Discrimination task, file Supplementary Movie 4.mp4 
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1. AUT versions performed by each animal 

Animal AUT versions Order of tasks 

a 1, 2, 4, 5, 6, 8, 9,10 
Pilot experiments, Natural Discrimination, Artificial 

Discrimination 

b 1, 2, 4, 5, 6, 8, 9,10 
Pilot experiments, Natural Discrimination, Artificial 

Discrimination 

c 8, 9, 10 Natural Discrimination 

d 9, 10 Natural Discrimination 

e 9, 10 Natural Discrimination, Artificial Discrimination 

f 8, 9, 10 Natural Discrimination 

g 4, 5, 6, 8, 10 
Pilot experiments, Artificial Discrimination, Natural 

Discrimination 

h 4, 5, 6, 8, 10 
Pilot experiments, Artificial Discrimination, Natural 

Discrimination 

i 8, 9, 10 Natural Discrimination 

j 9,10 Natural Discrimination 

k 9, 10 Natural Discrimination 

l 4 Pilot experiments 

m 9, 10 Natural Discrimination 

n 9, 10 Natural Discrimination 

Table S2.1 – List of AUT versions performed by each animal. Data with versions 3 and 7 are 

not included in this manuscript due to technical issues with the RFID and to the nature of the 

experiment (control experiment testing pure visual assessment), respectively. 
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2 Overview of the AUT versions 

AUT 

version 
Description Visual stimuli Acoustic stimuli Changes notes 

1 

Protocol made of 40 steps composed of two main 

sections. The first focusing on training touch precision 

with a start-stimulus placed in the center of the screen 

that decreases in size until it reaches the final size of 

3x3 cm. The second requiring a total of two 

interactions to obtain reward, one towards the start 

stimulus, placed in the center of the screen, and a 

second one towards either of the two visual stimuli, 

placed either left or right of the screen. Throughout 

this second section the distractor stimulus increases 

in size until it reaches the same size of the target 

stimulus. 

Start-stimulus: White circle 

without background. Visual 

stimuli: two triangles, red 

and blue at opposite 

orientations, without 

background 

Constant sine wave vs. 

no sound, matching the 

red and blue triangles 

respectively 

 
  

2 
Same as version 1 Same as version 1 Same as version 1  A white background to the 

visual stimuli is added. 

  

3 

Protocol made of 47 steps, composed of two main 

sections. The first section is the same as version 1. 

The second section is extended in the number of total 

steps, for finer distractor size increase.  

Same as version 1 Same as version 1 17 new steps are added in the 

second section. 

Data not 

processable 

due to 

tecnhical 

issues with 

the RFID 

4 

Protocol made of 54 steps, composed of three main 

sections. Section 1 is the same as version 1. The 

second section focusses on training the animal to 

reach for the target stimulus at different positions on 

the screen. From trial to trial the target is shown at 

variable eccentricities. The eccentricity is increased 

gradually until the edge of the screen is reached. The 

third section is the same as section 2 in version 3. 

Start-stimulus: same as 

version 1. Visual stimuli: 

red cross and blue triangle 

embedded in a white 

background. 

Simple train tone pulse 

vs. no sound, matching 

red cross and blue 

triangle respectively 

The position of the visual 

stimuli is randomly assigned to 

right and left of the screen 

center, on a trial by trial basis. 

The identity of the visual 

stimuli has changed.  

  

5 

Protocol made of 44 steps, composed of three main 

sections. The first section is the same as version 4 

but with a reduced number of steps. In the second 

section, the acoustic stimulus, in each trial, is played 

from the left or right speaker, coherently with the side 

of the screen in which the visual stimulus was shown. 

The third section is the same as section 2 in version 3 

Same as version 4 Same as version 4 Tthe visual and the acoustic 

stimuli are coherent in their 

source location. Decrease in 

number of steps in the first 

section. 

  

6 

Protocols made of 44 steps, composed of three main 

sections. The first section one is the same as version 

5. The second section is the same as version 5, but 

with the termination of the trial in case of no 

interactions after 7 seconds from stimuli onset 

(ignored trials). The visual and acoustic stimuli are 

presented at the same time. 

Start-stimulus: White circle 

embedded in a blue 

background. Visual stimuli: 

same as version 4 

Same as version 4 Implementation of ignored 

trials, with visual and acoustic 

stimuli disappearing after 7 

seconds, and a new trial starts. 

Overlapping of visual and 

acoustic stimuli during 

presentation enhance 

coherence.  

  

7 

Protocol made of 35 steps, comprised of three main 

sections. All sections are the same as version 6, but 

section contains less steps. 

Start-stimulus: same as 

version 6. Visual stimuli: 

gray cross and gray 

triangle embedded in a 

gray background.  

No sound Alternative task for assessing 

visual discrimination. No sound 

/ visual target association 

Data now 

shown. 

Control 

experiment to 

assess pure 

visual 

discrimination  
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8 

Protocol made of 44 steps, composed of three main 

sections. The first section is the same as version 6. In 

the second section the trial start button is shown at 

variable eccentricities. The eccentricity is increased 

gradually until the edge of the screen is reached. The 

third section is the same as version 6, but the 

feedback to the animal is enriched. The compound 

stimulus (acoustic and visual) is presented during the 

reward. The distractor and the target are shown in 

isolation after a wrong and correct response, 

respectively.  

Same as version 6 Same as version 6 Overlapping of visual and 

acoustic stimuli together with 

reward delivery when a correct 

response is registered, the 

distractor stimulus is removed 

from screen. When wrong 

response is registered, the 

distractor stimulus remains 

and target stimulus is removed 

from the screen. In the second 

section the visual stimuli are 

replaced by the start stimulus. 

  

9 

Same as version 8 Start-stimulus: same a 

version 6. Visual stimuli: 

face of baby marmoset vs. 

gray scale triangles within 

a gray square 

Baby marmoset 

vocalization vs. train 

tone pulse, matching 

the baby face and the 

gray triangles 

composite respectively. 

Change of visual and acoustic 

stimuli. 

  

10 

Protocol made of 50 steps, comprised of three main 

sections. Same as version 8 but with added steps in 

the second section. For few animals, as a control 

condition, a different set of compound stimuli 

(acoustic and visual) are used – see Artificial 

Discrimination task in the methods sections. This is 

the final and most successfully protocol, described in 

the method section of the original manuscript. 

Start-stimulus: same as 

version 6. Visual stimuli: 

same as version 9. Visual 

stimuli for the control 

condition referred as 

Artificial Discrimination: 

RGB geometric figure 

embedded in a yellow 

background vs. gray scale 

triangles within a gray 

square. 

Acoustic stimuli: same 

as version 9. Acoustic 

stimuli for the control 

condition referred as 

Artificial Discrimination: 

simple train used as 

acoustic stimulus in 

version 9 vs. two tones 

train pulse (complex 

train), (matching the 

RGB geometric figure 

and the gray triangles 

composite respectively) 

A new set of steps are added 

in the second section. A 

control condition is 

implemented for few animals 

  

Table S2.2; overview of all versions of the automated unsupervised training protocol (AUT) 
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Figure S2.1. Pyschophysical assessment of hearing thresholds for animals a, b, and d 

after training on the audio-visual association experiment a) Hit rate as a function of 

percentage of trials performed in the Artificial Discrimination. Line thickness represents 

the total number of trials of each animal in this task. Dashed line at 0.5 represents chance 

level. Hit rate for each animal is represented as a function of the animal's percentage of 

trials performed and is grouped into bins of 5% of trials. b) hit rate as a function of s  

timulus type (“sTr” for the train of pure tones, “cTr” for the train of alternating pure 

tones) in the last 10 sessions, with corresponding number of trials and sensitivity index 

(d’) above each bar plot. Letter-value plots of the reaction times were plott ed for each 

stimulus type separately. The central box defines the median and 25th up to 75th 

percentiles. Successively narrower boxes are drawn between the 1/8th and 7/8th, the 

1/16th and not significant difference in reaction times between the two stimuli at a 

Bonferroni post-hoc corrected Kruskal-Wallis Test (one  -sided test), for a detail statistics 

summary see Table S2.3. 
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 This variant of the audio-visual association experiment (Figure S1) 

employed two artificially constructed stimuli consisting of trains of Pure 

Tones: a simple Train (sTr) composed of a repeating pure tone in the range 

between 1.5 and 3.5 kHz (repetition rate of 3.3 Hz, one frequency chosen per 

animal); and a complex Train (cTr), consisting of a repeating pattern of 2 

pure tones alternating between a fundamental frequency (chosen from 1.5 to 

3.5 kHz, one fundamental frequency per animal) and a frequency 42 % higher 

(which was always larger than the minimum discriminable frequency 

difference 1). The sTr was associated with a composite of three grey scaled 

triangles embedded in a 3x3cm grey square, and the complex train with a 

colored geometric figure embedded in a 3x3cm yellow square. None of the 

tested animals performed above chance although differences in reaction times 

were observed. Note that one marmoset (animal e), that performed on this 

task was not included into Figure S1 and table S3 due to technical problems 

during the sessions. 

 

Animals Stimulus Hitrate Trials d' 

Binomial test on performance (Figure S1) Kruskal-Wallis test on Reaction Times (Figure S1) 

N  

(w/o 

ignored) 

Degrees  

of 

freedom 

Binomial Test 

(adjusted p-value) 
Median IQR N 

Degrees  

of 

freedom 

Test 

Statistics 

Kruskal-

Wallis 

(adjusted 

p-value) 

a 

sTr 0.45 460 

-0.19 

456 1 1 1.27 0.52 223 1 

89.848 2.06E-20 

cTr 0.44 497 489 1 1 1.94 1.06 207 1 

b 

sTr 0.51 385 

-0.04 

380 1 1 1.94 0.69 215 1 

21.188 3.33E-05 

cTr 0.48 405 404 1 1 2.23 1.04 215 1 

g 

sTr 0.47 651 

0.05 

636 1 1 2.14 2.18 287 1 

0.049 1 

cTr 0.54 591 585 1 0.15 2.20 2.16 260 1 

h 

sTr 0.46 1017 

-0.06 

1004 1 1 2.20 1.62 457 1 

12.141 0.003 

cTr 0.50 963 954 1 1 2.42 1.61 419 1 

 

Table S2.3, Summary statistics for the variant "acoustic discrimination" of the audio-visual 

association experiment across animal and stimuli (Figure S1). Significant values are indicated in 

bold font. D-prime value is provided as indication of the sensitivity of each animal on given task. 

Columns under "Kruskal-Wallis test on Reaction Times (Figure S1)" report information regarding 

the statistical difference of the reaction time to the sTr and the cTr stimuli, with p-values adjusted 

with a post-hoc Bonferroni correction for multiple comparisons. Columns “Binomial test on 

performance (Figure S1)” report information regarding the statistical deviations of performance 
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(across stimuli and task type) from a theoretically expected distribution of observations (one-

sided), with p-values adjusted with a post-hoc Bonferroni correction for multiple comparisons. 

 

With the aim of testing further attempts on how to train animals to perform 

artificial discrimination, we developed an alternative approach (AD_2, Fig. 

S2) which was designed as a continuation of the acoustic discrimination AUT 

described in the main text. The idea behind AD_2 was to introduce a 

previously unknown discrimination by contrasting a new stimulus with 

stimuli for which a stimulus-response association already exists and then 

successively reducing the percentage of trials with known contrast while 

increasing the percentage of trials for the unknown stimulus contrast. 

In other words: initially animals know to discriminate the simple train (sTr) 

from the vocalization (voc), by touching a geometric figure or a marmoset 

face, respectively. The final goal is to discriminate a simple train from a 

complex train (cTr) by choosing appropriate geometric patterns (triangles vs. 

keyhole; for a stimulus description and correct visual response see Fig. S2A). 

At the beginning of the AD_2, the 2 alternative stimuli available at every trial 

are the already acquired ones, namely the sTr or the voc. Throughout the steps 

of the procedure, the voc is replaced, in increasing proportion of trials, by the 

cTr. Therefore, while the sTr always had 50% chance of being a target, the 

voc probability decreased throughout the procedure, in favour of cTr, the 

probability of which increased in steps of 4 % per level. The resulting 12 

possible trial types can be seen in Fig. S2A. Moreover, to move between steps 

of the AD_2 we modified the performance evaluation algorithm such that 

increases in step occurred after 80 % of trials or more were correct within a 

window of 24 trials and step-downs already occurred if 45 % of trials or less 

were correct within a 24-trial window. The AD_2 starts from step 50 (final 

step of the acoustic discrimination AUT) and gradually increases the 

percentage of trial types 9, 10, 11 and 12 while decreasing the percentage of 

trial types with an already trained stimulus-response association (1, 2, 3 and 

4). In all steps the animal could correctly perform each trial by selecting a 

known stimulus-response (trial types 5, 6) or excluding a known response 

(trial types 7, 8). On each of the 12 steps of the AD_2 the proportion of new 

trial types (9, 10, 11, 12) increased by 2.1 % per step while trial types with 



 
 
 Flexible auditory training and psychoacoustics for marmosets    97 

 

 

known stimulus-response association (1, 2, 3, 4) decreased over 6 steps by 

4.2 % per step. To assist in learning the new stimulus-response association 

between the cTr and the keyhole pattern, trial types with a vocalization (voc; 

trial types 5, 6) or the cTr paired with a marmoset’s face as distractor (7, 8) 

were first introduced and increased in likelihood along the stair case until step 

56 (2.1 % per trial type and step) after which they were successively 

eliminated until step 62 (2.1 % per trial type and step). Animal a quickly 

progressed through the AD_2 reaching the final step (62) for the first time in 

session 3 (after 1940 trials from the start of the AD_2 procedure, Fig. S2B, 

C) and stabilized on step 62 from session 9 (after 4222 trials) when the animal 

quickly recovered from previous step-downs in sessions 5 to 8 (Fig. S2B, C). 

To assess whether animal a had acquired the final discrimination after 

stabilizing, we compared only trials where the sTr had to be discriminated 

from the cTr with their respective visual targets (trial types 9, 10, 11 and 12). 

Throughout 3552 total trials animal a chose the keyhole visual target after 

cTr significantly more often than after sTr presentation (Fisher’s Exact test, 

p = 1.6*10-71; cTr hit rate = 62 %, sTr hit rate = 68 %, see Fig. S2D). 
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Figure S2.2. Performance of animal a on version 2 of the Artificial Discrimination task. 

a) Graphical representation of the 12 trial types employed within the AUT, Blue bar under 

visual indicator shows correct response. b) Shows the percentage of every auditory target 

across consecutive sessions. Numbers at the bottom indicate the number, highest step 

reached in that session and the total number of trials for every session. Colors of the 

panels on the right corresponds to the three targets. c) Learning curve of animal a along 

the different steps of the task. d) Depicts the hit rates for the three individual targets (sTr, 

Voc and cTr ) across consecutive sessions. The grey dot on top marks, for every session, 

whether the highest step (step 62) in the AUT was reached. The star represents a 

significant difference between hit-rate and error-rate between trial types 9, 10 vs 11, 12 

or sTr and cTr (Fisher’s Exact Test, two sided), p-values listed by session order (3.11e-

13, 2.14e-07, 4.24e-14, 1.92e-07, 3.08e-07, 8.05e-02, 2.31e-09, 8.97e-09, 7.26e-10, 

3.22e-06, 1.08e03, 5.41e-09, 8.60e-11, 4.16e-10, 1.74e-12, 3.09e-10, 6.90e-08). 
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Figure S2.3.Visualization of Inter-Trial Intervals in the automates unsupervised 

training (AUT – version 10). a) bar plots indicating, for each animal, the likelihood of a 

new trial being initiated within 30 seconds from a correct (blue) or a wrong (orange) 

previous trial. Letters in the bar plots indicate the animals. b) histograms reporting the 

distribution of inter-trial-interval of each of the 6 animals. Average and standard 

deviation are given in Table S4. 
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For animals that underwent the final AUT (version 10) and performed the 

acoustic discrimination task described in the main text, we quantified the 

likelihood of initiating a trial after a correct or a wrong response (within 30 

seconds) and analysed the time (in seconds) between consecutive trials for 

correct and wrong trials separately (Figure S3). Note that after a wrong 

response a timeout of 2.5 to 5 seconds was used, such that new trials could 

not be initiated and touches were ignored before the timeout ended. For 

correct responses instead, the trial was available after a time interval of 0.8 to 

2.5 seconds. As a result, we observed differences in likelihood of initiating a 

new trial (Figure S3A) and in the distribution of inter-trial intervals (Figure 

S3B) after correct vs. wrong responses in animals who ultimately acquired 

the acoustic discrimination task (animals d, i, k, j).  

 

 

  

Animal Mean Correct Mean Wrong std Correct std Wrong 

c 4604.57 4626.39 3040.61 3010.72 

d 5700.33 6474.76 4384.6 4748.27 

f 5123.12 5210.68 3533.57 4020.49 

i 7041.53 7798.84 6594.45 7522.4 

j 7459.02 8142.14 6103.64 5879.97 

k 7702.85 7748.64 6614.6 6070.68 

total 6271.9 6666.91 5045.24 5208.75 

Table S2.4 – Average inter-trial-intervals (in milliseconds) and 

standard deviation across animals in the AUT (version 10), for 

correct and wrong trials. 

 



 
 
 

 

 



 
 
 

 

 

Figure S2.4. a) rendering of the MXBI without a side panel to show the three internal 

compartments. b) schematics of the connections and flow of information between 

individual components of the behavioral chamber (grey background) and of the 

electronics compartment (white background). c) basic trial structure from the animals’ 

perspective, across six exemplary steps of the automated protocol (AUT). d)schematic 

representation of the logic of the recursive algorithm responsible for monitoring the 

animal's trial-by-trial performance and changing the step accordingly. e) example trial 

timeline (including the animal's response) for a successful trial at the last step of the AUT 

protocol, the audio-visual association. 
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Chapter 3 

Automated audiograms, 

vocal perception assessment, 

and cochlear implant 

feasibility testing for 

common marmosets 

(Callithrix jacchus)  

Cabrera-Moreno J. Grunenberg J, Jeschke M. 

in preparation 

Chapter 3 describes a series of four experiments that expand the flexibility of 

use of our developed platform, the MXBI. Experiment 1 details an automated 

unsupervised training protocol that successfully instructed common 

marmosets into a pure tone detection task. Experiment 2 describes the 

acquisition of audiogram measurements for five marmosets. Experiment 3 

details the implementation of cochlear implant stimulation in freely moving 

marmosets and their performance in a detection task. Experiment 4 describes 

a vocal discrimination task where marmosets flexibly identified and grouped 

a set of 945 acoustic stimuli into two groups.
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Abstract 

Automation in psychoacoustics for common marmosets (Callithrix jacchus) 

represents a step towards optimizing a labor-intensive process. Chapter 2 

described a novel paradigm that successfully trained common marmosets in 

an unsupervised manner to discriminate vocalizations of conspecific from 

artificial stimuli directly in their home cage without the need for food or water 

control nor social separation. However, the ability of our system to instruct 

tasks that did not rely on naturalistic sounds, such as vocalizations, was not 

yet demonstrated. Chapter 3 reports a series of experiments that demonstrate 

the flexibility of use of our system by instructing marmosets to solve several 

auditory tasks relying on pure tones, synthesized vocalizations, and electric 

stimulation through cochlear implants.  

Experiment 1 describes a novel automated unsupervised training protocol 

used to train 11 common marmosets in a pure tone detection task based on a 

Go-NoGo paradigm. Subsequently, Experiment 2 details the characterization 

of hearing thresholds based on pure tones for 5 marmosets, showing 

similarities to known published audiogram profiles for this species. 

Experiment 3 demonstrates the feasibility of wireless control of cochlear 

implants and its use for assessing electrical stimulation thresholds of an 

example marmoset individual. Finally, Experiment 4 explores the perceptual 

boundaries of a marmoset vocalization by experimentally assessing the 

ability of 3 common marmosets to generalize and categorize a set of 945 

synthetic stimuli. 

Taken together, these results ultimately demonstrate that our novel automated 

training and testing approach can achieve sophisticated psychophysics 

measurements, assess the efficacy of cochlear implants wirelessly, and 

answer critical questions on auditory cognition. 
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3.1 Introduction 

The common marmoset (Callithrix jacchus), due to its rich vocal repertoire 

and communicative use of vocalizations, has emerged as a promising model 

for auditory neuroscience (Kishi et al., 2014; Mansfield, 2003; Miller et al., 

2016). Its auditory capabilities have been extensively described using more 

traditional methods (Bendor and Wang, 2005; Osmanski et al., 2016; 

Osmanski and Wang, 2011; Risueno-Segovia and Hage, 2020; Song et al., 

2016; Takahashi et al., 2013) and have been suggested to be a fundamental 

model for hearing loss and cochlear implant research (Hosoya et al., 2021, 

2016; Johnson et al., 2016, 2012; Keppeler et al., 2021). Furthermore, with 

the possibility of transgenic lines (Belmonte et al., 2015; Kaiser and Feng, 

2015), it will soon be necessary to phenotype a large number of animals. 

Despite the high value of marmosets as models for understanding the 

mechanisms of hearing and other cognitive capabilities, few studies have 

developed techniques to improve data collection in a more efficient and 

reliable manner.  

The automation of animal training and testing offers the possibility to reduce 

human labor, improve data replicability, and scale up data collection (King 

et al., 2009). Furthermore, when combined with a cage-based approach, these 

protocols can not only create a motivational advantage that might have a 

positive impact during learning (Andrews and Rosenblum, 1994; Gazes et 

al., 2013; Washburn et al., 1989) but also expand the range of behaviors that 

can be investigated (e.g., social behavior, non-restrained motor behavior) and 

minimize animals stress, improving animal wellbeing (Bonini, 2019; Clark, 

2017; Fagot et al., 2014; Fagot and Paleressompoulle, 2009; Mason et al., 

2019). 

Previously, in Chapter 2, we demonstrated that common marmosets could be 

trained to perform psychoacoustics experiments on a cage-based using an 

automated unsupervised training procedure (Calapai et al., 2022). 

Nonetheless, several other aspects of sound perception remained to be 

addressed.  

In order for our system to be used as an alternative to traditional training and 

assessing methods, I argue that it must fulfill 3 requirements. 1) show similar 
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engagement as in traditional methods, 2) demonstrate the flexibility of use 

across various tasks, and 3) collect data that resembles those using traditional 

training methods. 

To this end I report the results of a series of 4 experiments that demonstrates 

that our approach can 1) automatically train common marmosets to perform 

a pure tone detection task. 2) assess hearing thresholds of pure tones in 

several marmosets and obtain comparable measurements to existing reports 

in the available literature (Osmanski and Wang, 2011). 3) wirelessly control 

cochlear implants in freely moving marmosets and collect electrical 

stimulation thresholds. 4) investigate the effects of spectro-temporal feature 

variations on acoustic perception and classification of 945 stimuli. 

Establishing the validity of the automated protocols for conducting state-of-

the-art psychoacoustic experiments. 

3.2 Results 

In this study 17 adult common marmosets of either sex and housed in pairs 

participated across a series of 4 experiments. Animals were generally trained 

in pairs on auditory tasks with a single MXBI attached to their home cage 

and without any restriction to fluid or food. Apart from the initial training 

phase that requires manual training (see below), all sessions ran 

autonomously, relying on an RFID module to identify the animals. 

General engagement 

To have an overview of the general engagement of the animals towards our 

device across experiments, I first assessed the number of trials and their 

distribution within and across sessions for each animal. Animals il, bc, dg, 

bs, and dm did not overcome the initial training (see Methods) phase. As 

such, these animals are not considered in further analysis.  

Across all animals, substantial variability was found in the number of trials, 

with a median of 219 trials (Q1=67 Q2=351 ) per session (when randomly 

taking 50 sessions per animal) (Figure 3.1a). Except for pair wl-dc (where dc 

died for natural reasons during data collection), all marmoset pairs shared an 

equal number of sessions, determined by the number of days the device was 
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offered to the animals. Animals iv had a partner that did not participate in the 

following experiments but did have access to the device (see Methods). 

Within a total of 1659 sessions across animals (except oh and pr), a mean of 

32 sessions without trials was found (Figure 3.1b). A detailed number of 

sessions and trials per individual animal can be found in Table 3.1. The 

median distribution of session duration was 3.48 h (Figure 3.1c). 

Additionally, consistent with the data shown in Chapter 2, marmosets 

remained engaged across sessions regardless of the testing protocol and 

showed a slight preference to perform more trials within the first third of the 

session (Figure 3.1d, 4.1e). 
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Figure 3.1.General engagement across Experiments 1, 2, 3, and 4. a) Letter-value plots 

the number of trials across sessions per   animal. The   right panel shows the distribution 

of 50 sessions randomly picked per animal. The central box represents the distribution’s 

first, second, and   third quartile (Q1=67, Q2=215, Q3=351 trials). In Table 3.1, the exact 

number of trials per animal can be found . b) Number of  sessions across animals. Red 

bars represent the number of sessions with 0 trials. The right panel shows the mean across 

animals. c) Distribution of session duration (Median = 3.44 h). d) Distribution of trials 

timestamp as a function of session proportion. e) Raster plot for each MXBI showing the 

trials' timestamp as a function of session proportion. Grey fort he first animal and orange 

for the second, if available. 
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Name Cage 
mate 

Sex Age 
[months] 

Weight 
[g] 

Number 
of trials 

Number 
of 
sessions 

Number 
of 

sessions 
with 0 
trials 

Naive  Initial 
training 

Experiment 
order 

Cochlear 
implanted 

el dl m 51 401 31592 150 21 
  

1, 4 
 

dl el f 66 485 25433 150 19 
  

1, 4 
 

wl dc, 
vn* 

m 70 410 55618 225 35 
  

1, 2, 3 ✓ 

dc wl f 51 503 30112 130 36 
  

1, 2 
 

in cl m 57 419 95355 209 33 
  

1, 2, 3 ✓ 

cl in f 48 425 65157 209 31 
  

1, 2 ✓ 

iv dr f 54 371 24972 76 2 
  

4 
 

dn bs m 5 347 7360 132 65 ✓ ✓ 1 
 

bs dn m 71 380 n.a. n.a. n.a. ✓  1 ✓ 

pr pt f 16 402 1186 75 36 ✓ ✓ 1 
 

pt pr m 16 382 3617 75 15 ✓ ✓ 1 
 

dm dg m 21 450 n.a. n.a. n.a. ✓  1 
 

dg dm m 15 362 n.a. n.a. n.a. ✓  1 
 

bl oh f 40 406 31137 114 27 ✓ ✓ 1, 2 
 

oh bl m 72 384 3340 114 64 ✓ ✓ 1 
 

bc il m 109 376 n.a. n.a. n.a. ✓  1 
 

il bc f 31 405 n.a. n.a. n.a. ✓  1 
 

 

Table 3.1 General animal data. Each row depicts individual animal data across the fields 

of each column. The start in animal vn indicates the pair of animal vn with animal wl after 

the dead of animal dc. The age and weight correspond to the beginning of the experiments. 

n.a. stands for not available data. Ticks in the Naive column indicate the animals that did 

not have experience with touchscreen tasks previous to the experiments. Ticks in the column 

Intial training indicate that the animal overcame the initial training, and the crosses indicate 

the opposite. Ticks in the column Cochlear implanted indicate those animals that received a 

cochlear implant unilaterally. 
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Experiment 1 – Sound detection 

Experiment 1 aimed to train common marmosets in a pure tone detection task 

relying on the MXBI. Here, 10 out of the 16 total animals tested did not have 

experience with touchscreens and underwent a non-automated training 

procedure (see Methods - Initial training) to introduce them to the basics of 

touchscreen interaction. However, out of these 10 animals, 5 (bs, dm, dg, bc, 

and il) did not overcome the initial training and, consequently, did not 

participate in any of the following experiments. The low interest and 

motivation these animals showed towards the MXBI might explain the lack 

of success in learning the interaction rules with the device. The remaining 5 

animals (dn, pr, pt, bl, and oh), together with the 6 with previous touchscreen 

experience (el, dl, wl, dc, in, and cl) – for a total of 11 animals, underwent an 

automated unsupervised training (AUT) protocol comprised of 38 steps, 

grouped into three milestones (see Methods – Experiment 1) that instructed 

a pure tone detection task (Figure 3.2a).  

Animals navigated the AUT procedure with low variability in the hit rate 

(Figure 3.2b), suggesting smooth learning progress. Figure 3.2c shows the 

learning curves for the 11 animals as a function of the percentage of their 

trials across the 38 steps of the AUT. Except for animals pr and dn that did 

not overcome milestones sound to touch and sound lengthening, respectively, 

9 animals successfully reached the last step (step 38) with a hit rate above 

75%. Animals el and dl were housed together, and during the first sessions, a 

problem with the RFID module hindered their identification. Overall, a 

median of  400, 475, and 900 trials, and 3, 5, and 13 sessions were needed to 

overcome the three milestones (Figure 3.2d). Finally, the likelihood of trial 

initiation after a given outcome ('correct' or 'wrong') across steps remained 

stable, with a clear difference between the likelihood of initiating a trial 

within the following 30 s after a 'correct' versus a 'wrong' response (mean 

likelihood after a 'correct' trial = 0.87, after a 'wrong' trial = 0.17) (Figure 

3.2e), suggesting that trials' outcome modulate animals' engagement. 
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Figure 3.2. Automated unsupervised training protocol for sound detection. a) Schematic 

representation of the three milestones of the automated unsupervised training procedure 

(AUT). b) Upper panel, bar plot showing the number of trials across steps of the AUT. 

The lower panel shows the average hit rate as a function of steps for all 11 animals. The 

grey line represents the mean across all animals, and the grey area represents 95% 

confidence interval of the mean. c) Individual animal progress through the AUT. The 

thickness of the lines represents the total amount of trials per animal. The background 

colors indicate the three milestones. d) Distribution of the number of trials and sessions 

per animal across the three  milestones. e) Likelihood of trial initiation as a function of 

step. The colored b ackground corresponds with the three   milestones of the staircase . 

The lines represent the   mean across animals, and the colored area around the lines 

represents 95% confidence interval of the mean. f) Picture of animal dc performing a trial 

taken from the surveillance camera in the MXBI. 
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Experiment 2 – Hearing thresholds 

Experiment 2 aimed to measure the audibility curves of 5 marmosets (in, cl, 

dc, wl, and bl), relying on the pure tone detection task described in 

Experiment 1. Shortly, the pure tone detection task was based on a Go-NoGo 

paradigm comprising two trial types: single and double touch trials. In single-

touch trials, a pure tone train was triggered after touching a target on the 

screen. Double-touch trials required the animals to touch the target on the 

screen twice to trigger the sound. The animals' task was to detect the presence 

of a pure tone after the first touch and then decide whether a second touch 

was required. During the sound presentation (2.5-5.5 s), animals had to 

withhold additional touches to receive the reward (0.1 ml) delivered upon 

sound ending. Additional touches during sound presentation aborted the trial, 

leading to a timeout of 5-8 s, after which a new trial started (Figure 3.1a) (see 

Methods - Experiment 2). 

Animals were required to hold a hit rate above 0.75 and a false alarm rate 

below 0.20 for at least three consecutive sessions before testing sessions took 

place. Figure 3.3b shows the response distribution of the 5 animals as a 

function of time in both trials. 

For the testing sessions, pure tone stimuli of 7 frequencies were used (0.2 

kHz, 1 kHz, 2 kHz, 5 kHz, 7 kHz, 10 kHz, and 20 kHz). Marmosets were 

randomly presented with target trials (with intensities of 10 dB SPL, 20 dB 

SPL, 30 dB SPL, 40 dB SPL, 50dB SPL, and 60 dB SPL) and anchor trials 

(with intensities of 70 dB SPL and 80 dB SPL). Target trials were held only 

in single-touch trials and represented 20% of the total. 

Across all testing sessions, animals showed a stable engagement and 

performance with a median of 151 trials per session (Q1=80, Q3=286, trials), 

0.88 hit rate (Q1=0.82, Q3=0.92), and 0.06 error rate (Q1=0.04, Q3=0.12) 

calculated from 50 randomly selected sessions per animal. Out of a total of 

597 sessions, 8, 11, 1, 12, and 2 sessions with 0 trials were found for animals 

in, cl, dc, wl, and bl, respectively (Figure 3.3c). Figure 3.3d shows the hit 

rates of pure tones as a function of stimulus amplitude across all 5 frequencies 

for all animals. Here, as tone intensity decreased, the hit rate also decreased. 

A minimum of 35 trials per intensity on each frequency were required to 
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estimate the hearing thresholds across animals (Table 3.2). Figure 3.3e shows 

concomitant changes in the response latency as a function of stimulus 

amplitude. The latency to touch the screen tended to be longer with pure tones 

of lower amplitude, which might reflect the difficulty in hearing those stimuli 

against the background. However, no statistically significant difference was 

found between the average response latency of the highest (80 dB SPL Mean 

= 1.3 s) and the lowest (10dB SPL Mean = 1.5 s) amplitude. Figure 3.3f 

shows the average discriminability indices (d') for all sessions of each 

frequency. Overall, marmosets showed a lower d' for the frequencies with 

low sensitivity and higher d' for those frequencies with high sensitivity 

(median values = 2.5 for 0.2 kHz, 2.6 for 1 kHz, 3.1 for 2 kHz, 3.1 for 5 kHz, 

3.0 for 7 kHz, 2.8 for 10 kHz, and 2.7 for 20 kHz).  

Across all animals, individual audiograms showed the highest sensitivity for 

1 kHz, 2 kHz, 5 kHz, and 7 kHz, and the lowest for 0.2 kHz, 10 kHz, and 20 

kHz (upper panel Figure 3.3g). Except for animal in that showed a sensitivity 

increase of 6 dB from 0.2 kHz to 1 kHz, animals bl, cl, wl, and bl showed a 

sensitivity increase of ~20 dB. All animals showed a sensitivity drop of ~20 

dB from 7 kHz to 10 kHz and 20 kHz. For animals in and dc, 2 kHz showed 

the highest sensitivity, while for animals cl, wl, and bl, 7 kHz showed the 

highest sensitivity. It is essential to highlight that animals in and cl were 

single-sided cochlear implanted and deafened (left ear) by the time the 

hearing thresholds were collected. For animal wl just sessions for 5 kHz were 

collected after implantation, which might explain the low sensitivity at that 

frequency. The averaged audiogram from the 5 marmosets shows the typical 

W-shape sensitivity curve for New-world monkeys with two sensitive peaks 

at 2 kHz with 22 dB SPL and 7 kHz with 20.5 dB SPL, with a decrease in 

between, at 5 kHz with 27.8 dB SPL (lower panel Figure 3.3g). The average 

audiogram from the current study shows a general drop of 11 dB in sensitivity 

across all tested frequencies compared to previously measured marmoset 

audibility curves (Osmanski and Wang, 2011) (sensitivity decreased – 0.2 

kHz = 5.19 dB SPL, 1 kHz = 12.04 dB SPL, 2 kHz = 3.87 dB SPL, 5 kHz = 

13.2 dB SPL, 7 kHz = 13.7 dB SPL, 10 kHz = 18.29 dB SPL, 20 kHz = 15 

dB SPL). 
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Figure 3.3. Performance during hearing thresholds. a) Schematic representation of the  

Go-NoGo task used to collect the hearing thresholds. Two types of trials required the 

animals to touch either once or twice on the screen depending on the presence or absence 

of sound. The lightning symbol indicates the possibility of performing the same task using 

electric stimulation through a cochlear implant (see Methods- Experiment 3). b) Response 

distribution across all animals for the two types of trials. The Grey area indicates the 

variability in thresholds for each animal (see Methods – Experiment 2). c) Letter-value 

plots the number of trials (upper panel), hit rates (mid -upper panel), and false alarm 

rates (mid  -lower) across the total number of sessions (lower panel) per animal. The right 

grey panels show the distribution of 50 sessions randomly picked per animal. The central 

box represents the distribution's first, second, and third quartiles. Trials per session False 

alarm rate d) Psychometric  functions  for all   frequencies tested across animals, 

calculated as the proportion of correct responses as a function of stimulus intensity. e) 

Average response latencies across frequencies. The grey area represents   the 95% 

confidence interval.  f) Average discriminability indices across all frequencies per animal. 

e) Individual and average audiograms. The grey area represents the 95% confidence 

interval. The dotted line shows the average data of 4 marmosets obtained from Osmanski 

and Wang 2011. 
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Animal .2 kHz 1 kHz 2 kHz 5 kHz 7 kHz 10 kHz 20 kHz 

in 38.81 37.01 13.59 27.63 26.45 21.78 43.63 

cl 56.72 29.03 30.58 29.21 19.73 56.1 39.97 

dc 51.94 27.45 18.61 20.91 22.96 35.64 39.19 

wl 37.25 22.41 29.13 51.37 22.24 26.13 36.65 

bl 54.54 34.91 18.28 25.29 10.96 37.91 42.38 

Table 3.2 Hearing thresholds. Shows the exact hearing thresholds for each animal across 

the tested frequencies. 

Experiment 3. – Cochlear implant assessment 

Experiment 3 aimed to expand the use of the MXBI by testing the feasibility 

of controlling cochlear implants wirelessly to develop automated protocols to 

assess cochlear implant performance. 

Cochlear implants are neuroprostheses that provide users with sound 

perception by transforming acoustic energy into electrical patterns (relying 

on a sound processor) that are then delivered through an array of electrodes 

implanted in the cochlea (Fan-Gang Zeng et al., 2008). Cochlear implants 

restore hearing by directly stimulating the auditory nerve (Fan-Gang Zeng et 

al., 2008). 

The wireless control of cochlear implants on freely moving marmosets was 

achieved by relying on the communication protocol described by Jablonski, 

Harczos, et al. (Jablonski et al., 2020). A custom-coded firmware ESB-USB 

bridge in the Raspberry Pi enabled wireless communication to the sound 

processor. Communication stability tests took place in the animal's home 

cage, with animals carrying the sound processor powered by a fully charged 

Lithium-ion battery. The communication stability was assessed by requesting 

the model information from the sound processor every 30 minutes across a 

session. Successful communication meant receiving the data requested. Four 

to five hours of stable communication was achieved with our settings, with 

rare connection losses. However, the connection was usually lost when 

marmosets were allowed to move farther than the area of a single cage. 

Animal wl, housed in a cage double the size as usual (see - Methods). 

Therefore for Experiment 3, animal wl was restricted to a single cage. 
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Once the wireless communication stability was established, the flexibility of 

marmosets relying on electric stimulation to solve auditory tasks was tested. 

Unilaterally cochlear implanted marmosets in and wl (see Methods – 

Experiment 3) underwent a switch of stimulation type, from acoustic to 

electric, using the same detection task as in Experiment 2. Figure 3.4b shows 

the hit rate across the sessions where the stimulation type was switched. The 

hit rate of animal in declined promptly upon changing the stimulation type 

but rapidly rebounded, maintaining a steady level above 0.75 for the 

remainder of the sessions. In contrast, animal wl exhibited no disruption in 

hit rate when the stimulation switched, indicating that the electrical 

stimulation through cochlear implants might elicit auditory percept that 

marmosets swiftly adapt for auditory tasks.  

The assessment of the electric stimulation thresholds for all electrodes of the 

cochlear implant took place once both animals remained with a hit rate above 

0.75 and a false alarm below 0.20 for 3 consecutive sessions. During testing 

sessions, a single electrode was tested at a time with various stimulation 

intensities (between 10 μA and 150 μA). Target trials with randomized 

variable stimulation intensities were presented only in the single-touch trials 

and represented 20% of the total trials. 

A malfunction of the cochlear implant during data collection led to an 

incomplete data set for electrodes 4 and 5 for animal in. Data for animal wl 

is shown. However, no analysis was performed due to reduce sample size. 

Data is still under collection. 

Across 34 testing sessions for animals wl (in = 4 sessions) , the engagement 

(median = 210 trials, Q1=106, Q3=395), hit rate (median = 0.93, Q1=0.89, 

Q3=0.96), and false alarm rate (median = 0.08, Q1=0.05, Q3=0.09), share 

strong similarities with Experiment 2 where animals used acoustic 

stimulation to solve the task (Figure 3.4c). This might suggest the absence of 

physical discomfort while using the cochlear implant to solve the task. No 

statistical test was performed due to the low number of sessions. 

Electrical stimulation thresholds were calculated as for the number of correct 

trials across stimulation intensities (upper panel Figure 3.4d). Animal in 

showed a threshold of 41.03μA (95% confidence intervals between 30 μA 
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and 56 μA) in electrode 4 with a median d' = 2.29, and for electrode 5, a 

threshold of 65.75 μA (95% confidence intervals between 53 μA and 74.3 

μA) with a median d' = 2.56. Response latencies for animal in showed a 

steady delay across the tested intensities with a mean difference across the 

two electrodes of 0.1 s between the lowest and highest intensity (lower panel 

Figure 3.4d). 

The electrical impedances of every electrode were measured at the beginning 

of every session to monitor their connectivity status (Figure 3.4e,f). High 

impedance values usually indicate a broken electrode wire or electrode, 

leading to an open circuit. As such, electrodes with high impedance values 

were excluded from the testing. For example, electrode 4 of animal in showed 

a drastic increase in impedance values in session 22, going from 3.53 kΩ to 

40.37 kΩ, requiring switching the testing electrode to electrode 5. However, 

16 sessions after, the impedances of all electrodes increased drastically, 

above 30 kΩ. This prevented the complete collection of data for animal in. 

Impedances for animal wl, remained stable for all electrodes across all tested 

sessions (Figure 3.3f).  

Finally, data from the current study in comparison to those previously 

collected in our laboratory for animal in using a chair-based training 

procedure in a sound-attenuated chamber showed a slight decrease in 

sensitivity of 9.82 kΩ and 16.52 kΩ for electrodes 4 and 5, respectively. 

However, the low amount of data reported in Experiment 3 makes this 

comparison merely informative. 
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Figure 3.4. Performance during electric  hearing thresholds. a) Picture of animal wl 

solving the Go-NoGo task using e lectric stimulation. b) Hit rate of animals in and wl 

during stimulation switch sessions. c) Letter-value plots in the upper panel the distribution 

of the number of trials (median = 210, Q1=106, Q3=395), hit rate (median = 0.93, 

Q1=0.89, Q3=0.96), and false alarm rate (median = 0.08, Q1=0.05, Q3=0.09) across the 

total number of sessions (barplot lower panel. d) Upper panels show the psychometric 

function for electrodes 4 and 5 from animal in (electrode 4 = 41.03 μA, 95% confidence 

intervals = 30 μA  - 56 μA, average d' = 2.29, electrode 5 = 65.75 μA, 95% confidence 

intervals = 53 μA - 74.3 μA, average d' = 2.56). Lower panels show the average response 

latencies  for each electrode. The grey area represents the 95% confidence interval of the 

mean  . e) Heatmap   shows the impedance values for each electrode across sessions for 

animal in. The vertically dotted orange line represents the start of the testing sessions for  

the collection of  electric thresholds. f) Heatmap shows the impedance values for each 

electrode across sessions for animal wl. 
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Experiment 4 – Vocal perception 

The common marmoset is an arboreal primate suggested to rely heavily on 

auditory signals to coordinate complex social behaviors such as group 

maintenance or territorial defense (Epple, 1968; Hook-costigan and Rogers, 

1998; Rosenblum, 1975; Stevenson and Poole, 1976). In the wild and in 

captivity, marmosets display a variety of spectro-temporally distinct call 

types which themselves vary between and within individuals. However, how 

marmosets perceive these signals and how the individual or intertwined 

combinations of physical features influence their perception is a process that 

remains to be addressed. Experiment 4 explores the vocal perception 

capabilities of 3 marmosets dl, el, and iv, by evaluating the behavioral 

responses to changes in particular acoustic features of synthetic vocalizations 

(twitters) using a modified version of the 2-alternative choice (2AC) task 

described in Chapter 2 (see Methods – Experiment 4). Twitter vocalizations 

are close contact vocalizations uttered  typically when visual contact with 

conspecifics is present and not in the undirect context (Takahashi et al. 2015), 

which have been previously quantitatively characterized (Agamaite et al. 

2015). Twitter calls are intricate stimuli composed of repeated phrases 

featuring spectrally modulated sweeps. These sweeps exhibit variations in 

center frequency (the frequency corresponding to the maximum in the 

spectrum), frequency bandwidth across a call, the number of phrases 

(representing discernible voicing segments in a call), inter-phrase interval 

(the average time between consecutive peaks in the envelope), and 

amplitude-modulated contour (the waveform of the signal), among other 

factors which combined give rise to an intriguing aspect in vocal 

communication which is the stochastic variability observed in vocalizations 

(Agamaite et al. 2015). 

To test the importance of call parameters, we generated several hundred 

synthetic stimuli with specific variations in the spectral and temporal domain. 

Employing our previously described home-cage automated training and 

testing system (Calapai et al., 2022), we trained three marmosets to perform 

an audio-visual discrimination task using a two-alternative choice paradigm. 

Animals had to classify the synthetic sounds either as a twitter vocalization 

or as a non-vocalization stimulus.  
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As demonstrated in Chapter 2 (Results - Generalization to novel stimuli), 

marmosets dl, el, and iv could discriminate a twitter vocalization from a pure 

tone train. Marmosets were first trained to generalize 27 synthetic twitter (see 

Methods – Experiment 4) and discriminate them from a pure tone (2 s of 2 

kHz, with an inter-tone interval of 1 s). Once animals showed a stable 

discriminability performance (hit rate above 75%) during three consecutive 

sessions, a series of sequential testing phases took place. Each testing phase 

held a unique set of target stimuli (referred to now on as complex trains) with 

particular acoustic physical feature variations (e.g., center frequency, number 

of harmonics, bandwidth, number of phrases, and inter-phrase interval). 

Target trials (trials with complex trains with unknown discriminability) 

represented 10% of the total trials. Anchor trials (27 virtual twitters and 27 

complex trains) represented 90% of the total (see Table 3.2 and Table S3.1). 

Across the 110, 110, and 73 sessions for animals dl, el, and iv, respectively, 

showed a stable engagement with a median of 239 (Q1=177, Q3=321) trials 

per session (based on 50 randomly sampled sessions per animal) (dl = 195 

Median Q1=150, Q3=278, el = 242 Median Q1=189, Q3=314, iv = 324 

Median Q1=225, Q3=442) (left panel - Figure 3.5b). Similarly, a high and 

stable hit rate was observed across sessions with a mean of 0.84 (Q1=0.79, 

Q3=0.86 - based on 50 randomly sampled sessions per animal - dl Median = 

0.87, Q1=0.86, Q3=0.89, el Median = 0.80, Q1=0.75, Q3=0.83, iv Median = 

0.82, Q1=0.78, Q3=0.84). In 50 randomly sampled sessions, the hit rate per 

stimulus group (virtual twitter and complex train) remained above 0.75 across 

all animals (dl complex train = 0.87, synthetic twitter = 0.86; el complex 

trains = 0.81, synthetic twitters = 0.76; iv complex trains = 0.79, synthetic 

twitters = 0.83, – right panel Figure 3.5). In addition, the median response 

latencies showed a significant statistical difference between both stimulus 

groups for all animals (dl complex trains = 1.27 s Q1=1, Q3=1.7, synthetic 

twitter = 1.5 s Q1=1.1, Q3=2 – Kruskal-Wallis test statistic = 42.02, p = 

8.99e-11; el complex trains = 1.7 s Q1=1.3, Q3=2.5, synthetic twitters = 2 s 

Q1=1.5, Q3=2.9 - Kruskal-Wallis test statistic = 25.96, p = 3.47e-7; iv 

complex trains = 1.8 s Q1= 1.3, Q3=2.5, synthetic twitters = 1.8 s Q1=1.2, 

Q3=2.8 - Kruskal-Wallis test statistic = 4.04, p = 0.044 – right panel Figure 

3.5b).  
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Phase 1 aimed at assessing the discriminability of complex trains (Subset 1 

with 108 stimuli) when similarities in the number of phrases, inter-phase 

interval, and first-phrase center frequency are shared with the synthetic 

twitters (see Methods – Experiment 4). Here, a significant drop in the hit rate 

was found when the center frequency of complex trains went above 4 kHz 

(median hit rate below 5 kHz = 0.84; median hit rate above 4kHz = 0.5; 

Kruskal-Wallis test statistic=53.84, p=2.1672e-13), reaching a plateau 

around 7kHz with higher frequencies producing hit rates around 0.5 (Figure 

3.5c). Interestingly, the variations in the number of phrases and inter-phrase 

intervals did not show a significant impact on the performance of the animals 

(median hit rate NPH 8 = 0.72, NPH 9 = 0.68, NPH 10 = 0.79; Kruskal-Wallis 

test statistic = [0.005, 0.016, 0.531], p = [0.938, 0.897, 0.817], NPH 8-9, 9-

10, 8-10 respectively; median hit rate IPI 117 = 0.72, IPI 128 = 0.74, IPI 139 

= 0.71, Kruskal-Wallis test statistic = [0.237, 0.111, 0.552], p = [0.626, 0.738, 

0.457], IPI 117-128, 117-139, 128-139 respectively). Fitting a psychometric 

curve to estimate the center frequency threshold at which marmosets stop 

grouping the target stimuli as complex trains, a threshold at 5.31 kHz was 

found (95% confidence intervals = 4.45 and 5.85) (Figure 3.5d). 

In Phase 2, two independent subsets of complex trains (Subset 3 and 4) were 

tested independently but merged in the analysis since both shared similar 

modifications (amplitude-modulated variations) and had similar outcomes. 

Subset 2 held stimuli with amplitude-modulated contour but with the relative-

phrase amplitude flat to its maximum (108 stimuli), while Subset 3 was 

composed of stimuli with amplitude-modulated contour plus relative-phrase 

amplitude modulation (108 stimuli). Here,a similar hit rate pattern as in Phase 

1 was found across all the variations, suggesting that the implementation of 

amplitude modulation features to the complex trains did not affect the 

discriminability from synthetic twitters (Figure 3.5e) (median hit rate below 

5 kHz = 0.83; median hit rate above 4kHz = 0.57; Kruskal-Wallis test 

statistic=40.68, p=1.1787e-10, median hit rate NPH 8 = 0.80, NPH 9 = 0.79, 

NPH 10 = 0.81; Kruskal-Wallis test statistic = [0.0008, 0.120, 0.163], p = 

[0.976, 0.729, 0.686], NPH 8-9, 9-10, 8-10 respectively; median hit rate IPI 

117 = 0.81, IPI 128 = 0.76, IPI 139 = 0.80, Kruskal-Wallis test statistic = 

[0.300, 0.083, 0.653], p = [0.583, 0.772, 0.418], IPI 117-128, 117-139, 128-

139 respectively).   
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For Phase 3, Subset 4 with 297 complex trains were used to test the influence 

of different bandwidths (from 0 to 6942 kHz). Based on the observed results 

from previous testing phases suggesting that the center frequency was the 

main contributor to disrupting the discrimination performance, only complex 

trains with center frequencies at 8.3, 9.5, and 10.3 kHz were used. Heatmaps 

in Figure 3.5f illustrate the variability hit rates across stimuli. Surprisingly, 

variations in bandwidth do not seem to contribute to the further disruption of 

the performance. Instead, the hit rate across bandwidth variations remained 

stable at chance level (median hit rate BW 2 kHz = 0.4, 3 kHz = 0.34, 4 kHz 

= 0.57, 5 kHz = 0.40, 6.94 kHz = 0.37; Kruskal-Wallis test statistic = [0.87, 

0.83, 2.33, 1.19], p = [0.76, 0.083, 0.126, 0.257], BW 2-3, 3-4, 4-5, 5-6.94, 

respectively ) which might suggest that frequency content regarding the 

bandwidth does not influence the discriminability between complex trains 

and synthetic twitters. Additionally, as in previous phases, the hit rate for 

target complex trains with lower center frequency remains above 0.75 

(median hit rate below 5 kHz = 0.88; median hit rate above 4kHz = 0.5; 

Kruskal-Wallis test statistic=39.76, p=2.859e-10), and no variations in the hit 

rate were observed across variations in IPI and NHP (median hit rate NPH 8 

= 0.84, NPH 9 = 0.85, NPH 10 = 0.85; Kruskal-Wallis test statistic = [0.2307, 

0.1025, 0.0256], p = [0.6309, 0.7487, 0.8727], NPH 8-9, 9-10, 8-10 

respectively; median hit rate IPI 117 = 0.81, IPI 128 = 0.76, IPI 139 = 0.80, 

Kruskal-Wallis test statistic = [0.300, 0.083, 0.653], p = [0.583, 0.772, 0.418], 

IPI 117-128, 117-139, 128-139 respectively). Hit rates for anchor virtual 

twitters can be found in supplementary Figure S3.1. 

Finally, preliminary data (Phase 4) suggests that hit rates might decrease 

when the first harmonic is added to the complex trains. Figure 3.5g shows the 

hit rate across the different stimuli of Subset 5, showing a median of 0.83 

across all the tested frequency bandwidths (6.942 kHz, 5 kHz, and 4 kHz). 

No statistical test was performed due to the low number of trials. 
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Figure 3.5. Vocal perception. a) Graphical rep resentation of the 5 subsets of target 

complex trains. The right panels show the visual stimuli paired to a single anchor virtual 

twitter and complex train. b) Left panel - letter-value plots the number of trials and hit 

rates across the total number of sessions per animal. The right grey panels show the 

distribution of 50 sessions randomly picked per animal. The central box represents the 

distribution's first, second, and third quartiles. Trials per session Q1=177, Q2=237, 

Q3=321. Hit rate Q1=0.79, Q2=0.88, Q3=0.86. The right panels show the hit rate and 

response latencies   as a function of the stimulus group within 50 randomly chosen 

sessions. The central box represents the distribution's first, second, and third quartiles for 

the letter -value plots. Stars in the letter plots indicate statistical significance (dl complex 

trains = 1.2  7 s Q1=1, Q3=1.7, synthetic twitter = 1.5 s Q1=1.1, Q3=2 - Kruskal-Wallis 

test statistic = 42.02, p = 8.99e  -11; el complex trains = 1.7 s Q1=1.3, Q3=2.5, synthetic 

twitters = 2 s Q1=1.5, Q3=2.9 - Kruskal-Wallis test statistic = 25.96, p = 3.47e -7; iv 

complex trains = 1.8 s Q1= 1.3, Q3=2.5, synthetic twitters = 1.8 s Q1=1.2, Q3=2.8 - 

Kruskal-Wallis test statistic = 4.04, p = 0.044). c) Heatmaps showing the hit rate across 

stimuli variations in Phase 1. From left to right: center frequency as a function of the 

number of phrases, the inter-phrase interval, and the number of phrases as a function of 

the inter-phrase interval. d) Psychometric estimation of discrimination threshold (black 

line vertical) based on the proportion of times the animals selected the correct response 

across variations in center frequency. 95% confidence intervals are indicated with a 

horizontal line. (Threshold = 5.31 kHz, confidence intervals = 4.45 and 5.85).  Synthetic 

twitters hit rates (orange dots) do not form part of the threshold estimation. e) Heatmaps 

showing the hit rate across stimuli variations in Phase 2. From left to right: center 

frequency as a function of the number of phrases, the inter-phrase interval, and the 

number of phrases as a function of the inter-phrase interval. f) Heatmaps showing the hit 

rate across stimuli variations in Phase 3. From left to right: center frequency as a function 

of the number of phrases, the inter-phrase interval, the bandwidth, and the number of 

phrases as a function of the inter -phrase interval. g) Heatmaps showing the hit rate across 

stimuli variations in Phase 4. From left to right: center frequency as a function of the 

number of phrases, the inter-phrase interval, the bandwidth, and the number of phrases 

as a function of the inter-phrase interval. Numbers inside the boxes indicate the number 

of collected trials. 
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Stimulus CF 

[kHz] 

NPH IPI 

[ms] 

BW 

[kHz] 

NHR RPA AMC 

ST 8.7 8 117 6.942 1 True True 

ST 8.7 8 128 6.942 1 True True 

ST 8.7 8 139 6.942 1 True True 

ST 8.7 9 117 6.942 1 True True 

ST 8.7 9 128 6.942 1 True True 

ST 8.7 9 139 6.942 1 True True 

ST 8.7 10 117 6.942 1 True True 

ST 8.7 10 128 6.942 1 True True 

ST 8.7 10 139 6.942 1 True True 

ST 9.5 8 117 6.942 1 True True 

ST 9.5 8 128 6.942 1 True True 

ST 9.5 8 139 6.942 1 True True 

ST 9.5 9 117 6.942 1 True True 

ST 9.5 9 128 6.942 1 True True 

ST 9.5 9 139 6.942 1 True True 

ST 9.5 10 117 6.942 1 True True 

ST 9.5 10 128 6.942 1 True True 

ST 9.5 10 139 6.942 1 True True 

ST 10.3 8 117 6.942 1 True True 

ST 10.3 8 128 6.942 1 True True 
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ST 10.3 8 139 6.942 1 True True 

ST 10.3 9 117 6.942 1 True True 

ST 10.3 9 128 6.942 1 True True 

ST 10.3 9 139 6.942 1 True True 

ST 10.3 10 117 6.942 1 True True 

ST 10.3 10 128 6.942 1 True True 

ST 10.3 10 139 6.942 1 True True 

 

Table 3.2 Espectro temporal characteristics of the 27 synthetic twitters. Number of phrases 

(NPH), middle center frequency (CF), inter-phrase interval (IPI), middle frequency 

bandwidth (BW), number of harmonics (NHR), relative-phrase amplitude (RPA), and 

amplitude modulated contour (AMC). 
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3.3 Discussion 

In Chapter 3, I report the results from a series of 4 experiments conducted 

with a stand-alone system described in Chapter 2, the MXBI. Animals 

involved in these experiments actively interacted with our device throughout 

sessions without controlling food or water intake. In Experiment 1, 11 

marmosets navigated an automated, unsupervised procedure to learn a pure 

tone detection task that was later used in Experiment 2 to collect audiograms 

for 5 animals. Experiment 3 demonstrated the feasibility of wireless control 

of cochlear implants in freely moving marmosets and showed that unilaterally 

cochlear implanted marmosets flexibly learned to use electric stimulation to 

solve an auditory detection task. Electric hearing thresholds are still under 

data collection for 2 animals. Finally, in Experiment 4, 3 marmosets 

underwent a vocal discrimination task where it was found that variations in 

the center frequency and harmonic content of synthetic stimuli (complex 

trains) contribute the most for vocal recognition. These results ultimately 

confirm the conclusions reported already in Chapter 2, regarding the stable 

engagement of marmosets across sessions and additionally demonstrate that 

our novel automated training and testing protocols can achieve sophisticated 

psychophysics measurements, assess the efficacy of cochlear implants 

wirelessly, and answer critical questions on auditory cognition.  

Manual training variability 

For all of our experiments, marmosets were required to interact with a 

touchscreen to receive liquid reward from a mouthpiece. In Chapter 3, I 

described a procedure to introduce common marmosets to touchscreen 

interaction (see Methods – Initial training). Although a similar protocol in 

Chapter 2 was successfully tested (training 14 out of 14 complete naive 

marmosets to interact with a touchscreen), our approach in Chapter 3 

successfully trained only 5 out of 10 naive marmosets. Several reasons could 

explain this discrepancy with our previous reports. First, all of the 5 animals 

that showed low interest in our device also showed little interest in humans 

during manual feeding, as opposed to the animals from the study described 

in chapter 2. It has been reported, for instance, that the marmosets' inter-

individual differences in behavior, such as exploration and boldness, might 
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also account for consistent variations in learning speed and cognitive 

performance (Bugnyar and Huber, 1997; Burkart et al., 2009; Day et al., 

2003; Šlipogor et al., 2022; Voelkl and Huber, 2000). Second, all naive 

animals of Experiment 1 described in this chapter were manually trained by 

a new experimenter from experiments in Chapter 2, which might have added 

an uncontrolled source of variations in training and shaping strategies across 

animals. It has been shown that variations in the experimenter's expertise and 

identity (sex, familiarity with the animals, odor, and individual training 

strategies) influence animals' behavior during training (Bohlen et al., 2014; 

Cibulski et al., 2014; Rivalan et al., 2017; Schmitt et al., 2014; Schubiger et 

al., 2015; Sorge et al., 2014a, 2014b). Coincidentally, automating the initial 

training as well, similar to all other experiments described here, could prevent 

these issues. 

Automated audiograms directly in the home-cage 

Audiograms are mainly collected within a sound-controlled chamber 

(Osmanski and Wang, 2011; Pfingst et al., 1978; Stebbins, 1973), where 

specific frequency bands are attenuated to avoid any disturbance of the 

subject's performance during data collection. One big challenge of collecting 

hearing thresholds directly in the home cages is represented by the acoustic 

interferences of a marmoset facility's uncontrolled and highly variable 

acoustic environment. While collected in a marmoset colony, our audiograms 

show, on average, the typical w-shape reported for New-world monkeys with 

the highest sensitivity peaks at 2 kHz and 7kHz and a region of reduced 

sensitivity between these two peaks. However, we indeed observe a decrease 

in sensitivity across all tested frequencies compared with the average 

audiogram collected in a sound-attenuated chamber (Osmanski and Wang, 

2011). Three factors might have contributed to this shift. First, sounds in the 

background during data collection could have masked pure tones of ongoing 

trials and negatively impacted the animals' performance. Masking is a well-

understood phenomenon that could affect and compromise the perception of 

one sound in the presence of another (Egan and Hake, 1950; Moore, 2013). 

Several studies have shown how noise affects frequency sensitivity (Rocchi 

et al., 2017), making, consequently, sound perception more challenging. 

Second, more biologically salient sounds (conspecific vocalizations) arising 

from the background could have potentially switched the attention of the 
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animals in ongoing trials. Auditory attention has been defined as the cognitive 

process that allows the listener to focus selectively on the stimulus of interest 

while ignoring irrelevant competing stimuli (Choudhury and Gorman, 2000; 

Fritz et al., 2007; Gomes, 2000). Attention can be voluntarily directed (top-

down) or captured by salient stimuli (bottom-up) (Ahveninen et al., 2006; 

Johnson and Zatorre, 2006; Knudsen, 2007). Bottom-up attention reflects the 

effect of silience filters at the level of the central nervous system that might 

select for stimuli of instinctive (looming stimuli) or learned (conspecific 

vocalizations) biological importance. These stimuli are perceived as 

"popping out" from the scene, and in some cases, their relevance is so strong 

that they might interrupt other kinds of ongoing information processing 

(Baddeley, 2003; Bisley and Goldberg, 2003; Egeth and Yantis, 1997; 

Knudsen, 2007; Miller and D’Esposito, 2005; Remington et al., 1992). 

Anecdotally, marmosets were observed several times vocalizing inside the 

MXBIs, as a possible response to a conspecific vocalization coming from 

another animal in the colony. Third, contrary to the chair-based setup from 

Osmanski et al. (Osmanski and Wang, 2011), where marmosets were kept 

with their heads in a fixed position in space relative to the loudspeaker, our 

devices allowed the animals to move during the delivery of the sound, which 

might have modulated the sound intensity itself. 

Another notable difference with previous reports (Osmanski and Wang, 

2011) is the proficiency of the animals. In our experiments, animals were 

better at operating the acoustic discriminations across all frequencies and 

tasks (% improvement compared to other studies). While the reported 

average d-Prime for the reported session was 1.68 +/- 0.18, our 

discriminability indices were all, in general, above 2.0 (Figure 4.3d). 

Additionally, our animals showed higher discriminability indices for those 

frequencies with higher sensitivity. This greater performance was kept across 

all sessions performed, as depicted in Figure 3.3c (hit rates and false alarm 

rates across sessions). Previous reports showed greater performance (faster 

reaction times) when acoustic and visual stimulation are paired compared to 

those where visual or acoustic were presented individually (Cappe et al., 

2010; Miller et al., 2001). Multisensory redundancy increase stimulus 

saliency, which might partially explain this improvement in performance. 
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Finally, although the response latencies of this work showed a similar 

tendency as those reported by Osmanski and Wang (Osmanski and Wang, 

2011), with a gradual decrease in the response latencies, as the acoustic 

stimuli became less intense, no significant difference in response latencies 

was found between the highest and lowest intensities as opposed to reports 

by Osmanski and Wang (Osmanski and Wang, 2011) (Figure 3.3d). 

Differences in task design might account for these differences. Motor 

responses and task structure While the animals in Osmanski et al. (Osmanski 

and Wang, 2011) had to lean forward a tube that was placed in front of the 

animals' mouths, our animals had to reach the screen through a mesh aperture 

using one of the two hands which might have added additional variability in 

the reaching behavior. As an anecdotal observation, in some trials, animals 

required more than one attempt to reach the target on the screen before the 

response was registered. 

Wireless cochlear implant control and assessment in freely 

moving marmosets 

Experiment 3 reports the results from 1 unilateral cochlear implanted 

marmoset (animal in) and preliminary results from a second animal (wl). 

Although the electrical hearing thresholds were collected in a single animal 

(in), testing the wireless communication with the sound processor and the 

control over the cochlear implant was done in both animals. The ability to 

wirelessly control cochlear implants in freely moving marmosets represents 

a noteworthy advancement in the development of automated protocols for 

phenotyping and characterizing various cognitive mechanisms in cochlear 

implant research. This innovation is particularly aimed at evaluating the 

performance of a new generation of cochlear implants that rely on 

optogenetic stimulation. These implants, developed within our laboratory, 

allow for the assessment of their functionality in a behavioral context, 

marking a significant stride in understanding and refining cochlear implant 

technologies (Dieter et al., 2019; Dombrowski et al., 2019; Hernandez et al., 

2014; Jablonski et al., 2020; Jeschke and Moser, 2015; Keppeler et al., 2018; 

Moser, 2015; Wrobel et al., 2018). Additionally, animals in and wl smoothly 

transitioned between the two types of stimulation, suggesting an equivalent 

level of comfort of these animals in using the electric stimulation  
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Data for animal in completely stopped after all electrodes (first electrode 4, 

then 5, and then all) showed unexpectedly high impedance values (Figure 

3.4e). Current efforts are trying to unfold the reasons behind this circuitry 

anomaly. A similar phenomenon happened with a third animal (cl) which 

could not perform Experiment 3. In this case, animal cl showed connectivity 

issues in the cochlear implant electrodes at the beginning of the testing 

procedure. A further evaluation led to the conclusion that the reference 

electrodes did not have contact anymore with the tissue (due to a possible 

break of the line), making the electrical stimulation impossible due to the 

open circuit circumstances. Although, changes in impedance values over time 

are a well-documented phenomenon in cochlear-implanted human patients 

(due to fibrous growth around the electrodes and changes in the surface 

chemistry of the electrodes) (Fayed et al., 2020; Lin et al., 2019; Neuburger 

et al., 2009; Wei et al., 2021; Wilk et al., 2016). Our experimental design 

requires a substantial improvement to warranty the stable connectivity of the 

cochlear implant over time to reliably interpret further data. 

Spectro-temporal features for vocal perception 

In Experiment 4, 3 common marmosets were trained to perform a vocal 

discrimination task using a 2-alternative choice paradigm. Here, marmosets 

were presented with a total of 945 synthetic stimuli with variations in the 

spectro-temporal domain across a series of 4 testing phases in which they 

were required to classify the given stimuli in one of two categories: twitter-

like or non-twitter-like sounds. The aim of Experiment 4 was to investigate 

the effects of vocal (twitter call) discriminability of 3 marmosets by assessing 

their behavioral responses to twitter-like stimuli with diverse spectro-

temporal variations. The use of the twitter call as the testing vocalization was 

encouraged by the accessibility to marmosets with experience in twitter 

discrimination (Chapter 2 – Generalization to novel stimuli), the availability 

of a quantitative description of the spectro-temporal features of twitters 

(Agamaite et al., 2015), and the capability of a software to freely manipulate 

a vast number of acoustic features independently to synthesize twitters 

(DiMattina and Wang, 2006). 

Across our experiments, the response patterns observed suggest that the 

combination of spectral characteristics such as center frequency and 



 
 
 Automated audiograms, vocal perception and cochlear implant assessment    146 

 

 

harmonic content have a greater impact on the twitter discrimination 

performance than temporal variations like the number of phrases, inter-phrase 

intervals, or amplitude modulations (Figure 3.5d,e,f,g). 

Several groups have investigated vocal perception in NHPs using a wide 

variety of sounds and methods. In cognitive neuroscience, there seems to be 

an agreement that suggests that NHPs possess a specific cortical area 

responsible for integrating conspecific vocalizations (Belin, 2006; DiMattina 

and Wang, 2006; Newman and Wollberg, 1973; Ortiz-Rios et al., 2015; 

Petkov et al., 2008; Rauschecker et al., 1995; Romanski et al., 2005). 

However, how different acoustic parameters contribute to the recognition of 

sounds is not a fully understood process. Neurophysiology and behavioral 

literature point to periodicity and temporal envelope as possible cues for 

vocal recognition (Brewer and Barton, 2016; Chandrasekaran et al., 2011; 

Mesgarani et al., 2014; Stevens, 1983) in combination with spectral features 

such as spectral envelope and harmonic content (Ackermann et al., 2014; 

Fischer, 1998; Furuyama et al., 2017; Ghazanfar and Rendall, 2008; Kaplan 

et al., 1978; Lieberman and Blumstein, 1988; May et al., 1989; Owren et al., 

1997; Remez et al., 1981; Rendall et al., 2004). A caveat when comparing 

these findings is the various manipulation of the acoustic stimuli used for 

testing. I argue that in order to ultimately demonstrate which and how specific 

features might be behaviorally relevant for NHPs (specifically common 

marmosets) for call identification and discrimination, a scrutinous 

manipulation of individual acoustic elements in the stimuli, as we did in 

Experiment 4, must be an essential requirement.  

Exploring the spectro-temporal features that account for making a sound a 

vocalization is an arduous task that requires testing and controlling for a 

significant amount of variabilities within the vocalizations. As for our results, 

further investigations must unwind to what extent and how the first harmonic 

and its variations interact with the rest acoustical features to make marmosets 

categorize a sound as a twitter-like sound. 

Finally, an important aspect to highlight in our findings is that the 3 

marmosets reported in Experiment 4 showed a discrimination behavior that 

comes from training. Categorical discrimination is a flexible and context-

dependent process, and it is influenced by the experience with the stimuli 
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(Repp et al., 1984). As such, it remains unclear whether the marmosets use 

the reported discrimination features in their natural conditions or whether 

these discrimination patterns are just the result of training. This is paramount 

to take into consideration when future plans aim to compare the performance 

of the novel optogenetic cochlear implant over the electrical cochlear implant 

behaviorally in an ecological validity context.  

Conclusion 

Overall, the results described in this chapter aligned with the findings in 

Chapter 2, where I report that marmosets steadily engage with the MXBI to 

solve auditory tasks voluntarily directly in their home cages and further 

expand by demonstrating the possibility of collecting precise, pure tone 

audiograms, assess the efficacy of wirelessly-controlled cochlear implants in 

freely moving animals and address essential questions on auditory cognition. 

Ultimately proving the high versatility and robustness of our system, the 

MXBI, to optimize experimental protocols through automation in primate 

auditory cognition. 

3.4 Methods 

Animal welfare statement 

All experiments presented in this chapter were approved by the responsible 

authorities from the regional government office [Niedersächsisches 

Landesamt für Verbraucherschutz und Lebensmittelsicherheit (LAVES), 

Permit No. 14/1572 and 18/2976] as well as the ethics committee of the 

German Primate Center (Permit No. E1-20_4_18) and were in accordance 

with all applicable German and European regulations on husbandry 

procedures and conditions. It has to be noted, however, that—according to 

European regulations and implemented in German animal protection law — 

the practices described in Experiments 1, 2, and 4 can be considered 

environmental enrichment. 

Animals 
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Seventeen common marmosets were tested across all experiments, see Table 

3.1. in the facilities of the German Primate Center. Similar conditions as for 

the animals described in Chapter 2 were kept. With the exception of animal 

pairs wl-dc, iv-dr, and dn-bs, which were housed in double-size cages, animal 

pairs were housed in wire mesh cages of 160 cm (H) x 65 cm (W) x 80 cm 

(D) with a daylight cycle of 12 hours (06:00 to 18:00). Opaque plastic 

dividers between neighboring pairs and cloths hung from the ceiling across 

the room prevent visual contact. Animals bs, wl, in, and cl were prepared for 

neurophysiological and cochlear implant experiments. Experimental sessions 

occurred either in the morning (09.00 to 13:00) or in the afternoon (13:00 to 

17:00). Food was provided daily at noon, and water was available ad libitum. 

Liquid arabic gum (Gummi Arabic Powder E414, Willy Becker GmbH) was 

dissolved in water (1:5) and delivered as a reward for correct trials across all 

experiments. During the initial phase of the training, pieces of marshmallows 

were stuck to the screen to encourage the animals to interact with the 

touchscreen.  

Apparatus 

The data was collected using 7 MXBIs. A detailed description of the devices 

can be found in the Methods – Apparatus section of Chapter 2, even though 

the reproducibility of the MXBI is intended to produce identical devices. 

Minor variations among the 7 MXBI could be found in the mesh position that 

divides the animals from the touchscreen (mean difference between the 7 

MXBIs 0.7 cm, std +/- 0.2), the diameter of the RFID antenna (10 cm and 8 

cm), and the mouthpiece's material (stainless steel and plastic). These 

variations across MXBIs were the product of updating the new models to 

best-fitting components. Although, these variations might account for slight 

differences in the accessibility or comfortableness of interaction with our 

device. I would argue that these differences would be of minimum concern 

regarding the performance of the animals since no significant behavior 

change was observed between these variations. 

Sessions 

Experiments 1 and 4, took place in the mornings (from 09:00 to 13:00), and 

afternoons (from 13:00 to 17:00), or across the whole day (from 09:00 to 
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17:00). However, Experiments 2 and 3 took place just in the afternoons. For 

Experiment 3, animals in and wl were manually handled at the beginning and 

end of the sessions to place and remove the mobile sound processor. All 

sessions were video monitored by the experimenter, and in some cases, 

recordings of the sessions were saved. Animals never leave their home cage, 

and separation between cagemates happened on rare occasions during the 

initial training phase, where the animals were taught to interact with the 

screen. Animals iv had a cage mate that did not participate in any of the 

experiments but had access to the MXBI. No task was offered to this animal. 

Except for animals el, dl, wl, dc, in, cl, and iv that had previous experience in 

touchscreen tasks, all remaining animals underwent a manual training 

procedure (see initial training of Experiment 1) to learn the principles of 

touchscreen interaction. An overall description of the different experiments 

that every animal underwent can be found in Table 3.1. It is essential to 

highlight that the order in which the experiment numbers appear in the table 

is the actual succession in training. 

Experiment 1 – Sound detection 

Experiment 1 comprised manual and automated training phases. The manual 

training phase aimed to introduce naive marmosets into touchscreen 

interaction using positive reinforcement techniques. In contrast, the 

automated training phase aimed to instruct marmosets in a pure tone detection 

task using a Go-NoGo paradigm. 

Only 10 (dn, bs, pr, pt, dg, dm, bl, oh, il and bc) out of the 16 marmosets that 

underwent Experiment 1 did not have experience with touchscreen tasks and 

therefore went through the initial training phase. 

Initial training 

The inial training was divided into four stages that, in sequence, aimed to 

instruct marmosets to touch the screen in exchange for a reward. 

Habituation to the device – Animals had access to a single MXBI across 

several sessions until individual marmosets were observed to remain in the 

MXBI for at least 30 seconds. During these sessions, the screen remained 
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turned off, and animals were monitored via video surveillance to assess their 

behavior.  

Mouthpiece-reward association – Reward drops were remotely triggered (by 

the experimenter) to attract the animals' attention toward the mouthpiece. 

Simultaneously, a pure tone train was played (2 kHz, 0.1 s long with 0.1 s 

inter-tone interval). This stage was accomplished when individual animals 

were observed approaching the mouthpiece without a reward being delivered 

(presumably seeking for reward). 

Sound-reward conditioning – Across a series of sessions, the reward was 

systematically delayed from the sound onset, going from 0 to 1 s. This phase 

was considered completed when individual animals directed their gaze or 

approached the mouthpiece right after sound onset but before reward delivery 

in 5 consecutive trials. 

Touch-to-reward – Pieces of marshmallows were stuck on the touchscreen to 

stimulate hand-reaching toward the touchscreen. A touch on the screen 

started the pure tone train, which triggered the reward upon ending. Once 

individual animals were observed touching the screen in the absence of 

marshmallows to initiate the sound across 10 consecutive trials, the initial 

training was considered over.  

Pure tones used in Experiments 1 and 2 were generated and stored offline 

using a custom Python 3 script, using Scipy, Numpy, and Pylab libraries. Pure 

tones were 100 ms long with a ramp (in and out) duration of 5 ms.  

Automated unsupervised training (AUT) 

After the completion of the initial training, animals went through a series of 

38 preprogrammed steps that aimed to train marmosets in a pure tone 

detection task. The progress of the animals through the AUT was constantly 

monitored by the algorithm described in Chapter 1 (Figure S4e). Shortly, the 

algorithm evaluated the performance of individual animals in a sliding 

window of 20 trials. A hit rate equal to or above 80% made individual animals 

ascend the staircase, while a hit rate equal to or below 45% made an animal 

descend. The progress of individual animals was stored and retrieved within 

and across sessions, providing animals the possibility to navigate through the 
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AUT at their own pace. The AUT protocol comprised 38 steps grouped into 

three milestones (Figure 3.1a). 

Touch to sound – Comprised steps 1 to 15 aimed to train naïve animals into 

precise touch behavior while also conditioning them to expect the delivery of 

reward after the presentation of pure tone trains of variable duration. A 

geometric figure (Four circles of different sizes and tonality of grey 

embedded in a grey square) on the screen (named trigger) served as a visual 

target to start a pure tone train upon touch (2 kHz, 0.1 s long with 0.1 s inter-

tone interval). 0.1 ml of arabic gum was delivered through the mouthpiece as 

a reward at the sound end. From step 1 to step 15, the size of the trigger shrank 

from 6 x 6 cm to 3 x 3 cm, while the pure tone train duration range increased 

from 1 to 1 s to 1 to 2.5 s. Animals were required to touch the trigger and wait 

for the pure tone train to end to obtain the reward (correct trial). Additional 

touches during the sound presentation stopped the sound and aborted the trial 

(wrong trial). A timeout of 5 to 8 s was given, where the screen turned grey, 

and no interaction with it was possible. Since this trial structure required the 

animals to touch a single time on the screen to start the sound, I referred to 

these trials as single-touch trials.  

Sound-lengthening – Comprised steps 16 to 25 aimed to strengthen the 

sound-ending-reward association by further increasing the variability in 

sound duration from 1 to 2.5 s to 2.5 to 6.5 s. 

Double-touch to sound – Comprised steps 25 to 38 aimed to train animals to 

react to the absence of sound upon the first touch by touching the target on 

the screen a second time. Trials that required two touches (double-touch 

trials) to trigger the sound represented 20% at step 16 and gradually increased 

to 50% at step 38. In double-touch trials, animals were given the maximum 

sound duration (5.5 s) plus 3 s to react to the absence of sound by touching 

the screen a second time, triggering the sound. A second touch within the first 

6 s was counted as correct (hit), whereas a second touch after 6 s was counted 

as wrong (miss). The absence of a second touch within the time given resulted 

in an ignored trial. Single-touch trials were treated as already explained. The 

withholding of additional touches during sound presentation was counted as 

a correct rejection, while a touch during the sound presentation was counted 

as a false alarm. Once step 38 was reached and a hit rate above 75% and a 
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false alarm rate below 25% were kept in 4 consecutive sessions, Experiment 

1 was considered completed (Figure 3.2a) 

Experiment 2 - Hearing thresholds 

Five marmosets from Experiment 1 (in, cl, wl, dc, and bl) underwent the 

collection of hearing thresholds. For these sessions, pure tone stimuli ranging 

from 0.2 kHz to 20 kHz (0.2 kHz, 1 kHz, 2 kHz, 5 kHz, 7kHz, 10kHz, and 

20 kHz) were generated and stored offline, as described in Experiment 1 – 

Initial training. One frequency was tested at a time, and while all animals 

started with 2 kHz, the remaining frequency order was randomized. Three 

MXBIs were used to collect the data, assigning each to a pair of marmosets 

(dc-wl, it-cl, and bl-oh). It is essential to highlight that although animal oh 

was not tested for Experiment 2, it still had access to the device and was 

offered a different task. Sound intensity calibration for the 3 MXBIs occurred 

three times across all experimental sessions, one before and two during data 

collection. Chapter 2 details the calibration process (Methods, 

Psychoacoustic assessment). Experimental sessions took place in the 

afternoon (from 13:00 to 17:00) when the colony's background noise was the 

lowest, with feeding and personnel activity occurring mainly in the morning. 

The Animals' cages were located in different rooms of the animal facility to 

avoid overlapping stimuli while performing the task. 

Sensitivity thresholds were tested using step 38 from the AUT procedure 

explained in Experiment 1 (Figure 3.3.a). Frequencies from 0.2 kHz to 20 

kHz were tested one at a time(0.2 kHz, 1 kHz, 2 kHz, 5 kHz, 7 kHz, 10 kHz, 

and 20 kHz). Within experimental sessions, marmosets were randomly 

presented with target trials (with intensities of 10 dB SPL, 20 dB SPL, 30 dB 

SPL, 40 dB SPL, 50dB SPL, and 60 dB SPL) and anchor trials (with 

intensities of 70 dB SPL and 80 dB SPL). Target trials were held only in 

single-touch trials and represented 20% of the total. 

A minimum of 35 trials per intensity was required to estimate the hearing 

threshold of individual frequencies. Psychometric estimation of hearing 

thresholds was based on the times the animals selected the correct response 

across the intensities. Once all frequency thresholds were collected, 
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individual animal audiograms were built by collapsing the hearing thresholds 

for unique frequencies. 

Lastly, for animal in, sessions of Experiment 3 (electrical stimulation through 

the cochlear implant) were interleaved with Experiment 2. See Methods – 

Experiment 3. 

Experiment 3 - Electric stimulation thresholds in cochlear 

implanted marmosets 

Cochlear implant 

Animals bs, cl, in, and wl were chronically, unilaterally implanted with 

cochlear implants (MEDEL Marmoset-Electrode, 10 channels in 10mm 

0.3mm Array, 14 Pin connectors, (2 wires as a reference electrode were 

inserted underneath the musculus temporalis), in November 2018, November 

2020, June 2020, and June 2022, respectively) into the scala tympani via a 

cochleostomy of the basal turn. In addition to the implantation, animals were 

single-sided deafened with 0.2 ml neomycin injection into the cochlea. 

Animals cl, in, and wl received a virus injection (An AAV based viral vector 

including a hSyn promotor and a ChR2 variant with a EYFP tag) for parallel 

experimental reasons. All three procedures were performed in the same day 

in the left ear under anesthesia. 

Only animals in and wl underwent Experiment 3. Animal bs did not learn the 

task of Experiment 1, and the cochlear implant of animal cl was found out of 

use by the time Experiment 3 took place. 

Wireless control and communication protocol 

To achieve wireless control of the cochlear implant. We used the 

communication protocol described by Jablonski, Harczos, et al. (Jablonski et 

al., 2020) for freely moving rats. The two marmosets were equipped with a 

head enclosure (placed on the top of the head) to host during experimental 

sessions: 1) a male pin (6 x 2) connector from the cochlear implant; 2) A 

custom-made printed circuit board (PCB) containing the sound processor 

(built upon a digital signal controller – nRF52832, Nordic Semiconductor) 

and an antenna (FXP23 BlueDiaminf 2.4 GHz Band Antenna) wrapped 
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around the board; and, 3) A powering PCB containing a rechargeable battery 

(3.7 V Lithium-ion battery CP1654A3, VARTA Microbattery GmbH). The 

sound processor used a communication protocol based on Enhanced 

ShockBurst (ESB) over its 2.4 GHz radio transceiver to connect with a 

custom-coded firmware ESB-USB bridge in the Raspberry Pi (Figure 3.4a). 

Experimental sessions 

All sessions occurred in the afternoon (from 13:00 to 17:00 h). The sound 

processor and the battery board were placed and removed from the animal's 

head enclosure before and after every session. Animal in and wl underwent a 

series of testing sessions with the aim of testing 1) the communication 

stability between the mobile sound processor and 2) the control of the 

cochlear implant. For animal in these sessions were interleaved with sessions 

of Experiment 2. Therefore, the animal in was presented with different types 

of stimulation (acoustic and electric) in a successive manner for several 

weeks while collecting data for Experiment 2. For animal wl al testing 

sessions with electric stimulation took place after Experiment 2. Once stable 

control was achieved for 3 consecutive days (electrical stimulation and 

wireless control of the sound processor), only sessions of Experiment 3 took 

place. 

Experiment 2's Go-NoGo task was adapted to deliver electric (Monopolar 

electrical stimulation ( 100 repetitions of 100 µs stimulus duration (50 µs 

positive and 50 µs negative phase) with an inter-stimulus interval of 1000 µs 

– charge-balanced biphasic cathodic-first pulses) instead of acoustic 

stimulation. Target trials held stimulation intensities of 10 μA, 30 μA, 50 μA, 

and 70 μA, while anchor trials held 90μA and 110 μA. The amplitude ranges 

were based on previously collected data for animal in (using a chair base 

training procedure). Simulation intensities and channel order were 

randomized for each animal. A single channel was tested at a given time. The 

transition from acoustic to electric stimulation happened within a single 

session and without the use of target trials. Animals started the session with 

acoustic stimulation, and after 100 trials, the stimulation type was switched 

and kept to electric. Once the animal showed a stable performance (>= 75% 

hit rate and <= 25% false alarm rate) using anchor trials in electrical 

stimulation, the collection of the electrical stimulation thresholds took place. 



 
 
 Automated audiograms, vocal perception and cochlear implant assessment    155 

 

 

A minimum of 35 trials per intensity were required to estimate the electrical 

stimulation thresholds. Similarly, as in Experiment 2, psychometric 

estimation of the stimulation thresholds was based on the times the animals 

selected the correct response across the stimulation intensities. 

Impedance values measure the resistance to the current flow and give 

essential information about the electrical state of the electrode, which might 

change over time due to changes in tissues and liquids of the inner ear around 

the electrode. Across all experimental sessions, each electrode's impedance 

was measured at the beginning of every session to evaluate the electrodes' 

connectivity status. Testing sessions were aborted when an unexpected 

increase in impedance values was observed. 

Experiment 4 – Vocal perception 

Experiment 4 aimed to explore the effects of vocal perception in marmosets 

across specific spectro-temporal variations. Thereby, 945 different synthetic 

stimuli were created relying on a Python adaptation from the software 

reported by DiMattina & Wang (DiMattina and Wang, 2006), using the 

population statistics variability values reported by Agamaite and colleagues 

(Agamaite et al., 2015) as reference. All stimuli had variations in the number 

of phrases, center frequency, inter-phrase interval, middle-frequency 

bandwidth, number of harmonics, relative phrase amplitude, and amplitude-

modulated contour (Table 3.2 and Ttable S3.1). 

First, marmosets dl, el, and iv were trained to generalize 27 synthetic twitters 

(later named anchor twitters) and discriminate them from 27 pure tone trains 

(later named anchor complex trains) using the same visuo-acoustic 

discrimination paradigm reported in Chapter 2 (Results - Generalization to 

novel stimuli). Once animals showed a stable discriminability performance 

(hit rate above 75%) during three consecutive sessions, a series of sequential 

testing phases took place. 

Each testing phase held a unique set of synthetic target stimuli (referred to as 

complex trains) with particular spectro-temporal variations (e.g., center 

frequency, number of harmonics, bandwidth, number of phrases, and inter-

phrase interval), which were randomly interleaved between the anchor 

stimuli. Similarly, as in the 2AC audio-visual association from Chapter 2, 
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animals were required to touch the image of an adult marmoset on the screen 

upon the presentation of a synthetic twitter and touch a geometric pattern 

(three grey triangles embedded in a grey square) when an anchor complex 

train was played. A correct response led to the delivery of 0.1 ml liquid arabic 

gum, while a wrong response led to a timeout of 5 to 8 s, where a grey screen 

was presented, and no interaction with the touchscreen was possible. A trial 

with no screen interaction during the sound presentation was labeled as 

ignored, and a new trial started after an inter-trial interval of 2 - 3 s. Trials 

holding target stimuli represented 10% of the total and were rewarded 50% 

regardless of the animals' response. 

Phase 1 used 108 target complex train stimuli (Subset 1) with variations in 

the number of phrases (9, 10, and 10), inter-phrase interval (117ms, 128ms, 

and 139 ms), and center frequency (2 kHz, 3 kHz, 4 kHz, 5 kHz, 6 kHz, 7 

kHz, 8.7 kHz, 9.5 kHz, 10.3 kHz, 13 kHz, 15 kHz, 17 kHz, and 20 kHz). 

Phase 2 used two independent subsets of complex trains (Subset 3 and 4). 

Although they were tested independently, they were grouped into the same 

testing phase due to their outcome similarities. Both subsets implemented 

amplitude-modulated variations. Subset 2 added to the stimuli of Subset 1 

amplitude-modulated contour but kept the relative-phrase amplitude flat to 

its maximum. Subset 3 stimuli added relative-phrase amplitude modulation 

to stimuli of Subset 2. 

Phase 3 used 297 stimuli (Subset 4) with variations in the number of phrases 

(9, 10, and 10), inter-phrase interval (117ms, 128ms, and 139 ms), center 

frequency (8.7 kHz, 9.5 kHz, 10.3 kHz), and frequency bandwidth (0 kHz, 

0.03 kHz, 0.065 kHz, 0.125 kHz, 0.25 kHz, 0.5 kHz, 1 kHz, 2 kHz, 3 kHz, 4 

kHz, 5 kHz, and 6.942 kHz). 

Finally, Phase 4, still under data collection, used 297 stimuli from Subset 4 

with the first harmonic added (Subset 5). 

3.5 Data treatment and Statistics 

Data acquisition, formatting, analysis and plotting were performed using 

Python 3.5.3 and 3.7.7 using NumPy (Oliphant, 2006), SciPy (Millman and 

Aivazis, 2011; Oliphant, 2007), Pandas (McKinney, 2010), and Seaborn. The 
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threshold for statistical significance was set to 0.05. Reaction time differences 

between the two stimuli groups in Experiment 4 (Figure 3.5b) and hit rates 

between groups of complex trains across the testing sessions in Experiment 

4 were tested for significance with a Kruskal-Wallis test.  

Psychometric functions for Experiments 2 and 3 were calculated using the 

module psignifit (Schütt et al., 2016), set to fit a cumulative normal sigmoid 

function. With all parameters free and with 95% confidence intervals. 

Resulting in a function that can be expressed as follows: 

𝜓(𝑥; 𝑚, 𝑤, 𝜆, 𝛾) =  𝛾 + (1 −  𝜆 −  𝛾)𝑆(𝑥; 𝑚, 𝑤) 

Where m represents the threshold, w represents the width λ, and γ represents 

the upper and lower asymptote, respectively (Eq. (1) in ref. (Schütt et al., 

2016)). 
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3.7 Supplementary material 

The supplementary material contains the following data: 

Figure S3.1 Hit rates of anchor synthetic vocalizations across all testing 

phases of Experiment 4. 

Table S3.1 Spectro-temporal characteristics of the five subsets of complex 

trains used across each testing phase of Experiment 4. 
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Figure S3.1. Hit rates for synthetic vocalizations. a)  Heat map showing the hit rate of 

the anchor synthetic twitters across stimulus sprectro-temporal characteristics of Phase-

1. b) Heat map showing the hit rate of anchor synthetic twitters across stimulus spectro-

temporal characteristics of Phase-2. c) Heat map showing the hit rate of anchor synthetic 

twitters across stimulus spectro-tempora characteristics of Phase-3. d) Heat map showing 

the hit rate of anchor synthetic twitters across stimulus spectro-temporal characteristics 

of Phase-4. 
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Subset 1 of complex trains 

Stimulus CF [kHz] NPH IPI [ms] BW [kHz] NHR RPA AMC 

CTT 2 8 117 0 1 0 0 

CTT 2 8 128 0 1 0 0 

CTT 2 8 139 0 1 0 0 

CTT 2 9 117 0 1 0 0 

CTT 2 9 128 0 1 0 0 

CTT 2 9 139 0 1 0 0 

CTT 2 10 117 0 1 0 0 

CTT 2 10 128 0 1 0 0 

CTT 2 10 139 0 1 0 0 

CTT 3 8 117 0 1 0 0 

CTT 3 8 128 0 1 0 0 

CTT 3 8 139 0 1 0 0 

CTT 3 9 117 0 1 0 0 

CTT 3 9 128 0 1 0 0 

CTT 3 9 139 0 1 0 0 

CTT 3 10 117 0 1 0 0 

CTT 3 10 128 0 1 0 0 

CTT 3 10 139 0 1 0 0 

CTT 4 8 117 0 1 0 0 

CTT 4 8 128 0 1 0 0 

CTT 4 8 139 0 1 0 0 

CTT 4 9 117 0 1 0 0 

CTT 4 9 128 0 1 0 0 

CTT 4 9 139 0 1 0 0 

CTT 4 10 117 0 1 0 0 

CTT 4 10 128 0 1 0 0 

CTT 4 10 139 0 1 0 0 

CTT 5 8 117 0 1 0 0 

CTT 5 8 128 0 1 0 0 

CTT 5 8 139 0 1 0 0 

CTT 5 9 117 0 1 0 0 

CTT 5 9 128 0 1 0 0 

CTT 5 9 139 0 1 0 0 

CTT 5 10 117 0 1 0 0 
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CTT 5 10 128 0 1 0 0 

CTT 5 10 139 0 1 0 0 

CTT 6 8 117 0 1 0 0 

CTT 6 8 128 0 1 0 0 

CTT 6 8 139 0 1 0 0 

CTT 6 9 117 0 1 0 0 

CTT 6 9 128 0 1 0 0 

CTT 6 9 139 0 1 0 0 

CTT 6 10 117 0 1 0 0 

CTT 6 10 128 0 1 0 0 

CTT 6 10 139 0 1 0 0 

CTT 7 8 117 0 1 0 0 

CTT 7 8 128 0 1 0 0 

CTT 7 8 139 0 1 0 0 

CTT 7 9 117 0 1 0 0 

CTT 7 9 128 0 1 0 0 

CTT 7 9 139 0 1 0 0 

CTT 7 10 117 0 1 0 0 

CTT 7 10 128 0 1 0 0 

CTT 7 10 139 0 1 0 0 

CTT 8.7 8 117 0 1 0 0 

CTT 8.7 8 128 0 1 0 0 

CTT 8.7 8 139 0 1 0 0 

CTT 8.7 9 117 0 1 0 0 

CTT 8.7 9 128 0 1 0 0 

CTT 8.7 9 139 0 1 0 0 

CTT 8.7 10 117 0 1 0 0 

CTT 8.7 10 128 0 1 0 0 

CTT 8.7 10 139 0 1 0 0 

CTT 9.5 8 117 0 1 0 0 

CTT 9.5 8 128 0 1 0 0 

CTT 9.5 8 139 0 1 0 0 

CTT 9.5 9 117 0 1 0 0 

CTT 9.5 9 128 0 1 0 0 

CTT 9.5 9 139 0 1 0 0 

CTT 9.5 10 117 0 1 0 0 

CTT 9.5 10 128 0 1 0 0 
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CTT 9.5 10 139 0 1 0 0 

CTT 10.3 8 117 0 1 0 0 

CTT 10.3 8 128 0 1 0 0 

CTT 10.3 8 139 0 1 0 0 

CTT 10.3 9 117 0 1 0 0 

CTT 10.3 9 128 0 1 0 0 

CTT 10.3 9 139 0 1 0 0 

CTT 10.3 10 117 0 1 0 0 

CTT 10.3 10 128 0 1 0 0 

CTT 10.3 10 139 0 1 0 0 

CTT 13 8 117 0 1 0 0 

CTT 13 8 128 0 1 0 0 

CTT 13 8 139 0 1 0 0 

CTT 13 9 117 0 1 0 0 

CTT 13 9 128 0 1 0 0 

CTT 13 9 139 0 1 0 0 

CTT 13 10 117 0 1 0 0 

CTT 13 10 128 0 1 0 0 

CTT 13 10 139 0 1 0 0 

CTT 15 8 117 0 1 0 0 

CTT 15 8 128 0 1 0 0 

CTT 15 8 139 0 1 0 0 

CTT 15 9 117 0 1 0 0 

CTT 15 9 128 0 1 0 0 

CTT 15 9 139 0 1 0 0 

CTT 15 10 117 0 1 0 0 

CTT 15 10 128 0 1 0 0 

CTT 15 10 139 0 1 0 0 

CTT 20 8 117 0 1 0 0 

CTT 20 8 128 0 1 0 0 

CTT 20 8 139 0 1 0 0 

CTT 20 9 117 0 1 0 0 

CTT 20 9 128 0 1 0 0 

CTT 20 9 139 0 1 0 0 

CTT 20 10 117 0 1 0 0 

CTT 20 10 128 0 1 0 0 

CTT 20 10 139 0 1 0 0 



 
 
 Automated audiograms, vocal perception and cochlear implant assessment    162 

 

 

 

Subset 2 and 3 of complex trains 

Stimulus CF [kHz] NPH IPI [ms] BW [kHz] NHR RPA AMC 

CTT 2 8 117 0 1 1 0 

CTT 2 8 128 0 1 1 0 

CTT 2 8 139 0 1 1 0 

CTT 2 9 117 0 1 1 0 

CTT 2 9 128 0 1 1 0 

CTT 2 9 139 0 1 1 0 

CTT 2 10 117 0 1 1 0 

CTT 2 10 128 0 1 1 0 

CTT 2 10 139 0 1 1 0 

CTT 3 8 117 0 1 1 0 

CTT 3 8 128 0 1 1 0 

CTT 3 8 139 0 1 1 0 

CTT 3 9 117 0 1 1 0 

CTT 3 9 128 0 1 1 0 

CTT 3 9 139 0 1 1 0 

CTT 3 10 117 0 1 1 0 

CTT 3 10 128 0 1 1 0 

CTT 3 10 139 0 1 1 0 

CTT 4 8 117 0 1 1 0 

CTT 4 8 128 0 1 1 0 

CTT 4 8 139 0 1 1 0 

CTT 4 9 117 0 1 1 0 

CTT 4 9 128 0 1 1 0 

CTT 4 9 139 0 1 1 0 

CTT 4 10 117 0 1 1 0 

CTT 4 10 128 0 1 1 0 

CTT 4 10 139 0 1 1 0 

CTT 5 8 117 0 1 1 0 

CTT 5 8 128 0 1 1 0 

CTT 5 8 139 0 1 1 0 

CTT 5 9 117 0 1 1 0 

CTT 5 9 128 0 1 1 0 
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CTT 5 9 139 0 1 1 0 

CTT 5 10 117 0 1 1 0 

CTT 5 10 128 0 1 1 0 

CTT 5 10 139 0 1 1 0 

CTT 6 8 117 0 1 1 0 

CTT 6 8 128 0 1 1 0 

CTT 6 8 139 0 1 1 0 

CTT 6 9 117 0 1 1 0 

CTT 6 9 128 0 1 1 0 

CTT 6 9 139 0 1 1 0 

CTT 6 10 117 0 1 1 0 

CTT 6 10 128 0 1 1 0 

CTT 6 10 139 0 1 1 0 

CTT 7 8 117 0 1 1 0 

CTT 7 8 128 0 1 1 0 

CTT 7 8 139 0 1 1 0 

CTT 7 9 117 0 1 1 0 

CTT 7 9 128 0 1 1 0 

CTT 7 9 139 0 1 1 0 

CTT 7 10 117 0 1 1 0 

CTT 7 10 128 0 1 1 0 

CTT 7 10 139 0 1 1 0 

CTT 8.7 8 117 0 1 1 0 

CTT 8.7 8 128 0 1 1 0 

CTT 8.7 8 139 0 1 1 0 

CTT 8.7 9 117 0 1 1 0 

CTT 8.7 9 128 0 1 1 0 

CTT 8.7 9 139 0 1 1 0 

CTT 8.7 10 117 0 1 1 0 

CTT 8.7 10 128 0 1 1 0 

CTT 8.7 10 139 0 1 1 0 

CTT 9.5 8 117 0 1 1 0 

CTT 9.5 8 128 0 1 1 0 

CTT 9.5 8 139 0 1 1 0 

CTT 9.5 9 117 0 1 1 0 

CTT 9.5 9 128 0 1 1 0 

CTT 9.5 9 139 0 1 1 0 
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CTT 9.5 10 117 0 1 1 0 

CTT 9.5 10 128 0 1 1 0 

CTT 9.5 10 139 0 1 1 0 

CTT 10.3 8 117 0 1 1 0 

CTT 10.3 8 128 0 1 1 0 

CTT 10.3 8 139 0 1 1 0 

CTT 10.3 9 117 0 1 1 0 

CTT 10.3 9 128 0 1 1 0 

CTT 10.3 9 139 0 1 1 0 

CTT 10.3 10 117 0 1 1 0 

CTT 10.3 10 128 0 1 1 0 

CTT 10.3 10 139 0 1 1 0 

CTT 13 8 117 0 1 1 0 

CTT 13 8 128 0 1 1 0 

CTT 13 8 139 0 1 1 0 

CTT 13 9 117 0 1 1 0 

CTT 13 9 128 0 1 1 0 

CTT 13 9 139 0 1 1 0 

CTT 13 10 117 0 1 1 0 

CTT 13 10 128 0 1 1 0 

CTT 13 10 139 0 1 1 0 

CTT 15 8 117 0 1 1 0 

CTT 15 8 128 0 1 1 0 

CTT 15 8 139 0 1 1 0 

CTT 15 9 117 0 1 1 0 

CTT 15 9 128 0 1 1 0 

CTT 15 9 139 0 1 1 0 

CTT 15 10 117 0 1 1 0 

CTT 15 10 128 0 1 1 0 

CTT 15 10 139 0 1 1 0 

CTT 20 8 117 0 1 1 0 

CTT 20 8 128 0 1 1 0 

CTT 20 8 139 0 1 1 0 

CTT 20 9 117 0 1 1 0 

CTT 20 9 128 0 1 1 0 

CTT 20 9 139 0 1 1 0 

CTT 20 10 117 0 1 1 0 
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CTT 20 10 128 0 1 1 0 

CTT 20 10 139 0 1 1 0 

CTT 2 8 117 0 1 1 1 

CTT 2 8 128 0 1 1 1 

CTT 2 8 139 0 1 1 1 

CTT 2 9 117 0 1 1 1 

CTT 2 9 128 0 1 1 1 

CTT 2 9 139 0 1 1 1 

CTT 2 10 117 0 1 1 1 

CTT 2 10 128 0 1 1 1 

CTT 2 10 139 0 1 1 1 

CTT 3 8 117 0 1 1 1 

CTT 3 8 128 0 1 1 1 

CTT 3 8 139 0 1 1 1 

CTT 3 9 117 0 1 1 1 

CTT 3 9 128 0 1 1 1 

CTT 3 9 139 0 1 1 1 

CTT 3 10 117 0 1 1 1 

CTT 3 10 128 0 1 1 1 

CTT 3 10 139 0 1 1 1 

CTT 4 8 117 0 1 1 1 

CTT 4 8 128 0 1 1 1 

CTT 4 8 139 0 1 1 1 

CTT 4 9 117 0 1 1 1 

CTT 4 9 128 0 1 1 1 

CTT 4 9 139 0 1 1 1 

CTT 4 10 117 0 1 1 1 

CTT 4 10 128 0 1 1 1 

CTT 4 10 139 0 1 1 1 

CTT 5 8 117 0 1 1 1 

CTT 5 8 128 0 1 1 1 

CTT 5 8 139 0 1 1 1 

CTT 5 9 117 0 1 1 1 

CTT 5 9 128 0 1 1 1 

CTT 5 9 139 0 1 1 1 

CTT 5 10 117 0 1 1 1 

CTT 5 10 128 0 1 1 1 
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CTT 5 10 139 0 1 1 1 

CTT 6 8 117 0 1 1 1 

CTT 6 8 128 0 1 1 1 

CTT 6 8 139 0 1 1 1 

CTT 6 9 117 0 1 1 1 

CTT 6 9 128 0 1 1 1 

CTT 6 9 139 0 1 1 1 

CTT 6 10 117 0 1 1 1 

CTT 6 10 128 0 1 1 1 

CTT 6 10 139 0 1 1 1 

CTT 7 8 117 0 1 1 1 

CTT 7 8 128 0 1 1 1 

CTT 7 8 139 0 1 1 1 

CTT 7 9 117 0 1 1 1 

CTT 7 9 128 0 1 1 1 

CTT 7 9 139 0 1 1 1 

CTT 7 10 117 0 1 1 1 

CTT 7 10 128 0 1 1 1 

CTT 7 10 139 0 1 1 1 

CTT 8.7 8 117 0 1 1 1 

CTT 8.7 8 128 0 1 1 1 

CTT 8.7 8 139 0 1 1 1 

CTT 8.7 9 117 0 1 1 1 

CTT 8.7 9 128 0 1 1 1 

CTT 8.7 9 139 0 1 1 1 

CTT 8.7 10 117 0 1 1 1 

CTT 8.7 10 128 0 1 1 1 

CTT 8.7 10 139 0 1 1 1 

CTT 9.5 8 117 0 1 1 1 

CTT 9.5 8 128 0 1 1 1 

CTT 9.5 8 139 0 1 1 1 

CTT 9.5 9 117 0 1 1 1 

CTT 9.5 9 128 0 1 1 1 

CTT 9.5 9 139 0 1 1 1 

CTT 9.5 10 117 0 1 1 1 

CTT 9.5 10 128 0 1 1 1 

CTT 9.5 10 139 0 1 1 1 
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CTT 10.3 8 117 0 1 1 1 

CTT 10.3 8 128 0 1 1 1 

CTT 10.3 8 139 0 1 1 1 

CTT 10.3 9 117 0 1 1 1 

CTT 10.3 9 128 0 1 1 1 

CTT 10.3 9 139 0 1 1 1 

CTT 10.3 10 117 0 1 1 1 

CTT 10.3 10 128 0 1 1 1 

CTT 10.3 10 139 0 1 1 1 

CTT 13 8 117 0 1 1 1 

CTT 13 8 128 0 1 1 1 

CTT 13 8 139 0 1 1 1 

CTT 13 9 117 0 1 1 1 

CTT 13 9 128 0 1 1 1 

CTT 13 9 139 0 1 1 1 

CTT 13 10 117 0 1 1 1 

CTT 13 10 128 0 1 1 1 

CTT 13 10 139 0 1 1 1 

CTT 15 8 117 0 1 1 1 

CTT 15 8 128 0 1 1 1 

CTT 15 8 139 0 1 1 1 

CTT 15 9 117 0 1 1 1 

CTT 15 9 128 0 1 1 1 

CTT 15 9 139 0 1 1 1 

CTT 15 10 117 0 1 1 1 

CTT 15 10 128 0 1 1 1 

CTT 15 10 139 0 1 1 1 

CTT 20 8 117 0 1 1 1 

CTT 20 8 128 0 1 1 1 

CTT 20 8 139 0 1 1 1 

CTT 20 9 117 0 1 1 1 

CTT 20 9 128 0 1 1 1 

CTT 20 9 139 0 1 1 1 

CTT 20 10 117 0 1 1 1 

CTT 20 10 128 0 1 1 1 

CTT 20 10 139 0 1 1 1 
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Subset 4 of complex trains 

Stimulus CF [kHz] NPH IPI [ms] BW [kHz] NHR RPA AMC 

CTT 8.7 8 117 30 1 1 1 

CTT 8.7 8 117 65 1 1 1 

CTT 8.7 8 117 125 1 1 1 

CTT 8.7 8 117 250 1 1 1 

CTT 8.7 8 117 500 1 1 1 

CTT 8.7 8 117 1000 1 1 1 

CTT 8.7 8 117 2000 1 1 1 

CTT 8.7 8 117 3000 1 1 1 

CTT 8.7 8 117 4000 1 1 1 

CTT 8.7 8 117 5000 1 1 1 

CTT 8.7 8 117 6942 1 1 1 

CTT 8.7 8 128 30 1 1 1 

CTT 8.7 8 128 65 1 1 1 

CTT 8.7 8 128 125 1 1 1 

CTT 8.7 8 128 250 1 1 1 

CTT 8.7 8 128 500 1 1 1 

CTT 8.7 8 128 1000 1 1 1 

CTT 8.7 8 128 2000 1 1 1 

CTT 8.7 8 128 3000 1 1 1 

CTT 8.7 8 128 4000 1 1 1 

CTT 8.7 8 128 5000 1 1 1 

CTT 8.7 8 128 6942 1 1 1 

CTT 8.7 8 139 30 1 1 1 

CTT 8.7 8 139 65 1 1 1 

CTT 8.7 8 139 125 1 1 1 

CTT 8.7 8 139 250 1 1 1 

CTT 8.7 8 139 500 1 1 1 

CTT 8.7 8 139 1000 1 1 1 

CTT 8.7 8 139 2000 1 1 1 

CTT 8.7 8 139 3000 1 1 1 

CTT 8.7 8 139 4000 1 1 1 

CTT 8.7 8 139 5000 1 1 1 

CTT 8.7 8 139 6942 1 1 1 

CTT 8.7 9 117 30 1 1 1 
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CTT 8.7 9 117 65 1 1 1 

CTT 8.7 9 117 125 1 1 1 

CTT 8.7 9 117 250 1 1 1 

CTT 8.7 9 117 500 1 1 1 

CTT 8.7 9 117 1000 1 1 1 

CTT 8.7 9 117 2000 1 1 1 

CTT 8.7 9 117 3000 1 1 1 

CTT 8.7 9 117 4000 1 1 1 

CTT 8.7 9 117 5000 1 1 1 

CTT 8.7 9 117 6942 1 1 1 

CTT 8.7 9 128 30 1 1 1 

CTT 8.7 9 128 65 1 1 1 

CTT 8.7 9 128 125 1 1 1 

CTT 8.7 9 128 250 1 1 1 

CTT 8.7 9 128 500 1 1 1 

CTT 8.7 9 128 1000 1 1 1 

CTT 8.7 9 128 2000 1 1 1 

CTT 8.7 9 128 3000 1 1 1 

CTT 8.7 9 128 4000 1 1 1 

CTT 8.7 9 128 5000 1 1 1 

CTT 8.7 9 128 6942 1 1 1 

CTT 8.7 9 139 30 1 1 1 

CTT 8.7 9 139 65 1 1 1 

CTT 8.7 9 139 125 1 1 1 

CTT 8.7 9 139 250 1 1 1 

CTT 8.7 9 139 500 1 1 1 

CTT 8.7 9 139 1000 1 1 1 

CTT 8.7 9 139 2000 1 1 1 

CTT 8.7 9 139 3000 1 1 1 

CTT 8.7 9 139 4000 1 1 1 

CTT 8.7 9 139 5000 1 1 1 

CTT 8.7 9 139 6942 1 1 1 

CTT 8.7 10 117 30 1 1 1 

CTT 8.7 10 117 65 1 1 1 

CTT 8.7 10 117 125 1 1 1 

CTT 8.7 10 117 250 1 1 1 

CTT 8.7 10 117 500 1 1 1 
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CTT 8.7 10 117 1000 1 1 1 

CTT 8.7 10 117 2000 1 1 1 

CTT 8.7 10 117 3000 1 1 1 

CTT 8.7 10 117 4000 1 1 1 

CTT 8.7 10 117 5000 1 1 1 

CTT 8.7 10 117 6942 1 1 1 

CTT 8.7 10 128 30 1 1 1 

CTT 8.7 10 128 65 1 1 1 

CTT 8.7 10 128 125 1 1 1 

CTT 8.7 10 128 250 1 1 1 

CTT 8.7 10 128 500 1 1 1 

CTT 8.7 10 128 1000 1 1 1 

CTT 8.7 10 128 2000 1 1 1 

CTT 8.7 10 128 3000 1 1 1 

CTT 8.7 10 128 4000 1 1 1 

CTT 8.7 10 128 5000 1 1 1 

CTT 8.7 10 128 6942 1 1 1 

CTT 8.7 10 139 30 1 1 1 

CTT 8.7 10 139 65 1 1 1 

CTT 8.7 10 139 125 1 1 1 

CTT 8.7 10 139 250 1 1 1 

CTT 8.7 10 139 500 1 1 1 

CTT 8.7 10 139 1000 1 1 1 

CTT 8.7 10 139 2000 1 1 1 

CTT 8.7 10 139 3000 1 1 1 

CTT 8.7 10 139 4000 1 1 1 

CTT 8.7 10 139 5000 1 1 1 

CTT 8.7 10 139 6942 1 1 1 

CTT 9.5 8 117 30 1 1 1 

CTT 9.5 8 117 65 1 1 1 

CTT 9.5 8 117 125 1 1 1 

CTT 9.5 8 117 250 1 1 1 

CTT 9.5 8 117 500 1 1 1 

CTT 9.5 8 117 1000 1 1 1 

CTT 9.5 8 117 2000 1 1 1 

CTT 9.5 8 117 3000 1 1 1 

CTT 9.5 8 117 4000 1 1 1 
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CTT 9.5 8 117 5000 1 1 1 

CTT 9.5 8 117 6942 1 1 1 

CTT 9.5 8 128 30 1 1 1 

CTT 9.5 8 128 65 1 1 1 

CTT 9.5 8 128 125 1 1 1 

CTT 9.5 8 128 250 1 1 1 

CTT 9.5 8 128 500 1 1 1 

CTT 9.5 8 128 1000 1 1 1 

CTT 9.5 8 128 2000 1 1 1 

CTT 9.5 8 128 3000 1 1 1 

CTT 9.5 8 128 4000 1 1 1 

CTT 9.5 8 128 5000 1 1 1 

CTT 9.5 8 128 6942 1 1 1 

CTT 9.5 8 139 30 1 1 1 

CTT 9.5 8 139 65 1 1 1 

CTT 9.5 8 139 125 1 1 1 

CTT 9.5 8 139 250 1 1 1 

CTT 9.5 8 139 500 1 1 1 

CTT 9.5 8 139 1000 1 1 1 

CTT 9.5 8 139 2000 1 1 1 

CTT 9.5 8 139 3000 1 1 1 

CTT 9.5 8 139 4000 1 1 1 

CTT 9.5 8 139 5000 1 1 1 

CTT 9.5 8 139 6942 1 1 1 

CTT 9.5 9 117 30 1 1 1 

CTT 9.5 9 117 65 1 1 1 

CTT 9.5 9 117 125 1 1 1 

CTT 9.5 9 117 250 1 1 1 

CTT 9.5 9 117 500 1 1 1 

CTT 9.5 9 117 1000 1 1 1 

CTT 9.5 9 117 2000 1 1 1 

CTT 9.5 9 117 3000 1 1 1 

CTT 9.5 9 117 4000 1 1 1 

CTT 9.5 9 117 5000 1 1 1 

CTT 9.5 9 117 6942 1 1 1 

CTT 9.5 9 128 30 1 1 1 

CTT 9.5 9 128 65 1 1 1 
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CTT 9.5 9 128 125 1 1 1 

CTT 9.5 9 128 250 1 1 1 

CTT 9.5 9 128 500 1 1 1 

CTT 9.5 9 128 1000 1 1 1 

CTT 9.5 9 128 2000 1 1 1 

CTT 9.5 9 128 3000 1 1 1 

CTT 9.5 9 128 4000 1 1 1 

CTT 9.5 9 128 5000 1 1 1 

CTT 9.5 9 128 6942 1 1 1 

CTT 9.5 9 139 30 1 1 1 

CTT 9.5 9 139 65 1 1 1 

CTT 9.5 9 139 125 1 1 1 

CTT 9.5 9 139 250 1 1 1 

CTT 9.5 9 139 500 1 1 1 

CTT 9.5 9 139 1000 1 1 1 

CTT 9.5 9 139 2000 1 1 1 

CTT 9.5 9 139 3000 1 1 1 

CTT 9.5 9 139 4000 1 1 1 

CTT 9.5 9 139 5000 1 1 1 

CTT 9.5 9 139 6942 1 1 1 

CTT 9.5 10 117 30 1 1 1 

CTT 9.5 10 117 65 1 1 1 

CTT 9.5 10 117 125 1 1 1 

CTT 9.5 10 117 250 1 1 1 

CTT 9.5 10 117 500 1 1 1 

CTT 9.5 10 117 1000 1 1 1 

CTT 9.5 10 117 2000 1 1 1 

CTT 9.5 10 117 3000 1 1 1 

CTT 9.5 10 117 4000 1 1 1 

CTT 9.5 10 117 5000 1 1 1 

CTT 9.5 10 117 6942 1 1 1 

CTT 9.5 10 128 30 1 1 1 

CTT 9.5 10 128 65 1 1 1 

CTT 9.5 10 128 125 1 1 1 

CTT 9.5 10 128 250 1 1 1 

CTT 9.5 10 128 500 1 1 1 

CTT 9.5 10 128 1000 1 1 1 
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CTT 9.5 10 128 2000 1 1 1 

CTT 9.5 10 128 3000 1 1 1 

CTT 9.5 10 128 4000 1 1 1 

CTT 9.5 10 128 5000 1 1 1 

CTT 9.5 10 128 6942 1 1 1 

CTT 9.5 10 139 30 1 1 1 

CTT 9.5 10 139 65 1 1 1 

CTT 9.5 10 139 125 1 1 1 

CTT 9.5 10 139 250 1 1 1 

CTT 9.5 10 139 500 1 1 1 

CTT 9.5 10 139 1000 1 1 1 

CTT 9.5 10 139 2000 1 1 1 

CTT 9.5 10 139 3000 1 1 1 

CTT 9.5 10 139 4000 1 1 1 

CTT 9.5 10 139 5000 1 1 1 

CTT 9.5 10 139 6942 1 1 1 

CTT 10.3 8 117 30 1 1 1 

CTT 10.3 8 117 65 1 1 1 

CTT 10.3 8 117 125 1 1 1 

CTT 10.3 8 117 250 1 1 1 

CTT 10.3 8 117 500 1 1 1 

CTT 10.3 8 117 1000 1 1 1 

CTT 10.3 8 117 2000 1 1 1 

CTT 10.3 8 117 3000 1 1 1 

CTT 10.3 8 117 4000 1 1 1 

CTT 10.3 8 117 5000 1 1 1 

CTT 10.3 8 117 6942 1 1 1 

CTT 10.3 8 128 30 1 1 1 

CTT 10.3 8 128 65 1 1 1 

CTT 10.3 8 128 125 1 1 1 

CTT 10.3 8 128 250 1 1 1 

CTT 10.3 8 128 500 1 1 1 

CTT 10.3 8 128 1000 1 1 1 

CTT 10.3 8 128 2000 1 1 1 

CTT 10.3 8 128 3000 1 1 1 

CTT 10.3 8 128 4000 1 1 1 

CTT 10.3 8 128 5000 1 1 1 
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CTT 10.3 8 128 6942 1 1 1 

CTT 10.3 8 139 30 1 1 1 

CTT 10.3 8 139 65 1 1 1 

CTT 10.3 8 139 125 1 1 1 

CTT 10.3 8 139 250 1 1 1 

CTT 10.3 8 139 500 1 1 1 

CTT 10.3 8 139 1000 1 1 1 

CTT 10.3 8 139 2000 1 1 1 

CTT 10.3 8 139 3000 1 1 1 

CTT 10.3 8 139 4000 1 1 1 

CTT 10.3 8 139 5000 1 1 1 

CTT 10.3 8 139 6942 1 1 1 

CTT 10.3 9 117 30 1 1 1 

CTT 10.3 9 117 65 1 1 1 

CTT 10.3 9 117 125 1 1 1 

CTT 10.3 9 117 250 1 1 1 

CTT 10.3 9 117 500 1 1 1 

CTT 10.3 9 117 1000 1 1 1 

CTT 10.3 9 117 2000 1 1 1 

CTT 10.3 9 117 3000 1 1 1 

CTT 10.3 9 117 4000 1 1 1 

CTT 10.3 9 117 5000 1 1 1 

CTT 10.3 9 117 6942 1 1 1 

CTT 10.3 9 128 30 1 1 1 

CTT 10.3 9 128 65 1 1 1 

CTT 10.3 9 128 125 1 1 1 

CTT 10.3 9 128 250 1 1 1 

CTT 10.3 9 128 500 1 1 1 

CTT 10.3 9 128 1000 1 1 1 

CTT 10.3 9 128 2000 1 1 1 

CTT 10.3 9 128 3000 1 1 1 

CTT 10.3 9 128 4000 1 1 1 

CTT 10.3 9 128 5000 1 1 1 

CTT 10.3 9 128 6942 1 1 1 

CTT 10.3 9 139 30 1 1 1 

CTT 10.3 9 139 65 1 1 1 

CTT 10.3 9 139 125 1 1 1 
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CTT 10.3 9 139 250 1 1 1 

CTT 10.3 9 139 500 1 1 1 

CTT 10.3 9 139 1000 1 1 1 

CTT 10.3 9 139 2000 1 1 1 

CTT 10.3 9 139 3000 1 1 1 

CTT 10.3 9 139 4000 1 1 1 

CTT 10.3 9 139 5000 1 1 1 

CTT 10.3 9 139 6942 1 1 1 

CTT 10.3 10 117 30 1 1 1 

CTT 10.3 10 117 65 1 1 1 

CTT 10.3 10 117 125 1 1 1 

CTT 10.3 10 117 250 1 1 1 

CTT 10.3 10 117 500 1 1 1 

CTT 10.3 10 117 1000 1 1 1 

CTT 10.3 10 117 2000 1 1 1 

CTT 10.3 10 117 3000 1 1 1 

CTT 10.3 10 117 4000 1 1 1 

CTT 10.3 10 117 5000 1 1 1 

CTT 10.3 10 117 6942 1 1 1 

CTT 10.3 10 128 30 1 1 1 

CTT 10.3 10 128 65 1 1 1 

CTT 10.3 10 128 125 1 1 1 

CTT 10.3 10 128 250 1 1 1 

CTT 10.3 10 128 500 1 1 1 

CTT 10.3 10 128 1000 1 1 1 

CTT 10.3 10 128 2000 1 1 1 

CTT 10.3 10 128 3000 1 1 1 

CTT 10.3 10 128 4000 1 1 1 

CTT 10.3 10 128 5000 1 1 1 

CTT 10.3 10 128 6942 1 1 1 

CTT 10.3 10 139 30 1 1 1 

CTT 10.3 10 139 65 1 1 1 

CTT 10.3 10 139 125 1 1 1 

CTT 10.3 10 139 250 1 1 1 

CTT 10.3 10 139 500 1 1 1 

CTT 10.3 10 139 1000 1 1 1 

CTT 10.3 10 139 2000 1 1 1 
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CTT 10.3 10 139 3000 1 1 1 

CTT 10.3 10 139 4000 1 1 1 

CTT 10.3 10 139 5000 1 1 1 

CTT 10.3 10 139 6942 1 1 1 

 

Subset 5 of complex trains 

Stimulus CF [kHz] NPH IPI [ms] BW [kHz] NHR RPA AMC 

CTT 8.7 8 117 30 2 1 1 

CTT 8.7 8 117 65 2 1 1 

CTT 8.7 8 117 125 2 1 1 

CTT 8.7 8 117 250 2 1 1 

CTT 8.7 8 117 500 2 1 1 

CTT 8.7 8 117 1000 2 1 1 

CTT 8.7 8 117 2000 2 1 1 

CTT 8.7 8 117 3000 2 1 1 

CTT 8.7 8 117 4000 2 1 1 

CTT 8.7 8 117 5000 2 1 1 

CTT 8.7 8 117 6942 2 1 1 

CTT 8.7 8 128 30 2 1 1 

CTT 8.7 8 128 65 2 1 1 

CTT 8.7 8 128 125 2 1 1 

CTT 8.7 8 128 250 2 1 1 

CTT 8.7 8 128 500 2 1 1 

CTT 8.7 8 128 1000 2 1 1 

CTT 8.7 8 128 2000 2 1 1 

CTT 8.7 8 128 3000 2 1 1 

CTT 8.7 8 128 4000 2 1 1 

CTT 8.7 8 128 5000 2 1 1 

CTT 8.7 8 128 6942 2 1 1 

CTT 8.7 8 139 30 2 1 1 

CTT 8.7 8 139 65 2 1 1 

CTT 8.7 8 139 125 2 1 1 

CTT 8.7 8 139 250 2 1 1 

CTT 8.7 8 139 500 2 1 1 

CTT 8.7 8 139 1000 2 1 1 
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CTT 8.7 8 139 2000 2 1 1 

CTT 8.7 8 139 3000 2 1 1 

CTT 8.7 8 139 4000 2 1 1 

CTT 8.7 8 139 5000 2 1 1 

CTT 8.7 8 139 6942 2 1 1 

CTT 8.7 9 117 30 2 1 1 

CTT 8.7 9 117 65 2 1 1 

CTT 8.7 9 117 125 2 1 1 

CTT 8.7 9 117 250 2 1 1 

CTT 8.7 9 117 500 2 1 1 

CTT 8.7 9 117 1000 2 1 1 

CTT 8.7 9 117 2000 2 1 1 

CTT 8.7 9 117 3000 2 1 1 

CTT 8.7 9 117 4000 2 1 1 

CTT 8.7 9 117 5000 2 1 1 

CTT 8.7 9 117 6942 2 1 1 

CTT 8.7 9 128 30 2 1 1 

CTT 8.7 9 128 65 2 1 1 

CTT 8.7 9 128 125 2 1 1 

CTT 8.7 9 128 250 2 1 1 

CTT 8.7 9 128 500 2 1 1 

CTT 8.7 9 128 1000 2 1 1 

CTT 8.7 9 128 2000 2 1 1 

CTT 8.7 9 128 3000 2 1 1 

CTT 8.7 9 128 4000 2 1 1 

CTT 8.7 9 128 5000 2 1 1 

CTT 8.7 9 128 6942 2 1 1 

CTT 8.7 9 139 30 2 1 1 

CTT 8.7 9 139 65 2 1 1 

CTT 8.7 9 139 125 2 1 1 

CTT 8.7 9 139 250 2 1 1 

CTT 8.7 9 139 500 2 1 1 

CTT 8.7 9 139 1000 2 1 1 

CTT 8.7 9 139 2000 2 1 1 

CTT 8.7 9 139 3000 2 1 1 

CTT 8.7 9 139 4000 2 1 1 

CTT 8.7 9 139 5000 2 1 1 
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CTT 8.7 9 139 6942 2 1 1 

CTT 8.7 10 117 30 2 1 1 

CTT 8.7 10 117 65 2 1 1 

CTT 8.7 10 117 125 2 1 1 

CTT 8.7 10 117 250 2 1 1 

CTT 8.7 10 117 500 2 1 1 

CTT 8.7 10 117 1000 2 1 1 

CTT 8.7 10 117 2000 2 1 1 

CTT 8.7 10 117 3000 2 1 1 

CTT 8.7 10 117 4000 2 1 1 

CTT 8.7 10 117 5000 2 1 1 

CTT 8.7 10 117 6942 2 1 1 

CTT 8.7 10 128 30 2 1 1 

CTT 8.7 10 128 65 2 1 1 

CTT 8.7 10 128 125 2 1 1 

CTT 8.7 10 128 250 2 1 1 

CTT 8.7 10 128 500 2 1 1 

CTT 8.7 10 128 1000 2 1 1 

CTT 8.7 10 128 2000 2 1 1 

CTT 8.7 10 128 3000 2 1 1 

CTT 8.7 10 128 4000 2 1 1 

CTT 8.7 10 128 5000 2 1 1 

CTT 8.7 10 128 6942 2 1 1 

CTT 8.7 10 139 30 2 1 1 

CTT 8.7 10 139 65 2 1 1 

CTT 8.7 10 139 125 2 1 1 

CTT 8.7 10 139 250 2 1 1 

CTT 8.7 10 139 500 2 1 1 

CTT 8.7 10 139 1000 2 1 1 

CTT 8.7 10 139 2000 2 1 1 

CTT 8.7 10 139 3000 2 1 1 

CTT 8.7 10 139 4000 2 1 1 

CTT 8.7 10 139 5000 2 1 1 

CTT 8.7 10 139 6942 2 1 1 

CTT 9.5 8 117 30 2 1 1 

CTT 9.5 8 117 65 2 1 1 

CTT 9.5 8 117 125 2 1 1 
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CTT 9.5 8 117 250 2 1 1 

CTT 9.5 8 117 500 2 1 1 

CTT 9.5 8 117 1000 2 1 1 

CTT 9.5 8 117 2000 2 1 1 

CTT 9.5 8 117 3000 2 1 1 

CTT 9.5 8 117 4000 2 1 1 

CTT 9.5 8 117 5000 2 1 1 

CTT 9.5 8 117 6942 2 1 1 

CTT 9.5 8 128 30 2 1 1 

CTT 9.5 8 128 65 2 1 1 

CTT 9.5 8 128 125 2 1 1 

CTT 9.5 8 128 250 2 1 1 

CTT 9.5 8 128 500 2 1 1 

CTT 9.5 8 128 1000 2 1 1 

CTT 9.5 8 128 2000 2 1 1 

CTT 9.5 8 128 3000 2 1 1 

CTT 9.5 8 128 4000 2 1 1 

CTT 9.5 8 128 5000 2 1 1 

CTT 9.5 8 128 6942 2 1 1 

CTT 9.5 8 139 30 2 1 1 

CTT 9.5 8 139 65 2 1 1 

CTT 9.5 8 139 125 2 1 1 

CTT 9.5 8 139 250 2 1 1 

CTT 9.5 8 139 500 2 1 1 

CTT 9.5 8 139 1000 2 1 1 

CTT 9.5 8 139 2000 2 1 1 

CTT 9.5 8 139 3000 2 1 1 

CTT 9.5 8 139 4000 2 1 1 

CTT 9.5 8 139 5000 2 1 1 

CTT 9.5 8 139 6942 2 1 1 

CTT 9.5 9 117 30 2 1 1 

CTT 9.5 9 117 65 2 1 1 

CTT 9.5 9 117 125 2 1 1 

CTT 9.5 9 117 250 2 1 1 

CTT 9.5 9 117 500 2 1 1 

CTT 9.5 9 117 1000 2 1 1 

CTT 9.5 9 117 2000 2 1 1 
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CTT 9.5 9 117 3000 2 1 1 

CTT 9.5 9 117 4000 2 1 1 

CTT 9.5 9 117 5000 2 1 1 

CTT 9.5 9 117 6942 2 1 1 

CTT 9.5 9 128 30 2 1 1 

CTT 9.5 9 128 65 2 1 1 

CTT 9.5 9 128 125 2 1 1 

CTT 9.5 9 128 250 2 1 1 

CTT 9.5 9 128 500 2 1 1 

CTT 9.5 9 128 1000 2 1 1 

CTT 9.5 9 128 2000 2 1 1 

CTT 9.5 9 128 3000 2 1 1 

CTT 9.5 9 128 4000 2 1 1 

CTT 9.5 9 128 5000 2 1 1 

CTT 9.5 9 128 6942 2 1 1 

CTT 9.5 9 139 30 2 1 1 

CTT 9.5 9 139 65 2 1 1 

CTT 9.5 9 139 125 2 1 1 

CTT 9.5 9 139 250 2 1 1 

CTT 9.5 9 139 500 2 1 1 

CTT 9.5 9 139 1000 2 1 1 

CTT 9.5 9 139 2000 2 1 1 

CTT 9.5 9 139 3000 2 1 1 

CTT 9.5 9 139 4000 2 1 1 

CTT 9.5 9 139 5000 2 1 1 

CTT 9.5 9 139 6942 2 1 1 

CTT 9.5 10 117 30 2 1 1 

CTT 9.5 10 117 65 2 1 1 

CTT 9.5 10 117 125 2 1 1 

CTT 9.5 10 117 250 2 1 1 

CTT 9.5 10 117 500 2 1 1 

CTT 9.5 10 117 1000 2 1 1 

CTT 9.5 10 117 2000 2 1 1 

CTT 9.5 10 117 3000 2 1 1 

CTT 9.5 10 117 4000 2 1 1 

CTT 9.5 10 117 5000 2 1 1 

CTT 9.5 10 117 6942 2 1 1 
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CTT 9.5 10 128 30 2 1 1 

CTT 9.5 10 128 65 2 1 1 

CTT 9.5 10 128 125 2 1 1 

CTT 9.5 10 128 250 2 1 1 

CTT 9.5 10 128 500 2 1 1 

CTT 9.5 10 128 1000 2 1 1 

CTT 9.5 10 128 2000 2 1 1 

CTT 9.5 10 128 3000 2 1 1 

CTT 9.5 10 128 4000 2 1 1 

CTT 9.5 10 128 5000 2 1 1 

CTT 9.5 10 128 6942 2 1 1 

CTT 9.5 10 139 30 2 1 1 

CTT 9.5 10 139 65 2 1 1 

CTT 9.5 10 139 125 2 1 1 

CTT 9.5 10 139 250 2 1 1 

CTT 9.5 10 139 500 2 1 1 

CTT 9.5 10 139 1000 2 1 1 

CTT 9.5 10 139 2000 2 1 1 

CTT 9.5 10 139 3000 2 1 1 

CTT 9.5 10 139 4000 2 1 1 

CTT 9.5 10 139 5000 2 1 1 

CTT 9.5 10 139 6942 2 1 1 

CTT 10.3 8 117 30 2 1 1 

CTT 10.3 8 117 65 2 1 1 

CTT 10.3 8 117 125 2 1 1 

CTT 10.3 8 117 250 2 1 1 

CTT 10.3 8 117 500 2 1 1 

CTT 10.3 8 117 1000 2 1 1 

CTT 10.3 8 117 2000 2 1 1 

CTT 10.3 8 117 3000 2 1 1 

CTT 10.3 8 117 4000 2 1 1 

CTT 10.3 8 117 5000 2 1 1 

CTT 10.3 8 117 6942 2 1 1 

CTT 10.3 8 128 30 2 1 1 

CTT 10.3 8 128 65 2 1 1 

CTT 10.3 8 128 125 2 1 1 

CTT 10.3 8 128 250 2 1 1 
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CTT 10.3 8 128 500 2 1 1 

CTT 10.3 8 128 1000 2 1 1 

CTT 10.3 8 128 2000 2 1 1 

CTT 10.3 8 128 3000 2 1 1 

CTT 10.3 8 128 4000 2 1 1 

CTT 10.3 8 128 5000 2 1 1 

CTT 10.3 8 128 6942 2 1 1 

CTT 10.3 8 139 30 2 1 1 

CTT 10.3 8 139 65 2 1 1 

CTT 10.3 8 139 125 2 1 1 

CTT 10.3 8 139 250 2 1 1 

CTT 10.3 8 139 500 2 1 1 

CTT 10.3 8 139 1000 2 1 1 

CTT 10.3 8 139 2000 2 1 1 

CTT 10.3 8 139 3000 2 1 1 

CTT 10.3 8 139 4000 2 1 1 

CTT 10.3 8 139 5000 2 1 1 

CTT 10.3 8 139 6942 2 1 1 

CTT 10.3 9 117 30 2 1 1 

CTT 10.3 9 117 65 2 1 1 

CTT 10.3 9 117 125 2 1 1 

CTT 10.3 9 117 250 2 1 1 

CTT 10.3 9 117 500 2 1 1 

CTT 10.3 9 117 1000 2 1 1 

CTT 10.3 9 117 2000 2 1 1 

CTT 10.3 9 117 3000 2 1 1 

CTT 10.3 9 117 4000 2 1 1 

CTT 10.3 9 117 5000 2 1 1 

CTT 10.3 9 117 6942 2 1 1 

CTT 10.3 9 128 30 2 1 1 

CTT 10.3 9 128 65 2 1 1 

CTT 10.3 9 128 125 2 1 1 

CTT 10.3 9 128 250 2 1 1 

CTT 10.3 9 128 500 2 1 1 

CTT 10.3 9 128 1000 2 1 1 

CTT 10.3 9 128 2000 2 1 1 

CTT 10.3 9 128 3000 2 1 1 
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CTT 10.3 9 128 4000 2 1 1 

CTT 10.3 9 128 5000 2 1 1 

CTT 10.3 9 128 6942 2 1 1 

CTT 10.3 9 139 30 2 1 1 

CTT 10.3 9 139 65 2 1 1 

CTT 10.3 9 139 125 2 1 1 

CTT 10.3 9 139 250 2 1 1 

CTT 10.3 9 139 500 2 1 1 

CTT 10.3 9 139 1000 2 1 1 

CTT 10.3 9 139 2000 2 1 1 

CTT 10.3 9 139 3000 2 1 1 

CTT 10.3 9 139 4000 2 1 1 

CTT 10.3 9 139 5000 2 1 1 

CTT 10.3 9 139 6942 2 1 1 

CTT 10.3 10 117 30 2 1 1 

CTT 10.3 10 117 65 2 1 1 

CTT 10.3 10 117 125 2 1 1 

CTT 10.3 10 117 250 2 1 1 

CTT 10.3 10 117 500 2 1 1 

CTT 10.3 10 117 1000 2 1 1 

CTT 10.3 10 117 2000 2 1 1 

CTT 10.3 10 117 3000 2 1 1 

CTT 10.3 10 117 4000 2 1 1 

CTT 10.3 10 117 5000 2 1 1 

CTT 10.3 10 117 6942 2 1 1 

CTT 10.3 10 128 30 2 1 1 

CTT 10.3 10 128 65 2 1 1 

CTT 10.3 10 128 125 2 1 1 

CTT 10.3 10 128 250 2 1 1 

CTT 10.3 10 128 500 2 1 1 

CTT 10.3 10 128 1000 2 1 1 

CTT 10.3 10 128 2000 2 1 1 

CTT 10.3 10 128 3000 2 1 1 

CTT 10.3 10 128 4000 2 1 1 

CTT 10.3 10 128 5000 2 1 1 

CTT 10.3 10 128 6942 2 1 1 

CTT 10.3 10 139 30 2 1 1 
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CTT 10.3 10 139 65 2 1 1 

CTT 10.3 10 139 125 2 1 1 

CTT 10.3 10 139 250 2 1 1 

CTT 10.3 10 139 500 2 1 1 

CTT 10.3 10 139 1000 2 1 1 

CTT 10.3 10 139 2000 2 1 1 

CTT 10.3 10 139 3000 2 1 1 

CTT 10.3 10 139 4000 2 1 1 

CTT 10.3 10 139 5000 2 1 1 

CTT 10.3 10 139 6942 2 1 1 

 

Table S3.1 Spectro-temporal characteristics of complex train stimuli. Ech row describes 

the spectro temporal characteristics of a stimulus across all testing phases. Center frequency 

of first phrase (CF), Number of phrases per stimulus (NPH), Inter-phrase interval (IPI), 

Frequency bandwidth of middle phrase (BW), Number of harmonics (NHR), relative-phrase 

amplitude (RPA), and amplitude modulated contour (AMC).
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testing of long-tailed 

macaques (Macaca 
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Chapter 4 describes the results of six long-tailed macaques trained to solve a visuo-

acoustic discrimination task using an automated unsupervised training protocol. 

Where contrary to the marmoset results reported in Chapter 2, long-tailed macaques 

failed to associate acoustic stimuli with visual targets. Chapter 4 also describes the 

implementation of a neural network to automate animal identification based on 

pictures.
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Abstract  

In recent years the utility and efficiency of automated procedures for 

cognitive assessment in psychology and neuroscience have been 

demonstrated in non-human primates (NHP). This approach mimics 

conventional shaping principles of breaking down a final desired behavior 

into smaller components that can be trained in a staircase manner. When 

combined with home-cage based approaches, this could lead to a reduction 

in human workload, enhancement in data quality, and improvement in animal 

welfare. However, to our knowledge, there are no reported attempts to 

develop automated training and testing protocols for long-tailed macaques 

(Macaca fascicularis), a ubiquitous NHP model in neuroscience and 

pharmaceutical research. In the current work, we present the results from 6 

long-tailed macaques that were trained using an automated unsupervised 

training (AUT) protocol for introducing the animals to the basics of a two-

alternative choice (2AC) task where they had to discriminate a conspecific 

vocalization from a pure tone relying on images presented on a touchscreen 

to report their response. We found that animals 1) consistently engaged with 

the device across several months; 2) interacted in bouts of high engagement; 

3) alternated peacefully to interact with the device; and 4) smoothly ascended 

from step to step in the visually-guided section of the procedure, in line with 

previous results from other NHPs. However, we also found 5) that animals' 

performance remained at chance level as soon as the acoustically-guided 

steps were reached; and 6) that the engagement level decreased significantly 

with decreasing performance during the transition from visual to acoustic 

guided sections. We conclude that with an autonomous approach, it is 

possible to train long-tailed macaques in their social group using computer 

vision techniques and without dietary restriction to solve a visually-guided 

discrimination task but not an acoustically-guided task. We provide 

suggestions on what future attempts could take into consideration to instruct 

acoustically-guided discrimination tasks successfully. 
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4.1 Introduction 

Training non-human primates (NHP) in various husbandry and veterinary 

procedures is essential to animal behavior management in most captive 

settings. Positive reinforcement training (PRT) (Skinner, 1938) is the most 

efficient and ethical technique to train a wide variety of behaviors as it 

rewards the animals for desired behaviors while ignoring unwanted ones 

(Westlund, 2015). The standard procedure in PRT training is to break down 

a desired final behavior into small pieces that can be gradually and 

sequentially taught to the animal. However, training behaviors required to 

perform typical experimental tasks in sensory-motor systems research and 

cognitive neuroscience represents a more significant challenge for classical 

PRT training. First, most PRT protocols need human trainers to start and end 

each session and, in some cases, each trial (manual shaping). Besides the time 

cost - namely that a human trainer can only handle a single animal at a time 

- there is an unavoidable diversity of training strategies that trainers apply for 

different animals, ultimately making comparisons across animals and 

replicability of results challenging (Berger et al., 2018). Finally, in 

neuroscientific laboratories, NHPs are usually taken from the home cages to 

insulated experimental setups where they are trained in isolation, potentially 

reducing the training time and the natural species-specific behavioral 

repertoire that an animal can express.  

Therefore, we would like to argue that the optimization of training protocols 

has the potential to enhance animal welfare while increasing the 

standardization of training and ultimately broadening the scope of scientific 

research. Towards such aims, several studies have already reported various 

optimization of behavioral training (Berger et al., 2018; Butler and 

Kennerley, 2019; Calapai et al., 2022, 2017; Sacchetti et al., 2021; Walker et 

al., 2019) across two important NHP models used in neuroscience, rhesus 

macaques (Macaca mulatta) and common marmosets (Callithrix jacchus). 

However, to the best of our knowledge, there is a lack of reported attempts to 

develop automated training and testing protocols for long-tailed macaques 

(Macaca fascicularis), a ubiquitous NHP model in neuroscience and - in 

particular - pharmaceutical research. Long-tailed macaques are 38–55 cm 

large cercopithecine primates native to Southeast Asia. Animals of this 



 
 
 Group-based automated visuo-acoustic training for long-tailed macaques    198 

 

 

species live in complex social groups - multi-male/multi-female, 6 to 40 

individuals - with a dominance hierarchy among females that can be passed 

through generations of matrilines (van Noordwijk and van Schaik, 1999; Van 

Noordwijk and Van Schaik, 1985). Due to their close physiological proximity 

to humans, long-tailed macaques represent a valuable model for biomedical 

research, especially for basic research studies in disease pathology and 

treatment, vaccine development, immunology, and neuroscience. Hence, the 

refinement of protocols to evaluate cognition and behaviors in long-tailed 

macaques is highly important for phenotyping in treatment development and 

understanding cognition, affection, and social processes. 

In this study, we describe a computerized, automated protocol for training 

and testing captive long-tailed macaques in their social group. Our approach 

achieves self-paced, step-wise, individualized training employing picture-

based animal identification at the beginning of each trial, which is 

instrumental in adjusting the training based on the animals' trial-by-trial 

proficiency. With this approach, no human interaction with the animals is 

needed, and only minimal maintenance and supervision are required, with 

presumed positive repercussions on the data quality and the results' 

replicability. Furthermore, we also argue that removing physical constraints 

while also keeping the animals in their housing environment with their social 

group opens the possibility of investigating a broader range of more complex 

behaviors, including social interactions. Home-cage training also enables the 

opportunity to record neural activity for extended periods by using wireless 

recording technologies (Borton et al., 2013; Chestek et al., 2009; Zhou et al., 

2019). 

Here we report the results from 6 long-tailed macaques navigating an 

Automated Unsupervised Training (AUT) procedure to reach a visuo-

acoustic two-alternative choice (2AC) task. We show that our animals can 

successfully navigate an AUT procedure to learn a visually guided 2AC on a 

touchscreen but fail to do the same based on acoustic information. 

4.2 Results 

In this study 6 female long-tailed macaques housed in two groups, see Table 

1, were given access to a touchscreen device attached to their home cage. At 
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the same time, solid food and fluid were provided ad libitum. All animals had 

previous exposure to a similar device during a separate experiment a year 

prior to this study and were already familiar with the basics of touchscreen 

interaction. Sessions were mainly autonomously conducted with sporadic 

human supervision (except for animals R and F trained by an experimenter 

in 4 and 2 shaping sessions, respectively; see below). Upon the initiation of 

each trial, throughout the autonomous and unsupervised training procedure, 

a machine learning algorithm identified the animals from a picture taken by 

a camera placed on top of the screen (Figure 4.1a). In this way, animals could 

progress in step-wise training between and within sessions (see methods: 

Automated unsupervised training (AUT)). 

General engagement across sessions 

Animals' engagement varied within and between sessions, with a median of 

32 trials (IQR=Q3-Q1=90) per session across 50 and 30 sessions per Group 

1 and Group 2, respectively (Figure 4.1b). Animals R and F underwent 

individualized shaping sessions to improve touching accuracy (for 4 and 2 

sessions, respectively). The total number of sessions is the number of times 

the device was offered to the group, regardless of the number of interactions. 

Except for animal R, which did not perform a single trial across all the 

sessions, the mean number of sessions with 0 trials per animal is 6 (Figure 

4.1c). The session duration ranged from 1.3 to 7 hours with a median of 2 

hours and 45 minutes (starting and ending at 10:34 hours and 13:25 hours, 

respectively - Figure 4.1d). To describe potential habituation effects, we 

statistically evaluated whether the number of trials per animal varied as a 

function of session duration or session number and whether the number of 

trials per hour varied across consecutive sessions. Initial sessions during 

which solely pictures (see methods) were taken were excluded from this 

analysis as they were designed to be longer in duration and easier to solve by 

the animals. We found a significant positive correlation between the number 

of trials each animal performed and the session duration (partial Pearson 

correlation, n = 135, r = 0.213, CI95% = 0.05, 0.37, p-value = 0.01) (Figure 

4.1f), suggesting that longer sessions lead to more trials. We found no 

significant correlation between the number of trials performed and the session 

number (partial Pearson correlation, n = 135, r = 0.00008, CI95% = -0.17, 

0.17, p-value = 0.99); as well as between the session duration and the sessions 
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number (partial Pearson correlation, n = 59, r = 0.0088, CI95% = -0.25, 0.27, 

p-value = 0.94); suggesting that animals did not lose interest in the 

experiment across consecutive sessions while access to the device remained 

consistent. Finally, by looking at the distribution of trials across all sessions 

and all animals, we found that animals mostly engaged during the first 2 hours 

of the sessions, performing 50% of the trials within the first 53 minutes 

(Figure 4.1e). 
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Figure 4.1. General engagement across sessions. a) Pictures of animal L interacting with 

the LXBI device. The left picture shows the view from the side camera used for surveillance 

during sessions. The right picture shows the view from the frontal camera used for animal 

identification. b) Left panel shows the number of trials per session across animals. The 

right panel shows the distribution across all animals, with a median of 32 trials per 

session (IQR = 90 trials). c) Left panel shows the number of sessions across animals. Red 

indicates the amount of manual training sessions conducted in separation from the rest of 

the group. Black indicates the amount of sessions with no trials. The right panel shows 

the mean across animals. d) Distribution of all session durations. The dashed line 

indicates the median of the distribution. e) Distribution of trial initiation across session 

duration. The dashed line indicates the median of the distribution. f) From right to left. 

Distribution of number of trials per animal as a function of session duration, shows a 

significant positive correlation (partial Pearson’s correlation, n = 135, r = 0.213, 

CI95% = [0.05, 0.37], p = 0.01). Distribution of number of trials per animal as a function 

of session number, shows non-significant correlation (partial Pearson’s 

correlation, n = 135, r = 0.00008, CI95% = [−0.17, 0.17], p = 0.99). Distribution of 

session duration as a function of session number shows no significant correlation (partial 

Pearson’s correlation, n = 59, r = 0.0088, CI95% = [−0.25, 0.27], p = 0.94). 
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Visuo-acoustic automated unsupervised training (AUT) 

In this study, we adapted a visuo-acoustic automated unsupervised training 

protocol (AUT) we previously used to train marmoset monkeys (Calapai et 

al., 2022). Here, 5 long-tailed macaques belonging to 2 groups underwent an 

AUT comprised of 49 training steps. The AUT protocol was designed to 1) 

improve touch precision (milestone size), 2) spatial touch precision and 

tolerance to acoustic stimuli (milestone location-sound), and 3) train a 2 

alternative audio-visual association (milestone distractor). Training data for 

animal R are not available as the animal never interacted with the device. 

An algorithm that monitored the animals' hit rate within a sliding window of 

10 trials loaded the subsequent step when 8 out of 10 trials were correct or 

the previous step when 2 out of 10 trials were correct, modulating the task 

difficulty as a function of the animal's performance. Although the design of 

the AUT aimed to individualize and smoothen the transition between steps 

according to the animals' learning progress, certain milestones required more 

trials to be acquired. Therefore, different hit rates can be observed across 

AUT steps and milestones (Figure 4.2a). An important feature to note is the 

consistent decrease in performance starting with the last milestone, during 

which a visual distractor was added. Except for animal F, which did not 

overcome the milestone size (with 250 trials and 54 sessions), 4 out of 5 

animals reached the distractor milestone (B, L, K, G) and successfully 

acquired the visual part of the last milestone. In contrast, none successfully 

acquired the acoustic part. To visualize the learning progress through the 

milestones of the AUT across animals with potentially different engagement 

levels, we quantified the number of trials as a function of the total trials 

performed (Figure 4.2b). The animals needed an average of 200, 304, and 

1141 trials; and 9, 4, and 25 sessions to overcome the size, location-sound, 

and distractor milestones, respectively (Figure 4.2c). This suggested that two 

of these milestones (size and position-sound) were easier to solve than the 

final milestone (distractor), which might have needed a smoother training set 

of steps than the one used in the current study. To assess whether individual 

animals' performance influenced subsequent task engagement, we analyzed 

the likelihood of initiating a trial after a correct or wrong response within the 

first 30 seconds following a response. We found that the likelihood of starting 

a trial after a correct response remained stable during the first two milestones 
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(size and location-sound). In contrast, it consistently changed in the milestone 

distractor, decreasing from 90% to 55%. This pattern is mirrored by the 

likelihood of initiating another trial after a wrong trial, going from 25% in the 

initial milestones to 40% in the distractor (Figure 4.2d). The same was 

observed when controlling for the non-uniform number of trials across steps 

by recomputing the likelihood based on an equal number but randomly 

selected sample of trials belonging to all steps (see methods). We found a 

significant positive correlation between the hit rate and the likelihood of 

initiating a trial (Figure 4.2e), suggesting that the animals' engagement is 

heavily dependent on short-term performance as lower hit rates over time 

tend to promote similar trial initiation for correct and wrong trials. 
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Figure 4.2. Performance through the Amutomated Unsupervised Training (AUT) 

protocol. a) Hit rate as a function of AUT steps per animal. Gray shade represents 95% 

confidence interval of the mean across animals. b) Animal progress through the steps of 

the AUT protocol. Background colors indicate the milestones. c) From top to bottom, 

number of trials and number of sessions as a function of milestones across 

animals. d) Distribution of the likelihood of trial initiation as a function of hit rate in 

blocks of 100 randomly selected trials across animals. The upper panel shows the 

number of trials per step. e) Highly significant positive correlation between the hit rate 

and the likelihood of initiating a trial when controlling for the non-uniform number of 

trials across steps (partial Pearson’s correlation, n = 840, r = 0.98, CI95% = [−0.98, 

0.98], p =5e-18). 
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2 alternative visuo-acoustic discrimination. 

From steps 31 to 49, the AUT protocol attempted to train the animals to 

discriminate between a target and distractor simultaneously presented on the 

screen (Figure 4.3a) based on two cues: a visual cue, the difference in the size 

of the visual stimuli; and an acoustic cue, the specific sound played 

throughout the trial. Animals could use either cue to determine the target of 

a given trial. However, from step 50 onward, only the acoustic cue was 

present as the target and distractor had the same size. While 4 out of 5 animals 

reached step 50, none had a performance above chance at this stage of the 

training. This suggests that animals did not use the acoustic cue to identify 

the target of a given trial but relied exclusively on the stimuli's size difference. 

A psychometric estimation based on the proportion of correct trials across 

steps 31 to 50 revealed that the minimum detectable size differences between 

the target and distractor are: 22.94 cm², 25.79 cm², 40.87 cm², and 37.08 cm² 

for animals B, L, K, and G, respectively (Figure 4.3b). In addition, animals 

showed a stable hit rate (around the chance level) once the difference between 

the target and the distractor was around 0.8 cm² (step 44) (Figure 4.2c). After 

step 44, animals B, and G, showed a bias for the vocalization and animal K 

for the simple train (Figure 4.3d). Also, no significant difference in the 

response latency between the two stimuli was found (Kruskar-Wallis, 

Bonferroni corrected (B p-val=0.19, G p-val=0.17, K p-val=0.18, L p-

val=0.09). 
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Figure 4.3. Visuo-acoustic discrimination task. a) Visual and acoustic stimuli used 

across the AUT (milestones position-sound and distractor) and in step 50. Visual stimuli 

are shown on the left, and the spectro-temporal information of the acoustic stimuli is 

shown on the right. The pure tone train was 4 kHz. b) Psychometric curves for the 

minimum size difference between distractor and target, calculated as the proportions of 

correct trials across steps of the AUT. 95% confidence intervals (CI) are indicated with 

black horizontal lines (Animal B: threshold 22.94 cm2; CI between 15.7 and 26.7; L: 25.79 

cm2, CI between 19.4 and 28.9; K: 40.87 cm2, CI between 12.6 and 46.4; G: 37.08 cm2, 

CI between 24.4 and 43.3). c) Hit rate as a function of the percentage of trials performed 

by each animal (after step 44 where all animals mostly performed below 60% hit rate), 

grouped into bins of 10%. The thickness of the lines represents the number of trials. The 

dashed line at 0.5 represents the chance level. d) Letter-value plots show the reaction 

times for each stimulus across animals after step 44. The central box represents the 1st 

quartile, 2nd quartile and 3rd quartile. No statistical difference was found between the 

response latencies between stimuli at a Bonferroni post-hoc-corrected Kruskal–Wallis 

Test (B p = 0.19, G p = 0.17, K p = 0.18, L p = 0.09). 
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Face identification performance 

In order to individualize the automatized training protocol for each animal, 

we trained a convolutional neural network with a structure optimized for 

object categorization (LeCun et al., 2015), to identify the animals at the start 

of each trial. We manually labeled all pictures offline to assess the neuronal 

network's animal identification performance. We observed stable animal 

identification performance of the network across consecutive sessions for 

both groups (Figure 4.4a). The network was retrained after sessions: 5, 29, 

and 35 for Group 1; and after session 4 for Group 2 (indicated with stars in 

Figure 4.4a) to expand the training set and potentially prevent drops in 

identification accuracy. Session 36 of Group 1 was removed from the analysis 

due to a technical problem with the training of the network (the animals' 

labels were swapped inadvertently). Figure 4.4b shows that individual animal 

identification accuracies for Group 1 were around 90%, while for Group 2, 

animal G held an identification accuracy of almost 100% and animal F of 

70%. The accuracy for a given animal was calculated as the number of times 

labels from the network matched manual labels divided by the total number 

of network labels for that animal. Furthermore, we computed a more general 

measure of accuracy for each animal by dividing the number of times labels 

from the network-matched manual labels by the total amount of manual 

labels for that given animal. We found this general accuracy above 90% in 

Group 1 and between 77% and 89% in Group 2 (Figure 4.4c). Finally, to 

avoid that wrongly identified animal’s influenced a given animals’ progress 

within the AUT, we took and fed to the network a second picture at the end 

of each trial before computing the AUT progression. This allowed online 

identification of trials with different labels from start and end to prevent 

potential problems with the AUT progression. In addition, this prevented 319 

wrong assignments of the trial outcome out of a total of 8784 trials. 
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Figure 4.4. Animal identification accuracy. a) Animal identification accuracy across 

sessions for Group 1 on the upper right panel and Group 2 on the lower right panel. The 

right panels show a count histogram for both groups. b) Individual animal identification 

accuracies were calculated as the number of times labels from the network-matched 

manual labels, divided by the total number of network labels for that animal. Accuracies 

for Group 1 were around 90%. At the same time, for Group 2, animal G held an 

identification accuracy of almost 100% and animal F of 70%. c) General measure of 

accuracy for each animal, calculated by dividing the number of times labels from the 

network-matched manual labels by the total amount of manual labels for that given 

animal. Again, accuracies were above 90% in Group 1 and between 77 and 89% in Group 

2. An additional animal label, called null, was assigned to those pictures where the 

animal’s identity was unclear (animals triggering a trial by accident, e.g., with their 

back). Numbers inside the heatmap represent the number of trials from which the hit rate 

was calculated. 
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Animal turn taking 

The online animal identification algorithm, allowing for individualized 

training and testing of our animals living in social groups, allowed for 

assessment of the animal-device interaction from a group-level perspective. 

First, we observed that the level of engagement with the device (taken as the 

number of interactions as a function of time within a session) is consistently 

higher at the beginning and lower towards the end (Figures 4.5a). 

Specifically, in Group 1, we found that within each session, animal B was 

often the first to interact with the device, followed by animal L, and later by 

animal K. Moreover, within and across sessions, we observed 463 total 

transitions from a given animal to a different animal, with a median interval 

of 101.53 seconds (Figure 4.5b). We found that transitions from L to K 

occured the most (112), while L to B the least (44), in contrast with other 

transitions that occurred relatively evenly (B to L and B to K with 63 and 68 

transitions, respectively; K to B and K to L with 87 and 88 transitions, 

respectively). To graphically describe the transition probability among 

animals we calculated a Markov transition matrix for Group 1 (Figure 4.5c) 

and statistically assessed whether transitions were the due to random 

transitions between animals. Towards this, we quantified the probability of 

obtaining similar results with shuffled data (1000 repetitions) while keeping 

the same amount of interactions as in the original data. Except for transitions 

of animal K to L (two-sided permutation test; p = 0.123) and K to B (two-

sided permutation test; p = 0.123), none of the transitions can be explained 

by chance alone (two-sided permutation test; B to K p = 0.055, B to L p = 

0.055, L to B p = 0.001, and L to K p = 0.001). These results suggest a 

preferred turn-taking order with which animals interacted with the LXBI. 

Such structure cannot be explained by chance, and is likely the product of 

complex social dynamic interactions within the group. It remains unclear 

whether the LXBI created such structure or whether the structure existed 

before and the animals used it as it would naturally happen in naturalistic 

foraging situations. 
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Figure 4.5. Animal turn-taking. a) Event plot showing each animal’s individual trial 

initiation as a function of session proportion. Left panel for Group 1 and right panel for 

Group 2. Marginal plots show the density histograms of trial initiation instances across 

sessions on the ordinate and within sessions on the abscissa. b) The upper panel shows 

the time distribution between animal transitions across all animals. The lower panel 

shows the distribution when merging all animals. The marginal plot is a count histogram 

for the number of transitions. c) Markov transition matrix, showing the probability of 

transitions among animals. 
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4.3 Discussion 

Non-human primates (NHP) play an essential role in biomedical research due 

to their physiological, psychological, and cognitive proximity to humans. 

However, the requirement to manually train NHPs to understand complex 

rules and perform complex behaviors bears several caveats. Among them are 

the inter-experimenter variability of training, the difficulty in generalizing the 

results, the time and personnel needed, as well as ethical considerations 

related to the animals' well-being. In an effort to address these issues, we 

designed a touchscreen-based, autonomous, individualized experimental 

protocol to train and test long-tailed macaques directly in their home 

enclosure without fluid/food control or social separation that integrates trial-

by-trial animal identification employing a convolutional neural network. Six 

female long-tailed macaques, across two separate captive groups, underwent 

daily training sessions (Monday to Friday) for around 3 hours on a 

touchscreen device attached to their home cage. Our results suggest that: 1) 

captive long-tailed macaques successfully learn a visually guided 

discrimination task with autonomous protocols, but demonstrated that more 

sophisticated approaches than the gradual implicit sound-to-stimulus 

association we employed are needed for acoustically guided discrimination; 

2) animals engage with the device without the necessity of food/fluid control, 

but such engagement strongly correlates with success rate, as interactions 

decrease as the task becomes more difficult; 3) picture-base animal 

identification through machine learning was stable across several months and 

animals, making it a reliable and non-invasive technique for animal tagging 

to achieve individualized training without social separation; 4) it is possible 

to assess group-level dynamics (such as turn-taking) in socially housed non-

human primates. 

Visuo-acoustic automated training  

Our home-cage, automated training protocol was designed based on similar 

experimental protocols developed for NHPs across the last two decades (Bala 

et al., 2020; Bullock and Myers, 2009; Butler and Kennerley, 2019; Mandell 

and Sackett, 2008; Sacchetti et al., 2021; Tulip et al., 2017; Walker et al., 

2019; Wither et al., 2020). Specifically, it shared the structural design of the 
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apparatus described for Rhesus macaques (Berger et al., 2018) while 

replacing costly hardware (Apple computers) with an open-source system 

(Raspberry Pi computers), allowing for more straightforward modification 

and expansion of the system by others. It additionally used a visuo-acoustic 

protocol developed for common marmosets (Calapai et al., 2022). 

Furthermore, our protocol relies on computer vision technology for the 

identification of subjects on a trial basis, which could, in principle, allow for 

testing subjects in natural settings. Our results suggest that long-tailed 

macaques can be trained in an automated manner to perform basic visually 

guided tasks using a touchscreen system but failed to generalize to an 

acoustically guided 2AC task. These findings are in line with previous reports 

that showed that long-tailed macaques could perform a stimulus-directed 

touch behavior using a touchscreen system engaging consistently over 

several sessions (Bullock and Myers, 2009; Rice et al., 2017). However, 

previous reports have shown that macaques (Macaca fascicularis, Macaca 

fuscata, and Macaca nemistrina) are indeed able to solve acoustic 

discrimination tasks (Brosch et al., 2004; Furuyama et al., 2017; Kuhl and 

Padden, 1983; Petersen et al., 1984). However, differences in stimulus type 

(human vocalizations versus conspecific vocalizations), setup conditions 

(attenuated sound chamber versus animal colony, lever versus touchscreen), 

and testing paradigms (Go No-Go versus 2AC) might account for differences 

in performance (Waskom et al., 2019), preventing direct comparison across 

studies. When comparing our results to those reported for common 

marmosets using a similar system (Calapai et al., 2022) where 9 out of 11 

marmosets learned to discriminate conspecific vocalizations from pure tone 

trains using a 2AC or 3AC paradigm, we found a substantial difference in the 

engagement of the animals when low hit rates are observed. Our analysis 

showed that even though the number of trials performed per animal remained 

relatively constant over sessions (engagement), the likelihood of performing 

more trials in a row depended on the performance. We argue that this change 

in engagement dynamics might have contributed to the failure to acquire the 

visuo-acoustic 2AC from the long-tail macaques because it hindered the 

necessary exposure time required to learn the discrimination. Regardless of 

this change, our aim was to elicit an implicit audio-visual association during 

the later steps of an automated training protocol. Instead, animals ignored or 

discounted the acoustic information presented and focused exclusively on the 
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visual information (i.e. the difference in stimulus size). Finally, from the 

necessity to train one long-tailed macaque in the current study and personal 

communication with the authors that previously exposed the same group of 

long-tailed macaques to a similar touchscreen device in the context of a 

different study (Cassidy et al., 2021), we would argue that naïve long-tailed 

macaques could be trained to interact with our device. 

Level of engagement with automatized training protocols 

Five out of six animals interacted consistently with the device across several 

months, in sessions of 3 hour duration during which fluid and food were 

available ad libitum. This was presumably due to the sugary fluid reward 

delivered by the device in combination with the provision of an activity that 

provided a form of cognitive enrichment (Calapai et al., 2022; Clark, 2017, 

2022; Murphy et al., 2003; Tarou and Bashaw, 2007). We found that 

engagement strongly depended on short-term performance levels as the 

likelihood of initiating a trial decreased with an increase in difficulty and 

throughout the training section in which the task gradually moved from 

visuo-acoustic to acoustic only. This dependency should be considered for 

future experiments, especially when generalizations across sensory 

modalities are needed for experimental purposes. Interestingly, a similar 

dependence was observed for some individuals at the same stage of the AUT 

protocol in a previously published marmoset study (Calapai et al., 2022). 

Finally, while our animals were aged between 10 and 22 years old, considered 

already "aged" animals (Veenema et al., 2001, 1997), the reported marmosets 

were significantly younger (2 to 7 years old), marmosets are often referred to 

as "aged" at 8 years of age (Abbott et al., 2003). Because the cognitive decline 

in aging NHPs is well demonstrated and particularly relevant for translational 

neuroscientific research (Gray and Barnes, 2019; Herndon et al., 1997; 

Lacreuse et al., 2020; Nagahara et al., 2010; Sadoun et al., 2019; Smith, 

2004), our approach could be helpful to assess and describe aspects of 

cognitive decline in captive NHPs in a standardized way.  

Animal recognition with machine learning and computer 

vision  
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Reliable identification of individuals in socially housed settings and 

operating device for automated training and cognitive assessment represents 

a necessity to establish successful high-throughput pipelines (as argued 

before (Calapai et al., 2022)) and still a significant challenge. A common 

approach is to employ tracking devices for animals, such as colored jackets, 

collars, and a combination of video monitoring or electronic devices such as 

RFID chips; to allow identification (Andrews and Rosenblum, 1994; Ballesta 

et al., 2014; Calapai et al., 2022; Fagot and Bonté, 2010; Gazes et al., 2013; 

Maddali et al., 2014; Rose et al., 2012; Tulip et al., 2017). Due to a 

combination of physiological and technical issues related to implanting and 

reading RFID chips in large animals such as macaque monkeys (Fagot and 

Bonté, 2010) we opted for a picture-based identification algorithm that 

employed a convolutional neuronal network (Butler and Kennerley, 2019; 

Jacob et al., 2021; Schofield et al., 2019; Witham, 2018). With our network, 

the classification accuracy for individual animals was in line with the 

reported accuracy achieved for rhesus macaques using similar methods 

(Butler and Kennerley, 2019; Witham, 2018) to allow individualized 

autonomous training. However, we found that running the recognition 

algorithm twice (at the beginning of each trial) only marginally improved the 

network performance compared to running the algorithm once per trial. With 

trials longer than a few seconds (in contrast to our experiment) this strategy 

could more significantly improve recognition accuracy. We finally suggest 

that taking a picture from multiple vantage points would improve recognition 

significantly. Overall, this technique revealed to be reliable in efficiency and 

easy to implement in a python-based task control. Nonetheless, we believe 

that further optimizations are needed to establish for example: 1) an 

unsupervised and automatic updating of the network as well as 2) an internal 

quality control system to evaluate tagging accuracy. Based on the rapid 

advancements in machine learning this technique will continue to improve to 

be suited for non-invasive real time animal classification in social groups. 

Insights into turn-taking and social dynamics 

It is essential to note that due to the low number of animals and the low 

engagement of animal F in Group 2, the following analysis will focus mainly 

on Group 1, and it is intended to be taken as a proof of concept. We observed 

no fighting or substantial behavioral alteration in our animals throughout the 
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experiment. All animals who interacted with the device across several 

sessions (5 out of 6) could do so by taking turns. In the early steps of our 

automated protocol, there were strong differences in the level of engagement 

across animals, presumably as a result of social dynamics present in a small 

captive group of primates. Previous reports have shown that the social rank 

of animals affects their access to resources (Barton and Whiten, 1993; 

Boogert et al., 2006), with lower-ranked individuals having the least access. 

Since a trainer (or training device) may be seen as a resource by the animals, 

engagement in training might be influenced by the social rank of the animals 

(Prescott and Buchanan-Smith, 2003). However, it has also been suggested 

that low-ranking individuals performed better at cognitive tasks than higher-

ranked individuals when isolated from the rest of the members (Bunnell and 

Perkins, 1980; Drea and Wallen, 1999; Reader and Laland, 2001), indicating 

that a failure to learn a specific task in low ranked individuals might be a 

consequence of personality rather than social ranking (Wergård et al., 2016). 

While a comparison between individually trained animals when separated 

from their social group and our group-based training would have helped us 

to elucidate the difference in performance relative to the social context, we 

decided not to focus on such comparison as temporary social isolation could 

have negatively impacted the welfare of the animals. Finally, as a detailed 

ethological assessment of group hierarchy was not available for our groups, 

an in-depth comparison with previous studies is not possible. Our analysis 

revealed a specific non-random structure in the animal turn-taking that was 

stable across several months. This proof-of-concept represents an 

encouraging step forward toward the development of efficient and 

standardized techniques to assess NHPs' social states and dynamics.  

In summary, we described a study with 6 captive long-tailed macaques 

(across two groups) who were given access to a touchscreen device equipped 

with a step-wise automated training protocol and picture-based, real-time 

animal identification. Across 3 months of daily 3 hours sessions (Monday to 

Friday, 10:00 to 13:00), animals successfully learned the basics of a visually 

guided discrimination task. Still, they failed to generalize to an acoustic-only 

discrimination task. Furthermore, in structured turns, animals interacted with 

the device in a self-paced manner, without fluid/food control nor social 
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separation, with the likelihood of initiating a trial getting independent from 

the trial outcome as the performance drops to chance.  

4.4 Methods 

All animal procedures of this study were approved by the responsible 

regional government office [Niedersächsisches Landesamt für 

Verbraucherschutz und Lebensmittelsicherheit (LAVES),protocol number: 

33.19-42502-04-16/2278] and were in accordance with all applicable 

German and European regulations on husbandry procedures and conditions. 

Animals 

Six female long-tailed macaque monkeys housed in two groups were 

involved in this study (Group 1 with four animals: B, K, L and R and Group 

2 with two animals: G and F; see Table 1 for more details about the animals). 

The animals were group-housed in the facilities of the German Primate 

Center (DPZ) in Goettingen, Germany, equipped with an enriched 

environment including a multitude of toys and wooden structures, natural as 

well as artificial light and exceeding the size requirements of the European 

regulations, including access to outdoor space. The animals' psychological 

and veterinary welfare was monitored by the DPZ's staff veterinarians, the 

animal facility staff, and the lab's scientists, all specialized on working with 

non-human primates. During the testing sessions animals were fed their 

regular diet and water ad libitum. Training sessions took place mostly in the 

morning before the feeding time, with a single session taking place in the 

afternoon. The regular duration of a session was around 2 to 3 hours, where 

the system was attached to the cage for animals to interact with at their own 

pace. Animal R (4 sessions) and F (2 sessions) were separated for individual 

training, while all remaining sessions were conducted with all animals having 

access to the device as a group. 

Apparatus 

Data was collected with a custom-made, autonomous, touchscreen device 

tailored towards macaque monkeys (Calapai et al., 2017) and based on two 

python-based computers (Raspberry Pi; adapted from (Calapai et al., 2022)). 
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The device was modified to deliver acoustic stimulation via two speakers 

located at the upper left and right corners of the device. The Long-tailed 

eXperimental Behavioral Instrument, in short LXBI (50 x 57 x 30 cm - 

HxWxD) operates as an unsupervised, standalone, waterproof device that can 

be attached directly to the home enclosure of the animals via a custom-made 

frame (Figure 4.1). The device comprises: two Raspberry Pi single board I/O 

computers (Raspberry Pi 3B+, raspberry.org) to control the experiment and 

provide real-time video monitoring; a camera module attached to the task 

controller for animal identification (Raspberry Pi wide-angle camera module 

RB-Camera-WW Joy-IT); a capacitive touchscreen (15-inches touchscreen, 

ELO 1537L Securetouch); two peristaltic pumps (Verderflex OEM-

Schlauchpumpe M025 DC, 10-30V, 6,5 W) and a custom-made reward tube 

(placed at 25 cm distance from the screen); and two speakers (Visaton FR58, 

8 Ω, 120–20,000 Hz). All components operated at low voltage - between 5 

and 12v - at a maximum of 2.5 ampere (touchscreen).  

Picture-based animal identification  

During AUT experimental sessions, when an animal triggered the start 

stimulus, a picture was taken from the front camera (left panel of Figure 4.1a); 

downsampled to a 300x300 pixel, converted to gray values and fed into a 

custom-made, convolutional neural network optimized for object 

categorization (inspired by LeCun et al., 2015), to label the picture with one 

of the animals' identities. A second picture was taken (in later sessions) to 

increase the robustness of the identification of a given animal. This second 

picture followed the same processing of the first picture described above. 

Structure of the network 

The network was designed, trained, and used during the experiment through 

the tensorflow module (Abadi et al., 2016), version 2.0; under Python 3.7. 

The network consisted of 9 layers in total, from input to output: an Average 

Pooling input layer (6x3 pooling size); 3 convolutional layers (3x3 kernel, 

'relu' activation function, with 64, 16, 32 neurons, respectively); 3 pooling 

layers (MaxPool 2x2; Dropout; Flatten); 1 Dense layer (with a 'relu' 

activation function); and a final Dense output layer (with a 'softmax' 

activation function). The network was compiled with an 'adam' optimizer, a 
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sparse categorical 'crossentropy' function, and 'accuracy' as metrics. The 

fitting was done in 10 epochs and with a batch size of 32. The output layer, 

representing the animals in each group, contained an additional neuron, here 

called null, that was trained on pictures triggered by the animals by accident 

(e.g. with their back). Parameters include the size of the average pooling 

kernel; the number of neurons in the three convolutional hidden layers; and 

the number of neurons in the hidden dense layer; they were all bootstrapped 

beforehand on the platform google colab (https://colab.research.google.com/). 

Here, with a test dataset of 3000 pictures of two male macaque monkeys 

taken with the same device and in the same facility, we trained and tested 46 

combinations of the parameters mentioned before. Finally, we compared the 

performances of the 46 resulting networks and handpicked the combination 

of parameters of the network with the highest accuracy (98.7%). This 

combination was used as the final configuration for the network used during 

the experiment. 

Training and maintenance of the network 

The initial training set was collected in 2 weeks (10 sessions) during the 

experiment's first phase and consisted of 300 pictures per animal. The 

network was retrained again after 5, 29, and 32 sessions for Group 1; and 4 

sessions for Group 2, to account for possible changes in environmental 

factors from day to day. Every picture collected in both phases of the 

experiment was labeled by one of the experimenters, that was already very 

familiar with the animals, with a custom-made python interface. Labels were 

used to train and assess the network throughout the study. 

Procedure 

The following training procedure is an adaptation of a protocol already 

described for common marmosets (Calapai et al., 2022). However, 

substantial changes regarding the dimensions and the identity of the stimulus 

were made. Therefore, the following description aims at highlighting the 

differences from the marmoset study. In order to run a session, a LXBI device 

was first attached to the animal's cage and then turned on; leading to 

automatic starts of a local camera server for remote monitoring and video 

recording; the mount of a local network server for recursive data logging; and 

https://colab.research.google.com/
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the loading of custom-made graphical user interface that allowed the 

experimenter to set up the parameters of the session (if needed) and launch 

the experiment. During this time, the reward (Pineapple, banana, or grape 

juice at 25% dilution with water) was loaded on the bottles of the reward 

system and manually pumped along the tubes that led to the mouthpiece (with 

a custom circuit operated by a momentary switch). Once the device was 

ready, the experimenter granted access to the device to the animals by 

removing a panel that divided the LXB from the group's cage. The LXBI was 

left in the cage while remote surveillance took place every 15 – 20 minutes. 

At the end of the session, the panel was placed back, allowing the 

experimenter to open the device from one side (via dedicated hinges) and 

clean it thoroughly. Pumps were left to run for 30 minutes with hot water to 

clean debris, and if needed, the device was removed from the animal's cage 

and stored for the next session. 

Sessions 

Most of the sessions took place in the morning from 10:00 to 14:30 with two 

exceptions that extended until the afternoon (10:00 to 17:00). Food was 

provided at 14:00 by facilities' caretakers, and water was available ad libitum 

throughout the session. For most sessions, videos of the animals working on 

the LXBI were recorded. 

Manual training sessions 

Even though all animals had prior interaction with touchscreen devices, 

animals R and F underwent individual training sessions after we noticed that 

they did not adequately interact with the touchscreen. These animals were 

separated from the group for 4 (animal R) and 2 (animal F) sessions, during 

which, through PRT shaping techniques, they were manually trained to touch 

the screen to receive the reward. 

Experimental paradigm 

Across and during all the sessions, animals never left their home cage. Except 

for animals R and F, which underwent 4 and 2 manual training sessions, the 

remaining 4 animals did not require manual training to operate the device. 

All animals underwent a series of picture-taking sessions (10 sessions) 
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necessary to collect training pictures for the identification network. After this 

phase, all animals underwent an autonomous, unsupervised training protocol 

(AUT) comprised of preconfigured training steps to acquire basic proficiency 

in a standard 2AC discrimination task. It is essential to highlight that all 

sessions for both groups were gathered with a single LXBI device, and the 

data collection occurred in successive order, first for Group 1 followed by 

Group 2. 

Picture taking 

A total of 10 sessions per group were designed to collect as many pictures 

from the animals as possible to train the picture-based identification 

algorithm. A simple behavioral task was built for this purpose. The animals 

were presented with a white screen, and every time a touch was registered, a 

picture was taken, labeled, and stored, while the reward pump delivered 1.5 

ml of juice during the first session to attract the attention of the animals and 

then reduced to 0.5ml. The animals had to wait for 2 to 3 seconds between 

one trial and the next. 

Automated unsupervised training (AUT) 

After the picture-taking sessions, all animals started an automated training 

procedure comprised of 50 steps. During the first 49 steps, an algorithm 

would gradually guide the animals according to their performance (Berger et 

al., 2018), while in step 50 no change in the task occurred (Calapai et al., 

2022). In the AUT section (steps 1-49), animals had to learn the basic rules 

of a visuo-acoustic 2AC, in which the proficiency of an animal was assessed 

at step 50. Specific parameters, such as size, location, and time delays, were 

adjusted during the AUT. Animals could step up when 8 or more out of 10 

trials were correct and step down when 2 or less out of 10 were correct. 

During and across sessions, the progress of every animal was stored and 

retrieved every time an animal started to perform a trial. In this way, animals 

could individually navigate the total series of steps resuming after pauses or 

end of sessions at the same step they left in the last interaction. As mentioned 

above, the present training protocol is an adaptation from an AUT developed 

for marmosets (Calapai et al., 2022), with the main differences found in the 

stimuli's identity and stimuli configuration. The AUT was comprised of 49 
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steps, grouped into 3 milestones that aim at training long-tailed macaques on 

the basics of touchscreen interactions within the context of a visuo-acoustic 

2AC task. 1) Size milestone (steps 2 to 15) aimed to train animals to execute 

precise touches by decreasing the size of the visual stimulus that triggered the 

reward. A white circle embedded in a blue rectangle (called trigger) placed 

in the center of the screen had to be touched to obtain the reward (0.5 ml). 

Throughout the steps, the trigger gradually decreased from 20 x 20 cm to 6 x 

6 cm. Touching outside the trigger resulted in a 5 to 7-second long inter-trial 

interval signaled by a grey screen, during which screen touches were ignored 

and resulted in a reset of the inter-trial interval. In contrast, touching inside 

the trigger would allow a new trial initiation after a randomized inter-trial 

interval of 2 to 4 seconds. 2) Location-sound milestone (steps 16 to 30). Here 

the AUT attempted to train animals to associate a sound with a visual target 

while also improving the spatial precision touch behavior. Throughout the 

steps, the trigger appeared at the center of the screen, and upon touch, an 

acoustic stimulus (either a repeated infant long-tailed macaque vocalization; 

or a pure tone train of 4 kHz at variable loudness – see below) was presented 

for 1 to 1.5 s before a visual target appeared, at step 16 (the first of this 

milestone) the visual target appeared in the center of the screen, but gradually 

moved away, to either side of the screen, by 1 cm on each step until reaching 

the edge. In contrast, the side randomly changed from left to right on a trial-

by-trial basis. The visual targets consisted of a picture of an infant long-tailed 

macaque face (6.5 × 6.5 cm), or an abstract geometric pattern (6.5 × 6.5 cm) 

(Figure 4.2a). The vocalization was matched with the long-tailed macaque 

face while the pure tone train with the geometric pattern. Along the steps of 

the location-sound milestone, the intensity of the sound was gradually 

increasing (in steps of 10 dB) from 30 ± 2 dB SPL on step 16 to a final 

loudness of 72 ± 2 dB SPL on step 22. 3) Distractor milestone (steps 31 to 

49). Here the AUT trained the animals to discriminate the two visual targets 

by introducing a second visual target as a distractor with a smaller size than 

the target. A second visual target (distractor) was displayed together with the 

first target but on the opposite side of the screen, at the same eccentricity. In 

the case of a 'vocalization' trial, the visual distractor was the geometric pattern 

and vice versa. The distractor was gradually increased in size on each step 

from 0.3 × 0.3 cm in step 31 up to 6.5 × 6.5 cm in step 50 (step:size – 31:0.9 

cm2, 32:1.8 cm2, 33: 2.56 cm2, 34: 4.84 cm2, 35: 8.41 cm2, 36: 11.55 cm2, 37: 
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13.69 cm2, 38: 15.21 cm2, 39: 17.64 cm2, 40: 20.25 cm2, 41: 22.09 cm2, 42: 

25 cm2, 43: 28.09 cm2, 44: 32.49 cm2, 45: 34.81 cm2, 46: 36 cm2, 47: 38.44 

cm2, 48: 39.69 cm2, 49: 40.96 cm2, 50:42.25 cm2) at which point it reached 

the same size as the target. Throughout the protocol, the lack of further 

interaction within 8 seconds after trial initiation resulted in an aborted trial, 

and the trial outcome was labeled as 'ignored.' The AUT aimed to instruct the 

animals in a visuo-acoustic discrimination experiment. They had to 

distinguish two different sounds and select the corresponding visual stimulus 

to indicate their choice. 

Acoustic-only discrimination task 

After having completed the AUT protocol, and therefore having reached step 

50, animals were presented with an acoustic-only 2AC task in which they had 

to discriminate a vocalization from a pure tone train and report their choice 

by touching the correspondent visual target on the screen. As mentioned 

earlier, the vocalization was associated with the picture of an infant long-

tailed macaque, whereas the pure tone train with a geometric pattern. This 

association was instructed during the AUT protocol (steps 1 to 49). In 

contrast to the AUT protocol, in step 50, animals were required to rely solely 

on acoustic cues to identify the target of a given trial and thus obtain the 

reward above chance. A trial was counted as correct when an animal could 

respond to the sound with the correct visual target on the screen and rewarded 

with 0.5 ml of juice, followed by a 1 to 2 seconds timeout. When the animal 

chose the wrong visual target, the screen turned grey for 8 seconds, during 

which interactions with the touchscreen were ignored. Throughout this task, 

the lack of further interaction within 8 seconds after trial initiation resulted in 

an aborted trial, and the trial outcome was labeled as 'ignored.' 

4.5 Data treatment and Statistics 

Data acquisition, formatting, and analysis were performed using Python 3.5.3 

and 3.7.7. All figures, means, and medians were calculated using the Python 

libraries numpy, pandas, seaborn, and matplotlib. Double-sided Pearson 

correlations were calculated using the module pingouin. Psychometric 

functions for obtaining thresholds in size difference were calculated using the 

module psignifit (Schütt et al., 2016) and setting the fit to cumulative normal 
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sigmoid function, with all parameters free and with 95% confidence intervals. 

This resulted in the following function: 

𝜓(𝑥; 𝑚, 𝑤, 𝜆, 𝛾) =  𝛾 + (1 −  𝜆 −  𝛾)𝑆(𝑥; 𝑚, 𝑤) 

Where m represents the threshold (the level at 0.5), w represents the width 

(difference between levels 0.5 and 0.95), λ and γ represent the lower and 

upper asymptote, respectively.  
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Chapter 5 

General Discussion
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5.1 Summary and interpretation 

The underlying aim of this dissertation was to contribute to the development 

of more efficient methods of assessing auditory cognition in non-human 

primates (NHPs). 

Chapter 2 describes a novel protocol that demonstrates the feasibility of 

automatically training and testing common marmosets (Callithrix jacchus) in 

auditory tasks directly in their homecages without water and food control or 

social separation. In its first section, Chapter 2 details the development of the 

novel instrument named MXBI, a standalone device mostly comprised of off-

the-shelf or 3d printed components, entirely programmed in Python, and 

based on Raspberry Pi computers, for maximum flexibility of use, 

accessibility, and to allow for easy adaptation by others without comprising 

the systems' performance. In a later section, Chapter 2 describes an automated 

unsupervised training protocol that ultimately instructed marmosets on a 

visuo-acoustic discrimination task. In this task, marmosets learned to group 

pairs of visual and acoustic stimuli (an infant marmoset vocalization with an 

infant picture of a marmoset, a pure tone train with a geometric pattern) to 

then discriminate between the pairs guided by acoustic signals. Finally, 

Chapter 2 describes a series of experiments demonstrating that marmosets 

flexibly discriminate novel sets of visual and acoustic stimuli and that hearing 

thresholds can be gathered in potentially distracting auditory conditions. 

Nonetheless, Chapter 2 most significant caveat was the failure of training 

marmosets in acoustic tasks without relying on conspecific vocalizations. 

Since traditional assessments in psychoacoustics rely on simpler acoustic 

stimuli like pure tones, devising tasks to tackle this limitation was of 

paramount importance. 

Chapter 3 details a series of experiments that aimed to expand the systems' 

flexibility of use by developing novel tasks to assess different aspects of 

auditory cognition. The first section describes an automated training protocol 

that successfully instructed common marmosets into a pure tone detection 

task later used for collecting audiograms in five marmosets. Thresholds 

across the tested frequencies exhibited similarities to previously reported data 

(Osmanski and Wang, 2011), with a slight drop in sensitivity of 10 dB SPL 
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across tested frequencies, presumably a consequence of background noise. 

Chapter 3 later describes the implementation of wireless control of cochlear 

implants in freely moving marmosets. Here, two cochlear-implanted 

marmosets flexibly used electrical stimulation to solve a detection task that 

later helped to collect electrical stimulation thresholds (data still under 

collection). Finally, the last section of Chapter 3 details the development and 

implementation of a vocalization discrimination task, where four marmosets 

learned to discriminate, generalize, and sort in two groups over 900 

synthesized acoustic stimuli with several spectro-temporal variations. 

Showing that manipulations of the center frequency and harmonic content 

have the greatest disruption in the stimulus discrimination responses. 

Finally, Chapter 4 describes the adaptation and implementation of the 

previously described training protocol used to instruct marmosets into visuo-

acoustic discrimination in a novel species, the long-tailed macaque (Macaca 

fascicularis). However, despite the success in marmosets, none of the tested 

long-tailed macaques learned to solve the visuo-acoustic discrimination task, 

remaining at a chance level as soon as the acoustically guided steps were 

reached. Interestingly, although the animals' engagement remained stable 

across sessions, their trial initiation dynamics changed over time. Chapter 4 

also describes the implementation of a picture-based animal identification 

software that enabled our system to automatically identify individual animals 

with high accuracy (over 90% hit rate) to provide personalized training and 

track interaction dynamics in a social context. 

 

The technological advances throughout the history of behavioral sciences 

have been fundamental for the optimization of experimental procedures. The 

automating of the behavioral analysis translates to more animal data with 

substantially greater reproducibility. Over the last three decades, a new wave 

of technological development has strengthened the bridging of behavioral 

sciences research. Psychology, ethology, and neurobiology are currently 

facing the promise of a new framework for studying behavior and its 

mechanisms more holistically. However, the methodological advances 

achieved by this new wave of technological influx are still under current 

development thus, limited in application to a few fields. 
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Auditory cognition in NHPs still faces substantial limitations in its 

experimental methods. Although the current behavioral methodology has 

barely changed over the last decades (e.g., the use of primate chair in auditory 

tasks can be traced back 50 years (Stebbins, 1973), and continues to be a 

common method (Mackey et al., 2022)), they have been crucial for 

understanding essential mechanisms of primate auditory cognition. These 

mechanisms include sound perception, frequency resolution, pitch 

perception, sound localization, stream segregation, vocal perception, control 

and development, and attention (Brosch et al., 2004, 2004; Brown et al., 

1982; Geissmann, 2002; Hage et al., 2016, 2013; Kayser et al., 2005; 

Knyazeva et al., 2018; Pisanski et al., 2016; Pomberger et al., 2019; 

Remington et al., 2022; Roy et al., 2016; Song et al., 2016; Takahashi et al., 

2015, 2013; Wakita, 2020, 2019). 

The findings described in this dissertation represent a substantial contribution 

to the optimization of experimental protocols for studying auditory cognition 

in NHPs in more naturalistic environments by demonstrating that: 

1. Auditory training and testing can be automated for common 

marmosets. 

2. Marmosets can flexibly learn a broad variety of auditory tasks relying 

on a wide range of acoustic stimuli, including electric stimulation 

through a cochlear implant. 

3. Marmosets can perform complex auditory tasks in a naturalistic 

environment with inherent acoustic and social distractors. 

4. The auditory data collected for marmosets under the aforementioned 

circumstances is comparable to those already published. 

5. Marmosets and long-tailed macaques show stable, voluntary, and 

sufficient engagement for evaluating cognitive capabilities free of 

coercion. 

6. The training device shows flexible adaptability between experimental 

species and testing conditions without losing performance. 
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7. With high accuracy, computer vision technology enables non-

invasive, markerless individual animal identification of socially 

housed long-tailed macaques. 

8. Social structures in the colony might underlie turn-taking dynamics 

using our device. 

9. The engagement of the animals in the training protocols might 

represent a form of cognitive enrichment improving animal welfare. 

The common marmosets' ability to flexibly learn and utilize a diverse range 

of acoustic stimuli, including pure tones, complex synthetic sounds, 

conspecific vocalizations, and white noise, has been demonstrated. 

Additionally, they can employ electric stimulation patterns through a 

cochlear implant to successfully navigate Go-NoGo and 2 or 3-alternative 

choice tasks. This proficiency, combined with their use of visual cues on a 

touchscreen, provides a foundation for the advancement of automated 

cognitive testing protocols for non-human primates. One immediate 

possibility is the automation of already existing psychoacoustic tests such as 

discrimination of artificial sounds needed for stream segregation, frequency 

and intensity resolution, auditory scene analysis, vocal perception, masking 

effects, or sound localization that have largely remained manually operated 

(Brown et al., 1982; Izumi, 1999; Osmanski et al., 2016; Remington et al., 

2022; Wienicke et al., 2001). Considering that cognitive testing in social 

settings provides a closer estimate of real-world cognitive capabilities, a 

second possibility is the development of novel protocols to assess different 

aspects of physical and social cognition. Auditory attention mechanisms are 

suitable for assessment under more naturalistic conditions, considering that 

attention can be voluntarily directed when performing a task (top-down) or 

captured by salient stimuli in the background (bottom-up) (Ahveninen et al., 

2006; Fritz et al., 2007; Johnson and Zatorre, 2006; Knudsen, 2007). An 

evaluation of the influence of background sounds on the animals' 

performance might provide relevant information regarding selective hearing 

during voluntary directed attention, not yet evaluated in detail in NHPs. 

The demonstration of feasible wireless control over cochlear implants in 

freely moving marmosets enables the further investigation of behavioral 
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responses to more complex electric stimulation patterns to evaluate the 

behavioral and physiological responses to specific components of the 

electrical stimulation, which in turn may help to develop better sound coding 

strategies. Additionally, the relatively long duration of the testing sessions 

could provide an opportunity to test for plasticity when cochlear implants are 

used for longer periods, providing insights into neuronal plasticity along the 

auditory pathway and the animals' learning and adaptation processes to 

electric signals. Furthermore, the development of behavioral methods to 

assess auditory cognition under cochlear implant circumstances lays the 

ground for future behavioral comparison of hearing restoration by means of 

a novel cochlear implant technology based on light stimulation of genetically 

modified spiral ganglion neurons (Jeschke and Moser, 2015). 

Multisensory integration is crucial to adaptive behavior because it enables the 

coherent perception of objects, allowing individuals to increase salience 

created by multisensory redundancy (Lewkowicz and Ghazanfar, 2009; 

Lewkowicz and Kraebel, 2004). A common area of study is the interaction 

between sensory modalities and their reciprocal processing modulation 

(Kuang and Zhang, 2014). Demonstrating that marmosets successfully 

learned to use specific audio-visual cues (with presumed biological 

significance) to solve a discrimination task but failed to solve the same task 

relying on a different set of stimuli (synthetic stimuli) offers the possibility 

to investigate the effects of visuo-acoustic stimuli characteristics interactions 

on discrimination success. 

Across all experiments described in this dissertation, psychophysical 

approaches allowed for characterizing perceptual and cognitive processes by 

quantitatively associating the physical characteristics of acoustic stimuli with 

their perceptual effects through the animals' more frequent choices (Fechner, 

1860; Kepecs et al., 2008; Sutton and Barto, 2018). Although this approach 

offers the possibility to guide, isolate and manipulate behavior to 

systematically investigate its mechanisms, it also restricts the behavioral 

assessment to discrete units, ignoring concomitant behaviors. In recent years, 

machine learning algorithms have enabled the automatic detection, 

identification, and tracking of individual subjects, specific body part 

movements, or multiple individual interactions through video recordings 

(Graving et al., 2019; Lauer et al., 2022; Mathis et al., 2018), they have also 
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enabled the automate the identification and classification of NHPs 

vocalizations (Desai et al., 2018; Mielke and Zuberbühler, 2013; Phaniraj et 

al., 2022; Romero-Mujalli et al., 2021; Turesson et al., 2016; Zhang et al., 

2018). Implementing this technology with our approaches promises the 

expansion in the dimensionality of the behavioral assay, opening novel 

opportunities to put animals' behavior during cognitive tasks into context. 

Decision-making mechanisms likely depend on continuously evolving 

perceptual or cognitive variables. Access to video recordings of continuously 

expressed behavior during task performance could provide information about 

the time course of unfolding decisions, such as the micro-movements of the 

body (Gold and Shadlen, 2001; Gouvêa et al., 2014; Selen et al., 2012).  

NHP are capable of recognizing the caller's identity and relative relatedness 

(Biben, 1993; Miller et al., 2010, 2004, 2001a, 2001b; Miller and Wang, 

2006). The potential of automatically identifying animals' identities through 

their vocalizations offers the opportunity to evaluate in detail the influence of 

the relativeness of background calls during task performance. This is 

particularly relevant for marmosets, a highly vocal species that remains 

loquacious in captivity, which has been demonstrated to show behavioral 

preference in vocalization exchange towards relatives (Miller and Wang, 

2006). 

Tracking animal interactions in group settings can potentially mitigate the 

logistical challenges of social testing by evaluating the animals' performance 

with respect to the social context. Additionally, learning mechanisms 

influenced by conspecifics (social learning), cooperation, deception, and 

prosociality studies offer a novel dimension of study, and broaden the scope 

of the results (Canteloup et al., 2020; de Waal and Suchak, 2010). 

Although machine learning algorithms have been deployed under several 

experimental circumstances to automate the analysis of visual and acoustic 

data, challenges in high-resolution camera technology, multi-animal tracking 

in 3D settings, online analysis, signal-to-noise ratio robustness with acoustic 

data, and a broad cover of species vocalization limit the application of this 

technology to particular settings (Desai et al., 2018; Lauer et al., 2022; 

Phaniraj et al., 2022; Turesson et al., 2016) 
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The implementation of neural recordings in NHPs while performing 

cognitive tasks is a common practice in cognitive neuroscience to investigate 

the neural substrates of cognitive processes. Although neuronal coding 

mechanisms governing some auditory processess such as frequency tunning, 

sound intensity, pitch perception, sound location, vocal processing and 

sensory motor integration has been widely studied in NHPs (Aitkin et al., 

1986; Bendor et al., 2012; Bendor and Wang, 2005; Brosch et al., 2004; 

Cheung et al., 2005; Eliades and Wang, 2008a, 2008b; Lui et al., 2015; Miller 

et al., 2015; Remington et al., 2022; Remington and Wang, 2019; Sadagopan 

and Wang, 2008; Watkins and Barbour, 2011), the possibility of recording 

neural activity in voluntarily motivated animals while performing auditory 

cognitive tasks under more naturalistic environments could provide 

additional data to perform context-dependent comparisons that might help to 

differentiate indirect from direct neural-behavioral correlations, specially 

since evidence shows that the physiological properties of neural circuits are 

context dependent, suggesting the activation of alternative neural substrates 

for the similar actions (Balleine, 1992; Carmena et al., 2003; Mante et al., 

2013). Furthermore, testing under social context might be particularly 

relevant for investigating auditory processes that involve higher-level, top-

down cortical influences, such as attention mechanisms (Fishman et al., 2017; 

Knyazeva et al., 2018; Schneider et al., 2014). Wireless technology in recent 

years has allowed researchers to record neural activity in freely moving and 

behaving animals (Harrison et al., 2011; Lee et al., 2013; Rizk et al., 2009; 

Sato et al., 2009; Szuts et al., 2011), including NHPs (Borton et al., 2013; 

Foster et al., 2014; Jackson et al., 2007; Konoike et al., 2022; Miranda et al., 

2010; Mohseni et al., 2005; Roy et al., 2016; Roy and Wang, 2012; Schwarz 

et al., 2014; Walker et al., 2021; Yin et al., 2014). However, the amount and 

distance of data transmitted, the size and weight of the head stage, the implant 

longevity, and battery life are some of the challenges that currtent limit the 

implementation of wireless technology (Marx, 2021). 

The MXBI system was designed and built to provide affordability, flexibility 

of use, and easy adaptation by others. Furthermore, key features such as 

wireless connectivity for multi-directional data transfer among several 

MXBIs and a central server node, battery-based power supply, automatic 

individual animal identification, and homecage design enable the 
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implementation of high-throughput behavioral assessment in NHPs. 

Common marmosets and long-tailed macaques are essential models in 

biomedical research. The development of transgenic primate models for 

various human diseases (Harris, 2021; Okano and Kishi, 2018; Sasaki et al., 

2009; Tomioka et al., 2017) will require the behavioral characterization of a 

large number of animals. The automation of the behavioral assay will 

undoubtedly improve the development of novel protocols to characterize new 

disease therapies in a more standardized fashion, similar to rodent 

phenotyping pipelines (Aoki et al., 2017; Bohlen et al., 2014; Winter and 

Schaefers, 2011). 

Finally, in recent years ethical concerns have arisen regarding animal 

experimentation, especially in the context of NHP. In Europe, the framework 

that regulates animal experimentation (European Union Directive 

2010/63/EU on the Protection of Animals used for Scientific Purposes) is 

based on the so-called 3-R principles: Replacement – substituting animals 

when possible; Reduction – limiting the number of animals to the minimum; 

Refinement – decreasing the severity or incidence applied to animals (Russell 

and Burch, 1992). The interpretation of these principles is a matter of constant 

debate, which recently focused on the autonomy and self-determination of 

animals (Arnason, 2020). Within this framework, attempts to improve animal 

welfare rely on the design of experimental protocols that offer voluntary 

training and testing to the animals directly in their home cages with minimum 

human interaction to promote a sense of agency (Berger et al., 2018; Calapai 

et al., 2017; Evans et al., 2008; Fagot et al., 2014; Richardson et al., 1990; 

Washburn and Rumbaugh, 1992). Developing cognitive testing systems as 

means of enrichment enables access to captive colonies of several NHP 

species that otherwise would be difficult or even impossible to test, such as 

breeding colonies, sanctuaries, and zoos. 

5.2 Limitations and future directions 

Voluntary testing in a distracting environment 

Traditionally, experimenters in the laboratory rely on controlling individual 

animals' external and internal factors (e.g., water and food availability, social 

context) to influence their motivation to cooperate in experimental 
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procedures (Sedaghat-Nejad et al., 2019), achieving a relatively 

homogeneous engagement across the animals tested. Additionally, 

conventional auditory psychophysics experiments take place under well-

controlled acoustic environments, namely sound-attenuated chambers 

(Coleman, 2009; Leinwand et al., 2020; Remington et al., 2012), to avoid the 

interference of external sounds during the performance. Contrary to this, the 

training protocols presented in this dissertation took place directly at the 

animals' home cage within a NHP colony, where different sensory stimuli 

and social interactions act as distractors. Furthermore, no water or food 

control was implemented to motivate the animals to participate. Instead, 

animals freely engaged with our device. 

Carrying experiments in a dynamic environment, such as a NHP colony, 

without relying on additional coercion to motivate the animals to engage in 

the experimental procedures have inherent challenges when interpreting the 

results, namely engagement dynamics and performance success or failure. 

Internal individual factors like the degree of curiosity, boldness, and reward 

appeal at a given time (thirst or hunger) have been shown to play an important 

role in the willingness to engage and cognitive performance (Forss et al., 

2017; Freeman and Gosling, 2010; Koski et al., 2017; Koski and Burkart, 

2015; Šlipogor et al., 2022). Additionally, it has been reported that the social 

context in which animals have been tested influences the performance in the 

task (Bunnell and Perkins, 1980; Drea and Wallen, 1999; Hopper et al., 2007; 

Reader and Laland, 2001; Santos et al., 2002). Furthermore, since the training 

device can be seen as a source of reward (Barton and Whiten, 1993; Boogert 

et al., 2006) the access to the training device (engagement) might be 

influenced by social rank (Prescott and Buchanan-Smith, 2003), limiting the 

interaction time for those animals with a lower rank. Moreover, the dynamic 

acoustic background added another level of interference. Continuous and 

intermittent sounds, the product of the ventilation system, animals' 

vocalizations, and staff activities might have interfered with the animals' 

performance during testing sessions by redirecting animals' attention to more 

salient sounds (Fritz et al., 2007; Kayser et al., 2005) or making the testing 

stimuli less intelligible due to spectro-temporal masking effects (Greenwood, 

1961). 
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For these reasons, it still remains unclear and difficult to disentangle whether 

animals' engagement dynamics and the failure to learn some tasks presented 

in this dissertation reflect individual cognitive constraints or just a 

satisfactory interaction strategy for the animals, given a complex combination 

of social and individual states. Moreover, statistically speaking, testing entire 

social groups may constrain the sample size since all subjects within a social 

group might not be considered independent from each other (Burkart et al., 

2014; Cronin et al., 2014). This disadvantage is increased because groups are 

not usually uniform in size, composition, and physical environment (Cronin 

et al., 2017). 

While auditory cognitive testing in social contexts opens the possibility of 

assessing behavior at a new level of complexity, the influences of this new 

level must be taken into strict consideration when designing future projects 

to reduce or avoid confined data interpretations. Current efforts are trying to 

assess the impact of intermittent background sound (vocalizations) on the 

animals' cognitive performance, implementing offline analysis of 

background recordings snippets during task engagement. 

Further remarks 

Individualized multi-dimensional closed-loop experiments 

All experimental procedures presented in this dissertation relied on tasks 

structured as a staircase. This was devised so that animals could be gradually 

challenged with particular problems across a fixed number of pre-

programmed steps that ultimately led the animals to show the desired 

behavior. To automate the navigation throughout the staircases, we 

implemented an algorithm that monitored individual animal performance 

adjusting the difficulty accordingly, presumably to keep animals at a 

comfortable level to avoid frustration (Berger et al., 2018). Although the 

implementation of this close-loop feedback eventually trained most of the 

tested animals, the unidimensionality of the feedback based on the 

"difficulty" with fixed parameters across the staircase made the design, 

deployment, testing, and adaption of tasks a time-consuming process. Proof 

of that process is the number of task versions tested in Chapter 2 before 

finding the ideal features that most animals needed to learn the visio-acoustic 
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discrimination task, including the implementation of a 3-alternative choice 

task that improved the performance of those marmosets that performed at a 

chance level using a 2-alternative choice task. 

Task design is crucial when testing for cognitive mechanisms because, as 

illustrated earlier, failure to learn a given task might underlie inappropriate 

task structure rather than cognitive limitations to solve the problem. The 

implementation of additional close-loops to keep track of parallel features in 

the task (e.g., target delay presentation, target position in the screen) in 

relationship with individual animal interactions (e.g., target response delay, 

area of touch in the screen) could contribute to a faster task design by 

identifying response patterns across animals, but also to a greater engagement 

and performance by further personalizing training protocols where physical 

and personality features are taken into account. 

Testing beyond the laboratory 

Cognitive testing with touchscreen devices have been implemented in several 

scenarios apart from laboratories (e.g., zoos, sanctuaries, and in the field) 

testing for several cognitive capabilities (e.g., memory, visual perception) 

(Allritz et al., 2016; Gazes et al., 2017; Jacobson et al., 2019; Macdonald and 

Whiten, 2011; Perdue et al., 2012; Ross, 2009; Schmitt, 2016; Shumaker, 

2018; Tanaka, 2016; Wagner et al., 2016; Whitehouse et al., 2013). However, 

auditory testing is scarce in the literature. A common observation is that 

NHPs are notoriously difficult to train in auditory tasks, generally displaying 

a bias toward vision (Hirst et al., 2018; Schmitt, 2019; Van Essen et al., 

2019). The possibility of expanding the auditory testing procedures to 

different species, rarely available in experimental primate colonies, presents 

an opportunity for novel phylogenetic comparisons to understand the 

evolution of specific cognitive traits better (Egelkamp and Ross, 2019; 

MacDonald and Ritvo, 2016). 

5.3 Concluding remarks 

A recurrent point throughout all chapters of this dissertation has been the 

optimization of experimental procedures in auditory cognition through 

automation. Historically, automation in behavioral sciences has been 
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deployed at 3 levels. First, it aims to reduce the constraint of human time 

resources to the greatest extent. Second, it intends to scale up data collection. 

Third, it seeks the standardization of protocols to achieve reproducibility. 

Finally, once automation is achieved, the possibility to expand the detail and 

dimensionality of observations and measurements relying on state-of-the-art 

technology seems unavoidable. 

Technological advances in the last 15 years have unprecedentedly enabled a 

considerable amount of behavioral data collection (Marx, 2013). Powerful 

computer vision algorithms have been used to track an individual's pose, 

position, and interactions with conspecifics (Lauer et al., 2022; Mathis et al., 

2018; Nath et al., 2019). Miniaturized probes allow for high-density chronic 

recordings of neural activity (Steinmetz et al., 2021, 2019). The advent of the 

so-called "big data" promises the possibility to: scale up the behavioral data 

through the automation of the behavioral assay (Branson et al., 2009; Winter 

and Schaefers, 2011), go from discrete to continuous measurements of 

behavior (Gold and Shadlen, 2001; Selen et al., 2012), find behavioral 

relevance instead of nuisance in unrestrained animals (Gouvêa et al., 2014; 

Kawagoe et al., 1998; Kepecs et al., 2008; Luce, 1986), develop 

computational models to describe behavior (Gold and Shadlen, 2001; Kepecs 

et al., 2008; Sugrue et al., 2004), find simplicity in higher levels of behavior, 

namely group behavior (Bialek et al., 2014; Jin and Kozhevnikov, 2011; 

Jordan et al., 2013; Nathan et al., 2022), contrast behavioral responses across 

different contexts (Kane and Zamani, 2014; Portugues et al., 2014). However, 

how exactly this data will be collected (e.g., the conceptual framework of 

study) and then handled (e.g., data openness) are among the biggest 

challenges to overcome (Gomez-Marin et al., 2014; Jazayeri and Afraz, 2017; 

Krakauer et al., 2017). 

It is clear that behavior as a product of evolution is a unifying organismal 

process where genes, neural function, anatomy, and environment converge 

and interrelate to warrant the individual's survival and successful 

reproduction. As such, its study and its mechanisms will always require an 

intricate collaboration among several study fields. Experimental psychology, 

ethology, and neuroscience face an exciting future, and I look forward to 

being part of it.
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